
O
C

TO
BE

R–
DE

C
EM

BE
R 

20
24

 V
O

L.
 1

6 
№

 4
 (6

3)

ISSN 2075-8251OCTOBER–DECEMBER 2024 VOL. 16 № 4 (63)

Platforms for the Search for New Antimicrobial  
Agents Using In Vivo C. elegans Models



VOL. 16 № 4 (63) 2024 | ACTA NATURAE | 1

Peptide Mimicking Loop II of the Human 
Epithelial Protein SLURP-2 Enhances the Viability 
and Migration of Skin Keratinocytes
O. V. Shlepova, T. Ya. Gornostaeva, I. D. Kukushkin, V. N. Azev, M. L. Bychkov, 
Z. O. Shenkarev, M. P. Kirpichnikov, E. N. Lyukmanova
The secreted human protein SLURP-2 is a regulator of epithelial homeostasis, 
which enhances the viability and migration of keratinocytes. This work is devoted 
to the search for the SLURP-2 functional regions responsible for enhancing kerati-
nocyte viability and migration. Authors produced synthetic peptides corresponding 
to the SLURP-2 loop regions and studied their effect on the viability and migration 
of HaCaT skin keratinocytes using the WST-8 test and scratch-test, respectively.
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The Antibacterial Activity 
of Yeasts from Unique Biocenoses

O. V. Shulenina, E. A. Sukhanova, B. F. Yarovoy, 
E. A. Tolstyko, A. L. Konevega, A. Paleskava
The results of this study of a unique collection contain-
ing more than 3,000 samples of yeasts found on the 
Kamchatka Peninsula, the Kuril Islands, and Sakha-
lin Island, Russia. It was uncovered that the Sakhalin 
strains for the most part stimulate bacterial growth, 
while most of the strains found on the Kamchatka 
Peninsula possess inhibitory properties.
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Testing the double fluorescent protein reporter assay 
on known antibiotics

Bacteriocin from the Raccoon Dog Oral Microbiota Inhibits the 
Growth of Pathogenic Methicillin-Resistant Staphylococcus aureus

M. N. Baranova, E. A. Soboleva, M. A. Kornienko, M. V. Malakhova, Yu. A. Mokrushina, A. G. Gabibov, 
S. S. Terekhov, I. V. Smirnov

The microbiome of wild animals can be considered 
a natural reservoir of biodiversity for antibiotic dis-
covery. In this study, the Staphylococcus pseudinter-
medius E18 strain was isolated from the oral micro-
biome of a raccoon dog (Nyctereutes procyonoides) 
using a microfluidic ultrahigh-throughput screening 
platform. S. pseudintermedius E18 efficiently inhibited 
the growth of pathogenic methicillin-resistant Staphy-
lococcus aureus (MRSA). It was established that the 
main active substance of the S. pseudintermedius E18 
strain was a bacteriocin.
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Schematic diagram of an ultra-high-throughput screen-
ing platform for selecting microorganisms that inhibit the 
growth of a target bacterium
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Recombinant VSVs: A Promising Tool for 
Virotherapy
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ABSTRACT Cancer is one of the leading causes of death worldwide. Traditional cancer treatments include sur-
gery, radiotherapy, and chemotherapy, as well as combinations of these treatments. Despite significant ad-
vances in these fields, the search for innovative ways to treat malignant tumors, including the application 
of oncolytic viruses, remains relevant. One such virus is the vesicular stomatitis virus (VSV), which possess 
a number of useful oncolytic properties. However, VSV-based drugs are still in their infancy and are yet to 
be approved for clinical use. This review discusses the mechanisms of oncogenesis, the antiviral response of 
tumor and normal cells, and markers of tumor cell resistance to VSV virotherapy. In addition, it examines 
methods for producing and arming recombinant VSV and provides examples of clinical trials. The data pre-
sented will allow better assessment of the prospects of using VSV as an oncolytic.
KEYWORDS oncolytic viruses, vesicular stomatitis virus, cancer immunotherapy, interferon-stimulated gene, 
biomarker of resistance.
ABBREVIATIONS VSV – vesicular stomatitis virus; rVSV – recombinant vesicular stomatitis virus; ISG – in-
terferon-stimulated gene; IFNs – interferons; PAMP – pathogen-associated molecular pattern; MHC – major 
histocompatibility complex; IFNAR – type I IFN receptor; PKR – protein kinase R.

INTRODUCTION
Cancer is one of the leading causes of death in de-
veloped countries. Over the past years, the applica-
tion of immunotherapy strategies in clinical prac-
tice has improved treatment effectiveness for many 
cancers. Unfortunately, positive outcomes have been 
achieved in only a limited type of malignant tumors 
which account for approximately one-third of all cas-
es. Furthermore, not all patients appear to respond to 
therapy [1, 2].

It is anticipated that obstacles to the treatment 
of malignant tumors can be bypassed using onco-
lytic viruses (oncolytics). These viruses are capable 
of specifically replicating in cancer cells while re-
maining safe for the organism [3]. The viruses can 
replicate in cancer cells due to the impaired antivi-
ral response associated with dysfunctional interfer-
on (IFN) production. Interferons inhibit viral repli-
cation as well as the formation and spread of virus 
particles by activating signaling pathways that slow 
down metabolism in infected and neighboring cells. 
Oncolytic viruses are highly specific to cancer cells 
with a restricted IFN response; they induce an in-
flammatory response in the tumor and fine-tune 
the immune system to target the inflammation site, 

whereas in healthy cells, viruses are destroyed due 
to IFN-mediated immune responses.

The vesicular stomatitis virus (VSV), a neg-
ative-sense RNA virus belonging to the family 
Rhabdoviridae, is one of the promising oncolytic vi-
ruses [4]. VSV has a number of advantages: it is not 
integrated into the host genome and has a broad tro-
pism; its genome can be relatively easily modified, 
and a very small percentage of people are seroposi-
tive for VSV [5].

Recombinant VSV (rVSV)-based drugs are being 
investigated in vitro and in vivo [6–10]; clinical tri-
als to assess their effectiveness in the treatment of 
colorectal cancer, melanoma, lung cancer, breast can-
cer, malignant lymphoma, and other cancers are on-
going (NCT02923466, NCT04046445, NCT04291105, 
NCT03017820, NCT03865212, NCT04291105, 
NCT03120624, NCT03456908, NCT05846516, 
NCT05644509, and NCT01042379).

Research into the oncolysis mechanisms, markers, 
and signaling pathways responsible for the resistance 
of cancer and healthy cells to the virus can explain 
the variability in the response of different tumors to 
virotherapy and allow one to find ways to optimize 
recombinant therapeutic VSVs [11].
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THE PROBLEM OF CANCER AND ONCOGENESIS
Approximately one in five people develops cancer 
throughout their lifetime; cancer-related deaths have 
been documented in almost one in nine men and one 
in twelve women. The most common types of cancer 
(> 60% of all cancer cases) include lung cancer, breast 
cancer, colorectal cancer, prostate cancer, stomach can-
cer, liver cancer, thyroid cancer, cervical cancer, blad-
der cancer, and non-Hodgkin lymphoma [12, 13].

D. Hanahan [14] described the key characteristics 
of malignant tumors. They include eight hallmarks: 
the ability to evade the impact of oncosuppressors; 
resistance to apoptosis; the ability to sustain prolifera-
tive signaling and induce angiogenesis; invasion and 
metastasis; replicative immortality; and immune eva-
sion and alteration of cellular metabolism. The emer-
gence of tumor cells is associated with genomic insta-
bility and the accumulation of mutations altering the 
cell morphology and function, as well as with epigen-
etic reprogramming of cell identity and chronic in-
flammation.

At the molecular level, carcinogenesis is caused 
by mutations in oncogenes and tumor suppressor 
genes. Mutations in proto-oncogenes may promote 
their transformation into oncogenes, in turn induc-
ing the synthesis of oncoproteins, which enhance cell 
proliferation and promote the evasion of apoptosis 
[15, 16]. On the other hand, suppressor genes encode 
functional proteins that inhibit the oncogenic trans-
formation of cells, including factors controlling cell 
division, cell death, and DNA repair. Mutations in 
tumor suppressor genes lead to inactivation of their 
products and, therefore, tumor development [15–17]. 
In addition, there is a growing body of evidence in-
dicating other potential reasons for cancer develop-
ment. Thus, epigenetic changes may contribute to 
the development of the main characteristics of tu-
mor. Changes in the epigenetic DNA profile in tumor 
cells are associated with hypoxia caused by insuffi-
cient vascularization of tissues and cells, which leads 
to reduced activity of TET demethylases, resulting in 
significant changes in the methylome, and DNA hy-
permethylation in particular [14, 18]. Chronic inflam-
mation can be another reason behind tumor growth 
induction [19]. Chronic inflammation processes can 
be induced, and the risk of cancer development or 
progression can be increased by Helicobacter pylori 
in patients with stomach cancer and MALT lym-
phoma, by the papillomavirus and hepatitis virus in 
patients with cervical and liver cancer, respectively, 
by autoimmune diseases (e.g., inflammatory bowel 
disease in patients with colorectal cancer), and by an 
inflammation of unknown origin (e.g., prostatitis in 
patients with prostate cancer) [20].

CANCER VIROTHERAPY
Surgical intervention, radiation therapy and chemo-
therapy, as well as their combinations, are still the 
key strategies used in cancer treatment. However, 
poor treatment effectiveness at late stages and the 
high risk of recurrence necessitate a search for inno-
vative methods. Thus, cytokines activating immune 
cells [21, 22], adoptive cell therapy (CAR-T therapy) 
[23–25], immunotherapy based on antibodies (immune 
checkpoint inhibitors or antibody drug conjugates) 
[26, 27], antitumor vaccines, etc. [28–30] are used in 
cancer immunotherapy. In recent years, immunother-
apy methods increasing the treatment effectiveness in 
some cancers are moving ever closer to clinical prac-
tice, but not all patients respond to therapy [1].

The main reasons for the lack of response to im-
munotherapy include the insufficient immunogenicity 
of cancer cells as well as challenges related to the de-
livery of immunocompetent cells and immunothera-
peutic agents to their targets [2]. These hurdles can 
be overcome by using oncolytic viruses, a new class of 
antitumor agents promoting tumor regression through 
the preferential replication of viruses in cancer cells, 
induction of immunogenic apoptosis, and stimulation 
of antitumor immunity [3]. Oncolytic viruses display 
enhanced tropism for tumors where the dysfunction 
of antiviral response factors allows viruses to prefer-
entially replicate in cancer cells [31].

Several drugs based on oncolytic viruses have been 
approved for cancer treatment worldwide. In 2004, 
the State Agency of Medicines of the Republic of 
Latvia approved Rigvir for the virotherapy of mel-
anoma. Rigvir is derived from the native strain of 
echovirus serotype 7 (ECHO-7), a nonpathogenic in-
testinal cytopathic RNA enterovirus belonging to the 
family Picornaviridae. However, Rigvir production 
was suspended in 2019 because of violations of the 
manufacturing process and quality control standards 
[3, 32]. In 2006, the use of oncolytic virus H101, a ge-
netically modified adenovirus, in combination with 
cytotoxic chemotherapy, was approved for the treat-
ment of head and neck cancer in China [3, 33]. In 
2015, the U.S. Food and Drug Administration (FDA) 
approved Talimogene Laherparepvec (T-VEC), an at-
tenuated herpes simplex virus type 1 (HPV-1) encod-
ing the granulocyte-macrophage colony-stimulating 
factor (GM-CSF), for topical treatment of inoperable 
dermal, subcutaneous, and nodular lesions in patients 
with recurrent melanoma after primary surgery [3, 
32, 34]. The effectiveness and safety of T-VEC were 
studied in a multicenter randomized clinical trial; af-
terwards, the drug was approved in Europe, Australia, 
and Israel. Recent clinical trials have demonstrated 
that a combination of oncolytic viruses and immune 
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checkpoint blockade improves the therapeutic re-
sponse [35, 36].

Antiviral response in normal and cancer cells
Innate immunity is the body’s defense system against 
foreign and potentially harmful pathogens that exists 
before the initial entry of pathogens into the body 
[37, 38]. In healthy cells, various signaling pathways 
are activated in response to a viral infection (Fig. 1), 
which can be stimulated by a local release of type I 
interferon (IFN-I) or the activation of intracellular 
Toll-like receptors (TLRs). TLRs recognize evolution-
arily conserved pathogen-associated molecular pat-

terns (PAMPs), which may include elements of viral 
origin (capsids, DNA, RNA, and proteins). TLR sign-
aling activates host cell’s antiviral responses and sys-
temic innate immunity. Several host cell factors such 
as TRAF3 (TNF receptor-associated factor 3), IRF3 
(IFN regulatory factor 3), IRF7 (IFN regulatory fac-
tor 7), and RIG-I (retinoic acid-inducible gene I) were 
found to play an important role in halting viral rep-
lication and reducing viral infectivity. These factors 
activate the JAK-STAT pathway coordinating the an-
tiviral response in infected cells [39].

In response to virus entry, interferon production 
is also activated in cells. There are three types of in-

Fig. 1. Oncolytic viruses in tumor cells with defective antiviral responses. (A) During viral infection, most normal cells 
activate an antiviral mechanism that can be triggered by PAMPs associated with the viral pathogen or by detection of 
viral nucleic acids. TLRs transmit signals through MYD88, inducing the production of pro-inflammatory cytokines and 
interferons that activate the JAK-STAT signaling pathway; (B) the cancer cell response to a viral infection is altered. In 
cancer cells, the activity of critical components of the innate signaling pathway, including RIG-I, IRF7, and IRF3, can be 
suppressed, thus limiting the detection of virus particles and making cancer cells more susceptible to viral replication. 
Additionally, critical components of the IFN signaling pathway can be inhibited in cancer cells [39]
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terferons: type I interferons (IFN-I): IFN-α, IFN-β, 
and IFN-ω; type II interferons (IFN-II): IFN-γ; and 
type III interferons (IFN-III): IFN-λ1, IFN-λ2, IFN-λ3 
(also known as IL29, IL28A, and IL28B, respectively), 
and IFN-λ4 [40, 41]. Interferons inhibit viral repli-
cation, the formation of virus particles, and virion 
spread both in the infected cell and in neighbor-
ing cells by activating signaling cascades that slow 
down metabolism. Interferons enhance the synthe-
sis of the major histocompatibility complex classes 
I and II (MHC-I, MHC-II) molecules and stimulate 
the activity of immunoproteasomes. The elevated 
MHC-I level promotes efficient presentation of vi-
ral peptides by cytotoxic T lymphocytes and killer 
cells. The immunoproteasome performs the prote-
olysis of viral peptides, which are then transported 
to the endoplasmic reticulum and are presented as 
part of MHC class I. The high MHC-II level ensures 
that viral antigens are presented by T-helper cells, 
which in response secrete cytokines regulating the 
rest of the immune system. Meanwhile, interferons 
reduce cell proliferation and activate p53 proapop-
totic protein [42].

IFN-I activates the IFNAR (type I IFN receptor) 
complex, which involves the IFNAR1 and IFNAR2 
subunits. IFN-I is essential for eliciting a robust an-
tiviral response. Mice lacking IFNAR were shown to 
be characterized by higher susceptibility to many vi-
ruses but were resistant to pathogens such as Listeria 
monocytogenes [43, 44]. Furthermore, genetic defects 
in interferon signaling pathway components cause se-
vere forms of immunodeficiency [45–48]. IFN-I bind-
ing to IFNAR initiates a signaling pathway leading 
to the induction of a group of interferon-stimulated 
genes (ISGs) [42, 49]. However, only few ISGs are di-
rectly involved in the development of the antiviral 
state. Many of them encode pattern recognition recep-
tors (PRRs), which detect viral molecules and modu-
late signaling pathways or transcription factors in-
creasing IFN production.

Some ISGs encode proteins exhibiting potential an-
tiviral activity, including the proteins involved in cyto-
skeletal remodeling, apoptosis induction, and the reg-
ulation of posttranscriptional events (splicing, mRNA 
editing, RNA degradation, and different steps of pro-
tein synthesis), as well as the proteins involved in 
posttranslational modification [42]: for example, pro-
tein kinase R (PKR, also known as EIF2αK2), 2’-5′-oli-
goadenylate synthetase (2’-5′-OAS) and Mx GTPases 
(dynamin-like GTPases belonging to the Mx fami-
ly), ribonuclease L (RNase L), ISG15 (15-kDa IFN-
induced protein) have well-described antiviral func-
tions. Mice carrying mutations or abnormalities in the 
key stages of signaling pathways activated by these 

proteins are characterized by increased susceptibility 
to viral infections [42].

PKR is an intracellular protein kinase that rec-
ognizes viral dsRNA, phosphorylates eIF2a (transla-
tion initiation factor 2A), and inhibits translation [39, 
42, 50, 51]. PKR activation leads to the inhibition of 
protein synthesis in virus-infected cells, contributing 
to the rapid death of these cells and preventing the 
spread of infection.

2’-5′-OAS and ribonuclease L are components of 
the antiviral immune response of a cell. 2’-5′-OAS 
forms short oligoadenylates from ATP, which acti-
vate ribonuclease L, leading to viral RNA degradation. 
This process impedes virus replication and promotes 
destruction of the infected cells [42, 52].

ISG15 is a protein that modifies many cellular 
and viral targets via a process known as ISGylation. 
ISG15-induced ISGylation prevents the degradation 
of IRF3, an important transcription factor involved in 
the antiviral immune response [53]. Moreover, ISG15 
indirectly stops virion release. ISG15 inhibits the 
ubiquitination of HIV Gag (group-specific antigen) 
and Tsg101 (tumor susceptibility gene 101 protein), 
which prevents viral release from the host cell. The 
interaction between the N-terminal domain of Tsg101 
and the viral Gag protein is critical for the formation 
of new virus particles [52–54].

The Mx GTPase family plays an important role in 
the antiviral immune response. Human MxA interacts 
with the virus nucleocapsid and prevents viral trans-
port, thus blocking replication. Furthermore, MxA in-
hibits viral transcription: thus, MxA was shown to 
bind to the PB2 subunit of influenza virus RNA poly-
merase and prevent viral genome transcription. This 
impedes viral replication and promotes the destruc-
tion of infected cells [52, 55, 56].

Antiviral functions were also reported for oth-
er ISGs: the adenosine deaminase (ADAR1) and 
APOBEC proteins; ISG20 exonuclease; TRIM (tripar-
tite motif-containing) proteins such as TRIM19 (also 
known as PML), TRIM5a [57], Viperin (Cig5) [58]; and 
IFN-inducible translation regulators (IFIT1, IFIT2, 
and IFIT3) [42, 59, 60]. However, the functions of most 
of these ISGs remain poorly characterized to this day 
and their antiviral response mechanisms remain un-
known.

Downregulating IFN expression or signaling of this 
cytokine by decreasing receptor expression or alter-
ing subsequent signaling may lead to the suppression 
of antiviral signaling pathways in different types of 
tumors. Furthermore, the antiviral response in can-
cer cells can be reduced by ISG deactivation: for ex-
ample, downregulated PKR expression in tumor cells 
increases viral replication. In other cases, such as in 
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low malignant tumors, PKR can remain active, which 
may have an impact on the effectiveness of oncolytic 
virotherapy [39]. Oncolytic viruses have a heightened 
specificity for cancer cells with a limited response 
to IFN, since in healthy cells viruses are eliminated 
through IFN-mediated responses [39].

Vesicular stomatitis virus as an oncolytic
VSV is a virus with a nonsegmented negative-sense 
RNA genome, belonging to the family Rhabdoviridae. 
The family Rhabdoviridae comprises more than 100 
viruses, which infect both vertebrates and inverte-
brates, as well as plants [4]. There are eight major 
serotypes of VSVs: Indiana (VSVInd), New Jersey 
(VSVNJ), Cocal virus (COCV), Alagoas VSV (VSVala), 
Isfahan (ISFV), Chandipura (CHAV), Maraba, and Piry 
virus (PIRYV) [61–64]. A VSV mostly affects livestock 
and is transmitted by direct contact through aerosols 
and fomites. In humans, VSV infections are usually 
asymptomatic. However, fever, chills, muscle pain, and 
nausea are observed in some cases [65]. Recombinant 
VSV (rVSV) is a promising vaccine vector, because 
its simple genome can accommodate multiple for-
eign genes; it neither undergoes recombination nor 
does it integrate the host cell DNA but achieves high 
titers (>109 plaque-forming units, PBU/mL [66]) in 
various cell types, which facilitates the production 
of virus-based drug. Moreover, VSV-based vaccines 
induce a potent cell-mediated and humoral immune 
response to abundantly expressed foreign antigens 
[67]. Furthermore, a very small percentage of people 
are seropositive for VSV [66].

There are several protocols for the assembly of re-
combinant VSVs [68–71]; most of them involve trans-
fection of mammalian cells with plasmids expressing 
the N, P, G, and L proteins of VSV VSV-based drugs 
still in their infancy, followed by coinfection of cells 
with viruses expressing the DNA-dependent T7 RNA 
polymerase (T7 RNA polymerase). In addition, pro-
tocols where an accessory plasmid also encoding T7 
RNA polymerase is used during cell transfection [72], 
or VSV assembly occurs in genetically modified cell 
lines, have been published [71].

Most of the protocols describe methods for produc-
ing the VSV using the wild-type or modified vaccin-
ia virus (VACV or VV) [70] to ensure more efficient 
translation of the VSV genes [68]. However, the as-
sembly scheme involving cell transfection with five 
plasmids (the plasmid expressing the virus genome 
and four accessory plasmids expressing the N, P, G, 
and L proteins of VSV) and additional transduction 
of VV imposes a significant cellular burden and re-
duces the efficiency of virus assembly. Furthermore, 
one needs to take into account that the virus-based 

drugs used in vivo must not contain residues of VV 
or other viruses; so, there needs to be an additional 
step involving the purification of the resulting virus-
based drug [71]. Therefore, other assembly techniques 
are recommended for producing drugs of high-purity 
grade and free of viral contamination.

Application of the accessory fifth plasmid express-
ing T7 RNA polymerase helps avoid drug contami-
nation but can significantly reduce cell transfection 
efficiency. Successful virus assembly involves the si-
multaneous expression of six plasmids (the plasmid 
expressing the viral genome, the plasmid express-
ing T7 RNA polymerase, and four accessory plas-
mids expressing the N, P, G, and L proteins of VSV). 
However, not all of these plasmids can penetrate into 
cells in the amounts needed for virus assembly; fur-
thermore, they impose a metabolic burden on cells. 

Genetic modification of cell lines for the assembly 
of recombinant VSV seems to be the most practi-
cal way of virus assembly that requires no addition-
al purification steps. Thus, Moroz et al. demonstrat-
ed that VSV could be efficiently assembled in the 
HEK293TN-T7 cell line expressing the T7 RNA poly-
merase gene and transfected with the plasmid ex-
pressing the viral genome and four accessory plas-
mids expressing the N, P, G, and L proteins of VSV.

Although there exist operational protocols for VSV 
assembly, it is necessary to continue searching for the 
most efficient assembly schemes that could be simpler 
and help one produce high-quality virus-based drugs.

The chance of using rVSV in many types of can-
cers, including prostate [6], skin [7], colon [8], pancre-
atic [9], and other types of cancer [10], is being con-
sidered. The VSV is a potent inducer of apoptosis in 
many types of cancer cells; it is very susceptible to 
the antiviral effects of IFN and, therefore, selectively 
replicates in cancer cells with defects in the IFN path-
way [73]. Attenuated VSV strains were constructed to 
ensure heterologous gene expression, improved selec-
tivity with respect to cancer cells, better cancer cell 
destruction rate, or enhanced antitumor immunity. In 
preclinical trials, recombinant VSV strains were found 
to be highly effective against a wide range of tumors 
[74–76]. Thirteen clinical trials to assess the effective-
ness of VSV in different cancers are currently under-
way (https://www.clinicaltrials.gov/). Thus, rVSV ex-
pressing the human interferon beta (IFN-β) gene and 
rVSV expressing two supplementary genes (the IFN-β 
gene and the TYRP1 gene that encodes tyrosinase-
related protein 1 and is expressed in melanocytes), 
are currently in phase I clinical trials aiming to assess 
treatment of hepatocellular carcinoma (NCT01628640) 
and stage III/IV melanoma (NCT03865212), respec-
tively.
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Methods for arming (editing) VSVs to enhance 
the effectiveness of VSV-based drugs
The development of novel safe VSV strains is ex-
tremely important, since this virus has a broad tro-
pism. Different genomic modifications are introduced 
into VSV in order to improve safety and clinical ef-
ficacy. There are several strategies for VSV atten-
uation: (1) limiting replication (e.g., using pseudo-
typed viruses with G-gene deletion [77]); (2) reducing 
the viral gene expression (e.g., moving the N gene 
from position 1 to position 4 in the genome [78, 79]); 
(3) inhibiting virus maturation (e.g., by truncating the 
C-terminus of the G protein [80]); and (4) ensuring a 
faster antiviral response of the host to attenuate viral 
replication, production and transmission by incorpo-
rating a mutation in the M protein (e.g., by amino acid 
deletion or substitution at position 51 [81, 82]).

Additional insertions into the virus genome are 
made to increase the effectiveness of VSV-based 
drugs [83]. Many genes are inserted into the ge-
nome to stimulate the immune response to the tumor 
(e.g., the genes encoding IL-12, GM-CSF, tyrosine ki-
nase, CD40L, IL-15, etc. are inserted into the rVSV 
genome) [5, 84–86]. Thus, Shin et al. experimental-
ly demonstrated that VSV-IL12 expressing the pro-
inflammatory cytokine IL-12 has a direct cytotoxic 
effect in mice with squamous cell carcinoma (SCC) 
of the head and neck: they observed a reduced tu-
mor volume and increased chances of animal survival 
[30, 86, 87]. MicroRNAs, short non-coding RNAs reg-
ulating gene expression by inhibiting the translation 
of target transcripts, were also used to modify VSVs 
in order to enhance selectivity and effectiveness. The 
microRNA expression profiles vary in different tis-
sues and change along with progression of the dis-
ease, including cancer [88].

Recombinant VSVs in clinical research
The vesicular stomatitis virus has proved to be a high-
ly effective oncolytic for treating a broad range of ma-
lignant tumors in a large number of preclinical studies 
[30, 83, 89]. Most of the clinical trials currently under-
way seek to evaluate the effectiveness and safety of 
VSV-hIFNβ-NIS carrying the human interferon-beta 
(IFNβ) gene for enhancing the selectivity of the on-
colytic and the sodium iodide symporter (NIS) to con-
trol biodistribution of the virus. Clinical trials are un-
derway for the VSV-GP154 and VSV-GP128 viruses, 
in which the G gene is replaced with the GP gene of 
the lymphocytic choriomeningitis virus (LCMV) in or-
der to reduce the potential neurotoxicity of VSV. The 
VSV-hIFNβ-TYRP1 variant has been used in clinical 
trials as an agent against stage III/IV melanoma. Along 
with the gene encoding human IFNβ, the TYRP1 gene 

expressed in melanocytes was also inserted into its ge-
nome in order to increase the oncolytic selectivity of 
VSV-hIFNβ-TYRP1. Most clinical trials of VSV-based 
drugs are conducted in combination with various im-
munotherapeutic approaches.

The VSV is used for patients with a broad range 
of malignancies; patients with recurrent and meta-
static solid tumors (colorectal cancer (NCT02923466, 
NCT04046445, and NCT04291105), melanoma 
(NCT03017820, NCT03865212, and NCT04291105), en-
dometrial cancer (NCT03120624 and NCT03456908), 
head and neck cancer (NCT04291105), pancreatic can-
cer (NCT05846516), and other tumors (NCT05644509 
and NCT01042379) are chosen the most often. Clinical 
trials involving patients with malignant lymphoma 
(NCT06508463 and NCT04046445) are also being con-
ducted. Unfortunately, the results of these clinical tri-
als are yet to be published.

Obstacles to the application of virotherapy
Despite the significant therapeutic potential of onco-
lytic viruses, there also exist many limitations that 
impede their use, such as the risk of a profound sys-
temic immune response of the body; physical barriers 
in the tumor and barriers in the immunosuppressive 
tumor microenvironment (TME) and the challeng-
es related to the delivery of virus particles and their 
replication in cancer cells; the choice of the optimal 
combination of oncolytic viruses and other drugs, the 
administration scheme and route; as well as challeng-
es related to the production of virus-based drugs and 
maintaining a high titer of virus particles.

A viral platform should be carefully selected in or-
der to minimize the risk of a systemic immune re-
sponse of the body. The oncolytic properties of the 
viruses safest for humans, which include those be-
longing to the families Adenoviridae, Herpesviridae, 
Poxviridae , Picornaviridae , Paramyxoviridae , 
Rhabdoviridae, Parvoviridae, and Reoviridae [30], are 
being studied for this purpose. Capsid modification 
is used to solve the problems related to the deliv-
ery of oncolytic viruses to cancer cells and the in-
sufficient specificity of delivery: it strengthens the 
binding of virus particles to the receptors responsible 
for penetration into target cells [90] and the deletion 
of viral genes needed for virus replication in nor-
mal cells. Thus, ONYX-015, an oncolytic adenovirus 
with deleted gene coding for the E1B protein, shows 
an increased ability for selective replication in tu-
mors, since the modified virus cannot inactivate pro-
tein p53 in normal cells [91, 92]. Polyethylene glycol 
(PEG), poly-N-(2-hydroxypropyl)methacrylamide, thi-
ol groups for attaching transferrin to capsid proteins, 
etc. are also used to modify oncolytic viruses [91–95]. 
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Furthermore, a search for markers of susceptibility of 
cancer cells to this virus is underway [96] in order to 
improve the effectiveness of VSV for the treatment 
of malignant tumors, which will be discussed more 
thoroughly in the following sections. 

Biomarkers of cancer cell resistance 
to rVSV virotherapy
Defects in interferon pathways that are typical of can-
cer cells [97] make oncolytic viruses promising ther-
apeutic agents, but tumors differ greatly in terms of 
their susceptibility to viruses. For example, in vitro 
experiments demonstrated that some cancer cell lines 
incubated with IFN-1 acquired resistance to VSV, 
while others remained susceptible to its cytopathic 
activity [11]. J. Noser et al. showed that the activat-
ed RAS/Raf1/MEK/ERK pathway plays a crucial role 
in the emergence of abnormalities in the antiviral re-

sponse in cancer cells. In particular, they demonstrated 
that infection with VSV causes rapid death of the NIH 
3T3 cell line stably expressing active RAS or Raf1 [98].

The search for biomarkers of the susceptibility of 
cancer cells to oncolytic viruses, and VSV in partic-
ular, revealed that the EGFR and HER2 genes are 
typically overexpressed in VSV-susceptible cell lines, 
unlike in resistant ones [96, 99] (Table 1). These find-
ings suggest that activation of the EGFR/HER2 path-
way and HER2 gene overexpression can be potential 
biomarkers of tumor vulnerability to VSV oncolytic 
therapy [100].

Disturbances in the antiviral response in cancer 
cells, such as changes in IFN production pathways 
and deactivation of the JAK-STAT pathway, as well 
as reduced ISG production (Mx GTPase, OAS, TRIM, 
IFIT, Irf7, STING, APOBEC, viperin, etc.) [116, 117], 
may affect susceptibility to oncolytic viruses. The 

Table 1. Changes in the expression of the EGFR and HER2 genes in cell lines characterized by different susceptibilities to 
VSV

Cell line Level of EGFR and HER2 
expression

Susceptibility to virotherapy with 
recombinant VSV VSV serotype

HOS (osteosarcoma) Upregulated [96] High [96] VSV strain Indiana

DBTRG-05MG (glioblastoma) Downregulated [96] Low [96] VSV strain Indiana

U251MG (glioblastoma) Upregulated [96] High [96] VSV strain Indiana

A172 (glioblastoma) Upregulated [96] High [96] VSV strain Indiana

U87MG (glioblastoma) Upregulated [101] High [102] rVSV-ΔM51

A375 (melanoma) Downregulated [99] High [103] Wild-type VSV

A549 Upregulated [104] Low [105] VSV strain Indiana

HepG2 Upregulated [106] High [107] rVSV-GFP

SW982 (synovial sarcoma) Upregulated [108] Low [109] rVSV-G/GFP

BxPC-3 Moderate [110] High [111]  rVSV-ΔM51-GFP

AsPC-1 Downregulated [112] Low [9, 111] rVSV-ΔM51-GFP

Capan-1 Downregulated [113] Low [9, 111] rVSV-ΔM51-GFP

Panc-1 Downregulated [112] Low [9, 111] rVSV-ΔM51-GFP

MIA PaCa2 Moderate [112] Low [9, 111] rVSV-ΔM51-GFP

Capan-2 High [113] Low [9, 111] rVSV-ΔM51-GFP

T3M4 Moderate [114] Low [9, 111] rVSV-ΔM51-GFP

CFPAC Upregulated [110] High [9, 111] rVSV-ΔM51-GFP

HPAC Upregulated [110] High [9, 111] rVSV-ΔM51-GFP

HPDE High [115] High [9, 111] rVSV-ΔM51-GFP

Hs766T High [113] High [9, 111] rVSV-ΔM51-GFP
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molecules involved in other mechanisms can also act 
as potential susceptibility markers. Thus, the hepatitis 
C virus (HCV) activates mitochondrial fission in the 
host cell, resulting in apoptosis inhibition and virus 
replication [118]. Inhibition of mitochondrial fission 
and mitophagy via the suppression of Drp1 (dyna-
min-related protein 1) led to reduced HCV replica-
tion and increased cellular resistance to viral infec-
tion [119]. Inhibition of necroptosis in cells was shown 

to enhance replication of the Zika virus (ZIKV) [120]. 
Meanwhile, downregulated RIPK3 expression can in-
crease the susceptibility of cells to viral infection [121] 
(Fig. 2).

CONCLUSIONS
VSV-based drugs are promising antitumor agents, 
but it still remains essential to search for novel mole-
cules that, as they are integrated into the VSV, would 
enhance its lytic and immunostimulatory properties, 
thus increasing the effectiveness and safety of such 
drugs.

Designing an effective VSV-based drug is compli-
cated by the fact that some cancer cells are insuscep-
tible to the virus, which may lead to poor therapy ef-
fectiveness in these types of malignant tumors. The 
effectiveness and safety of VSV-based drugs can be 
improved by incorporating mutations that increase 
the susceptibility of the virus to the cancer cells in 
the virus genome [81, 82], as well as by combining 
them with other oncolytic viruses, immunomodulators, 
CAR-T cell therapy agents, and conventional methods 
such as chemotherapy, surgery, and radiation therapy 
[5, 122, 123]. No universal markers for susceptibility 
to VSV virotherapy that would allow one to evaluate 
the effectiveness of the oncolytic in a specific tumor 
type and assess whether VSV virotherapy is suit-
able for a given patient have been identified thus far 
[96]. Therefore, more thorough research into the mo-
lecular mechanisms underlying the differences in the 
susceptibility of cancer cells to viruses, as well as the 
features of antiviral defense in cells in response to a 
VSV infection, is needed. 
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Fig. 2. A cell susceptible to VSV therapy. Knowing the 
molecular mechanisms underlying the differences in the 
susceptibility of cancer cells to viruses is essential for 
elaborating approaches to cancer treatment, identifying 
biomarkers of susceptibility to specific oncolytic viruses, 
predicting the effectiveness of virotherapy in each individ-
ual patient [96], and improving the effectiveness of cancer 
treatment
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ABSTRACT Despite the achievements brought about by high-throughput screening technologies, there is still 
a lack of effective platforms to be used to search for new antimicrobial drugs. The antimicrobial activity of 
compounds continues, for the most part, to be assessed mainly using in vitro pathogen cultures, a situation 
which does not make easy a detailed investigation of the molecular mechanisms underlying host–pathogen 
interactions. In vivo testing of promising compounds using chordate models is labor-intensive and expensive 
and, therefore, is used in preclinical studies of selected drug candidates but not in primary screening. This 
approach does not facilitate the selection of compounds with low organ toxicity and is not suitable for the 
identification of therapeutic compounds that affect virulence factors. The use of microscopic nematode C. el-
egans to model human infections is a promising approach that enables one to investigate the host–pathogen 
interaction and identify anti-infective compounds with new mechanisms of action.
KEYWORDS C. elegans, microfluidics, infection model, pathogens, drug discovery, antimicrobials.
ABBREVIATIONS AMP – antimicrobial peptide; MIC – minimum inhibitory concentration; QS – quorum 
sensing.

INTRODUCTION
The antibiotic resistance crisis goes hand in hand with 
the problem of searching for and developing new an-
tibiotics. The first antibiotics were discovered using 
the principle of screening small compound libraries in 
vivo on animals, such as infected mice and rabbits [1]. 
This approach was soon abandoned in favor of a more 
productive, ethical, and convenient one: the testing of 
antibiotics on pathogen cultures in vitro [2]. Almost a 
century after the discovery of the first classes of an-
tibiotics, the spread of resistance and an acute short-
age of new antibiotics forced researchers to look for 
new high-throughput platforms and return to in vivo 
screening [3].

Currently, there are a number of effective plat-
forms for screening antibacterial drugs active against 

multidrug-resistant pathogens, biofilms, and intra-
cellular pathogens [3]. However, microbial resistance 
seems to remain a step ahead of efforts towards mod-
ern approaches to the search for and testing of new 
therapeutic molecules. Antimicrobial activity is for 
the most part assessed in pathogen cultures in vitro, 
but that hampers any detailed investigation of the 
molecular mechanisms mediating the host–pathogen 
interaction.

A new strategy may be searching for molecules 
possessing alternative mechanisms of action; e.g., com-
pounds that block virulence, stimulate the immune 
response, or are prodrugs. Such compounds, which 
are called anti-infectives, as opposed to antibacteri-
als, cannot be identified in conventional experiments 
on pathogen cultures in vitro. To search for them, in-
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fections are currently modeled on whole organisms: 
the nematode Caenorhabditis elegans, the fruit fly 
Drosophila melanogaster, and the fish Danio rerio [4]. 
The objective is to identify, by screening large com-
pound libraries, both compounds that inhibit the ac-
tivity of regulators of virulence factor production in 
certain pathogens and compounds that activate innate 
immunity [5].

Screening at the organism level has a number of 
advantages, the main one being the simultaneous ac-
quisition of data on activity and toxicity, which makes 
the transition to other models more linear. Off-target 

effects, complete absorption, physiological distribu-
tion, general metabolism, and assessment of early tox-
icity in vivo also help to prioritize the selection of 
potential candidates [6]. The solution is to use small 
animals that have a simple biological system for the 
implementation of natural infection mechanisms in 
laboratory conditions. The model organism nematode 
C. elegans is suitable for high-throughput screening 
thanks to its small body size, short life cycle, and easy 
culture maintenance.

C. elegans is a popular model used in genetic and 
physiological studies (Fig. 1). Recently, this organ-

Fig. 1. Most popular areas of research with C. elegans. The map was generated using the VosViewer software; 
the search was performed using data from the PubMed database, from 2018 to 2023



REVIEWS

VOL. 16 № 4 (63) 2024 | ACTA NATURAE | 17

ism has found increasing importance as a model for 
studying the mechanisms of host–pathogen interac-
tions at the systemic level [3, 4].

The microscopic nematode C. elegans was first used 
to screen antibiotics in an infection model in 2006 [7]. 
The very first study discovered several compounds 
that suppressed development of the infection but did 
not kill the pathogenic bacteria. This points to the 
ability of such an in vivo model to identify molecules 
with alternative mechanisms of action. Soon, C. el-
egans was being shown to be well suited for model-
ing many human infections, both bacterial and fungal 
ones [8], and for studying intracellular infections [9] 
and biofilms [10].

The results of screening and identification of an-
timicrobial compounds using C. elegans have been 
published [11, 12]. Several research groups that have 
developed in vivo infection models and technologies 
for screening chemical libraries in C. elegans have 
identified a number of promising antimicrobial mol-
ecules using this system. In particular, a low-molec-
ular-weight compound was discovered that protects 
the nematode from a Pseudomonas aeruginosa in-
fection via the activation of innate immunity [13]. In 
a resistant Staphylococcus aureus infection model, a 
new class of retinoid antibiotics (CD437 and analogs) 
effective against bacterial persister cells was discov-
ered [14].

The nematode C. elegans is a simple host mod-
el for studying the interactions between the in-
nate immune system of animals and various patho-
gens [15]. Extensive genetic and molecular tools 

are available for C. elegans, which facilitate the in-
depth analysis of host defense system components 
shared with mammals, and pathogen virulence fac-
tors.

Those investigations of the C. elegans response to 
bacterial infections revealed that the immune system 
of this organism uses evolutionarily conserved sig-
naling pathways and synthesizes a number of effec-
tor molecules, some of which are also conserved (e.g., 
p38 MAPK signaling pathway) [16]. Despite having 
demonstrated immune responses to infection, the 
precise pattern recognition receptors in C. elegans 
remain to be identified.

C. elegans is the first multicellular organism 
with a fully sequenced genome. A high degree of 
similarity (60–80%) between many nematode genes 
and human ones has been established using bio
informatic approaches [17], which makes C. elegans 
a valuable model test object for toxicity studies [6]. 
As a result, the nematode C. elegans has become 
an instrumental model through which to under-
stand the mechanisms of molecular pathogenesis 
of many human diseases. The innate immunity 
of C. elegans has become a subject matter in the 
study of immune defense and the role of cellular 
stress in the organism’s response to infection, in 
particular in modeling gene activation in response 
to infection [18].

C. elegans BACTERIAL INFECTION MODELS
C. elegans can be infected with a selected pathogen 
by substituting its usual laboratory food source; e.g., 

Table 1. Main nematode infection protocols

Protocol Main characteristics

Slow killing
The destruction mechanism based on an infection-like process includes 

identification and proliferation of the pathogen in the intestine, with biofilm 
formation, and investigation of the suppression of bacterial pathogenesis

Fast killing The main role is played by phenazine-1-carboxylic acid, which is extremely 
toxic to cells in an acidic environment

Liquid killing Released endotoxins provide hypoxic conditions
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with the Escherichia coli strain OP50, which is rela-
tively non-pathogenic for this nematode. The bacte-
rial environment is natural for nematodes [19]. The 
use of heat-killed E. coli bacteria is no more advanta-
geous than the use of live bacteria, because thermal 
destruction makes such food unattractive for nem-
atodes and, also, because they no longer contain all 
the nutrients essential for nematodes’ normal devel-
opment. In the control group of the C. elegans exper-
iment, the use of bacteria killed by UV radiation is 
believed to be optimal [20]. Nematodes display behav-
ioral reactions that develop in response to a bacterial 
pathogen [21]. Bacterial evasion and innate immune 
response are two ways in which C. elegans respond to 
pathogens [22].

There are various possible ways how the active 
substance can act in the model under consideration: 
direct killing, alteration of the nematode behavior, 
reduced pumping of the neuromuscular pump that 
joins the mouth to the intestine, activation of innate 
immunity, and influence on the quorum sense in bac-
teria; i.e., suppression of biofilm formation and tran-
sition to a chronic infection.

To date, there are standard protocols for infec-
tion and analysis of the bacterial effects on the vi-
tal activity of nematodes: e.g., a quantitative assess-
ment of the bacterial load in C. elegans ISO 10872 
[23–27]. Slow-killing models an infection-like pro-
cess. The protocol uses agar, which is difficult to 
automate. In this case, it should be taken into ac-
count that the optimal temperature for nematodes 
to be maintained is 25°C; i.e., bacteria, when eaten 
by worms, continue to grow nonetheless. After the 
use of nematodes as a model organism for the in-
vestigation of bacterial infections had been demon-
strated as fitting, liquid killing and fast killing pro-
tocols were also developed (Table 1). To date, these 
are the main protocols used [28].

The fast-killing mechanism is mainly focused on 
the action of the toxins in the medium. The liquid 
protocol does not provide for stable intestinal col-
onization or a normal life cycle for the nematode 
(difficult defecation, long egg retention, and, as a 
result, the formation of a ‘bag of worms’ pheno-
type). For example, infection with P. aeruginosa is 
accompanied by the secretion of pyoverdin, which 
is necessary for the replenishing of the intracel-
lular iron pool in the bacterium. This siderophore, 
along with other substances, is absorbed by C. el-
egans from the liquid medium [29, 30]. After enter-
ing the host, pyoverdin gains access to ferric iron 
and removes it [31, 32], which leads to rapid cellu-
lar death of the nematode. Most protocols focus on 
the total toxic load, whereas the level of bacterial 

load in the nematode’s digestive tract is often not 
analyzed.

C. elegans survival analysis
Many traits and characteristics of the nematode 
are used to assess the effect of a pathogen or a 
test compound: lifespan, body curvature and length, 
pharyngeal pump activity, number of bacteria in-
side the body, fat storage, vulva integrity changes, 
and progeny number. Also, stress assays are per-
formed: the effects of thermal, acoustic, and oxida-
tive stress are analyzed; changes in host gene ex-
pression and fluorescence initiated by the triggering 
of a certain signaling pathway are assessed; and 
accumulation of certain proteins is measured [33, 
34]. The estimate of mean survival time of worms 
exposed to a certain bacterial isolate corresponds 
to the measure of bacterial virulence [35]. In such 
experiments, the 50% lethal time (LT50) is deter-
mined [34].

The lifespan can be determined in both solid and 
liquid media. A typical protocol involves counting 
live and dead worms from an initial synchronized 
population over a particular period of time [6]. Live 
and dead worms are counted in response to poking 
with a platinum wire, shaking, or exposure to light 
or based on the fluorescence signal of a vital dye 
(in liquid media). Upon nutrient deficiency, bacteria 
can secrete toxic metabolites and endotoxins into the 
medium. In this case, the survival analysis is multi-
factorial.

The first study on the use of C. elegans to mod-
el infections demonstrated that nematodes seeded 
into the wells of a plate with the culture medium 
remained viable for at least 14 days [7]. What al-
lows nematodes to retain viability? Apparently, this 
is achieved thanks to simultaneous transfer of nema-
todes with bacteria, which are a feed source for the 
worms, as well as a sufficient amount of the nutrient 
medium to maintain the bacterial population.

Work with C. elegans began with detailed ge-
netic typing, which later, together with the rela-
tive simplicity and convenience of experiments 
with this nematode, made this species a model [35]. 
Investigation of the microorganism–host interaction 
in the C. elegans model may ultimately provide in-
formation on how microbes affect the nervous sys-
tem function in more complex animals [36], because 
a very close similarity between data obtained in mice 
and nematodes has been repeatedly demonstrated 
[37, 38].

The results obtained to date indicate the impor-
tance of accumulating a large body of homogeneous 
data. There exists a methodology for massive, si-
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multaneous observation of nematodes, which may 
help in conducting complex genetic and behavioral 
studies, increasing the number of phenotypes that 
can currently be detected using larger numbers of 
simultaneously observed organisms [39]. However, 
this approach, although increasing the significance 
of the results, does not intensify the testing process.

Social behavior
Nematodes feeding on bacteria on agar often en-
gage in communal feeding, which also influenc-
es the amount and rate of bacterial feeding [21]. 
Wild-type C. elegans isolates aggregate and feed in 
groups when grown in laboratory conditions, while 
the N2 laboratory strain consists of solitary feeders. 
The most potent hypothesis for why wild-type iso-
lates aggregate is that aggregation allows the avoid-
ance of high-oxygen environments. Pathogenic bac-
teria can infect C. elegans by attaching themselves 
to the cuticle, and collective feeding may mitigate 
the risk of infection by reducing surface exposure 
to bacteria [40]. Additionally, the developing pheno-
type is influenced by the presence and concentra-
tion of ascarosides, which are important small-mol-
ecule signals in nematodes. Different combinations 
of ascarosides mediate different phenotypes, and 
even small differences in their chemical structure 
are often associated with highly altered activity 
profiles in nematodes [41].

Probiotics
C. elegans has turned into a useful model for studying 
innate immunity in terms of microbiota–host interac-
tions [42]. The molecular pathways initially triggered 
by pathogens are highly conserved in a large variety 
of organisms, from insects and nematodes, to mam-
mals [43].

Animal probiotics can include diverse members 
of the microbiome, in particular Bacillus subtilis, 
Lactobacillus spp., Pseudoalteromonas spp., etc. [44–
46]. The mechanisms of disease control by probiot-
ics include enhanced immune response, competitive 
adhesion, pathogen antagonism, and disruption of 
the QS system. An important way in which probiot-
ics can protect the host from pathogenic bacteria is 
to reduce bacterial colonization of the host gut and 
inhibit subsequent bacterial growth, which main-
tains the overall balance of the host gut microbi-
ome composition [47]. Although many studies have 
shown that probiotics exhibit antibacterial and anti-
fungal activity, their main mechanism of action is to 
reduce zoonotic pathogen infection-induced toxicity, 
either by displacing pathogens or by neutralizing 
toxic molecules [48].

The C. elegans model can be used not only in tests 
of antimicrobial drugs, but also in the search for new 
probiotics [49–51]. The relevance of C. elegans as a 
model organism in probiotic studies and elucidation 
of various molecular mechanisms is associated with 
highly conserved signaling pathways similar to those 
in higher mammals [51, 52].

The bacteria used to infect C. elegans
The effects of gram-negative P. aeruginosa and 
gram-positive Staphylococcus aureus have been well 
studied in nematodes [53, 54]. But recently, investiga-
tion of pathogenesis and biofilm formation has ena-
bled the application of existing approaches to patho-
gen species (Table 2).

C. elegans is capable of mounting a specific re-
sponse to bacterial pathogens at the transcrip-
tome level. However, various bacterial pathogens, 
including Enterococcus faecalis, Enterococcus fae-
cium , Staphylococcus aureus , Serratia marces-
cens, and Photorhabdus luminescens, also activate 
the expression of the same innate immune genes 
[55]. All of these bacterial pathogens cause coloni-
zation and bloating of the C. elegans intestinal lu-
men. Colonization with P. aeruginosa results in the 
activation of immune response genes and pathogen 
avoidance responses in C. elegans. Intestinal bloating 
caused by microbial colonization activates immune 
response genes and neuroendocrine pathways, induc-
ing an avoidance response [56]. The ability to reveal 
specifically the regulated genes and pathways in the 
host or pathogen may help identify the novel metab-
olites produced by bacteria that affect host physiol-
ogy [57]. 

Colonization by multiple bacterial species
The gastrointestinal microbiota is a complex micro-
bial ecosystem. The influence of particular microor-
ganisms on host signaling pathways can vary. There 
is growing evidence that genetic host variability de-
termines the abundance of specific taxa living in the 
body [58]. For example, the possibility of co-culture 
of several pathogens in the nematode intestine was 
shown in [59]: two [60] or three [58] bacterial spe-
cies and even transfer of the human intestinal mi-
crobiome [61]. Such experiments are performed to 
elucidate the role of interspecies interactions in the 
formation of host-associated microbial communities. 
Experimental bottom-up microbial ecology is a tool 
for studying the dynamics of bacterial gut commu-
nities in a model organism C. elegans, allowing us 
to elucidate the role of interspecies interactions in 
the combined microbiome–host system and bacterial 
competition within an in vivo environment [62].
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Table 2. Examples of last-decade studies with testing of different bacterial pathogens in the C. elegans infection model

Bacterial pathogen Test antibacterial compound Protocol type Reference

E. coli
–

Liquid killing
[104]

Bacteriophages [87]

A. baumannii

Curcumin, flavonoids Liquid killing [105]

– Slow killing [106]

AMP library Liquid killing [86]

M. nematophilum – Dar phenotype formation [107], [108]

S. typhimurium – Liquid killing [109]

S. aureus

Amoxicillin Liquid killing [110]

P. guajava leaves extract Liquid killing [111]

Resveratrol, econazole, paraquat Slow killing [74]

AMP library Liquid killing [86]

Panchgavya Liquid killing [50]

Lactobacillus curvatus BGMK2-41 Slow killing [43]

S. gordonii – Slow killing [112]

L. monocytogenes – Slow killing [113], [114]

P. aeruginosa

P. guajava leaves extract Liquid killing [111]

Combination of linezolid and polymyxin B Liquid killing [73]

Peonol Liquid killing [115]

AMP library Liquid killing [86]

Bacteriophages Liquid killing [87]

B. megaterium and P. mendocina Slow killing [52]

Gentamicin Slow killing [116]

Holothuria atra Liquid killing [117]

Lactobacillus curvatus BGMK2-41 Slow killing [43]

S. marcescens P. guajava leaves extract Liquid killing [111]

S. pyogenes P. guajava leaves extract Liquid killing [73]

C. violaceum P. guajava leaves extract Liquid killing [73]

B. thuringiensis –
Lipopeptide thumolycin Liquid killing

[118]

[119]

B. anthracis – Slow killing [120]

E. faecalis
AMP library Liquid killing [86]

– Slow killing [55]

E. faecium – Slow killing [55]

B. cepacia – Slow killing [121]

E. cloacae
– Slow killing [122]

Bacteriophages Liquid killing [87]

B. cereus Carvacrol Slow killing [123]

H. pylori Fucoidan extract Slow killing [124]

S. pyogenes Biflavonoid fukugiside Liquid killing [125]

C. diphtheriae – Dar phenotype formation [126]

C. violaceum Peonol Liquid killing [115]

K. pneumoniae
Bacteriophages

Liquid killing
[87]

Range of antibiotics [127]
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DRUG DELIVERY

Toxicological tests
One of the first areas of testing compounds using 
C. elegans as a model was toxicity testing in a liq-
uid culture. Such tests were initially performed using 
the live/dead assay, plotting dose–response survival 
curves [63], then using behavioral tests [63, 64], and 
assessing specific phenotypes [65–67]. Later studies 
have demonstrated that the nematode is an organism 
suitable for studying toxicity and assessing the effica-
cy of some medicinal compounds.

Rapid toxicity tests are still used to this day [68–
70]. Often, this model is used to test the toxic activity 
of bactericidal drugs with the efficacy proven in vitro 
[71]. In this case, not only solutions of synthetic com-
pounds [72], but also natural extracts [73], nanopar-
ticles [73, 74], and natural isolates [75, 76] are tested. 
This model was exploited to figure out a way to re-
duce the toxicity of a cryoprotectant applied in trans-
plantation [77].

Screening of compounds using C. elegans enables a 
preliminary assessment of drug toxicity, which allows 
one to exclude compounds toxic to the host at an ear-
ly stage, whereas in vitro testing identifies only bac-
tericidal or bacteriostatic compounds [78]. Nematodes 
have been used in high-throughput drug screening to 
assess both toxicity and efficacy, and this screening 
approach has been commercialized by several compa-
nies (Nagi Bioscience, InVivo Biosystems, Magnitude 
Biosciences) [79].

Drug screening
In the nematode infection model, there is a limited 
choice of approaches for the delivery of test com-
pounds: delivery by mixing a solution of the active 
agent with nematodes in a liquid nutrient medium 
[80] or adding to the solid medium [81]; delivery by 
mixing a solution of the active agent with a bacteri-
al nutrient source (including labeling of bacteria) [82, 
83].

If we consider such a method of delivery of the 
active agent as its packaging into micro- or nanopar-
ticles, then the delivery will be one of the simplest 
ones, but an effective strategy that mimics the natu-
ral feeding of nematodes by the swallowing of bac-
teria-like microparticles. When the food content in 
the environment is low, nematodes can reduce the 
level of pharyngeal pumping to avoid ingesting non-
nutritional particles; however, at high particle levels, 
many foreign particles still get inside worms [84]. 
This method provides targeted delivery of the ac-
tive agent to the pathogen, avoiding toxic effects on 
tissues. Similar methods are also useful for assess-

ing the pharmacokinetics of natural compounds [32]. 
Although nematodes are a promising model system 
for screening antimicrobial compounds, they are still 
far from fully reproducing mammalian biology. For 
example, nematodes have an effective detoxification 
system that can limit potential identification of com-
pounds that act through the modification of host de-
fense systems [85].

Many different classes of compounds have been 
tested for toxicity and efficacy using the C. elegans 
model [23–27]. The widest range of diversity comes 
with antimicrobial compounds, because the possibil-
ity to induce an infectious process in C. elegans us-
ing a variety of microorganisms provides for a large 
number of test pathogen–antimicrobial agent combi-
nations, even without the simultaneous use of several 
drugs.

C. elegans lacks professional immune cells. Due to 
the lack of an adaptive immune system, this nema-
tode relies solely on its innate immune defense to 
cope with a pathogen attack. In response to exter-
nal stimuli, a cascade of reactions is triggered, which 
leads to the release of antimicrobial peptides (AMPs). 
AMPs are biologically active molecules produced by 
a variety of organisms and are an important compo-
nent of nematode’s  innate immune response. For ex-
ample, the effect of a small AMP library was tested 
and data on the efficacy of cecropin derivatives were 
collected. They were consistent with generally ap-
proved data [86].

This approach was first applied in a C. elegans 
model for a relatively low-throughput screening of 
7,136 synthetic compounds and natural product ex-
tracts for activity against the opportunistic human 
pathogen Enterococcus faecalis [7]. Of these, 12 com-
pounds were shown to provide host protection in vivo 
at concentrations significantly lower than the mini-
mum inhibitory concentrations in vitro.

C. elegans infection models allow high-throughput 
screening of new anti-infective molecules. Such mol-
ecules may be used as probes to identify new mecha-
nisms of bacterial pathogenesis [12]. These models 
may also be used to test the antimicrobial activity of 
bacteriophages before large-scale preclinical studies 
in mice [87]. The production of nematode biosensors 
that respond to changes in the intestinal microbiome 
composition seems promising. A biosensor for analyz-
ing the host–microbiome interaction in the digestive 
tract was created in [62].

There are studies devoted to the search for new 
compounds using bioinformatic methods in the 
C. elegans model. For example, the effect of some 
compounds on the nematode lifespan was predict-
ed using the DrugAge database [88]. This approach 
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may be translated into a prediction of the effect 
of compounds and pathogens on the nematode by 
creating a database of their mechanisms of action. 
Another method to analyze the response of nem-
atodes is optogenetics. The use of optical meth-
ods enables quantitative monitoring of the metabo-
lism of intestinal bacteria to assess the local and 
systemic effects of test compounds on nematode 
health [89].

Microfluidic technologies as a transition 
to personalized medicine
The possibility to manipulate single live C. elegans 
nematodes using microfluidics [76] is widely used in 
behavioral studies and microscopy. Studies in this area 
are focused on the search for antibiotics using medi-
um-sized chemical libraries; for this purpose, 384-well 
plates are suitable. The development and behavior of 
C. elegans are studied using a variety of microfluidic 
technologies [78].

The use of any microfluidic chip ensures low con-
sumption of synthesized bioactive molecules, such 
as AMPs, as well as targeted delivery of potential 
drugs in a small volume of liquid. The use of micro-
fluidic trap technologies excludes the mutual influ-
ence of nematodes. Therefore, the natural develop-
ment of elaborated approaches would be the use of 
high-throughput microfluidic screening technologies, 
which enable an analysis of large libraries of active 
compounds.

The existing platforms are divided mainly into 
four types: (i) platforms for monitoring lifespan and 
aging [90], (ii) platforms for screening toxicity and 
pathogenesis, (iii) platforms for studying neurobi-
ological phenomena and behavioral tests [91], and 
(iv) platforms for drug discovery. Most of the de-
veloped microfluidic chips are aimed at solving the 
problems of sorting and studying the larval stages 
of nematodes.

The significant advantages of microfluidics have 
led to the development of devices for survival curve 
measurements. Microfluidic encapsulation of nema-
todes in single compartments was shown not to affect 
their lifespan [92]. Similar developments in the field 
of microfluidic technologies enable a transition from 
labor-intensive experiments on Petri dishes to auto-
mated and productive platforms for candidate selec-
tion. Metabolic by-products accumulate in worms and 
bacteria, and the biological state of bacteria changes 
in response to stress factors, which can have a sec-
ondary effect on worms. Although this effect can be 
minimized by repeated transfer of animals to new 
dishes, physical manipulations can lead to additional 
stress and partial loss of the population. The possibil-

ity to accurately and quickly control the environment 
is one of the many advantages of microfluidic devices 
[93]. There are also a number of responses to starva-
tion as a stress factor. One such response is the ces-
sation of egg-laying in adulthood. Cessation of egg-
laying leads to matricidal internal hatching of progeny 
that is subsequently used by the mother as a food 
source. Such data are usually censored during statis-
tical processing [94].

The use of microfluidic technologies solves such au-
tomation problems as (i) programmable control of flu-
id flows, handling small volumes of active compounds; 
(ii) uniform dosing of nematodes by volume; (iii) com-
partmentalization, in particular by sorting, and pheno-
typic profiling of individuals; (iv) long-term culturing 
under relatively constant environmental conditions; 
and (v) real-time monitoring, tracking multiple check-
points.

A microfluidic chip with progeny filtration can be 
used to investigate aged populations without chemical 
sterilization (FUDR) or frequent plate-to-plate trans-
fers, thereby avoiding the use of sterile strains [95]. 
Immobilization of single nematodes in a channel can 
be an excellent way to score high-resolution, real-time 
images [96].

The main drawback of many devices is that 
C. elegans swims in specially designed chambers, like 
liquid cultures in multi-well plates. Physiologically, 
swimming in a liquid culture is more energy con-
suming than crawling and extends the sleep period, 
which complicates the phenotyping procedure [97]. 
While C. elegans larvae exhibit quiescence during 
lethargus, adult worms occur in quiescence only in 
a few situations; e.g., after several hours of swim-
ming or after exposure to extreme environmental 
conditions. In a broader context, sleep induced by 
flow events is defined as a behavior in which experi-
mentally controlled external stimuli strongly influ-
ence the animal’s transition speed between behav-
ioral states.

Swimming and crawling worms exhibit significant-
ly different gene expression profiles and lifespans 
[98]. Therefore, it is assumed that the results obtained 
using devices in which worms crawl rather than swim 
are best  comparable to those obtained in a solid me-
dium. The problem of immobility in many individuals 
can be overcome by using light to stimulate arousal 
and movement [99].

The introduction of microfluidic approaches to 
advanced visualization of bacterial colony dynam-
ics and digestion kinetics in vivo opens the way to 
increased information content, throughput, and ver-
satility of the methods aimed at assessing the inter-
actions between microbiota and the C. elegans gut. 
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Microfluidic platforms for parallel on-chip studies 
are based on feeding worms with different bac-
terial strains and/or applying antimicrobial com-
pounds [100]. The immune response was measured 
by expression of the immune response gene irg-1 
and was used to monitor expression changes upon 
exposure to the pathogenic bacterial strain P. ae-
ruginosa [101]. The most common feature of such 
platforms is real-time phenotypic analysis of indi-
viduals and generation of survival curves from the 
data obtained [102].

Microfluidic technology that enables the study of 
bacterial pathogenesis was demonstrated in the Celab 
system [102]. The technology combines the capabilities 
of other devices to perform high-throughput monitor-
ing, long-term microfluidic incubation of worms, indi-
vidual tracking, and semi-automated measurements 
with progeny washing and food replenishment.

Therefore, microfluidics enables personalized phe-
notyping because microfluidic chips are able to col-
lect individual responses throughout the worm’s life 
[103]. Modern microfluidic systems exclude the need 
for repeated manual transfer of adults during surviv-
al tests, progeny sorting, or avoidance of swimming-
induced stress throughout the life of fluid-grown 
animals. Therefore, the overall number of censored 
worms is reduced [93].

CONCLUSION
The C. elegans infection model can be empirically 
used as a host–pathogen system to assess the vir-
ulence of a new pathogen in studies of the innate 

immune response. Most of the studies of intestinal 
infection in C. elegans have been performed us-
ing a monobacterial culture. However, under natu-
ral conditions, the microbiome is represented by a 
complex consortium of microorganisms. Thus, fur-
ther research on co-culture of several species is 
needed.

A logical continuation of the development of the 
technologies discussed in this review will be creating 
a microfluidic device that provides the nematode in-
fection stage, followed by testing libraries of potential 
anti-infective compounds in infected individuals. The 
creation of such a device is based on the possibility 
to trigger a stable invasive infection in the nematode 
gut, as well as in a targeted way deliver test com-
pounds and monitor their effects. Since microfluidics 
is scalable and adaptable, a microfluidic device may 
be used not only for basic research of pathogenesis, 
but also for high-throughput screening of candidate 
molecules.

A promising area is the combined use of the pro-
posed platform for infection and screening on C. el-
egans and the technology of synthetic libraries of 
antimicrobial peptide biodiversity. The field of anti-
microbial peptide development suffers from a lack of 
a high-tech tool for high-throughput synthesis and 
testing of candidate peptides. Formation of synthetic 
microbiota of antimicrobial peptide producers in C. el-
egans would fill this gap. 

This study was supported by the Russian Science 
Foundation (grant No. 19-14-00331).
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ABSTRACT The gradually increasing age of the world population implies that the prevalence of neurodegen-
erative diseases also continues to rise. These diseases are characterized by a progressive loss of cognitive and 
motor functions. Parkinson’s disease, which involves the gradual death of specialized neural tissue, is a strik-
ing example of a neurodegenerative process. The pathomorphological analysis shows that chronic cerebral 
ischemia is accompanied by extensive complex neurodegeneration; parkinsonism is its clinical manifestation 
in 20–30% of cases. Although Parkinson’s disease and vascular parkinsonism are similar, these two patholo-
gies have fundamentally different etiopathogeneses. But their set of differential diagnosis traits is confined 
to some features of the neurological status. There currently exist no diagnostic markers for individual neu-
rodegenerative pathologies or the neurodegeneration phenomenon in general. Metabolomic profiling can be 
a promising means for finding a unique “fingerprint” of the disease. Identifying the biomarkers of various 
neurodegenerative diseases will help shorten the time to the diagnosis, forecast the course of the disease, and 
personalize the therapeutic approach. This review summarizes and compares the current concepts of metabo-
lomics research into Parkinson’s disease and vascular parkinsonism, as well as the respective animal models.
KEYWORDS metabolomics, mass spectrometry, biomarker, Parkinson’s disease, vascular parkinsonism.
ABBREVIATIONS PD – Parkinson’s disease; HPLC/MS – high-performance liquid chromatography–mass spec-
trometry; BBB – blood–brain barrier; LC/MS – liquid chromatography–mass spectrometry; MRI – magnetic 
resonance imaging; CSF – cerebrospinal fluid; VP – vascular parkinsonism; CNS – central nervous system; 
CVD – cerebrovascular disease.
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INTRODUCTION
Neurodegenerative diseases are among the most com-
mon causes of disability in developed countries. The 
growing wellbeing of the planet’s population has come 
with increasing human life expectancy and higher 
demands on the quality of life. Neurodegeneration is 
also an integral part of aging, being as it is respon-
sible for the erosion in human functional ability and 
loss of cognitive capacity. Parkinson’s disease (PD) is 
a multisystem neurodegenerative disease with mo-
tor (hypokinesia, tremor, and rigidity) and non-motor 
symptoms (cognitive impairment). The pathogenesis 
profile of PD is mostly characterized by the destruc-
tion of dopaminergic neurons in the substantia nigra. 
But many different structures of the central nerv-
ous system are also caught up in it. Such widespread 
neurodegeneration leads to pronounced neurological 
deficit, which manifests itself as significant social and 
household disorientation of patients [1–3].

Vascular parkinsonism (VP) is clinically described 
as symmetric lower-body parkinsonism, which is 
characterized by postural instability, freezing of gait, 
and frequent falls [4]. However, there exists no spe-
cific clinical symptom that would be pathognomonic of 
VP. Various chronic cerebrovascular diseases (CVDs) 
are the pathophysiological foundation of VP, microan-
giopathy induced by chronic hypertension being the 
most common one [5]. During brain imaging, VP is 
shown to be associated with white matter hyperin-
tensities or multiple infarcts in the basal ganglia and 
subcortical regions [6, 7]. CVDs are characterized by 
the involvement of the whole brain tissue (neuronal 
and non-neuronal) into degeneration, which implies 
that complex post-ischemic neurodegeneration fol-
lows [8].

Hence, although the impact of neurodegenerative 
processes on the life of our contemporaries is quite 
relevant, such diseases often remain difficult to diag-
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nose. Currently, there are specific diagnostic laborato-
ry markers for neither neurodegeneration in general 
nor neurodegenerative diseases in particular. Thus, 
PD and VP are differentially diagnosed in practice 
only according to the clinical findings, which is often 
insufficient.

This review focuses on the features of the changes 
in the metabolomic profile of patients with PD and 
VP. Metabolomic analysis is a promising research 
method that allows one to mine data on the biochemi-
cal changes taking place during a pathological process 
and identify potential biomarkers of the disease. Such 
data may both deepen the fundamental knowledge of 
the pathogenesis of parkinsonian disorders and pro-
pose potential diagnostic tools for practical application.

METABOLOMIC STUDIES IN BIOMARKER SEARCH
Metabolomics is the systematic identification and 
quantitation of all the metabolites present in a bio-
logical system, which consists of numerous molecules 
that exhibit different physical and chemical properties 
and exist over an extensive dynamic range. The over-
all analysis of metabolites can improve our knowledge 
about the physiological, pathological and biochemical 
statuses of a being, information which can be further 
combined with chemical and informatics methods [9].

Metabolites are not only endogenous substances 
present in the body; they can also include products 
of the metabolism of pharmaceuticals, environmen-
tal chemicals, and such substances as the products of 
the interaction between the host organism and its gut 
microbiota. Even minor changes in endogenous and 
exogenous factors can affect metabolite levels. Hence, 
metabolomics has a great potential to help us identify 
the relationship existing between genetic, environ-
mental, and physiological elements and certain patho-
logical conditions [10].

Metabolomic studies can improve our understand-
ing of the mechanisms of diseases and therapeutic 
effects; they can also enable us to predict individual 
disease progression.

PATHOGENETIC PATHWAYS OF PARKINSON’S DISEASE
PD is based on progressive degeneration of the ni-
grostriatal dopaminergic pathway, with significant 
neuronal loss in the substantia nigra pars compacta 
and dopamine depletion. Along with disruption of the 
nigrostriatal dopaminergic system, in patients with 
PD neurodegeneration affects many groups of neu-
rons residing in certain parts of the cerebral cortex, 
thalamus, brainstem, spinal cord, as well as in sym-
pathetic and parasympathetic ganglia. This leads to 
the degeneration and death of both nigral neurons 
and the neurons located in extranigral areas [11]. 

According to Braak et al., neurodegeneration progres-
sion involves certain morphological stages: from the 
primary lesion of nuclei of the vagus nerve and the 
olfactory bulb to the gradual death of neurons in the 
substantia nigra pars compacta. This sequence is con-
sistent with the development of clinical symptoms of 
PD ranging from autonomic disorders to motor and 
cognitive impairment [12]. It is noteworthy that early 
clinical signs of the disease occur only after 60–80% 
of substantia nigra neurons have been lost [13], which 
becomes responsible for the severity of the patholog-
ical process down the road.

The etiology and pathogenesis of PD still need 
thorough study; however, they are known to involve 
many predisposing factors (primarily genetic ones) 
and pathogenic pathways. The latter include:
(1) the formation of pathological specific α-synuclein 
in the form of Lewy bodies or Lewy neurites;
(2) oxidative stress associated with mitochondrial dys-
function;
(3) proteolytic stress caused by dysfunction of the 
ubiquitin–proteasome system; and
(4) local inflammation [11, 14].

Probably, none of the aforelisted mechanisms acts 
on its own; on the contrary, they mutually potentiate 
each other’s effect. Moreover, each of the aforemen-
tioned pathways can induce intracellular apoptosis, 
which is the final common mechanism of neuronal 
loss in PD.

The native α-synuclein molecule in the brain is 
mostly unfolded and has no well-defined tertiary 
structure. When interacting with negatively charged 
lipids such as phospholipids (components of cell mem-
branes), α-synuclein (α-Syn) acquires a β-sheet-rich 
amyloid-like structure that is prone to aggregation 
[15]. In turn, formation of α-Syn inhibits potentiation 
in mitochondria, thus causing the dysfunction asso-
ciated with complex I, a component of the electron 
transport chain [16]. For this and probably other rea-
sons, patients with PD show multiple signs of oxida-
tive stress in the substantia nigra. In particular, this is 
manifested as reduced levels of endogenous antioxi-
dants (e.g., glutathione), while the levels of oxidation 
products of proteins, lipids, and DNA are significantly 
elevated. Hence, there appears to be a relationship be-
tween the theories of α-synuclein accumulation and 
mitochondrial stress [17].

Another important clue to the importance of mi-
tochondria in disease pathogenesis is that many of 
the known genes causing familial PD are involved in 
mitochondrial homeostasis. These genes include the 
known PINK1/Parkin genes, which participate in the 
pathway regulating dysfunctional mitochondria: the 
process known as mitophagy [18].
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Failures in protein clearance are also observed in 
patients with PD, along with mitochondrial dysfunc-
tion. Within cells, there are two central systems re-
sponsible for the removal of malfunctioning proteins: 
the ubiquitin–proteasome system and the autopha-
gy lysosomal pathway. Monomeric α-Syn is normally 
cleared by both systems, and disruption of either of 
these mechanisms is implicated in the pathogenesis of 
PD, as it promotes the accumulation of defective pro-
teins, including misfolded α-Syn [19].

METABOLOMIC STUDIES OF PARKINSON’S DISEASE
The metabolome of patients with PD is studied using 
both non-targeted and targeted analytical approach-
es. The former involve large-scale metabolite screen-
ing followed by biomarker search among unknown 
metabolites, while the latter are based on the analy-
sis and evaluation of a range of metabolites of inter-
est, such as catecholamines, amino acids, purines, and 
urates. Most metabolomic studies rely on the analysis 
of cerebrospinal fluid (CSF) and blood, although oth-
er biological specimens such as patient urine, feces, or 
brain tissue were examined in some studies.

Metabolomic studies of cerebrospinal 
fluid in Parkinson’s disease
Irregularities in the CSF composition is directly relat-
ed to pathological changes in the brain, making CSF 
one of the preferred specimens for neuropathologic 
research. Taking into account the marked depletion 
of nigrostriatal dopaminergic neurotransmission in 
patients with PD, by measuring the levels of dopa-
mine and its metabolites, one could identify potential 
markers of the pathophysiological stage of the disease. 
However, such compounds can be reliably detected 
only in patients who are not on levodopa. Thus, a re-
duced level of dihydroxyphenylacetic acid (DOPAC) 
is one of the markers of changes in dopamine metab-
olism in PD [20]. Furthermore, it was demonstrated 
that DOPAC can be used as a marker of early stag-
es of the disease [21]. Not only DOPAC, but also ho-
movanillic acid (HVA, the major catabolite of dopa-
mine) is regarded as a biomarker of PD; however, it 
currently is considered a less reliable marker of cen-
tral dopamine metabolism compared to DOPAC [22]. 
Trupp et al. reported that the CSF level of 3-hydrox-
yisovaleric acid is reduced in patients with PD [23]. 
Interestingly, 3-hydroxyisovaleric acid is degraded by 
the same enzyme as tyrosine (levodopa precursor). 
The same study additionally reported that tryptophan 
and creatinine levels are decreased in PD patients.

Purines circulating in the CSF of patients with PD 
are also of interest. LeWitt et al. studied changes in 
the level of xanthine (a precursor of urates) in PD 

and demonstrated that the ratio of xanthine to ho-
movanillic acid concentrations in CSF can be both a 
sign of the disease per se and a biomarker of the 
gravity of the patient’s condition [24].

An analysis of the CSF metabolome in pa-
tients with PD showed changes in the metabolism 
of glycine, serine, and threonine amino acids [25]. 
Differences in the contents of metabolites such as 
sarcosine and alpha-N-phenylacetyl-L-glutamine were 
found in the blood plasma and CSF of patients with 
PD compared to healthy donors. These compounds 
are involved in oxidative stress response in the meta-
bolic pathways of sphingolipids, glycerophospholipids, 
and amino acids and can help in the early diagnosis 
of PD. The association of the oxidative stress meta-
bolic pathways with PD is also supported by changes 
in the tricarboxylic acid profile, which is indicative of 
the development of mitochondrial dysfunction in this 
disease [26]. The same study revealed changes in the 
lipid profile in PD patients: an elevated level of me-
dium- and long-chain fatty acids, as well as changes 
in diacylglycerol, phosphatidylcholine, and phosphati-
dylethanolamine metabolism.

Metabolomic studies of blood plasma 
in Parkinson’s disease
Metabolomic studies of blood plasma are becoming in-
creasingly the preferred route thanks to the minimal 
invasiveness of sampling and the relative availabili-
ty of blood specimens. Various amino acids, fatty ac-
ids, acylcarnitines, lipids, purines, organic acids, which 
are the components of the energy metabolic pathway, 
oxidative stress responses, and metabolic pathways 
specific only to PD, are considered as potential blood 
plasma biomarkers in PD (Table 1).

Chang et al. [27] described changes in the con-
tents of kynurenine metabolites in PD: they consid-
ered these compounds a potential pool of disease bio-
markers and discovered a novel therapeutic strategy, 
where kynurenic acid was additionally used or the 
quinolinic acid level was reduced using kynurenine-
3-monooxygenase inhibitors [27]. Moreover, Havelund 
et al. showed that kynurenine metabolism is also as-
sociated with the development of levodopa-induced 
dyskinesia, and that the elevated blood plasma ratio 
of 3-hydroxykynurenine to kynurenic acid can predict 
the potential progression of dyskinesia [28].

There are studies where urates are regarded as a 
promising biomarker of risk, diagnosis, and prognosis 
of PD. It was reported that the CSF and blood levels 
of urates are significantly reduced in patients with PD 
compared to the controls; high urate levels can be in-
dicative of lower risk and slower disease progression. 
Elevated levels of these metabolites, which are impor-
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Table 1. Potential metabolomic markers of Parkinson’s disease

Biological 
matrix Clinical stage of the disease Patients receiving 

specialized therapy Found biomarkers Reference

CSF n/d No DOPAC, HVA [20]

CSF n/d No DOPAC [21]

CSF n/d n/d 3-Hydroxyisovaleric acid, tryptophan [23]

CSF, blood 
plasma

Early stages (1–2 according to 
the Hoehn and Yahr scale) No Xanthine/HVA ratio (CSF); caffeine 

metabolites and inosine (blood plasma) [24]

CSF Different stages (1–4 according 
to the Hoehn and Yahr scale) Yes Glycine, serine, threonine [25]

CSF n/d Yes

Profile of tricarboxylic acids, medium- 
and long-chain fatty acids, diacylglycerol, 
phosphatidylcholine, phosphatidylethan-

olamine

[26]

Blood 
plasma

Different stages (1–4 according 
to the Hoehn and Yahr scale) Yes Kynurenic acid, kynurenic acid/kynure-

nine ratio, quinolinic acid (late stages) [27]

Blood 
plasma n/d Yes 3-Hydroxykynurenine/kynurenic acid 

ratio, 5-hydroxytryptophan [28]

Blood 
plasma n/d Yes Uric acid (PD, LRKK), hypoxanthine 

(PD) [30]

Note: n/d – no data in the original article.

tant biogenic antioxidants, may help combat oxidative 
stress in the pathogenesis of PD. Various mechanisms 
have been proposed to explain the paradoxical effects 
of uric acid, but its significance as a causative, com-
pensatory, or arbitrary risk factor remains unclear. 
High uric acid levels were shown to play an important 
role in preventing the involvement of dopaminergic 
cells in the pathophysiology of PD through its func-
tion as an endogenous antioxidant [29]. LeWitt et al. 
revealed changes in the profile of caffeine metabo-
lites during the progression of PD, as well as a decline 
in the plasma level of inosine in patients with PD 
[24]. Differences in uric acid levels and purine profiles 
were also found in PD patients carrying a mutation in 
the LRRK2 gene and in healthy donors [30].

Changes in the bile acid profile can be a potential 
metabolomic marker of PD. For example, Shao et al. 
found increased levels of a number of bile acids (in-
cluding microbiota-associated ones) in patients with 
PD [31]. Changes in the bile acid profile were shown 
both for patients carrying a mutation in the LRRK2 
gene and in patients with idiopathic PD along with 
changes in the purine base profile [32].

As mentioned previously, PD is a multifactorial dis-
ease; compelling epidemiologic data suggest a possi-
ble association between traumatic brain injury (TBI) 
and the onset of parkinsonian syndrome. Changes 
in the plasma levels of glutamate were observed by 
HPLC/MS in patients with TBI and those with PD, 

thus an indication of a possible “excitotoxic” role of 
glutamate in their pathogenesis [33].

The metabolomic approach can also identify biomo-
lecular and metabolic changes affecting the onset and 
progression of the disease. Thus, changes in the sper-
midine metabolism and the N1,N8-acetylspermidine 
level can be a prognostic marker of PD progression, 
which may lead to a new strategy for delaying or 
slowing down the progression [34]. A strong correla-
tion between the levels of alanine, methionine, serine, 
purine, a number of fatty acids, polyamines, and tryp-
tophan metabolites and progression of PD was dem-
onstrated [23, 35, 36].

Acylcarnitines can be potential markers of oxida-
tive stress and mitochondrial dysfunction in patients 
with PD. Thus, changes in the acylcarnitine profile 
may be indicative of early stages of PD [37]. In ad-
dition, differences in the acylcarnitine profile were 
found in patients with PD and those with essential 
tremor [38].

Metabolomic studies of Parkinson’s 
disease in experimental models
Different types of animal models have been devel-
oped to study PD, but only a number of them have 
been used in metabolomic studies. For example, such 
models include α-Syn knockout, transgenic α-Syn, 
α-Syn overexpression, Park2 knockout, and toxicologi-
cal models. The metabolic profile of the experimental-
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ly induced disease has been studied mainly in animal 
brain tissue, which better reflects pathophysiological 
changes but has obvious limitations in extrapolating 
similar processes to humans with PD.

Farmer et al. reported significant changes in the 
levels of lipids (belonging to the phosphatidylcholine 
and lysophosphatidylcholine classes) in brain tissue in 
the toxin (6-hydroxydopamine)-induced model of PD. 
These findings can be attributed to increased oxida-
tive damage to lipids and also indicate that these mol-
ecules play an important structural and neurofunc-
tional role [39].

Another study focusing on the metabolome of brain 
tissue, conducted in a model of PD induced by unilat-
eral injection of preformed fibrils of α-synuclein into 
the olfactory bulb, showed dysregulation of taurine 
and the hypotaurine metabolism, bile acid synthesis, 
metabolism of glycine, serine, and threonine, as well 
as the tricarboxylic acid cycle, which correlated with 
the emergence and progression of pathologic α-Syn 
[40]. Theoretically, the emergence of these α-Syn ag-
gregates is accompanied by the suppression of the 
metabolic pathways of glycine, serine, and threonine 
(in normal nervous tissue, these substances can be 
converted to creatine, which is a donor of phosphate 
groups for ATP).

Kim et al. showed a reduction in the levels of 
L-3,4-dihydroxyphenylalanine (levodopa) and dihy-
droxyphenylacetic acid in mice at the preclinical pro-
dromal stage of PD induced by 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP) [41]. Theoretically, 
these changes can be regarded as biomarkers of the 
“presymptomatic” stage of PD. Other potential mark-
ers of PD can include 5’-methylthioadenosine, tet-
radecanoylcarnitine, phytosphingosine-1-P, ceramide 
d18:0/18:0, lysophosphatidylcholine 20:4(5Z,8Z,11Z,14Z), 
L-palmitoylcarnitine, tetracosanoylglycine, morphi-
ceptin, and stearoylcarnitine; their levels were found 
to have changed when studying the midbrain in the 
MPTP-induced mouse model of PD [42].

Lu et al. identified the metabolites involved in oxi-
dative stress, energy deficiency, and neuronal dam-
age in goldfish with MPTP-induced PD using NMR 
[43]. The model was characterized by elevated levels 
of leucine, isoleucine, valine, and alanine amino ac-
ids, as well as alanylalanine, creatinine, myo-inositol, 
18:2 fatty acid and total fatty acids, as well as simul-
taneous reduction in the levels of N-acetylaspartate, 
phosphocreatine, phosphocholine, betaine, glutamine, 
3-hexenedioate, acetamide, malonate, isocitrate, scyl-
lo-inositol, phosphatidylcholines, cholesterols, omega-3 
fatty acids, and polyunsaturated fatty acids in the 
brain of goldfish. It was demonstrated by NMR that 
activity of the glutamate–glutamine cycle in the stria-

tum of MPTP-treated mice was excessively high [44]. 
In the same mouse model, Pedro Amorim Neto et al. 
showed changes in the metabolic profile both in brain 
tissues and in peripheral structures such as the intes-
tine using NMR [45]. Metabolite expression in blood, 
brain, colon, and feces specimens was deemed mostly 
indicative of inflammatory aspects, cytotoxicity, and 
mitochondrial dysfunction (oxidative stress and ener-
gy metabolism). A study conducted in mice showing 
symptoms of MPTP-induced PD and gut dysbiosis 
showed that biomarkers characteristic of such damage 
include 67 molecules associated with lipid and amino 
acid metabolism [46].

It is worth mentioning that the pharmacological ef-
fect of different anti-PD drugs in animal models can 
be controlled using metabolomics methods. Thus, the 
ability of various therapeutic agents to regulate the 
metabolism of amino acids, unsaturated fatty acids 
[47], purines, glycerophospholipids [48], as well as the 
neuroprotective effect of drugs through modulation of 
the gut microbiota–metabolite axis, has been demon-
strated in MPTP-induced models of PD [49–52].

PATHOGENETIC PATHWAYS 
OF VASCULAR PARKINSONISM
Pathogenetic disorders leading to VP are primari-
ly associated with cardiocerebrovascular risk factors, 
which include hypertension, hypercholesterolemia, 
cardiovascular diseases, type 2 diabetes mellitus, and 
advanced age [7]. These factors cause cerebrovascu-
lar disorders and affect the functioning of cerebral 
vessels (small vessel disease). Thus, arterial occlusion 
caused by the aforementioned factors would lead to 
various lesions in the basal ganglia and the pons, la-
cunar infarcts in the white matter, cerebral microan-
giopathy, disruption of endothelial tight junctions, and 
destruction of the BBB. Such disorders will be crucial 
in the pathogenesis of vascular ischemia [53]. In addi-
tion, small vessel changes such as gliosis, perivascular 
pallor, hyaline arteriolosclerosis, and especially en-
larged perivascular spaces were observed in autopsy 
specimens from patients with VP [54].

There is mounting evidence that vascular risk 
factors contribute to the development of neurode-
generation. They affect the structure and func-
tion of cerebral vessels and associated cells; the 
so-called neurovascular unit. The neurovascular 
unit involves neurons, glia, as well as perivascular 
and vascular cells that work in close cooperation to 
maintain the homeostasis of the brain microenviron-
ment. This structure regulates blood flow, controls 
exchange through the BBB, facilitates immune sur-
veillance in the brain, and provides trophic support. 
Hemodynamic changes affect the structure of the 
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neurovascular apparatus, leading to its dysfunction 
[53]. Pathomorphologically, this phenomenon will be 
characterized by a thickening of the vascular wall 
matrix, undesirable collagen accumulation, smooth 
muscle collapse, and vascular stenosis [55]. Damage to 
the neurovascular system alters the regulation of the 
cerebral blood flow, depletes the blood supply reserve, 
disrupts the BBB, and reduces the regenerative po-
tential of the brain. These effects secondarily increase 
ischemia and the attending neurodegeneration, thus 
closing the pathological vicious circle [56]. Therefore, 
neurodegeneration in patients with VP will be sec-
ondary in nature because of the effect of hypoxia on 
all the nervous tissue: not only on neurons, but on 
glial cells as well.

The effect of chronic ischemia on nervous tissue is 
primarily characterized by the occurrence of oxida-
tive stress and inflammation. Disturbance in the re-
dox state of cells resulting from ischemia can cause 
toxic effects through the formation of peroxides and 
free radicals that damage almost all cell components, 
including proteins, lipids, and DNA [8]. Chronic isch-
emia also leads to mitochondrial dysfunction and in-
hibition of protein synthesis, which can disrupt the 
balance between antioxidants and reactive oxygen 
species. Such oxidative damage to vascular endothelial 
cells, glia, and neurons may further impair the vas-
cular function and intercellular interactions between 
neurons, astrocytes, and microvessels, followed by a 
drop in cerebral perfusion [57].

Permanent bilateral carotid artery stenosis is an 
experimental model of chronic ischemia in laboratory 
animals. In particular, the rat model was used to show 
the emergence of synaptic dysfunction in the hip-
pocampus associated with cognitive impairment [58]. 
Reduced pyruvate dehydrogenase level and increased 
oxidative stress were also observed, indicating that 
mitochondrial energy deficiency affects memory [59].

Extensive damage to the white matter of the brain 
is also observed in chronic arterial occlusion. The de-
gree of ischemic damage positively correlates with 
white matter involvement in the pathological process, 
the greatest structural damage being observed within 
the corpus callosum [60]. White matter dysfunction 
is associated with activation of glial cells: on the one 
hand, glial cells are activated immediately in response 
to damage to white matter by oxidative stress, while 
on the other hand, damage to the BBB facilitates pen-
etration of immune cells and release of an enormous 
number of proinflammatory cytokines, as well as ser-
ine proteases, matrix metalloproteinase 2, elastase, 
and collagenase [55]. These released components dam-
age the extracellular matrix and cause a remodeling 
of vascular walls, which eventually leads to damage 

and further destruction of the BBB and white mat-
ter. Axonal injury (of the white matter) caused by 
destruction of afferent neuronal connections, or their 
retrograde injury, will be followed by apoptosis of 
neurons per se. Furthermore, pro-inflammatory cy-
tokines infiltrating the white matter disrupt growth 
factor signaling, inducing the state of “neurotrophin 
resistance”. Loss of trophic support can impede prolif-
eration, migration, and differentiation of oligodendro-
cyte progenitor cells as well as impair white matter 
repair. Glial scars will develop at the damage site [61]. 
Hence, chronic ischemia is characterized by atrophy of 
cortical neurons and a reduced volume of the entire 
cerebral cortex, as well as edema and damage to the 
white matter in the form of demyelination, apoptosis 
of oligodendrocytes and atrophy, as well as glial pro-
liferation in the form of astrocytogliosis [62].

In other studies, endothelial dysfunction worsen-
ing the ability of vessels to respond to changes in ce-
rebral hemodynamics is reported to play the leading 
role in the pathophysiology of chronic ischemia. The 
resulting impairment of neurovascular coupling leads 
to transient or chronic cerebral hypoperfusion [63]. 
Endothelial cells are capable of recognizing immune 
signals and expressing adhesion molecules (P- and 
E-selectin, intercellular adhesion molecules, vascular 
cell adhesion, etc.), which recognize certain molecules 
on circulating immune cells, leading to transmigration 
of these cells into the brain [64]. Cytokines produced 
by perivascular macrophages, endothelium, and glia 
regulate the expression of adhesion molecules, other 
cytokines and chemokines, as well as promote leuko-
cyte trafficking across the BBB [65]. This process is 
important for both immune surveillance in the nor-
mal brain and the brain’s immune response to in-
jury. Moreover, oxidative stress-induced endothelial 
dysfunction may cause the release of the vascular 
endothelial growth factor (VEGF) and prostanoids, 
which promote endothelial leakage of active substanc-
es and inflammation [66]. Extravasation of plasma 
proteins also causes vascular inflammation, oxidative 
stress, perivascular edema, and axonal demyelination. 
However, it is most likely that the described process-
es (arterial occlusion, impaired cerebral microcircula-
tion, BBB damage, and endothelial dysfunction) run 
simultaneously and mutually exacerbate each other’s 
effects.

Potential markers of vascular 
parkinsonism in metabolomic studies 
of various cerebrovascular diseases
There are very few metabolomic studies of vascu-
lar parkinsonism; so, this review discusses data on 
the metabolomic profile in cerebrovascular diseas-
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es as a basis for the development of VP. Numerous 
metabolites are regarded as biomarkers of cerebro-
vascular parkinsonism in experiments: ranging from 
low-molecular-weight (amino acids, nucleotides and 
other products of impaired metabolic pathways) to 
groups of proteins responsible for a number of body 
functions (Table 2).

Many metabolomic studies aim to establish a con-
nection between the known structural changes in pa-
tients with CVDs and the metabolic pathways that 
lead to them. For example, white matter hyperinten-
sity is a frequent sign of CVD in MRI images. One 
study of plasma metabolites from patients whose 
MRI scans had shown white matter hyperintensity 
but who had not been diagnosed with ischemic stroke 
or transient ischemic attacks revealed an association 
between sphingolipids and the severity of the changes 
in MRI scans [67]. Two such metabolites, sphingomy-
elin 38:1 (SM 38:1) and ceramide 34:1 (Cer 34:1), were 
identified using HPLC/MS. Both ceramides and sphin-
gomyelins are components of lipid envelopes, which 
play a crucial role in maintaining the myelin struc-
ture. It was hypothesized that these molecules can be 
specific biomarkers of white matter damage and can 
also be indicative of CVD progression based on the 
degree of white matter involvement in the pathologi-
cal process.

Data from another study employing a combina-
tion of HPLC/MS and NMR showed higher levels 
of creatine, unsaturated acid 18:2(OH), and sphin-

gomyelin (d18:2/24:1), which were associated with 
a larger number of lacunae, white matter damage 
in MRI scans, and worsened cognitive performance 
[68]. Elevated levels of seven amino acids and nu-
cleotides (N1-acetylspermidine, N-acetylputrescine, 
isoleucine, creatinine, creatine, cytosine, and 5’-me-
thylthioadenosine) were found to be associated with 
the emergence of similar lesions. Low serum levels 
of several sphingomyelins and glycerophospholipids 
turned out to be markers of more severe white mat-
ter damage, brain atrophy, and cognitive impairment.

You et al. detected 276 sphingolipids, including 
39 ceramides (Cer), three ceramide phosphates, 72 
glycosphingolipids, and 162 sphingomyelins (SM), in 
patients’ plasma; their levels differed from those in 
the control group [69]: the levels of Cer (d36:3), Cer 
(d34:2), Cer (d38:6), etc. were elevated in patients with 
large artery atherosclerosis; the levels of SM (d34:1), 
Cer (d34:2), Cer (d36:4), etc. were increased in patients 
with age-related small vessel disease. The levels of 
Cer (d36:4) and SM (d34:1) in patients with age-re-
lated small vessel disease were elevated compared to 
those in patients with large artery atherosclerosis.

Changes in the lipid profile may play a role in the 
pathogenesis of CVDs. Hence, a reduced serum cho-
lesterol level was reported to be associated with the 
emergence of neuroimaging markers of vascular de-
mentia, while statin-induced pharmacological reduc-
tion in cholesterol levels can be associated with an 
increased risk of vascular dementia in males [70]. The 

Table 2. Metabolomic markers of various cerebrovascular diseases related to the development of vascular parkinsonism

Biological 
matrix Cerebrovascular disease/condition Found biomarkers Reference

Blood 
plasma

White matter hyperintensity in 
MRI scans Sphingomyelin 38:1 (SM 38:1), ceramide 34:1 (Cer 34:1) [67]

Blood 
serum Small vessel disease 

Creatine, fatty acid 18:2(OH), sphingomyelin (d18:2/24:1), 
N1-acetylspermidine, N-acetylputrescine, isoleucine, creati-

nine, creatine, cytosine, 5’-methylthioadenosine
[68]

Blood 
plasma

Large artery atherosclerosis (LA), 
small vessel disease (SVD)

Cer (d36:3), Cer (d34:2), Cer (d38:6) (for LA); SM (d34:1), 
Cer (d34:2), Cer (d36:4) (for SVD) [69]

Blood 
serum Vascular dementia 7α-hydroxycholesterol, primary bile acids [70]

Blood 
serum

Vascular dementia, mixed demen-
tia

L-arginine, L-arginine/asymmetric dimethylarginine ratio, 
L-arginine/nitric acid pathway [71]

Blood 
serum Vascular dementia Dihydroxybutanoic, docosapentaenoic and uric acid [72]

Blood 
plasma Chronic cerebral ischemia Proteins SERPINF2, HRG, KNG1, APCS, C1R, C5, AGT, 

PROS1, ITIH1, etc.
[73]

Cerebral 
cortex Vascular dementia Proteins SOD1, NCAM, and ATP5A [74]
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low serum levels of 7α-hydroxycholesterol and pri-
mary bile acids are associated with a higher degree 
of cerebral amyloid deposition, significant white mat-
ter damage, and more rapid brain atrophy. The study 
used a combination of such methods as targeted plas-
ma metabolomic profiling, positron emission tomogra-
phy, brain MRI, and pharmacoepidemiologic analysis.

The L-arginine/nitric oxide pathway was shown to 
be altered in people with dementia [71]. Thus, plas-
ma specimens from patients with vascular demen-
tia, Alzheimer’s disease, and mixed dementia were 
studied using targeted metabolomic screening by 
HPLC-MS. All the types of dementia were found 
to be associated with reduced levels of L-arginine, 
asymmetric dimethylarginine and L-citrulline, as well 
as with reduced L-arginine/asymmetric dimethylargi-
nine ratio. Meanwhile, the level of L-arginine and the 
L-arginine/asymmetric dimethylarginine ratio differ-
entiated vascular dementia and Alzheimer’s disease. 
Changes in the levels of these metabolites were in-
dicative of structural brain alterations and correlated 
with the severity of the cognitive impairment.

Metabolomic profiling can also predict the devel-
opment of vascular dementia. Thus, the role of di-
hydroxybutanoic, docosapentaenoic, and uric acids in 
a 5-year progression of the disease was demonstrat-
ed [72]. Plasma specimens from patients with vas-
cular dementia and Alzheimer’s disease, as well as 
subjects without diagnosed dementia but with a po-
tential to develop age-related dementia, was analyzed 
by HPLC-MS in a prospective study. The levels of 
the aforementioned substances were elevated in the 
group of patients with both types of dementia and in 
incident cases within five years before the onset of 
dementia.

Along with analyzing the low-molecular-weight 
metabolites, metabolomic studies of the plasma pro-
tein profile of patients with CVDs were also conduct-
ed. Thus, a group comprising 44 proteins involved 
in the blood coagulation pathway (SERPINF2, HRG, 
KNG1, etc., a total of ten proteins), in activation of 
innate immunity (APCS, C1R, C5, etc., a total of 13 
proteins), and in regulation of the activities of hydro-
lases AGT, PROS1, ITIH1, etc. was revealed [73]. The 
observed shift in the weights of functional protein 
clusters is supposedly attributable to the activation of 
compensatory mechanisms aiming to maintain a ho-
meostasis.

Another study showed upregulated expression of 
the SOD1 and NCAM proteins and downregulated 
expression of the ATP5A protein in patients with vas-
cular dementia, an indication of nervous tissue hypo-
metabolism and vascular insufficiency, along with in-
flammation [74]. The increased SOD1 level, as well as 

a trend toward increasing levels of iron uptake pro-
teins (FTL and FTH1) can be indicative of an oxida-
tive imbalance that is accompanied by iron metabo-
lism disorders.

Metabolomic studies of cerebrovascular 
diseases in experimental models
Metabolomic studies of CVDs are also conducted on 
experimental models. Desorption electrospray ioniza-
tion mass spectrometry was employed to illustrate li-
pid distribution in the rat brain in a similar model. In 
the experimental specimens, reduced levels of diho-
mo-γ-linolenic, stearic, arachidonic, docosahexaenoic, 
and hydroxyeicosatetraenoic acids, as well as ethanol-
amine glycerophosphate, were observed in the entire 
brain, and especially in the hippocampus. The reduced 
levels of these substances in patients with CVDs can 
be attributed to the anti-inflammatory properties of 
some of them (e.g., dihomo-γ-linolenic acid), as well 
as to the loss of nervous tissue per se. In the cor-
pus callosum, the signal intensities of three glycero-
phospholipids (LMGP06010075, LMGP00000053, and 
LMGP0601010168) and sulfatide, which are myelin 
components, were reduced [75].

In this section, we would also like to summa-
rize some results of a proteomic analysis, or high-
throughput protein analysis. In proteomics, Tukacs 
et al. revealed changes in the protein profile in rats 
with stepwise bilateral occlusion of the common ca-
rotid artery. They identified a large number of pro-
teins whose regulation in the occipital lobe of the 
cortex differs from that in the frontal cortex and 
hippocampus [76]. The altered proteins possess the 
functions associated with cytoskeletal organization 
and energy metabolism. Thus, the expression of 
proteins involved in the citric acid cycle and elec-
tron transport chain (fructose-bisphosphate aldol-
ase C, ATP synthase alpha, isocitrate dehydrogenase, 
NADH dehydrogenase, etc.) was found to be down-
regulated.

CONCLUSIONS
It is obvious that the commonality of the neurodegen-
eration concept not only makes clinical sense, but it 
also implies common metabolic pathways and metab-
olomic targets. Searching for markers of individual 
neurodegenerative processes, such as PD and ischem-
ic neurodegeneration, is of particularly specific inter-
est, as it encompasses such clinical concepts as early 
manifestations, prediction of the disease course, diag-
nostic criteria, and personalization of the therapeutic 
approach. For PD, such markers are metabolites of 
amino acids, acylcarnitines, fatty acids, bile acids; for 
CVDs, these markers are the proteins involved in the 
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coagulation pathway or the regulation of the immune 
response.

The capabilities of a metabolomic analysis open up 
prospects for the clinical diagnostics of neurodegen-
erative diseases, shortening the time between admis-
sion and diagnosis, which currently takes ten years.

A review of the literature focusing on the search 
for metabolomic markers of Parkinson’s disease (PD) 
and vascular parkinsonism (VP) yields conflicting re-
sults. All the available evidence indicates that study-
ing metabolomic abnormalities in a single humoral 
environment alone is of little practical value. In or-
der to identify both general signs of primary neuro-
degeneration (characteristic of PD) and the ischemic 
nature (as in the case of VP), as well as their differ-
ential markers, one needs to simultaneously examine 
blood plasma and cerebrospinal fluid. Differences in 
the neurotransmitter activity of the subcortical struc-
tures associated with PD and VP infer that there 

are significant differences in metabolites character-
istic of each of these conditions. In patients with PD, 
the neurons of the substantia nigra, which produce 
dopamine, are primarily affected. Meanwhile, VP is 
characterized by damage to the globus pallidus and 
putamen, which function at the expense of other me-
diators such as GABA, glutamate, choline, etc. Further 
research should avail itself of the benefits of wide-
spread use of available diagnostic tests such as whole 
blood or dried serum spot analysis.

Furthermore, the study of the range of low-molec-
ular-weight markers is supposed to help one decipher 
the cascade of metabolic disorders, the stage of their 
involvement, and their effect on the clinical picture of 
motor as well as cognitive mental disorders, with al-
lowance for patient sex. This approach will allow one 
to assess the significance of metabolic failures in the 
pathogenesis of two different types of neurodegen-
erative disorders. 
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ABSTRACT Analytical electron microscopy techniques, including energy-dispersive X-ray spectroscopy (EDX) 
and electron energy-loss spectroscopy (EELS), are employed in materials science and biology to visualize 
and chemically map diverse elements. This review presents cases of successful identification of nucleic acids 
in cells and in DNA- and RNA-containing viruses that use the chemical element phosphorus as a marker.
KEYWORDS energy dispersive X-ray spectroscopy, electron energy loss spectroscopy, elemental mapping 
of phosphorus, bacteriophage, P. aeruginosa, SARS-CoV-2, tick-borne encephalitis virus.
ABBREVIATIONS EDX – energy dispersive X-ray spectroscopy; EELS – electron energy loss spectroscopy; 
TEM – transmission electron microscopy; EFTEM – energy-filtering transmission electron microscopy; 
STEM – scanning transmission electron microscopy; HAADF – high-angle annular dark-field; TBEV – tick-
borne encephalitis virus; cryoEM – cryo-electron microscopy; GFP – green fluorescent protein.

INTRODUCTION
The precise identification and ultrastructural localiza-
tion of molecules, organelles, cells, and other biological 
structures are fundamental in determining their func-
tions. The localization of macromolecules is achieved 
through immunolabeling techniques on tissue sec-
tions, facilitating the detection of specific targets [1]. 
Cryotomography enables the visualization of the tis-
sue structures [2] and cryo-EM structures of protein 
macromolecules with atomic resolution [3, 4].

Nobel Prizes awarded for advancements in micros-
copy highlight the significance of high-resolution mo-
lecular imaging, which encompasses the use of green 
fluorescent protein (GFP) in living cells [5], the cir-
cumvention of the diffraction limit through super-
resolution light fluorescence microscopy [6], and cryo-
electron microscopy (cryoEM) [7]. 

Transmission electron microscopy (TEM) is a com-
mon technique used to study the structure of tissues, 
cells, organelles and protein molecules, which in turn 
helps to understand the mechanisms underlying the 
cellular function under normal and pathological con-
ditions. Advancements in electron microscopy and 
computational power have established TEM as the 
premier structural biology technique over the past 
decade. The application of CryoEM allows for the vi-

sualization of the three-dimensional architecture and 
dynamic behavior of a wide array of biological na-
no-objects at resolutions ranging from 2 to 5 nm to 
atomic levels [3, 4]. Unlike other structural methods, 
cryoEM presents several advantages: it is not limited 
by particle size, the presence of crystals is not neces-
sary, and a small amount of material is used. In ad-
dition, cryo-modification of the TEM method permits 
the visualization of molecules in their native, aque-
ous environment under near-physiological conditions, 
which is particularly important for the study of their 
functional features.

The underlying principle of transmission electron 
microscopy is the scattering of an electron beam by 
a thin section of the material being studied (Fig. 1A). 
Electron-atom collisions within a material give rise to 
several observable effects such as high-angle elastic 
scattering, inelastic scattering with concomitant en-
ergy loss, the generation of secondary electrons and 
ionization of target atoms, and characteristic X-ray 
emission (Fig. 1B). The nature of the observed phe-
nomena is determined by factors such as the specific 
structure of the object under the electron beam, the 
distribution of the scattering potential, the average 
atomic number, the thickness of the object, and other 
parameters. Transmission electron microscopy facili-
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tates the detection of signals that can account for the 
structure of the object in question.

ANALYTICAL ELECTRON MICROSCOPY
Biological and materials science research requires 
not only qualitative but also quantitative analysis, in-
cluding mapping the elemental composition of micro-
scopic sample areas. For this purpose, scanning and 
transmission analytical electron microscopes are em-
ployed. Analytical TEM detects inelastically scattered 
electrons. These electrons lost kinetic energy while 
traversing the sample within the microscope column 
(Fig. 1B).

The analytical electron microscope incorporates 
specialized detectors facilitating the chemical state 
analysis of samples via EDX (energy-dispersive 
X-ray spectrometry) or EELS (electron energy-loss 
spectrometry). Analytical TEM techniques offer a 
unique opportunity for acquiring nanometer-resolu-
tion elemental compositional data of the investigat-
ed specimens [8, 9]. Common analytical TEM meth-
ods employed for elemental analysis within biological 
samples include EDX [10], EELS, and EELS-based el-
emental mapping by energy-filtering TEM (EFTEM). 

THE ENERGY DISPERSIVE X-RAY 
SPECTROSCOPY (EDX) METHOD 
The EDX method is based on detecting X-ray pho-
tons emitted by samples during electron irradiation 
(Fig. 2C) and measuring their energies. Given the 
unique, quantized energy values of each atom, X-ray 
spectra are linear and identifiable to specific elements. 
The location of peaks on the abscissa axis of a typical 
EDX spectrum corresponds to the energy values of 
the X-ray photons absorbed by the detector: the high-
er the energy, the more to the right the peak is shift-
ed (Fig. 2E). The amplitude of each peak is a function 
of the number of pulses detected on each respective 
channel.

Elemental analysis using the EDX method ap-
plies energy dispersive spectrometers (for example, 
X-Max, Oxford Instruments, UK). Elemental distri-
bution mapping is achieved through electron energy 
loss spectrometers, which are typically integrated into 
transmission electron microscope columns.

Energy-dispersive X-ray spectra from specific ar-
eas of the sample are typically recorded using scan-
ning transmission electron microscopy (STEM). In 
contrast to TEM, the electron beam in STEM is fo-

A
Electron gun

Condenser

Sample holder

Objective lens

Fluorescent screen

Post-column  
energy filter

EDX 
detector 

EELS 
spectrum

B Primary beam of accelerated electrons
Backscattered  

electrons
Light  

(Cathodoluminescence)

Auger 
electrons

Secondary 
electrons

Inelastically scattered 
electrons 

Elastically scattered 
electrons

Sample  
(absorbed electrons) 

Characteristic X-ray 
radiation 

Fig. 1. (А) The architecture of an electron transmission analytical microscope. (B) Visualization of the energy distribution 
within a thin material following the passage of an accelerated electron beam and the subsequent secondary emissions 
(generated using BioRender.com)
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cused using electron optics to form a small probe that 
scans a thin sample. Biologically significant elements 
(P, N, O, K, Ca, Mg, Na, Cl, and S) exhibit their most 
intense X-ray emissions within the 0.15–4 keV energy 
range (Fig. 2E). The EDX method is generally consid-
ered a qualitative method, with its primary goal be-
ing the identification of a specific Kα peak. Specialized 
tables and databases facilitate the determination of 
characteristic X-ray peaks. Automated peak identifi-
cation software is a standard feature in most X-ray 
analysis programs.

X-ray quantitative analysis achieves analytical ac-
curacy at the ~1% level, making it possible to compare 
the content of the element in question in different 
cells and tissues when normalized to the carbon peak 
and superimposing the resulting graphs onto each 
other (see below). It is important to note that dis-
crepancies in quantification may arise from the simi-
lar binding energies of specific chemical elements. 
For example, the Kα peak (2.013 keV) of phospho-
rus (P) is very close to the M-line (1.914 keV) of os-
mium (Os), which is commonly used to fix cell mem-

branes. Consequently, differentiating between osmium 
membrane labeling and phospholipid membrane com-
position presents a challenge. The use of alternative 
heavy-metal compounds, for example manganese (dis-
tinguished by its unique peak position), is proposed to 
avoid spectral peak overlapping. 

DETECTION OF PHOSPHORUS ON CELL 
AND TISSUE SECTIONS USING EDX
Phosphorus, a crucial macronutrient for living or-
ganisms, is a constituent of vital compounds, includ-
ing nucleic acids, ATP (adenosine triphosphate), and 
phospholipids. It plays a critical role in cellular en-
ergy processes [11]. Many species of microalgae and 
cyanobacteria are characterized by phosphorus stor-
age in the form of intracellular polyphosphate inclu-
sions [12]. 

Of particular interest is DNA mapping, because it 
records phosphorus distribution – one atom bound to 
each nucleic acid base [13]. In recent years, a surge of 
interest has also been witnessed in the visualization of 
DNA within nanoparticles and origami structures [14].
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Fig. 2. Excitation of the inner shells of a sample atom in a transmission electron microscope column and the resulting EELS 
and EDX spectra. (А) The sample atom before interaction with the primary electron. (B) Energy loss detected by EELS. 
E

0
 – energy of the primary electron before interaction with the sample; E
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 is the energy of the primary electron after 

interaction with the sample. (C) The generation of the X-ray radiation quantum detected by the EDX method. Kα is the 
X-ray photon generated by the transition of the sample atom from the excited one. (D) The electron energy loss spec-
trum (EELS). (E) The energy dispersive spectrum (EDX) (generated using BioRender.com)
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Electron transmission microscopy first allowed re-
searchers to visualize isolated DNA over 75 years 
ago [15]. A novel circular sputtering technique us-
ing heavy metals was developed for the purpose. 
Uranyl acetate negative staining has been extensively 
employed for the electron microscopic visualization 
of DNA and chromatin structures since the 1960s. 
Nonetheless, analytical TEM is still more frequent-
ly employed to identify phosphorus within cellular 
structures. The qualitative measurement of endog-
enous elements – like phosphorus in membranes and 
DNA, nitrogen in polypeptides, and sulfur in methio-
nine- and cysteine-rich proteins ¾ can be conducted 
pointwise or areawise through the use of EDX and 
then superimposed on a map. This methodology al-
lowed reasearchers to determine the location of nitro-
gen- and phosphorus-containing granules in eukary-
otic cells (Fig. 3А) [16]. Using the same technique the 
complex elemental composition of vacuolar inclusions 
of green microalgae were determined [17]. The pphos-
phorus and other elements were identified in slices of 
Drosophila larval [18], the myelin sheath of human pe-
ripheral nerve [19], and in DNA origami (Fig. 3B–E).

Mapping on sections over the entire visual area, 
including total maps with subsequent color-coding of 
each chemical element of interest (Fig. 3A), provides 
valuable information on the elemental composition 
and concentration of components in different regions 
of the sample and allows one to ascertain the subcel-
lular distribution and reveal membranes and cyto-
plasmic granules. 

Recent studies that have employed the EDX meth-
od have elucidated the interaction between DNA and 
Dps proteins within bacterial cells [20]. Dps, a DNA-
binding protein, plays a substantial role in shaping the 
architecture of the bacterial nucleoid [21]. Dps, a fer-
ritin-like protein, is a dodecamer composed of twelve 
monomers. Each monomer possesses four alpha-he-
lical subdomains arranged to create a dodecahedron 
exhibiting tetrahedral symmetry (Fig. 4А). Elevated 
Dps synthesis constitutes a common bacterial re-
sponse to stress [22]. The cytoplasm of starved cells 
exhibits two- and three-dimensional crystal lattic-
es, structures formed by Dps molecules interspersed 
with DNA helices (Fig. 4B). The crystallization process 
safeguards DNA from detrimental environmental fac-
tors. 

A novel method utilizing analytical electron mi-
croscopy was developed to confirm the formation of 
a DNA-Dps complex. The authors of the method hy-
pothesized that the Kα (2.307 keV) peak of sulfur in-
dicates the existence of the DNA binding protein Dps 
(each Dps protein contains 48 methionine residues) 
and that the Kα (2.013 keV) peak corresponds to the 

phosphorus in DNA. Furthermore, the co-occurrence 
of both peaks in the EDX spectra was supposed to in-
dicate the formation of a DNA-Dps complex (Fig. 4D). 
The results obtained indicated that in the nanocrys-
tal the bulk of the Dps protein is tightly bound to 
nucleoid DNA, forming a compact structure, which 
is consistent with previous studies [23, 24]. No sul-
fur or phosphorus was detected in the control areas 
(Fig. 4D). The significant copper (Cu) signal detected 
in all the samples originated from the underlying cop-
per substrate meshes. 

Fig. 3. Elemental mapping performed on cellular sections 
via EDX. (А) Rat Langerhans cells islet (reproduced from 
[16], open source). Overlapping the nitrogen (red), 
phosphorus (green), and sulfur (blue) compositional maps 
facilitates the discrimination of membranes and pellets 
according to their elemental content. The length of the 
scale bar is 2 μm. The HAADF image of the DNA-origami 
triangle (B). EDX mapping of phosphorus (C) and chlorine
(D) distribution. (E) Two summed EDX spectra: the solid 
blue line is summed over the DNA structure while the 
green line is summed over the background support. Both 
spectra represent raw data without background subtrac-
tion (reproduced from [14], by permission of the authors)
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An analogous approach was utilized to analyze the 
stress response following a bacteriophage infection 
in Pseudomonas aeruginosa [25]. The spectral over-
lap between the phosphorus Ka peak (2.013 keV) and 
the osmium (Os) M-line (1.914 keV), a consequence 
of osmium fixation, was circumvented by contrasting 
samples with 2% ammonium molybdate. All the EDX 
spectra were normalized against the carbon peak and 
then superimposed (Fig. 5А).

Post-infection, the phosphorus peak, indicative of 
the DNA content, demonstrated an increase, seeming-
ly suggesting the contemporaneous presence of both 
phage and host DNA within the cell. A PCR study 
demonstrated the persistence of substantial quantities 
of bacterial DNA 40 min following phage infection 
[25]. Fifteen minutes after a bacteriophage infection, a 
small sulfur peak was detected by the authors in the 
EDX spectral analysis (Fig. 5A). This peak increased 
30 min after infection, which may be a sign that the 
bacterial cell responds to stress by increasing the syn-
thesis of the anti-stress protein Dps. 

THE ELECTRON ENERGY LOSS 
SPECTROSCOPY (EELS) METHOD 
The EELS method is based on the detection of the 
primary signal; namely, the measurement of the ener-
gy that is lost by a portion of the electrons that have 

passed through the sample as a result of the excita-
tion of the sample atoms [8]. Inelastic electron scatter-
ing measurements following sample transmission are 
performed to determine energy loss during spectral 
acquisition (Fig. 2B). Therefore, the EELS approach 
accounts for all inelastic electron scattering events, 
such as collective valence electron excitations (plas-
mons), inner-shell atomic excitations, and the produc-
tion of bremsstrahlung X-radiation. [26]. 

When passing through the sample, the primary 
electron in the transmission electron microscope col-
umn interacts with the inner K-shell electron of the 
sample atom and transfers part of its energy to it 
(Fig. 2B). Consequently, the electron, possessing el-
evated energy, achieves an excited state. Given that 
electrons in the ground state occupy all energy levels 
below the Fermi level, an electron in the excited state 
can transition only to unoccupied energy levels above 
the Fermi level. Therefore, when the incident electron 
undergoes an energy loss surpassing ΔE during its 
passage through the sample, the probability of tran-
sitioning from the K-shell to an energy level above 
the Fermi level significantly increases. Therefore, the 
electron energy loss spectrum (the relationship be-
tween signal intensity and energy loss) exhibits a 
sharp peak commencing at ΔE (Fig. 2D). Concurrently, 
this peak exhibits a “tail” within the higher energy 

Fig. 4. (А) The structure of the Dps protein. (B) The model of nanocrystalline array during the formation of the DNA-Dps 
complex based on cryotomography (reproduced from [23], open source); (C) The TEM image of a nanocrystalline con-
densed structure of DNA-Dps in a resting E. coli cell starved for 7 months (reproduced from [20], open source): (1) na-
nocrystalline condensation type, (2) nucleoid control region. (D) The EDX spectra from selected regions 1 (condensed 
nucleoid) and 2 (control) in the previous image. The blue arrow indicates the position of the sulfur peak in the spectrum 
of region 1
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range. This shape accounts for the designation of the 
energy loss spectrum peak as an absorption edge. As 
the threshold edge energy is unique to each chemi-
cal element, the ΔE value in the loss spectrum serves 
to distinguish the elements in the sample [8], enabling 
elemental analysis and the monitoring of the chemi-
cal bonding state and atomic distances by assessing 
the intensity of characteristic electron energy losses 
(Fig. 2D). The EELS method is typically employed to 
analyze the fine structure spectra of elements, there-
by elucidating the nature of chemical bonds and the 
electronic structure of materials.

Elemental analysis via EELS typically employs a 
post-column energy filter (Fig. 1А) (for example, GIF 
Quantum ER, Gatan, USA). In this case, one can re-
fer to energy-filtered transmission electron micros-
copy (EFTEM). Given the thickness constraints of this 
analytical method [26], ultrathin sample preparation is 
standard practice in EELS elemental analysis. EELS 
spectra are recorded from selected sample sections 
in the energy range from 100 to 600 eV in the dark-
field scanning mode using a HAADF detector. The 
aforementioned energy range encompasses the most 
prominent spectral peaks corresponding to the bio-
logically relevant elements phosphorus, nitrogen, oxy-
gen, and calcium, as observed in electron energy loss 
spectroscopy. 

 A recent study utilized EELS mapping to depict 
the localization of phage DNA in the pseudo nucle-
us of bacteria following infection by the giant phi-
KZ bacteriophage [25]. Analysis of the bacterial DNA 
distribution within the cytoplasm was performed by 
overlaying a phosphorus signal with a HAADF im-
age of the cell (Fig. 5B). Phosphorus signals were de-
tected in all the cells examined, though their spatial 
distribution demonstrated temporal dependence on 
the infection. Within uninfected cells, the cytoplasmic 
phosphorus signal distribution was uniform, consis-
tent with the diffuse nucleoid location (Fig. 5B (c)). 
Fifteen minutes post-infection, a uniform cytoplasmic 
distribution of phosphorus (nucleoid position) was ob-
served. Thirty minutes post-infection, the pseudonu-
clei exhibited a near-spherical morphology and dem-
onstrated centripetal migration, consistent with the 
results of prior research [27, 28]. A marked alteration 
in the phosphorus distribution revealed a complex 
phage DNA network structure within the pseudonu-
cleus (Fig. 5B (i)).

IDENTIFICATION AND MAPPING 
OF NUCLEIC ACIDS IN VIRUSES
At present, the possibility of mapping nucleic acids 
on the example of much smaller objects – viruses 
and bacteriophages – is of particular interest. Prior 

Fig. 5. Analysis of the elemental structure of bacteriophage PhiKZ-infected P. aeruginosa cells was conducted using an-
alytical microscopy techniques. (A) EDX spectra of control cells (blue), and 15 (green) and 30 min (yellow) after infection 
with PhiKZ phage. The superimposed EDX spectra were normalized to the carbon peak (not shown in graph). The peaks 
are designated as follows: P for phosphorus, S for sulfur, Cl for chlorine, and Ca for calcium. (B) Distribution of phage and 
bacterial DNA in the control cells and those infected with P. aeruginosa. TEM images (a, g), HAADF images (b, h), EELS 
of phosphorus in the pseudonucleus (c, i). The phosphorus signal (P) is shown after background subtraction and multiple 
scattering correction, using Fourier deconvolution of the spectra. The arrows indicate DNA, the arrowheads indicate 
P-free regions, and the yellow line indicates the pseudonuclear boundary (reproduced from [25], open source)

Energy, keV

Control

30 min

200 nm

0.5 µm 0.5 µm 0.5 µm

0.2 µm 0.2 µm

А B

Ca
Cl

S

P180

160

140

120

100

80

60

40

20

0
1.8	 2.3	 2.8	 3.3	 3.8



44 | ACTA NATURAE | VOL. 16 № 4 (63) 2024

REVIEWS

Fig. 6. Localization of the inner body in the phiEL bac-
teriophage, as demonstrated by phosphorus mapping. 
(A) A cryo-electron microscopy image of the phiEL bacte-
riophage subjected to high-dose electron irradiation. The 
inner body region is highlighted by a green line. The scale 
bar measures 50 nanometers. (B, C) The HAADF image 
of the phiEL bacteriophage. A dashed black line denotes 
the capsid boundary, with the inner body region indicated 
by a green line (B). (D) Phosphorus distribution map. The 
pixel intensities reflect the signal strength of the element 
in the characteristic electron energy loss spectra. A white 
dotted line indicates the limits of the capsid, with the inner 
body region denoted by a green line (reproduced from 
[31], by permission of the authors)

А B C D

research has already documented elemental analysis 
of individual virions [19, 29, 30]. A pioneering study 
in this area was undertaken in 1980 [19]. Phosphorus 
was mapped on murine leukemia virus (MuLV) par-
ticles embedded in an epoxy resin. The authors suc-
cessfully documented the phosphorus signal, a con-
stituent of the viral membrane lipids. In 1998, a study 
on cell cultures infected with transmissible gastro-
enteritis coronavirus was published [29]. The authors 
reported recording phosphorus signals from individ-
ual viral particles within the cells. Nevertheless, the 
quality of the provided imagery was insufficient, re-
sulting in ambiguous conclusions. In a later study [30], 
elemental mapping of whole virions of bacteriophage 
lambda within films was described. All these experi-
ments were performed using the EFTEM method. 

In more recent studies, scanning transmission elec-
tron microscopy, combined with energy-filtered elec-
tron microscopy (STEM-EELS), has been proposed for 
elemental mapping [31]. This original technique al-
lows imaging at a lower electron dose than traditional 
EFTEM. The sensitivity of the method is significantly 
enhanced by implementing a comprehensive STEM-
EELS analysis and using a cryogenic sample holder 
to mitigate radiation-induced damage. The cooling 
sample holder for TEM can maintain the observed 

sample at liquid nitrogen temperature, which reduces 
electron beam damage to the sample and allows the 
structure to be studied at low temperatures. This as-
pect is especially critical in the handling of biological 
samples [32].

STEM-EELS analysis was conducted on a range of 
viruses containing DNA and RNA. Contrasting the 
sample with 2% ammonium molybdate instead of ura-
nium acetate proved better in determining with more 
accuracy the position of the phosphorus absorption 
peak (absorption limit near 132 eV), since the urani-
um absorption peak (absorption limit 96 eV) is located 
near the phosphorus absorption peak and interferes 
with background subtraction. The molybdenum ab-
sorption peak is characterized by an absorption limit 
near 400 eV.

In testing the STEM-EELS method, the nucleic 
acid content inside the capsid of the giant phiEL 
phage was examined. The bacteriophage capsid has 
a diameter of 145 nm [33], and its genome compris-
es of 211 base pairs [34]; in other words, it contains 
422 thousand phosphorus atoms as part of double-
stranded DNA. This study successfully mapped the 
genomic DNA location within the bacteriophage cap-
sid and confirmed the existence of an internal pro-
tein structure around which the DNA is organized 
(Fig. 6C,D) [31]. 

The STEM-EELS method was also used to study 
the phosphorus content in purified inactivated 
SARS-CoV-2 particles included in the CoviVac vac-
cine (produced by the Federal Scientific Center for 
Research and Development of Immunobiological 
Preparations named after M.P. Chumakov of the 
Russian Academy of Sciences) [35]. The SARS-CoV-2 
virus has a diameter of around 200 nm and contains 
a single-stranded RNA genome of approximately 30 
base pairs. Thus, the phosphorus concentration within 
the SARS-CoV-2 capsid is five times lower than that 
of giant bacteriophages, a difference that remains sig-
nificant even when accounting for the viral lipid en-
velope. STEM-EELS analysis confirmed the presence 
of nucleic acid within the virions. Figure 7A shows the 
SEM image of the virion and the corresponding map 
of the local phosphorus distribution. The phosphorus 
signal was recorded only from the interior of the vi-
rion, and not from the substrate outside it (Fig. 7B). 
Based on prior findings [36] demonstrating an uneven 
phosphorus signal distribution within the virion, it is 
posited that RNA is a more plausible source than the 
viral lipid envelope. 

Finally, the application of STEM-EELS revealed a 
distribution of significantly less RNA within the puri-
fied inactivated tick-borne encephalitis virus (TBEV) 
virions [37]. TBEV nucleocapsids possess a diameter 
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Fig. 8. STEM-EELS analysis of TBEV. (A) STEM image of TBEV virions. (B) Map of the distribution of phosphorus EELS 
signals within the same sample. The virion boundaries are indicated by white dashed lines, with the arrow pointing to the 
virion emitting a reduced phosphorus signal. (C) EELS spectrum from a single representative virion. Letters P, C, N, and 
O represent the spectral edge positions for phosphorus, carbon, nitrogen, and oxygen respectively (reproduced from 
[37], open source)
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of 50 nm, while genomic single-stranded RNA com-
prises approximately 11 base pairs (Fig. 8A). Each 
virion utilized in this experiment demonstrated a 
phosphorus signal (Fig. 8B), with maximal intensity 
observed in the central region and minimal intensi-
ty at the periphery. This indirectly suggests that the 
signal originated from the phosphorus within RNA. 
Analogous heterogeneous phosphorus distributions 
were observed within SARS-CoV-2 virions (Fig. 7A) 
and phiEL bacteriophage capsids (Fig. 6). The TBEV 
virions under investigation exhibited differential sig-
nal intensities (Fig. 8B). Formaldehyde inactivation 
[38] likely accounts for the diminished phosphorus 
signal (Fig. 8B) observed in virions, indicating either 
RNA loss or disruption of the RNA structure.

CONCLUSIONS
TEM provides high-resolution (nanometer-scale) vis-
ualization of the cellular architecture. However, the 
functional interpretation of macromolecules remains 
problematic due to the challenges posed by uniden-
tified molecular constituents within the imagery. 
Combining TEM with EDX permits a high-resolution 
analysis of endogenous vesicles, diverse tags (includ-
ing gold or cadmium nanoparticles), and nucleic acids 
through elemental composition analysis. The appli-
cation of a cooled sample holder to reduce radiation 
damage, in conjunction with a comprehensive STEM-
EELS analysis, allows for the mapping of phosphorus, 
enabling the determination of nucleic acid location 
within nanostructures (50–200 nm), which includes 
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inactivated viruses. This methodology has proven ef-
fective in visualizing intermolecular interactions and 
identifying alterations in cellular DNA during a viral 
infection. Elemental mapping of phosphorus within 
nano-scale virions using EELS is performed at the 
detection limit, leading to the aqusition of data with 
a low signal-to-noise ratio. Nevertheless, the EELS 
method corroborates the presence of RNA in the ma-
jority of the analyzed particles, aligning well with pri-
or research [38].

The application of elemental mapping yields ob-
jective biomedical information, as evidenced by the 
lack of phosphorus signal detection in virus-like vac-
cine components. Elemental mapping is expected to 
improve advanced experimental analysis of viruses 
and virus-like particles, thus establishing analytical 
electron microscopy as a valuable tool for biomedical 
product testing. 
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ABSTRACT Living organisms exhibit an impressive ability to expand the basic information encoded in their 
genome, specifically regarding the structure and function of protein. Two basic strategies are employed to 
increase protein diversity and functionality: alternative mRNA splicing and post-translational protein mod-
ifications (PTMs). Enzymatic regulation is responsible for the majority of the chemical reactions occurring 
within living cells. However, plants redox metabolism perpetually generates reactive byproducts that spon-
taneously interact with and modify biomolecules, including proteins. Reactive carbonyls resulted from the 
oxidative metabolism of carbohydrates and lipids carbonylate proteins, leading to the latter inactivation and 
deposition in the form of glycation and lipoxidation end products. The protein nitrosylation caused by reac-
tive nitrogen species plays a crucial role in plant morphogenesis and stress reactions. The redox state of pro-
tein thiol groups modified by reactive oxygen species is regulated through the interplay of thioredoxins and 
glutaredoxins, thereby influencing processes such as protein folding, enzyme activity, and calcium and hor-
mone signaling. This review provides a summary of the PTMs caused by chemically active metabolites and 
explores their functional consequences in plant proteins.
KEYWORDS post-translational modifications (PTMs) of proteins; proteoforms; carbonylation; nitrosylation; 
glutathionylation; sulfenylation.
ABBREVIATIONS ABA – abscisic acid; AGEs – advanced glycation end products; ALEs – advanced lipoxidation 
end products; GAPDH – glyceraldehyde-3-phosphate dehydrogenase; GPX – glutathione peroxidase; Grx – 
glutaredoxin; GSH – glutathione; GSNO – nitrosoglutathione; GSSG – glutathione disulfide; GSNOR – ni-
trosoglutathione reductase; HNE – 4-hydroxy-2-nonenal; MG – methylglyoxal; MDA – malondialdehyde; 
MSR – methionine sulfoxide reductase; PDI – protein disulfide isomerase; PRX – peroxiredoxins; PTMs – 
post-translational modifications of proteins; ROS – reactive oxygen species; SA – salicylic acid; Trx – thi-
oredoxin.
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INTRODUCTION
Living systems demonstrate a remarkable ability to 
substantially increase the basic information encod-
ed within their genome as regards potential protein 
functionalities. The principal mechanisms involved 
here include, but are not limited to, alternative mRNA 
splicing [1–3] and post-translational modifications 
(PTMs) of proteins [4–7]. PTMs of proteins, which 
encompass enzymatic or spontaneous alterations to 
amino acid residues, can dramatically modulate pro-
tein functions or lead to their loss. PTMs significantly 
increase the diversity and functionality of proteins, 
serving as a foundation for numerous cellular signa-
ling processes. 

Recent studies [4, 8–11] have demonstrated an 
increasing preference for the term “proteoforms” 
to encompass the diverse modifications of a pro-

tein derived from a single gene. The term denotes 
protein isoforms originating from a single gene, ex-
hibiting differences in splicing and PTMs [8, 9, 11]. 
Proteoforms encompass various mechanisms of bio-
logical variability (modification) a protein molecule 
undergoes, determining its functional specificity. 
Proteoform-level protein characterization is essential 
for a comprehensive understanding of the biological 
processes controlled by protein molecules. Protein 
functions are considerably altered by various PTMs, 
such as phosphorylation, N- and O-linked glycosyla-
tion, methylation, acylation, S-glutathionylation, ubiq-
uitination, and sumoylation [7, 8, 11]. Furthermore, 
each protein usually posesses several PTM sites. As 
a result, the number of proteoforms can exceed the 
number of genes encoding these proteins by sever-
al orders of magnitude [8, 12]. Consequently, var-
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ied PTM patterns within the same protein substan-
tially increase proteoform heterogeneity [4, 8, 9, 11]. 
The production of diverse proteoforms from a single 
gene sequence constitutes an efficient strategy to ex-
pand the functional repertoire of the proteins that 
mediate plants response to changing environmental 
conditions [11]. A complete understanding of cellu-
lar physiological and biochemical processes at the 
protein level requires knowledge of the identity and 
functional specificity of these proteoforms.

Most chemical reactions occurring in the body are 
enzymatically controlled. However, it is possible for 
many metabolites to spontaneously react with each 
other and with the biomolecules that are crucial for 
homeostasis. Highly chemically reactive metabolites 
are of paramount importance, as they inflict rapid 
and frequently irreversible damage upon nucleic ac-
ids, lipids, carbohydrates, and proteins. Their impact 
on proteins is defined by the highest degree of com-
plexity and variety [13]. For a long time, spontane-
ous reactions were thought to impede the well-reg-
ulated metabolism. It is now widely accepted that 
these reactions are fundamentally integrated within 
the mechanisms governing homeostasis under varia-
ble environmental pressures. Numerous PTMs serve 
as compelling examples illustrating the correlation 
between spontaneous and enzymatic processes [13, 
14]. The strong electrophilic and oxidizing properties 
of reactive oxygen, nitrogen, and sulfur species and 
carbonyl-containing compounds are evident in their 
electron abstraction from carbon, sulfur, and nitrogen 
atoms and their addition to the nucleophilic groups 
within proteins [15]. Furthermore, a given active 
agent, for example the hydroxyl radical, may function 
as both an oxidant and an electrophile.

This field of study is characterized by rapid ad-
vancement necessitating frequent generalization. Our 
grasp of many phenomena remains incomplete, lead-
ing to conjectural interpretations. This review focuses 
on key findings that illuminate the modern concept of 
proteoforms produced by the reactive byproducts of 
plant redox metabolism.

REACTIVE CARBONYL COMPOUNDS
Carbonyl compounds are organic molecules containing 
a carbonyl group (oxo group), C=O. While typically 
limited to aldehydes and ketones, carbonyl groups are 
also present in esters, amides, and other carboxylic 
acid derivatives. First and foremost, they are interme-
diates of the glycolysis, the pentose phosphate path-
way, and the Calvin cycle [16, 17]. At high concentra-
tions, these compounds can cause spontaneous protein 
glycation and damage, which they do in humans with 
diabetes [17]. At the same time, there are carbonyl 

compounds in cells that exhibit such activity even in 
micromolar concentrations. 

Approximately 20 carbonyl compounds have been 
identified in plants. The most prevalent among these 
are the dialdehydes: glyoxal, methylglyoxal (MG), 
malondialdehyde (MDA), and α,β-unsaturated alde-
hydes, with 4-hydroxy-2-nonenal (HNE) being the 
most frequently encountered [16, 17]. The carbonyl 
groups of these compounds exhibit a high degree of 
polarization (C+=O‒), facilitating the electrophilic at-
tack on nucleophilic protein residues. Reactive oxy-
gen species (ROS) induce lipid peroxidation, ultimate-
ly yielding glyoxal, MDA, and HNE as end products 
[18]. MG is the result of the spontaneous dephospho-
rylation of triose phosphates, namely dihydroxyace-
tone phosphate and glyceraldehyde-3-phosphate [19]. 
Plant cells usually exhibit MG concentrations under 
10 μM [20], but stressful conditions, including phos-
phate starvation [20] and heavy metal contamination 
[21], induce substantial elevations in the MG content. 

The toxicity of active carbonyl compounds to pro-
teins is a result of their ability to attach to the ami-
no groups of lysine and arginine, and the thiol group 
of cysteine. The outcome of this addition is the car-
bonylation of proteins, manifested as an augmented 
presence of carbonyl groups in their structure. When 
carbonylation results from the binding of sugars and 
their derivatives to proteins, the process is termed 
protein glycation [20, 22], a non-enzymatic PTM re-
sulting from the interaction of proteins with sugars 
and the carbonyl products of their degradation [17]. 

The mechanism of glycation, first studied over 
100 years ago as a phenomenon of protein fructosyl-
ation during food preparation, is now known as the 
Maillard reaction. At elevated temperatures, spontane-
ous glucose and fructose degradation products bind to 
the ε-amino groups of protein lysine residues, form-
ing Schiff bases that subsequently undergo Amadori 
rearrangement [23].

Similar processes are observed within living cells. 
Glucose and its oxidation products can launch an 
electrophilic attack on the ε-amino group of lysine 
(Fig. 1A). As a result, an unstable primary glycation 
product, a hemiaminal, is formed, with the glycation 
process being reversible at this stage. However, dehy-
dration of the hemiaminal leads to a Schiff base for-
mation, which then rapidly undergoes Amadori rear-
rangement, resulting in deoxyfructosyllysine. Further 
spontaneous reactions lead to the intracellular accu-
mulation of advanced glycation end products (AGEs). 
AGEs classification is commonly predicated on their 
carbonyl precursors and/or intermediates [24]. AGEs 
exhibit significant structural heterogeneity, encom-
passing diverse aliphatic, aromatic, and heterocyclic 
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Fig.1. Protein carbonylation. (A) Glycation by glucose and methylglyoxal (MG), (B) Lipoxidation by malondialdehyde 
(MDA) and 4-hydroxy-2-nonenal (HNE)
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moieties [17]. Carboxymethyllysine constitutes the 
most prevalent product of the Maillard reaction. The 
pentosidine cross-linking between modified lysine and 
arginine residues also serves as an indicator of pro-
tein glycation [25].

Glyoxal and MG exhibit activity a thousand times 
higher than that of glucose [20]. Their main target 
is the guanidine group of arginine, with which they 
form a carbinolamine (Fig. 1A) that is spontaneously 
converted into a series of hydroimidazolone deriva-
tives: G-H (glyoxal-derived hydroimidazolone) and 
MG-H (methylglyoxal-derived hydroimidazolone) [26, 
27]. In plants, MG-H1 is the most abundant AGE [20].

When the products of free-radical oxidation of li-
pids serve as carbonylation agents, then protein lipox-
idation occurs [28]. While this modification is not in-
herently oxidative, it frequently exacerbates the 
damage to the protein under oxidative stress condi-
tions. The accumulation of advanced lipoxidation end 
products (ALEs) results from the spontaneous trans-
formations of unstable primary adducts, which exhib-
it a range of characteristic chemical structures within 
proteins [29]. The proteins involved in basic metabolic 
pathways, signal transduction, cytoskeletal structure, 
and transcriptional control are all targets of lipoxida-
tion.

The end products of the free-radical oxidation of 
lipids actively attack lysine residues [27]. The inter-
action between MDA and lysine results in the for-
mation of a hemiaminal, which is promptly converted 
to a Schiff base (Fig. 1B). The interaction of the sec-
ond aldehyde group of MDA with a lysine residue of 
the same or another protein results in cross-linking 
in the form of lysine-lysine diimine, a common ALE 
[30]. The attachment of HNE and other α,β-unsatu-
rated aldehydes to lysine residues in proteins occurs 
via the Michael addition (Fig. 1B) [27, 29]. Among the 
most significant hallmarks of protein damage result-
ing from lipid peroxidation are HNE-derived hetero-
cyclic protein adducts.

Plant protein glycation and lipoxidation signifi-
cantly augment under stressful conditions [17, 20, 31]. 
Given the irreversible nature of these alterations, the 

principal survival strategy of organisms involves an-
tioxidant-mediated prevention of lipid peroxidation 
and enzymatic detoxification of MG and glyoxal by 
glyoxalases.

Glyoxalases convert MG into lactic acid (Fig. 2) and 
glyoxal into glycolic acid [24]. The reactions proceed 
with glutathione (GSH) functioning as a cofactor. The 
spontaneous reaction between MG and the sulfhydryl 
group of GSH produces a hemithioacetal. Glyoxalase I 
(Glo1) catalyzes the isomerization of this adduct to 
lactoylglutathione, which is then hydrolyzed by glyox-
alase II (Glo2). The presence of glyoxalases has been 
documented across a wide range of prokaryotic and 
eukaryotic organisms. In Arabidopsis, 22 genes en-
coding Glo1 and 9 genes encoding Glo2 have been 
identified. These enzymes are the most active within 
chloroplasts. However, their presence has also been 
observed in mitochondria, nuclei, cytosol, cell walls, 
and peroxisomes [32].

Irreversible protein carbonylation occurs through-
out the plant life cycle and is widely considered an 
unavoidable process of protein damage, aggravated 
by stress. It is evident that our understanding of the 
functional aspects of protein carbonylation lags con-
siderably behind the progress made in its chemical 
study. Published data suggest that protein carbonyla-
tion is subjected to fine regulation and is involved in 
hormonal signaling, seed germination, flowering, and 
other processes, rather than being solely dependent 
on the reactive carbonyl compounds level [33]. 

REACTIVE NITROGEN SPECIES 
Reactive nitrogen species are formed as a result of 
spontaneous redox transformations of nitric oxide 
•NО and a number of other nitrogen-containing sub-
stances. The involvement of reactive nitrogen species 
in plant growth, stress response, and hormone sign-
aling has gained significant attention in recent years 
[34–37]. 

The biosynthesis of •NО in mammals involves 
the conversion of arginine by nitric oxide synthases. 
These enzymes are NADPH-dependent oxygenases 
with flavin, iron-porphyrin, and tetrahydrobiopterin 

Fig. 2. Detoxification of methylglyoxal (MG) by Glo1 and Glo2 glyoxalases

Methylglyoxal Hemithioacetal Lactoylglutathione Lactic acid
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as essential cofactors. The function of NO synthases 
extends beyond •NО synthesis to include the target-
ed nitrosylation of proteins, achieved through pro-
tein-protein interactions [38]. 

Plant genomes lack enzymes that are homologous 
to mammalian NO synthases. Yet, there is evidence 
that •NО generation via arginine and polyamine ox-
idation is possible [39]. The primary mechanism of 
•NО production in plants is the single-electron reduc-
tion of nitrite (NO2

‒), facilitated by cytoplasmic nitrate 
reductases. These molybdenum cofactor-containing 
NADPH-dependent oxidoreductases demonstrate a 
very limited (1%) nitrite reductase activity. Similar to 
many other higher plants, Arabidopsis possesses two 
nitrate reductases. NR1 demonstrates a high capaci-
ty to produce •NО, while NR2 is responsible for 90% 
of the enzymatic activity converting nitrate to nitrite 
[39]. Under hypoxic conditions, the mitochondrial elec-
tron transport chain reduction of NO2

‒ substantially 
contributes to cellular •NО accumulation [39]. 

Peroxynitrite ONOO‒, nitrosonium cation NO+, ni-
trogen dioxide •NО2, etc., interact readily with pro-
teins (Fig. 3A). NO-dependent protein PTMs of biolog-
ical significance involve the nitrosylation of transition 
metals, S-nitrosylation of cysteine residues, and ty-
rosine nitration [40]. S-nitrosylation serves a crucial 
regulatory function. Therefore, disruption of its ac-
tivity in the human body is associated with severe 
neurodegenerative diseases, immune system impair-
ment, and cardiovascular dysfunction [38]. In plants, 
S-nitrosylation affects enzymatic activity, subcellular 
localization, proteolytic degradation rates, and pro-
tein-protein/protein-DNA interactions [34, 41, 42].

Protein nitration is primarily inflicted by ONOO‒, 
while S-nitrosylation is predominantly mediated 
by nitrosoglutathione (GSNO), which is generated 
through the reaction of GSH with reactive nitrogen 
species (N2O3, NO+) (Fig. 3B). GSNO serves as a stor-
age and transport form of•NО within plant cells [43]. 
Spontaneous transnitrosylation reactions transfer •NО 
from GSNO to the thiol groups of proteins (Fig. 3C). 

GSNO denitrosylation is a function of the activi-
ty of nitrosoglutathione reductases (GSNORs), which 
are conserved proteins found in the cytoplasm and 
nucleoplasm [44]. The denitrosylation of SH-groups 
of proteins (R-SNO → R-SH) is achieved through the 
action of thioredoxins (Trx) or via GSH transnitrosyl-
ation (Fig. 3C). Along with GSNOR and Trx, reac-
tive nitrogen species detoxification is facilitated by 
peroxiredoxins (PRX), which catalyze the conversion 
of peroxynitrite to nitrite (Fig. 3D) [34, 45]. This pro-
cess yields a reduced thiol protein (R-SH) and oxi-
dized Trx, with the latter undergoing reduction by 
NADPH-dependent Trx reductase. Transnitrosylation 

is catalyzed by a transnitrosylase possessing an SNO 
moiety, which facilitates the transfer of the •NО to 
the target protein [34].

Fig. 3. The effect of reactive nitrogen species on proteins. 
(A) The general scheme of nitric oxide (•NО) formation, 
its conversion into chemically active species and incor-
poration into proteins, (B) Glutathione (GSH) nitrosyla-
tion and nitrosoglutathione (GSNO) denitrosylation with 
nitrosoglutathione reductase (GSNOR), (C) Nitrosylation, 
transnitrosylation and denitrosylation of proteins,  
(D) Utilization of peroxynitrite (ONOO–) with peroxyre-
doxins (PRX). Trx – thioredoxins

А

B

C

D



REVIEWS

VOL. 16 № 4 (63) 2024 | ACTA NATURAE | 53

In both plants and animals, nitration typically leads 
to the proteins damage and subsequent degradation. 
Particularly susceptible to nitration are catalase and 
the enzymes of the ascorbate-glutathione cycle, the 
main participant in ROS removal in plants [46]. 

Due to its lipophilic nature and ability to readily 
cross membranes, the free radical •NО serves as an 
effective signaling molecule in autocrine and para-
crine cellular communication. The signaling role of 
•NО has been extensively investigated in studies of 
mammals and humans [38]. Guanylate cyclase, a key 
•NО receptor, is known to undergo nitrosylation of 
its heme iron (Fe2+), forming FeNO. The enzyme acti-
vated through this modification produces cyclic GMP, 
which functions as a secondary messenger [47]. 

The sensitivity to nitric oxide is an evolutionar-
ily conserved characteristic of hemoproteins with 
H-NOX (Heme-nitric oxide/oxygen binding) domains. 
Domains with the ability to serve as •NО sensors 
have been detected in bacteria, fungi, and animals, 
including humans [48, 49]. It used to be believed that 
these proteins were absent in plants; however, recent 
research has demonstrated the existence of several 
•NО-sensitive hemoproteins in plants. Hemoproteins 
in plant organisms sensitive to •NО were discovered 
as possessing conserved H-NOX domains that can 
bind both •NО and O2. Several signaling pathways 
utilizing these proteins as sensors for •NО or O2 have 
been characterized. Specifically, plant hemoproteins 
with H-NOX domains have been demonstrated to me-
diate crucial •NО-dependent processes, including pol-
len tube growth and stomatal closure [51].

The understanding of •NО-signaling pathways in 
plants is yet to be fully expanded. A dearth of reliable 
data exists regarding the functions of cyclic GMP and 
nitrosylation of the protein heme and non-heme iron. 
At the same time, the impact of S-nitrosylation on the 
enzymatic activity, subcellular localization, proteoly-
sis rate, and protein-protein interactions affecting the 
proteins of the basic metabolism has been established 
[52]. The activating (+) and inhibitory (–) effects of 
S-nitrosylation were confirmed for enzymes that reg-
ulate the balance of ROS in plant cells: superoxide 
dismutase (–), catalase (–), ascorbate peroxidase (+), 
mono- and didehydroascorbate reductases (–).

The process of S-nitrosylation influences the pro-
teins that participate in hormone signaling [47, 53]. In 
Arabidopsis seeds, the accumulation of •NО during 
imbibition leads to the S-nitrosylation and proteaso-
mal degradation of ABI5, a transcription factor cru-
cial for abscisic acid (ABA)-dependent gene expres-
sion [42]. Consequently, ABA signaling is suppressed, 
thereby stimulating seed germination. In ABA-
dependent stomatal closure, •NО appears to mediate 

the termination of this process by suppressing ABA 
signaling; this is achieved via nitration/S-nitrosylation 
of the PYR1 hormone receptor [54] and the SnRK2.6 
protein kinase, both crucial components of ABA sig-
naling [55].

The effect of •NО on gibberellin and auxin signal-
ing in Arabidopsis has been reported. The conserved 
cysteine residue within the DELLA protein RGA 
has been demonstrated to undergo S-nitrosylation, 
thus inhibiting the proteasomal degradation of this 
negative regulator of gibberellin signaling [56]. 
S-nitrosylation-mediated prevention of Aux/IAA17 
proteolysis leads to the suppression of auxin signal-
ing [57]. 

So, the information on the effects of reactive ni-
trogen species on plant proteins largely describes the 
mechanisms and roles of S-nitrosylation. The exist-
ing literature on transition metal nitrosylation within 
proteins is scarce, notwithstanding the discovery of 
plant proteins containing NO-sensitive H-NOX do-
mains [50].

REACTIVE OXYGEN SPECIES
Redox transitions O2 ↔ H2O in living organisms invar-
iably produce various ROS, including О2

•‒, Н2О2, 
•ОН, 

1О2, capable of direct interaction with proteins. 
Molecular oxygen typically exists in a relatively 

unreactive triplet state (3О2). The formation of ROS 
occurs through enzymatic and non-enzymatic pro-
cesses, specifically within the mitochondrial and chlo-
roplast electron transport chains, peroxisomes dur-
ing photorespiration, cell walls during hypersensitive 
responses, and in the cytoplasmic and nucleoplasmic 
compartments. 3О2 is activated via two primary mech-
anisms: 1) increase in the energy of one of the elec-
trons and appearance of the active singlet form of 
oxygen 1О2 under the influence of photosensitizers 
(mainly excited triplet chlorophyll 3P680*) and UV 
radiation; and 2) reduction of one of the 3O2 atoms 
and its transformation into a superoxide anion radi-
cal (О2

•‒) by metals with variable valency or organic 
electron donors [58]. In acidic environments (vacu-
oles, cell walls), О2

•‒ is protonated and converted to 
the hydroperoxyl radical (НО2

•). Hydrogen peroxide 
(Н2О2) is a product of the activity of superoxide dis-
mutases,  plant class III peroxidases, amine oxidases, 
and oxalate oxidases, as well as spontaneous trans-
formations of НО2

• and О2
•‒. The formation of the 

hydroxyl radical •ОН occurs by the Fenton reaction 
from Н2О2 with the participation of transition metals: 
Н2О2 + Fe2+(Cu+) → •ОН + Fe3+(Cu2+) + ОН

-
.

The high reactivity of ROS results in reactions 
with proteins, lipids, carbohydrates, and nucleic ac-
ids. Highly reactive oxygen species, such as (НО2

• and 
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•ОН), initiate chain reactions resulting in the genera-
tion of numerous free radicals, thereby inducing bio-
molecular degradation [59]. 

ROS selectivity is inversely correlated with their 
activity. Thus, both the main protein chain and side 
chains of amino acid residues are vulnerable to •ОН 
(Fig. 4). Hydroxyl radical initiation of free radical pro-
cesses causes irreversible damage to protein, includ-
ing cross-linking, polypeptide chain disruption, and 
oxidative deamination of lysine and arginine, along 
with proline and glutamic acid degradation [60, 61]. 
The aforementioned modifications result in a higher 
relative carbonyl content within the proteins. Such 
carbonylation is referred to as direct or primary car-
bonylation, because the carbonyl groups are formed 
as a result of oxidation of the polypeptide itself. The 
involvement of O2

•‒ in this process stems from the 
typical Haber-Weiss reaction-mediated genesis of •ОН 
(О2

•‒ + Н2О2 → О2 + •ОН + ОН‒), a reaction catalyzed 
by iron and copper ions (Fenton reaction). 

The inherent instability of singlet oxygen results 
in its immediate interaction with carbon-carbon dou-
ble bonds within lipids, proteins, and carotenoids. In 
proteins, tryptophan residues constitute its principal 
target.

Given the substantial reactivity and lack of selec-
tivity exhibited by О2

•‒, •ОН, and 1О2 with biomole-
cules, the primary defense mechanism involves pre-
venting the formation of and eliminating these ROS. 

Thus, superoxide dismutases, present in all cell com-
partments, catalyze the conversion of О2

•‒ to Н2О2 
whereas carotenoids physically quench 1О2. 

Hydrogen peroxide has proven to be a useful re-
agent for the highly selective and reversible redox 
modification of proteins [65–67]. Notably, it selective-
ly oxidizes methionine and cysteine residues within 
living cells [13]. The single-step oxidation of methio-
nine (Fig. 5) yields methionine sulfoxide, thereby in-

Fig. 4. Irreversible oxidation of the polypeptide chain (A) and amino acid side chains (B) under the action of ROS
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ROS

ROS

ROS

А

B

ROS

Fig. 5. Reduction of oxidized methionine with methionine 
sulfoxide reductase (MSR) 
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hibiting the proteins biological activity. The reduction 
of methionine sulfoxide is catalyzed by methionine 
sulfoxide reductases (MSRs). Plant MSRs are char-
acterized by a catalytic site containing two cysteine 
residues [68]. One cysteine (catalytic) is in the form of 
the thiolate anion (S‒) and is converted into sulfenic 
acid (SOH), reducing methionine sulfoxide. The other 
(resolving cysteine) interacts with SOH, which leads 
to the formation of a disulfide bond. The regeneration 
of enzymes utilizes Trx, while the Trx regeneration 
is facilitated by NADPH-dependent or ferredoxin-de-
pendent thioredoxin reductases, as described below. 
In plant cells, MSRs are located in the cytoplasm, mi-
tochondria, plastids, and endoplasmic reticulum [68]. 
The methionine sulfoxide/MSR system is often re-
garded as an “emergency discharge” that channels the 
ROS attack in the repairable direction [69].

Protein oxidation mediated by ROS, unlike carbon-
ylation with carbohydrate and lipid metabolism by-
products, frequently exhibits reversibility and regu-
latory functions. These modifications involve a close 
interplay between spontaneous and enzymatic pro-
cesses. These reactions collectively comprise a com-
plex network vital to living cells and comparable in 
significance to reversible protein phosphorylation. 
This justifies considering ROS as key signaling mol-
ecules in various signaling pathways, including those 
involved in the stress response [70–73].

OXIDATION OF CYSTEINE RESIDUES IN PROTEINS
The thiol group of cysteine SH can undergo a range 
of significant modifications, including oxidation to 
sulfenic, sulfinic, and sulfonic acids (SOH, SO2H, and 
SO3H, respectively), disulfide bond formation (intra- 
or intermolecular), glutathionylation [74], and persulfi-
dation (interaction with hydrogen sulfide) [75].

Under stress conditions, any SH group in proteins 
can be oxidized to sulfenic acid by various ROS, in-
cluding Н2О2 at elevated concentrations [13]. Under fa-
vorable conditions, ROS are primarily targeted at dis-
sociated SH-groups, namely, thiolate S‒ anions. Under 
physiological conditions, the SH group of cysteine is 
not dissociated: it has a pKa equal to 8.3. However, a 
number of proteins contain SH groups that have a 
pKa below 7 in their microenvironment and dissociate 
at physiological pH values. These are primarily PRX, 
glutathione peroxidases (GPX), glutaredoxins (Grx), 
Trx, and MSR. 

Н2О2 utilization involves thiol peroxidases, PRX 
and GPX, which thiolate anion is directly oxidized to 
sulfenic acid. Plants, in contrast to animals, exhibit 
diminished GPX activity yet display a diverse array 
of active PRXs [76, 77]. The interaction between the 
sulfenic acid and the resolving thiol group in a stand-

Fig. 6. Catalytic cycles of peroxiredoxins (PRX) and 
thioredoxins (Trx). NTR and FTR are NADPH–depend-
ent and ferredoxin-dependent thioredoxin reductases, 
respectively. Fd

red 
– reduced ferredoxin, Fd

ox 
– oxidized 

ferredoxin

ard 2Cys-PRX leads to the formation of an intramo-
lecular disulfide bond (Fig. 6). 

2Cys-PRX reduction by Trx proceeds via mixed 
disulfide bond formation. Trx-mediated reduction of 
disulfide bonds occurs not only in PRX, but also in 
numerous other proteins residing within diverse cel-
lular compartments, including the cytoplasm, nucleus, 
plastids, mitochondria, endoplasmic reticulum, and cell 
wall [78, 79]. The reduction of oxidized Trx is catalyz-
ed by Trx reductases. In plants, these enzymes are 
represented by NADPH-dependent flavin NTRs and 
ferredoxin-dependent FTRs with iron-sulfur clusters 
[4Fe-4S] in their active site, as well as redox-active 
S-S bonds. Additionally, there is NADPH-dependent 
NTRC, which assumes the roles of Trx and NTR.

All the reviewed proteins possess redox-sensitive 
cysteine residues which mediate their involvement in 
the diverse processes governing the redox metabolism 
of all living organisms, including plants.

GLUTATHIONYLATION OF PROTEINS
Glutathionylation predominantly targets Grx, which 
catalytic cycle involves such modification of the thi-
olate anion (Fig. 7). Nonetheless, under conditions of 
oxidative stress, other proteins are also glutathionylat-
ed. More than 2,000 glutathionylation sites have been 
identified within the human proteome [82]. The -S˙, 
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Fig. 7. Glutathionylation and deglutathionylation of pro-
teins. Grx – glutaredoxins

-S‒, -SOH protein groups exhibit susceptibility to glu-
tathionylation [74]. Glutathionylation is not solely me-
diated by GSH but also by GSSG, which accumulates 
under conditions of stress. The glutathionylation of 
SOH is regarded as a way to prevent the progression 
of irreversible thiol group oxidation. 

Protein deglutathionylation is carried out by 
Grx, although under stress conditions, they may, 
in contrast, act as agents of glutathionylation. 
Glutathionylation, therefore, is a reversible modifica-
tion that typically inhibits the function of protein. The 
primary enzymatic targets in plants are cytoplasmic 
glyceraldehyde-3-phosphate dehydrogenase (GAPDH), 
other glycolytic enzymes, chloroplast β-amylases, and 
mitochondrial glycine decarboxylase [74].

FUNCTIONS OF REDOX MODIFICATIONS 
OF PROTEIN SULFHYDRYL GROUPS
The principal regulatory mechanism of ROS in-
volves the modification of the target protein thi-
ol groups via S-sulfenylation, S-nitrosylation, and 
S-glutathionylation. The oxidation of the thiol groups 
to sulfinic and sulfonic acids typically results in irre-
versible damage to protein function [83, 84].

Oxidative protein folding
Most proteins in the cytoplasm, nucleoplasm, and or-
ganelles contain reduced SH groups of cysteine. The 
process of oxidative folding, which involves the for-
mation of disulfide bridges between the cysteine resi-
dues of newly synthesized proteins, is localized in the 
endoplasmic reticulum, Golgi apparatus, mitochondri-
al intermembrane space, and thylakoid lumens [85]. 
The most thoroughly investigated process is oxidative 
folding in the endoplasmic reticulum lumen. This pro-
cess affects proteins possessing an N-terminal signal 
sequence, enabling them to co-translationally enter 
the endoplasmic reticulum and follow the secretory 
pathway to the vacuole, cell wall, and plasma mem-
brane [86, 87]. It has been suggested that the stabili-
zation of the native protein conformation in such oxi-
dative compartments is the principal role of disulfide 
bonds [88]. 

Protein disulfide isomerase (PDI) with two cysteine 
residues per each of its two active sites [89] is the 
central catalyst for oxidative folding. The presence 
of a multicomponent redox system within the endo-
plasmic reticulum lumen results in a dynamic equi-
librium, where PDI exists in both the oxidized and 
reduced forms (Fig. 8). PDI oxidation is facilitated 
by flavin-containing thiol oxidase ERO1 (endoplas-
mic reticulum oxidoreductin), which utilizes molecu-
lar oxygen and produces Н2О2. H2O2 removal may be 
achieved through either aquaporin-mediated cytoplas-

mic diffusion or via thiol peroxidases situated within 
the endoplasmic reticulum lumen [77]. Furthermore, 
similar to mammals, plants possess QSOX, a thiol ox-
idase that combines the functionalities of ERO1 and 
PDI through O2-dependent oxidation of cysteine resi-
dues within nascent substrate proteins [90]. 

Disulfide bond formation requires PDI in its oxi-
dized state (Fig. 8B). During oxidative protein folding, 
PDI is reduced, contributing to the reduced/oxidized 
PDI balance. A critical component of this balance is 
the GSH/GSSG redox buffer within the endoplasmic 
reticulum. The reduction of PDI is possible at the ex-
pense of GSH. The reduced PDI facilitates isomeriza-
tion and reduction of disulfide bonds (Fig. 8C). 

Redox regulation of enzyme activity
Spontaneous and enzyme-controlled oxidative mod-
ifications of SH groups affect the conformation of 
proteins and thereby change their catalytic activi-
ty, localization, and ability to protein-protein inter-
act. The cytoplasmic GAPDH in mammals appears 

ROS
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to be the most thoroughly researched enzyme in this 
regard [91]. The active center of this enzyme con-
tains an SH-group with an acid dissociation constant 
pKa = 6, which is in the form of a thiolate anion (‒S‒) 
and exhibits the properties of a strong nucleophile. 
Oxidation, glutathionylation, and S-nitrosylation of 
the thiolate anion inhibits GAPDH catalytic activity. 
Nuclear translocation of oxidized GAPDH initiates the 
apoptotic pathway. Plant cells possess both cytoplas-
mic NAD-dependent and plastid NADPH-dependent 
GAPDH enzymes, both highly sensitive to ROS [92].

Much research has explored the oxidative modifi-
cations of catalases in mammals. While oxidation in-
hibits the catalytic activity of these peroxisomal en-
zymes, it allows them to participate in protein-protein 
interactions, enter the nucleus, and influence gene ex-
pression. Plant studies have shown similar results [93].

Oxidative stress significantly impacts aconitase, a 
Krebs cycle enzyme, by oxidizing its iron-sulfur clus-
ters ([4Fe-4S]2+ → [3Fe-4S]+) and sulfhydryl groups 
(SH → SOH) [94]. Glucose-6-phosphate dehydrogenase, 
an enzyme in the pentose phosphate pathway, is espe-
cially vulnerable to ROS [95].

Redox balance is critical for the processes within 
chloroplasts. Redox regulation plays a significant role 
in chlorophyll biosynthesis [96, 97]. This process is 
known to be controlled by NTRC, a C-type NADPH-
dependent Trx reductase that combines the functions 

of Trx and Trx reductase, since unlike classical Trx 
reductases, the activity of this enzyme affects a wide 
range of proteins, not just Trx. NTRC maintains the 
reduced state of the SH-groups of the CHLI subunit 
of Mg-chelatase, one of the key enzymes of chloro-
phyll biosynthesis, as well as that of ADP-glucose py-
rophosphorylase, an enzyme that determines the rate 
of starch biosynthesis. Inhibiting NTRC thus impairs 
chlorophyll and starch biosynthesis [98].

The presence of Trx and its reductases in chloro-
plasts is necessary in order to activate ribulose bi-
sphosphate carboxylase and other enzymes in the 
Calvin cycle in response to light [98].

The examples above are all cases where the oxida-
tion of SH groups inhibits enzyme activity. There is 
less information about the activation of enzymes by 
the oxidation of SH groups. For example, Arabidopsis 
ascorbate peroxidase is activated if the SH-group of 
Cys82 is glutathionylated or is involved in S-S-binding 
[99]. Dimerization of γ-glutamyl-cysteine synthetase 
due to the formation of S-S bonds leads to the acti-
vation of this key enzyme of GSH biosynthesis [74].

Signaling role of oxidative modifications 
of protein thiol groups 
A significant number of components within plant sig-
naling pathways are easily modified by oxidation. For 
example, the ABA receptor PYR1 and the negative 

Fig. 8. Oxidative folding of proteins 
in the endoplasmic reticulum lumen. 
(A) Oxidation of protein disulfide 
isomerase (PDI) under the action of 
thiol oxidase (ERO1) and thiol peroxi-
dases (PRX and GPX), (B) Formation 
of disulfide bonds by the oxidized 
form of PDI, (C) Isomerization and 
reduction of disulfide bonds by the 
reduced form of PDI

А

B

C
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regulators of ABA signaling (ABI1 and ABI2) are in-
activated upon oxidation of thiol groups [100]. Salicylic 
acid (SA) signaling is significantly influenced by re-
dox regulation [101]. The signaling regulator NPR1 
(a coactivator of SA-dependent gene transcription) 
is known to reside in the cytoplasm in an oligomeric 
form supported by S-S-bridges in the absence of SA. 
This oligomeric state is reinforced by S-nitrosylation 
[102]. Pathogen attack triggers SA synthesis, causing 
oxidative stress, which the plant compensates for by 
boosting antioxidant defenses, including Trx activa-
tion [103]. Thioredoxin-mediated reduction of disulfide 
bonds in NPR1 leads to oligomer dissociation and nu-
clear translocation of dimers. These dimers then in-
teract with TGA transcription factors to activate the 
transcription of pathogenesis-related (PR) genes [104, 
105].

The activation of the MAP kinase cascade by ROS 
is a well-understood phenomenon in animal mod-
els. Central to this process is the ASK1, a MAP3K 
which remains inactive upon binding to reduced Trx. 
Oxidative stress induces Trx oxidation, disrupting 
its ASK1 interaction, which subsequently promotes 
ASK1 dimerization, autophosphorylation, and acti-
vation [106]. This is how the MAP kinase cascade is 
triggered. Plant serine-threonine protein kinase OXI1 
(oxidative stress-inducible) becomes activated in re-
sponse to the oxidative stress induced by a patho-
gen attack or heavy metal poisoning, subsequent-
ly triggering MAPK3/6 activation [107]. However, it 
is not clear at what level this kinase activates the 
MAP-kinase cascade: whether it does so via activating 
MAP3K, MAP2K, or MAPK directly.

Over two decades ago, the first empirical data con-
firming the existence of ROS-activated cation chan-
nels in plants were reported [108, 109]. Currently, 
Demidchik et al. [110, 111] are developing the concept 
of the so-called ROS-Ca2+-hub, a signaling center in 
the plasma membrane of the plant cell mediating not 
only stress reactions, but also the switching on the 
complex programs of plant development. The acti-
vation of Са2+-permeable cation channels, triggered 
by elevated •OH production in the cell wall, facili-
tates the cellular uptake of Ca2+ and the release of 
K+. Elevated cytosolic Ca2+ concentrations initiate sig-
naling and regulatory cascades within the plant cell 
[111]. Furthermore, the activation of these channels 
may be modulated by phosphorylation catalyzed by 
the protein kinase HPCA (hydrogen peroxide calci-
um). Within the family of receptor kinases, HPCA is 
distinguished by its extracellular domain, which con-
tains several redox-sensitive sulfhydryl groups [112]. 
Upon their oxidation by apoplastic ROS, the cytoplas-
mic domain of HPCA undergoes autophosphorylation, 

resulting in the activation of the enzyme, phospho-
rylation, and the opening of calcium channels in the 
plasma membrane [113].

It is known that organelles can send signals about 
their state of oxidative stress to the nucleus and af-
fect the transcription of nuclear genes. In peroxi-
somes, this retrograde signaling is associated with 
catalase dysfunction [114]; in mitochondria, with dys-
function of alternative oxidase [115]. The phenom-
enon of chloroplast retrograde signaling under oxi-
dative stress has been extensively investigated [101, 
107, 116], with important observations in Arabidopsis 
chlorophyll biosynthesis mutants. These mutants ac-
cumulate intermediates possessing photosensitizing 
properties, resulting in singlet oxygen generation. The 
chloroplast-derived oxidative stress signal generat-
ed by light exposure is communicated to the nucleus 
through the intermediary action of EXE1 and EXE2 
proteins, resulting in the activation of a cell death 
pathway [117]. Oxidation of Trp643 in Arabidopsis 
EXE1 by singlet oxygen results in EXE1 hydrolysis 
via the chloroplast metalloprotease FtsH. Retrograde 
signaling from chloroplasts to the nucleus, involving 
singlet oxygen and hydrogen peroxide, is modulated 
by the GUN1 protein [118]. The chloroplast accumu-
lation of 3-phosphoadenosine-5-phosphate (PAP) has 
also been shown to mediate redox signaling. PAP ac-
cumulates under oxidative stress conditions due to 
the oxidation and inactivation of PAP kinase SAL, 
which catalyzes its conversion into AMP [116, 119].

The data presented show that the participation of 
redox modifications of proteins in plant signaling is 
often mediated by proteins reversible activation/inac-
tivation, changes in their subcellular localization, and 
susceptibility to degradation in proteasomes.

CONCLUSION
The late 20th century witnessed the emergence of 
proteomics, a field of study focused on the exhaus-
tive characterization of the life cycle of proteins with-
in living organisms. This includes, but is not limited 
to, post-translational modifications, cellular transport, 
interactions with other molecules, and the process-
es of both partial and complete degradation. Post-
translational modifications (PTMs), encompassing 
phosphorylation, glycosylation, methylation, acetyl-
ation, carbonylation, and other types of transforma-
tions, are typically analyzed in denatured proteins 
using a combination of chromatographic fractiona-
tion and mass spectrometric identification techniques. 
Advanced methodologies make it easier to both iden-
tify PTMs and better picture their dynamics, influ-
ence on the protein localization, degradation rates, and 
interactions with other biomolecules [120]. This pro-



REVIEWS

VOL. 16 № 4 (63) 2024 | ACTA NATURAE | 59

gress has also affected the redox proteomics, particu-
larly the proteomics of thiol groups [121]. This review 
details the chemistry of extensively studied plant pro-
tein redox modifications, offering insights into their 
potential biological functions. Elucidating the func-
tional role of protein redox modifications represents 
a critical priority in plant proteomics. Recently, a 
new informational resource, the Plant PTM Viewer 

(https://www.psb.ugent.be/PlantPTMViewer), has been 
developed. The Plant PTM Resource database cur-
rently holds information on over 300,000 PTMs across 
more than 130,000 proteins, encompassing those men-
tioned in this article. 
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ABSTRACT Embryonic stem cells (ESCs) hold great promise for regenerative medicine thanks to their abili-
ty to self-renew and differentiate into somatic cells and the germline. ESCs correspond to pluripotent epi-
blast — the tissue from which the following three germ layers originate during embryonic gastrulation: the 
ectoderm, mesoderm, and endoderm. Importantly, ESCs can be induced to differentiate toward various cell 
types by varying culture conditions, which can be exploited for in vitro modeling of developmental process-
es such as gastrulation. The classical model of gastrulation postulates that mesoderm and endoderm spec-
ification is made possible through the FGF-, BMP-, Wnt-, and Nodal-signaling gradients. Hence, it can be 
expected that one of these signals should direct ESC differentiation towards specific germ layers. However, 
ESC specification appears to be more complicated, and the same signal can be interpreted differently depend-
ing on the readout. In this research, using chemically defined culture conditions, homogeneous naïve ESCs 
as a starting cell population, and the Foxa2 gene-driven EGFP reporter tool, we established a robust model 
of definitive endoderm (DE) specification. This in vitro model features formative pluripotency as an interme-
diate state acquired by the epiblast in vivo shortly after implantation. Despite the initially homogeneous state 
of the cells in the model and high Activin concentration during endodermal specification, there remains a 
cell subpopulation that does not reach the endodermal state. This simple model developed by us can be used 
to study the origins of cellular heterogeneity during germ layer specification.
KEYWORDS pluripotency, specification, differentiation, embryonic stem cells, ESCs, CRISPR/Cas9, gastrula-
tion, endoderm, Foxa2.
ABBREVIATIONS ESCs – embryonic stem cells; FGF – fibroblast growth factor; BMP – bone morphogenic pro-
tein; EGFP – enhanced green fluorescent protein; DE – definitive endoderm; iPSCs – induced pluripotent 
stem cells; LIF – leukemia inhibitory factor; EpiLCs – epiblast-like stem cells; EpiSCs – epiblast stem cells; 
PGCs – primordial germ cells; DNA – deoxyribonucleic acid; RNA – ribonucleic acid; KSR – knockout serum 
replacement; TGFβ – transforming growth factor beta.
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INTRODUCTION
Embryonic stem cells (ESCs), which were first de-
rived more than 40 years ago, are remarkable in 
their ability to self-renew and differentiate into all 
types of somatic cells [1, 2]. The discovery of induced 
pluripotent stem cells (iPSCs) in 2006 was a real 
breakthrough in the stem cell field. iPSCs are simi-
lar to ESCs in most aspects, but they originate from 
differentiated somatic cells by being converted to 
the early pluripotent state by the exogenous expres-
sion of Oct4, Sox2, Klf4, and c-Myc. [3, 4]. Both ESCs 
and iPSCs correspond to the pluripotent epiblast be-
fore implantation [5, 6]. During mouse development, 
the epiblast emerges, along with primitive endoderm 
and trophectoderm on embryonic day 4.5 (E4.5) [7, 8]. 
After implantation, due to the alterations in their ex-
pression profiles, epiblast cells become receptive to 
external signals that prod them to proceed with dif-
ferentiation into ecto-, meso-, and endoderm [9]. At 
E6.5, the gastrulation process mediated by FGF, Wnt, 
BMP, and Activin/Nodal signaling leads to the forma-
tion of the primitive streak in the posterior epiblast 
[10–16]. This structure, which is formed by cells un-
dergoing the epithelial-to-mesenchymal transition, 
subsequently produces  the mesoderm and defini-
tive endoderm (DE) [17, 18]. DE is established in the 
distal part of the primitive streak, where Activin/
Nodal signaling, which is ensured by the visceral 
endoderm, shows the strongest effect and is more 
potent than the BMP signal produced by the ex-
traembryonic ectoderm [17, 19]. Accordingly, apply-
ing high Activin doses should promote ESC differ-
entiation into DE in vitro [20, 21]. The transcription 
factors Foxa2, Eomes, and Sox17 are responsible for 
DE formation [22–27]. Interestingly, several reports 
have indicated a possible role for the core markers 
of ESCs – Oct4, Sox2, and Nanog – not only in the 
maintenance of the pluripotent state, but also in lin-
eage specification [28–32]. It has been suggested that 
Nanog, which is also a target for Activin/Nodal sign-
aling, can facilitate DE specification [33–35].

The future of regenerative medicine depends on 
ESCs and iPSCs; however, safe, efficient, and repro-
ducible protocols for the in vitro differentiation of 
these cells must be developed before the cells can be 
used in practice. Several such protocols which mim-
ic early embryogenesis are already available. First, 
culturing of ESCs/iPSCs in the chemically defined 
N2B27 medium allows one to dispose of undefined 
serum components; then, addition of the leukemia 
inhibitory factor (LIF), MEK inhibitor PD0325901, 
and GSK3 inhibitor CHIR99021 to this 2i-LIF-N2B27 
medium promotes the propagation of the so-called 
“naïve” ESCs, which are homogeneous and have a 

transcription profile that corresponds to that in the 
pre-implantation epiblast at E4.5 [5, 36]. These cul-
tivation conditions are usually applied in a limited 
experimental time, since prolonged culturing leads 
to epigenetic and genomic changes in ESCs [37, 38]. 
Subsequent replacement of this medium with the 
N2B27 medium, supplemented with bFGF, Activin, 
and knockout serum replacement (KSR), for two 
days promotes the transition of “naïve” ESCs to the 
“formative” pluripotent state, designated as the epi-
blast-like cells (EpiLCs). EpiLCs correspond to the 
epiblast of an implanted embryo at E5.5 and are ca-
pable of forming both primordial germ cells (PGCs) 
and derivatives of primary germ layers [6, 39–42]. 
The chemically defined medium that facilitates the 
maintenance of a stable formative pluripotent state 
has been described in several recent publications 
[43–46].

Here, we applied the Naïve-to-EpiLC transi-
tion protocol with addition of high doses of Activin 
to trigger DE specification. This strategy allowed us 
to derive DE precursors efficiently and reproducibly. 
Importantly, a homogeneous cell culture and the use 
of the Naïve-to-EpiLC transition scheme make this 
differentiation highly similar to that occurring in vivo. 
Additionally, we have derived a reporter ESC line that 
allows one to monitor the DE specification process in 
living cells. It would seem that the addition of a given 
growth factor should lead to that particular growth 
factor’s cellular specification. Thus, if we use a ho-
mogeneous 2D ESCs culture and add some of these 
signals, we can expect a homogeneous response and 
one-way specification. Yet, irrespective of the Activin 
concentration, we could not derive DE with 100% effi-
ciency. The reaction–diffusion model in [47] might be 
able to help explain this.

EXPERIMENTAL

Plasmid construction
The left and right homology arms (941 bp and 
810 bp, respectively) near the stop codon of the 
Foxa2 gene were amplified from mouse genome 
DNA using Phusion DNA polymerase (ThermoFisher, 
USA). Next, the arms were ligated into the 
Oct4-TA2-EGFP vector (produced by A.A. Kuzmin, 
unpublished data) to replace the Oct4 locus-specific 
arms. The arms were ligated at the AvrII, NsiI, MluI, 
and SalI restriction sites. The guide-RNA sequenc-
es for the CRISPR-mediated DNA double-strand 
break were selected using the Benchling platform 
(benchling.com) in the region near the stop codon of 
the mouse Foxa2 gene. The selected guide RNA had 
the lowest probability of nonspecific activity, accord-
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ing to the method proposed by Hsu et al. [48]. The 
chosen guide was purchased from Evrogen (Russia), 
annealed, and ligated in the lentiCRISPRv2 vector 
(Addgene). All the final constructs were verified by 
Sanger sequencing. Table 1 lists all the oligonucleo-
tides used.

Cell culture
Unless specified otherwise, all cell culture prod-
ucts were purchased from ThermoFisher Scientific 
(Gibco, USA). Murine E14 Tg2a ESCs (Bay Genomics, 
USA) were grown at 37°C with 5% CO2. Cells were 
passaged using 0.05% Trypsin–0.01% EDTA solu-
tion under standard feeder-free conditions on ge-
latinized tissue culture dishes or plates in the mES 
medium: knockout Dulbecco’s modified Eagle’s me-
dium (Knockout DMEM) supplemented with a 15% 
embryonic stem (ES) cell-qualified fetal bovine se-
rum (Biosera, USA), 100 U/mL penicillin, 100 μg/mL 
streptomycin, 2 mM L-glutamine, 1× nonessen-
tial amino acids, 50 μM β-mercaptoethanol (Merck, 
Germany), and 500 U/mL of in-house bacterially ex-
pressed hLIF.

For the derivation of naïve ESCs, ESCs cul-
tured in a serum-containing medium were seeded 
on poly-L-ornithine-treated (0.01%) plastic in the 
2i-LIF-N2B27 medium: N2B27 supplemented with 
500 U/mL hLIF, 3 µM CHIR99021 (Axon, USA), and 
1 µM PD0325901 (Axon) as described in ref. [39]. For 
the derivation of EpiLCs, naïve ESCs were seed-
ed on fibronectin (Merck)-coated (15 µg/mL) plas-
tic in a EpiLC medium: N2B27 supplemented with 
12 ng/mL bFGF (Peprotech, USA), 20 ng/mL Activin 
A (Peprotech), and 1% of the knockout serum replace-
ment. For the RNA analysis, the cells were seeded at 
a density of 25,000 cells/cm². For the differentiation 
experiments, the cells were initially seeded at a low 
density of 250 cells/cm² in a EpiLC medium. After 
2 days, the EpiLC medium was replaced with N2B27 
with the addition of specific factors: 10 μM SB505124 
(Tocris, UK) for ectoderm specification, 50 ng/mL 
BMP4 (Peprotech) for mesoderm specification, and 
100 ng/mL of Activin A (Peprotech) for DE specifica-
tion.

Generation of the Foxa2::TA2-EGFP ESC line
The Foxa2 : :TA2-EGFP donor  vec tor  and 
lentiCRISPRv2 plasmid harboring gRNA (500 ng with 
a 1 : 1 molar ratio) were co-transfected in ESCs using 
a FuGENE transfection reagent (Promega, USA) in a 
OptiMEM medium. Next day, cells were transferred 
onto a 10 cm gelatinized dish. One day later, 2 μg/mL 
puromycin (Merck) was added to the culture medi-
um for two additional days. The cells were cultured 

for an additional 10 days without the addition of se-
lective antibiotics. Then, single clones were picked, 
expanded, and tested for transgene insertion by PCR 
using the gtM_FoxA2 primers and LR HS-PCR kit 
(Biolabmix, Russia). The EGFP level during the dif-
ferentiation experiments was measured by flow cy-
tometry on a CytoFLEX system (Beckman Coulter) 
and by time-lapse microscopy on a CQ1 confocal sys-
tem (Yokogawa).

Preparation of metaphase spreads
The metaphase spread was prepared accord-
ing to the previously described procedure [49]. 
Exponentially growing ESCs were treated with 
0.1 µg/mL Colcemid (Sigma-Aldrich, USA) in a 5% 
CO2 incubator for 2 h at 37°C. Cells were collect-
ed and incubated in a hypotonic 0.56% KCl solution 
for 20 min, fixed in a methanol/acetic acid solution 
(3 : 1, v/v), washed, and stored in a fixative solution 
at −20°C. The cell suspension was dropped onto mi-
croscope glass slides (Superfrost; Thermo Scientific, 
Germany), air-dried, and kept overnight at room 
temperature in air. The metaphase spreads were 
then stained with DAPI and visualized on an EVOS 
fl Auto microscope.

RNA isolation and RT-PCR
Total RNA was isolated from the cells using the 
ExtractRNA reagent (Evrogen, Russia). For cDNA 
synthesis, 1 μg of total RNA was used. cDNA was 
synthesized using M-MuLV Reverse Transcriptase 
(Evrogen) and the oligo(dT) primer (Thermo 
Scientific). Quantitative RT-PCR was performed us-
ing a 5× qPCRmix-HS SYBR buffer (Evrogen) on 
a LightCycler 96 instrument (Roche, Switzerland). 
Expression levels were normalized to the endoge-
nous GAPDH RNA level; dCq values were taken for 
visualization. The primers for RT-PCR are listed in 
Table 2.

Immunocytochemistry
Cells were f ixed in 4% paraformaldehyde 
(ThermoFisher) for 10 min, permeabilized with 0.1% 
Triton X-100 for 15 min, blocked in 3% BSA for 1 h 
at room temperature, and stained with the appro-
priate antibodies (Table 3) overnight at 4°C. Samples 
were then washed five–six times with PBS plus 0.1% 
Tween (PBST), stained with secondary fluorescent 
antibodies (Jackson ImmunoResearch, USA) for 2 h 
at room temperature, and also washed with PBST. 
Immunostained cells were examined under an EVOS 
fl Auto fluorescent microscope (Life Technologies, 
ThermoFisher) equipped with DAPI, GFP, RFP, and 
CY5 filter cubes.
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Table 1. Oligonucleotides used for CRISPR/Cas9

Name Sequence

cM_LA-Foxa2_F (AvrII) TATcctaggGACATACCGACGCAGCTACA

cM_LA-Foxa2_R (NsiI) TATatgcatGGATGAGTTCATAATAGGCCTGGA

cM_RA-Foxa2_F (MluI) TATcgcgttAGAGAAGATGGCTTTCAGGCCC

cM_RA-Foxa2_R (SalI) ATAgtcgacTATTGACCCCGTCTCCCACA

Foxa2_guide_F caccgATGAACTCATCCTAAGAAGA

Foxa2_guide_R aaacTCTTCTTAGGATGAGTTCATc

gtM_FoxA2-F3 CAGTCACGAACAAAGCGGGC

gtM-FoxA2-R2 TCAGCGCATCTCCCAGTAAC

Table 2. Oligonucleotides used for RT-PCR

Name Sequence

Nanog_F GCTCCATAACTTCGGGGAGG

Nanog_R GTGCTAAAATGCGCATGGCT

Esrrb_F GTCTGACACTTGGGGACCAG

Esrrb_R CTACCAGGCGAGAGTGTTCC

Klf4_F TACCCCTACACTGAGTCCCG

Klf4_R GGAAAGGAGGGTAGTTGGGC

Fgf5_F TCCTTCACCGTCACTGTTCC

Fgf5_R TTCACTGGGCTGGGACTTCT

Otx2_F ACTTGCCAGAATCCAGGGTG

Otx2_R CTTCTTCTTGGCAGGCCTCA

Table 3. Specific antibodies used in this study

Target Cat. No Manufacturer

Oct4 sc-5279 (C-10) Santa-Cruz

Sox2 MA1-014 ThermoFisher

Nanog A300-397 Bethyl

Foxa2 sc-374375 Santa-Cruz

Brachyury AF2085 R&D Systems

Sox1 ab109290 Abcam

Sox17 AF1924 R&D Systems
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RESULTS

Application of the Naïve-to-EpiLC 
transition of ESCs

During cultivation in the defined 2i-LIF-N2B27 me-
dium [36] for five days, ESC colonies were able to 
form round-shaped colonies without any signs of dif-
ferentiated cells (Fig. 1A, left image). For the Naïve-
to-EpiLC transition, cells were seeded on the fibro-
nectin-coated surface in the EpiLC medium for two 
days [39]. During this period, morphological changes 
were observed: cells became flattened and formed 
monolayer colonies (Fig. 1A, right image). The RNA 
and immunocytochemistry analysis confirmed the na-
ïve and formative pluripotency states of these cells 
(Fig. 1B,C). As expected, the naïve pluripotency 
markers Nanog, Esrrb, and Klf4 were expressed in 
ESCs but downregulated upon their differentiation to 
EpiLCs. Instead, the latter cells displayed the expres-
sion of primed pluripotency markers Fgf5 and Otx2 
(Fig. 1B).

Directing EpiLCs toward ectoderm, 
mesoderm, and endoderm
To direct EpiLCs toward distinct developmental tra-
jectories, naïve ESCs were first seeded on the EpiLC 
medium at a low density. After two days, the medi-
um was replaced with N2B27 supplemented with one 
of the following factors: the TGFβ-receptor inhibitor 

SB505124 (to promote ectoderm differentiation [34, 
44, 50]), recombinant BMP4 (to promote mesoderm 
differentiation [51, 52]), or recombinant Activin A at 
a high concentration (100 ng/ml, to promote endo-
derm specification [20, 21, 43]). Immunostaining for 
lineage-specific markers revealed the successful onset 
of the desired differentiation trajectories: the mesen-
doderm marker Brachyury was detected in BMP4-
treated cells; the neuroectoderm master-gene Sox1, in 
cells treated with SB inhibitor; and DE factor Foxa2, 
in Activin-treated cells (Fig. 2A). It appeared plausible 
that the Foxa2 could also mark cardiac progenitors, 
i.e. mesoderm lineage; hence, endoderm specification 
had to be additionally confirmed with Sox17 expres-
sion. The generated Foxa2+ cells indeed turned out to 
be positive for Sox17 (Fig. 2B).

During early embryogenesis, Nanog is downregu-
lated at the implantation stage but is further re-ex-
pressed in the primitive streak region [53–55]. It has 
also been suggested that Nanog is needed for an ap-
propriate DE differentiation through Eomes regula-
tion [35]. Nanog expression, indeed, had disappeared 
in EpiLCs (Fig. 1C), reminiscent of its downregula-
tion in the epiblast during implantation. To properly 
mimic the DE specification process in vivo, an in vitro 
model must feature Nanog re-expression. In our dif-
ferentiation system, we observed Nanog re-expression 
as early as on Day 1 (Fig. 2C). At the same time, this 
expression preceded Foxa2 expression, which was de-

А ESC EpilC

ESC� EpilC

Nanog	 Esrrb	 Klf4	 Fgf5	 Otx2
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C

Ep
ilC

Oct4	 Sox2	 Klf4	 NanogC

B
0.04

0.03

0.02

0.01

0

Fig. 1. Monitoring the naїve-to-EpiLC transition of 
pluripotency in vitro. (A) Phase-contrast micro-
photography of ESCs and EpiLCs. Scale bar, 
100 μm. (B) RT-PCR analysis of cells during the 
transition from naїve and primed markers of pluri-
potency. Delta Cq values are shown; the analysis 
was made in triplicates; the Gapdh RNA level 
served as a reference. (C) Results of the immuno-
cytochemical analysis of the obtained cells with 
antibodies against Oct4, Sox2, Klf4, and Nanog. 
Scale bar, 200 μm
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tected on Day 2 and further increased by Day 3 of 
DE specification (Fig. 2C). While Oct4 and Sox2 func-
tion cooperatively in self-renewing ESCs, during the 
differentiation of these cells, the functions of the two 
factors diverge and are restricted to mesendoderm 
and neuroectoderm specification, respectively [30, 31]. 
Accordingly, we observed co-localization of Oct4 with 
the mesendoderm marker Brachyury and co-local-
ization of Sox2 with the neuroectoderm marker Sox1 
(Fig. 2C).

Establishment of the reporter ESC 
line Foxa2::T2A-EGFP
For the purpose of live monitoring of DE specifica-
tion, we inserted the T2A-EGFP cassette just in front 

of the stop codon within the last exon of the Foxa2 
gene using the CRISPR/Cas9-driven homology-direct-
ed repair (HDR) approach (Fig. 3A). This modification 
strategy has an obvious advantage over conventional 
gene targeting, which is rather inefficient [56–58]. In 
our case, CRISPR/Cas9 allowed accurate cassette in-
sertion, producing chimeric Foxa2::T2A-EGFP mRNA. 
The presence of the T2A self-cleaving protein allows 
production of two distinct proteins (Foxa2 and EGFP), 
thus precluding the effects of EGFP on the Foxa2 
functions. Furthermore, the Foxa2 and EGFP levels 
correlate, facilitating a rough quantification of the 
Foxa2 level by visualization of EGFP in living cells.

Following transfection with targeting plasmids, sev-
eral ESC clones were chosen and verified for cor-

A

B
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Ectoderm Mesoderm Endoderm

Endoderm

Endoderm
Ectoderm 

(Day 1)
Mesoderm 

(Day 2)

Day 1	 Day 2	 Day 3

Fig. 2. EpiLCs are receptive to external signals and can be directed toward three lineages. (A) Immunostaining of 
differentiated cells for Sox1, Brachyury, and Foxa2. Scale bar, 200 μm. (B) Immunostaining of endoderm derivatives for 
Foxa2 and Sox17. Scale bar, 100 μm. (C) Nanog re-expression during endoderm specification. Oct4 co-localizes with 
Brachyury during mesoderm specification, while Sox2 is co-stained with Sox1 during neuroectoderm differentiation. 
Scale bar, 200 μm
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rect cassette insertion into the Foxa2 locus (Fig. 3B). 
One of these clones (F2), the targeted one allele, was 
subcloned (F2.1, Fig. 3C). This subclone, showing a 
normal karyotype (Fig. 3D), was used in the subse-
quent experiments. We next performed EGFP visual-
ization of F2.1 ESC differentiation into DE at different 
time points using flow cytometry analysis (Fig. 3E). 
Activation of EGFP was first observed on Day 2 of 
differentiation (29% of the cells), while the number of 
EGFP+ cells had increased to 71% by Day 3 of differ-
entiation into DE (Fig. 3E, right panel). This result is 
consistent with the immunocytochemistry analysis of 
Foxa2 during DE specification (Fig. 2C).

Heterogeneity induction in response 
to the single-growth factor
Time-lapse microscopy was used to visualize DE spec-
ification in the living cells (Fig. 4A, Suppl. Video). In 

agreement with the results of the flow cytometry 
analysis, a EGFP signal was not observed within the 
first 24 h, implying some chromatin preparation for 
further specification. EGFP was detected for the first 
time 38 h after the addition of Activin to EpiLCs with 
the maximum amount of EGFP+ cells observed after 
72 h of the treatment. The most interesting feature 
repeatedly noted throughout the experiments was 
the heterogeneity of the EGFP distribution across the 
cell population (Fig. 4A, right panel). The number of 
EGFP+ cells gradually increased during the specifi-
cation and reached nearly 70%; however, it peaked 
at that level. Interestingly, the EGFP distribution did 
not show any bias towards the center or edge of colo-
nies, as opposed to the previous studies where in vit-
ro specifications as “micropatterns” was demonstrated 
[51, 59]. During immunocytochemical staining of the 
differentiated cell culture, we observed colocalization 
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Fig. 3. Establishment of the Foxa2::T2A-EGFP reporter ESC line. (A) Schematic representation of the targeting strategy. 
E1, E2 – exons; HA – homology arm; UTR – untranslated region; stop – stop codon. (B) Insertion verification by PCR 
in picked ESC clones. Genomic DNA of the parental cell line (WT) was used as a control. (C) Repeated insertion verifica-
tion in the subcloned cell line. (D) Normal karyotype (40 XY) of the established reporter ESC line F2.1. Scale bar, 10 μm. 
(E) Left panel – flow cytometry analysis of EGFP expression of the F2.1 ESCs during DE specification; right panel – per-
centage of EGFP– and EGFP+ cells during DE differentiation; results are expressed as the mean of three replicates ± SD
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of the signal from antibodies with EGFP, proving the 
adequacy of the functioning of the resulting reporter 
cell line (Fig. 4B). 

DISCUSSION
Over the past decade, many valuable techniques of 
cultivating and differentiating pluripotent stem cells 
have been developed. These cells can now be main-
tained in various pluripotent states under chemically 
defined culture conditions and, importantly, precisely 
match the epiblast cells at different stages of embry-
onic development [5, 6, 44]. During recent years, sev-
eral studies reporting ex vivo embryogenesis have 
appeared, including the establishment of blastoids, 
gastruloids, and even the whole embryos until embry-
onic day 8.5 (E8.5) [60–67]. At the same time, mode-
ling the simple and homogeneous processes of direct-
ed differentiation of pluripotent cells for the purpose 
of grasping the molecular mechanisms that underlie 
these processes, remains a worthwhile approach. Data 
obtained via this approach can then be extrapolated 
with a high probability of accuracy to embryonic de-
velopment. 

Here, we used chemically defined culture conditions 
to establish a simple and robust method for mouse 
ESC specification to DE. All the experiments were 
performed in a chemically defined serum-free medi-
um (N2B27) purposely supplemented with various ad-
ditional factors. We also established Foxa2::T2A-EGFP 
ESCs and demonstrated their usability during DE 

specification. We anticipate that the combination of 
chemically defined media and reporter cell lines will 
facilitate more comprehensive studies of the mecha-
nisms that control lineage choice by pluripotent cells 
during the differentiation process.

New data challenging the paradigm that the tran-
scription factors Oct4, Sox2, and Nanog act solely as 
guardians of the pluripotent state has recently ap-
peared [30–32, 35]. Manipulations with the expression 
level of these factors in murine ESCs, indeed, without 
fail triggered differentiation toward extraembryonic 
tissues [68–70]; however, in human ESCs, these ma-
nipulations promoted a differentiation into primary 
germ layers [35, 71]. One can speculate that these dif-
ferences are mostly related to naïve and primed plu-
ripotent states rather than to species peculiarities. In 
this study, we have provided compelling evidence that 
Oct4, Sox2, and Nanog do not immediately disappear 
but transiently co-localize with known germ layer 
markers. Moreover, Nanog expression is re-activated 
during the DE specification. It would be of research 
value to modulate the level of this transcription factor 
during DE specification in future research, with the 
established F2.1 ESCs being a highly valuable tool in 
these attempts.

Differentiation to ectoderm, mesoderm, and defin-
itive endoderm has been studied mostly in human 
ESCs, which are in the primed pluripotency state and 
correspond to the post-implantation epiblast [50, 52, 
72, 73]. Meanwhile, murine ESCs are more complicat-

А
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Day 0	 Day 1	 Day 2	 Day 3

Fig. 4. Live imaging of DE specification in vitro. (A) Time-lapse microscopy of the F2.1 ESCs during DE specification. 
Arrows indicate EGFP+ emerging cells. Scale bar, 500 μm. The time-lapse video can be found in the Supplementary ma-
terial. (B) Co-localization of EGFP with Foxa2 following differentiation of the F2.1 ESCs into DE. Scale bar, 100 μm
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ed in this regard, as they are in the naïve pluripoten-
cy state and must be differentiated into the primed 
one prior to any specification of the germ layers. The 
situation has changed since the establishment of mu-
rine epiblast stem cells (EpiSCs), which correspond 
to epiblast cells after implantation and are similar to 
primed human ESCs [74, 75]. Subsequently, the abil-
ity of murine ESCs to transform into EpiSCs has been 
shown [39]. On their way to become EpiSCs, ESCs 
progress through the formative pluripotent state 
(EpiLCs), which corresponds to the epiblast right after 
implantation (E5.5) [41]. The most distinctive feature 
of EpiLCs resides in their ability to produce primor-
dial germ cells (PGCs) [39, 76]. EpiLCs are homoge-
neous, and their expression profile makes them more 
suitable for embryogenesis modeling than EpiSCs. 
Besides, the latter cell type corresponds to the epi-
blast at E7.5, which is more committed [77]. Formative 
pluripotent stem cells have indeed been used for in 
vitro modeling of murine embryogenesis [40, 43–45, 
51, 78] and can be regarded, in our view, as the gold-
en standard in germ layer specification. Their homo-
geneous state also facilitates the precise deciphering 
of the mechanisms that underlie cellular specification. 
It is now obvious that this process is not controlled 
solely by the gradients of FGF, BMP, Wnt, and Nodal. 
Our study clearly shows that in excess of Activin and 
absence of any additional signals, EpiLCs do not uni-
formly reach the DE state. Hence, certain cell-auton-
omous stochastic processes also have to contribute to 
the specification of this lineage. 

It seems to us that the Nodal–Lefty antagonism 
is not limited to the left-right asymmetry in mouse 
embryogenesis [79], but also operates in DE specifi-
cation. It is known that Activin/Nodal signaling ac-

tivates Lefty, which in turn inhibits this pathway, 
thereby ensuring the negative feedback mechanism 
[80]. This mechanism is a good example of the reac-
tion–diffusion model [47], which explains the origin of 
heterogeneity in initially homogeneous systems [81]. 
According to this model, it would appear that there is 
about a 70% probability that adding Activin to EpiLCs 
would activate Nodal and just a 30% probability that 
it would activate Lefty. Further development of DE 
would proceed in accordance with the presence of an 
activator (Nodal) or an inhibitor (Lefty). Overall, the 
developed model could serve as a good starting point 
for further research into the mechanisms of heteroge-
neity onset during germ layer specification.

CONCLUSIONS
The presented ESC – EpiLC – DE transition in vitro 
closely resembles DE maturation during embryogen-
esis. The transcription factor Nanog is downregulat-
ed in EpiLCs but is re-expressed in DE precursors. 
Despite the defined in vitro conditions of DE differ-
entiation, only 70% of cells enter this developmen-
tal state. The molecular mechanisms underlying this 
phenomenon require clarification through future re-
search.

Supplementary video. Time-lapse microscopy of 
DE specification in vitro. Registration was started at 
the timepoint when Activin A was added to EpiLC. 
Available at https://doi.org/10.32607/actanaturae.27510. 
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ABSTRACT Amyotrophic lateral sclerosis (ALS) is a severe disease of the central nervous system (CNS) char-
acterized by motor neuron damage leading to death from respiratory failure. The neurodegenerative pro-
cess in ALS is characterized by an accumulation of aberrant proteins (TDP-43, SOD1, etc.) in CNS cells. The 
trans-synaptic transmission of these proteins via exosomes may be one of the mechanisms through which 
the pathology progresses. The aim of this work was to study the effect of an intraventricular injection of ex-
osomes obtained from the cerebrospinal fluid (CSF) of ALS patients on the motor activity and CNS patho-
morphology of mice. The exosomes were obtained from two ALS patients and a healthy donor. Exosome sus-
pensions at high and low concentrations were injected into the lateral brain ventricles of male BALB/c mice 
(n = 45). Motor activity and physiological parameters were evaluated twice a month; morphological exami-
nation of the spinal cord was performed 14 months after the start of the experiment. Nine months after ad-
ministration of exosomes from the ALS patients, the animals started exhibiting a pathological motor pheno-
type; i.e., altered locomotion with paresis of hind limbs, coordination impairment, and increasing episodes of 
immobility. The motor symptoms accelerated after administration of a higher concentration of exosomes. The 
experimental group showed a significant decrease in motor neuron density in the ventral horns of the spinal 
cord, a significant increase in the number of microglial cells, and microglia activation. The TDP43 protein in 
the control animals was localized in the nuclei of motor neurons. TDP43 mislocation with its accumulation in 
the cytoplasm was observed in the experimental group. Thus, the triggering effect of the exosomal proteins 
derived from the CSF of ALS patients in the development of a motor neuron pathology in the experimental 
animals was established. This confirms the pathogenetic role of exosomes in neurodegenerative progression 
and makes it possible to identify a new target for ALS therapy.
KEYWORDS amyotrophic lateral sclerosis, neurodegeneration, motor neurons, exosomes, TDP43.
ABBREVIATIONS ALS – amyotrophic lateral sclerosis; FTD – frontotemporal dementia; OF – open field test; 
NB – narrowing beam test; SDH – succinate dehydrogenase; CNS – central nervous system; CSF – cerebro-
spinal fluid; IBA1 – allograft inflammatory factor 1, or ionized calcium binding adaptor molecule 1; IL – in-
terleukin; PGP9.5/UCHL1 – protein gene product 9.5/ubiquitin carboxyl-terminal hydrolase L1.
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INTRODUCTION
Amyotrophic lateral sclerosis (ALS) is a severe neu-
rodegenerative disease, which remains incurable to-
day. ALS is characterized by selective degeneration 
of the upper and lower motor neurons localized in the 

brain motor cortex and peripheral nuclei, respectively 
(brainstem and anterior horns of the spinal cord) [1]. 
Such a localization of the pathological process in ALS 
leads to progressive neurogenic muscle weakness, 
which eventually results in the deterioration of such 
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vital functions as breathing and swallowing. This, in 
turn, inevitably leads to respiratory failure, requiring 
invasive ventilation and gastrostomy. The disease is 
characterized by a pronounced clinical heterogeneity, 
depending on the primary localization of neurodegen-
erative changes (bulbar and spinal levels), the degree 
of involvement of the upper and/or lower motor neu-
rons, the progression rate, and the presence of patho-
genic mutations.

ALS is an orphan disease; its prevalence is about 
5 cases per 100,000 population per year, and the inci-
dence ranges from 2 to 3 cases per 100,000 population 
per year [2]. The average age of development of the 
disease’s first symptoms lies in the range of 55 to 65 
years; however, in recent decades, there has been a 
clear trend towards a decrease in the age of the dis-
ease onset and an increase in ALS incidence [3]. In 
most patients, the cause of ALS remains unknown; 
these cases are classified as sporadic, about 90% of 
them. Genetically determined (familial) ALS forms 
associated with causal mutations in various genes ac-
count for approximately 10% of all cases [1]. The key 
molecular drivers in ALS pathogenesis include dys-
proteostasis, aberrant RNA metabolism, impaired en-
dosomal and vesicular transport, mitochondrial dys-
function, neuroinflammation, etc.; the significance of 
these elements remains to be clarified [2]. The ex-
istence of different genetic forms of ALS makes it 
possible to design representative cellular and ani-
mal models of the disease based on the expression of 
mutations in the genes SOD1, TARDBP, FUS, etc. in 
model organisms; transgenic B6SJL-Tg (SOD1–G93A) 
mice are the most commonly used animals in these 
experiments [3].

Recent studies hold that extracellular vesicles, 
mainly exosomes, play a major role in the neurode-
generative progression in the central nervous system 
(CNS) [4]. Exosomes are encapsulated particles en-
riched with various molecules, including membrane 
and cytoplasmic proteins, lipids, and nucleic acids [5]. 
Exosomes act as effective transport systems and de-
liver molecular cargo to recipient cells, which makes 
them one of the most important tools of intercellular 
communication in both physiological and pathological 
processes [6]. Exosomes originate from intracellular 
multivesicular bodies and are 30–150 nm in diameter 
[7]. During maturation, exosomes are exported to the 
extracellular space; they can further enter the blood-
stream and even cross the blood-brain barrier (BBB) ​​
[8]: hence, exosomes can be found in various biological 
fluids [9, 10]. Many of the protein products of ALS-
associated genes are found in exosomes, which en-
ables their transfer between neuronal and glial cells 
in various brain regions, contributing to the progres-

sion of neurodegeneration [11]. These proteins include 
SOD1, TDP-43, FUS, and proteins with dipeptide re-
peats characteristic of intracellular inclusions in mu-
tant C9orf72 [6]. Braak et al. proposed several hypoth-
eses on neurodegenerative progression in the CNS 
in ALS [12]. One of the most convincing hypotheses 
implies the transfer of pathological proteins between 
adjacent CNS regions via exosome transport. The 
spread of symptoms to adjacent anatomical regions 
typical of ALS apparently is clinically a manifestation 
of the transfer of pathologically aggregated proteins 
between neighboring cells and within interconnected 
CNS regions.

The aim of this work was to study the effect of in-
traventricular administration of an exosome fraction 
taken from the cerebrospinal fluid (CSF) of patients 
with sporadic ALS and a healthy donor on the motor 
activity of model animals and their CNS pathomor-
phology.

EXPERIMENTAL

Obtaining the exosome suspension
The exosomes used in the study were obtained 
from two ALS patients. Patient ALS110 is a 
48-year-old male with stage 4a cervicothoracic ALS 
and overall disease duration of 8 months; patient 
ALS111 is a 67-year-old male with stage 4a cervi-
cothoracic ALS and disease duration of 26 months. 
The sample material, hereinafter referred to as 
the control, was obtained from a clinically healthy 
57-year-old woman.

The exosomes were isolated from CSF according to 
the Total Exosome Isolation (from other body fluids) 
kit instructions (Invitrogen, ref. 4484456). All proce-
dures were performed under aseptic conditions. Prior 
to isolation, a 0.5 ml CSF aliquot was successively 
centrifuged at 2,000 g and 4°C for 30 min. The cleared 
supernatant was then centrifuged at 10,000 g and 4°C 
for 30 min. The resulting supernatant was thorough-
ly mixed with the Total Exosome Isolation reagent, 
incubated at 2–8°C for 1 h, and the exosomes were 
pelleted by centrifugation at 10,000 g and 2–8°C for 
1 h. The resulting pellet was re-suspended in 40 μl of 
phosphate buffer.

Exosome concentration in the suspension was as-
sessed by evaluating one of its main markers; namely, 
CD9. The exosome concentration in the purified sus-
pension was 7 × 108; it was designated as high (H). 
In turn, a suspension with a low (L) concentration of 
exosomes was obtained by diluting the H suspension 
10-fold with phosphate buffer. These two dilutions 
(H, L) were used for administration to the experimen-
tal animals.
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The animals
The study was performed in male BALB/c mice 
(n = 45) aged 2.5 months (at the beginning of the ex-
periment) and weighing 22–25 g. The animals were 
obtained from the nursery of the Stolbovaya branch 
of the Federal State Budgetary Scientific Institution 
Scientific Center for Biomedical Technologies of 
the Federal Medical and Biological Agency, Russia. 
Procedures on the animals were performed in ac-
cordance with the requirements of the European 
Convention for the Protection of Vertebral Animals 
Used for Experimental and Other Scientific Purposes 
(CETS No. 170), Order of the Ministry of Health of 
the Russian Federation No. 119N dated April 1, 2016, 
On approval of the Principles of good laboratory prac-
tice and also guided by the Requirements for working 
with laboratory rodents and rabbits (National State 
Standard No. 33216-2014). The animals were kept 
in standard vivarium conditions with free access to 
food and water in a 12-hour day/night cycle. Prior to 
the experiment, the animals had undergone a 14-day 
quarantine. The study was approved by the Ethics 
Committee of the Scientific Center of Neurology.

To administer the exosome suspension to mice, the 
animals were placed in a Lab Standard Stereotaxic 
Instrument frame (Stoelting, USA) and 2 μl of the 
suspension were injected bilaterally into the lateral 
ventricles of the brain through holes drilled in the 
skull. The administration was performed using the 
following coordinates from the Mouse Brain Atlas: 
AP – -0.22; L – 1.0; V – 2.3 [13]. Zoletil-100 (Virbac 
Sante Animale, France) and Xyla (Interchemie 
Werken “de Adelaar BV”, Netherlands) were used for 
anesthesia. A standard Zoletil-100 solution (500 mg in 
5 ml) was diluted in saline at a 1 : 4 ratio and injected 
intramuscularly in an amount of 1.5 mg of the active 
substance per 25 g of mouse weight. Xylu was diluted 
in saline at a 1 : 2 ratio and administered intramus-
cularly in an amount of 0.6 mg per 25 g of mouse 
weight.

All the animals were divided into five groups 
of nine mice each: the control and experimental 
groups, which received drugs at either a high or 
low dose.

Physiological study
The health of the experimental mice was checked 
twice a week, and changes in motor activity were as-
sessed twice a month. Animal health was examined 
based on changes in weight, the presence of a por-
phyrin secretion from the nose and eyes, coat condi-
tion, etc. To evaluate the extent of the resulting motor 
and neurological disorders, the Open Field (OF) and 
Narrowing Beam (NB) tests were employed.

The OF represented a 40 × 40 × 20 cm box made 
of polyvinyl chloride (workshops of the Brain Institute 
of the Scientific Center of Neurology). The mouse was 
placed in the center, and its motor activity was re-
corded for 3 min using the ANY-maze Video Tracking 
software (Stoelting Inc., USA).

The NB setup was composed of two 100-cm long 
bars superimposed on each other (Open Science, 
Russia). The width of the upper bar ranged from 0.5 
to 2 cm, and the height was 1 cm. The width of the 
lower bar was 2.5 to 4 cm. The narrow end of the 
beam had a cage (shelter) with a removable lid and 
an opening in the frontal panel, through which the 
animal could get inside. The entire setup was elevated 
70 cm above ground. The experimental animal had to 
traverse the upper bar from the beginning of the path 
to the shelter. The traversal time and percentage of 
limb slips onto the lower bar of the total number of 
steps on the NB were recorded.

Behavioral tests were conducted 11 months after 
exosome administration. The results are presented in 
the article.

Morphological study
For the morphological study, spinal cord samples were 
obtained from the ALS111(H) experimental group. 
The control group consisted of four mice from the 
same batch as those participating in the experiment. 
In addition, we used samples from the transgenic 
ALS model mice (B6SJL-Tg (B6SJL-Tg (SOD1–G93A) 
line) obtained in our previous study, for comparison 
[3]. Mice were decapitated, the spine was removed, 
and the spinal cord was isolated under a binocular 
microscope. Lumbar regions of the spinal cord were 
fixed in 4% formalin. After fixation, the samples were 
immersed in 30% sucrose, placed in an OCT medi-
um, and 12-μm-thick sections were prepared on a 
Sakura Tissue-Tek cryostat. For immunohistochem-
ical examination, antibodies to the neuronal protein 
PGP9.5/UCHL1 (ubiquitin carboxyl-terminal hydro-
lase L1), microglia marker IBA1 (allograft inflamma-
tory factor 1, or ionized calcium binding adaptor mol-
ecule 1), and the proteins involved in the pathogenesis 
of ALS–SOD1 and TDP-43 were used. For antigen 
retrieval, sections in Tris-EDTA buffer (antigen re-
trieval solution, pH 9.0, Nordic Biosite) were heated 
in a steamer for 15 min. The sections were then incu-
bated with primary antibodies. Antibody binding was 
confirmed using the immunofluorescence method. For 
this, corresponding secondary goat and donkey anti-
bodies labeled with fluorochromes CF488 and CF555 
(Sigma, USA) were used. The reaction was conducted 
according to the antibody manufacturer’s instructions. 
In addition, succinate dehydrogenase (SDH) activity in 
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formazan formation [14] was detected in freshly fro-
zen sections of the anterior tibial muscle of two ex-
perimental animals after exosome injection and two 
transgenic SOD1–G93A ALS model mice using the 
conventional histochemical technique.

The samples were examined on a Nikon Eclipse 
Ni-U microscope. Neurons were counted using the 
previously described protocol [15]. The immunofluo-
rescence intensity of IBA1 staining was evaluated us-
ing the NIS-Elements software. The assessment was 
performed in at least 12 L1–L5 sections of the right 
side of the spinal cord from each animal, and the ob-
tained data were averaged.

Statistical analysis
The obtained data were processed using the Statistica 
12.0 software and one-way analysis of variance 
(ANOVA) with subsequent post-hoc intragroup com-
parisons using the Fisher’s criterion for unequal 
groups, as well as the Mann–Whitney test. The re-
sults are presented as the mean and standard error 
(M ± SEM), indicating the statistical significance of 
differences between the compared groups for the 
studied parameters. Differences were considered sta-
tistically significant at p < 0.05.

RESULTS
The first signs of motor disorders in individual ani-
mals were noted 9 months after exosome administra-
tion. By month 10–11, the number of mice with signs 
of disease had increased (Fig. 1), primarily among an-
imals in the ALS111(H) and ALS110(H) groups; i.e., 
mice receiving a higher drug dose. Examination re-
vealed fur thinning, minor porphyrin discharges from 
the eyes and nose, and a decrease in body weight 
(Fig. 2B).

Behavioral testing of the animals demonstrated a 
significant decrease in motor activity, an increase in 
the period and episodes of immobility in the OF test 
(Fig. 2D,E), impaired coordination, an increase in the 
time required to complete the NB test (Fig. 2F), and 
partial paresis of hind limbs. The OF test showed a 
decrease in the distance traveled (p = 0.0276) and an 
increase in the time of immobility in the ALS111(H) 
group (p = 0.0466) compared to the control group. A 
decrease in the distance traveled (p = 0.0035) and an 
increase in the immobility time (p = 0.0045) were also 
observed in the ALS111(H) group compared to the 
ALS110(H) group. The NB test (Fig. 2F) showed sig-
nificant changes in hind limb performance in mice. 
The number of hind limb slips statistically signifi-
cantly increased in the ALS111(L) (p = 0.0101) and 
ALS111(H) (p = 0.0119) groups compared to the 
control. A decrease in the number of forelimb slips 

was also noted in the ALS111(H) group compared 
to the ALS110(H) group (p = 0.04). ALS110(L) and 
ALS110(H) mice did not show any impairments in the 
performance of both forelimbs and hind limbs.

Changes observed in mouse appearance, gait, and 
locomotion after exosome injection differ from the 
normal age range and are similar to ALS signs in the 
transgenic B6SJL-Tg (SOD1–G93A) mouse disease 
model (see Fig. 2A–C).

The animals with the most pronounced motor dis-
orders (dragging up of the hind limbs, impaired gait, 
and decreased motor activity) were used for histo-
logical examination 14 months after the start of the 
experiment. Performing behavioral tests at this time 
point proved impossible due to the development of se-
vere neurological disorders by the animals.

Evaluation of the number of motor neurons re-
vealed a significant decrease in their density in the 
ventral horns of the spinal cord after administration 
of the high dose of ALS111 compared to the control. 
In addition, a significant increase in the number of 
microglial cells and microglia activation in the experi-
mental group, as well as a statistically significant in-
crease in the intensity of staining for the microglial 
marker IBA1, were noted (Fig. 3A,E).

An analysis of the TDP-43 protein in the neuro-
nal cytoplasm showed a predominant nuclear local-
ization of TDP-43 in the control mice. Protein mis-
location, with its accumulation in the cytoplasm, was 
observed in individual neurons in the experimental 
group (Fig. 3B).

No aggregated SOD1 form was detected in spinal 
motor neurons in the controls. Individual inclusions 
of aggregated SOD1 were found in the experimen-
tal mice (Fig. 3C); however, no pronounced neuronal 
death was observed. Transgenic SOD1–G93A mice 
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exhibiting multiple SOD1 aggregates and a decreased 
number of motor neurons in the spinal cord were 
used as a positive control.

The histochemical response to the SDH activity in 
the skeletal muscles of the animals revealed a trend 
towards an increase in the enzyme activity in the ex-
perimental group. This process is characteristic of 
muscle metabolic reprogramming in ALS (Fig. 3D); 
it has been also previously observed in B6SJL-Tg 
(SOD1–G93A) mice [3].

DISCUSSION
A common feature of neurodegenerative diseases is 
the progressive death of neurons (with selective vul-
nerability of individual disease subtypes in specific 
pathologies) and aggregation of the misfolded proteins 
that play a key role in the disease [16]. In ALS, the 
pathological process develops locally with the death of 
motor neurons and progresses predictably through-
out the CNS along certain neuroanatomical pathways 
[17]. In our out study, we showed that, as early as 
9 months after intraventricular administration of ex-
osomes from the CSF of ALS patients, animals began 
to exhibit a typical motor phenotype: a change in lo-
comotion with paresis of hind limbs, impaired coor-
dination, and an increase in the time and number of 

episodes of immobility, as demonstrated by physio-
logical studies. This phenotype was similar to that of 
transgenic animals expressing the G93A mutation in 
SOD1 [3]. It is important to note that the rate of de-
velopment of motor symptoms depended on the con-
centration of the injected exosome suspension. This 
is consistent with the concept of an incubation period 
required, during which a protein with a prion-like do-
main (e.g., TDP-43 and SOD1) converts normal pro-
tein forms to pathological ones [16, 18]. In the case of 
a higher concentration of exosomes initiating the neu-
rodegenerative process, this period is reduced.

One of the mechanisms observed in various neu-
rodegenerative diseases is secretion of the native and 
membrane-associated pathological protein in extracel-
lular vesicles (exosomes) into the extracellular space, 
followed by its uptake by neighboring cells via recep-
tor-mediated endocytosis or pinocytosis [18–20]. An 
alternative mechanism is trans-synaptic transmission 
through anterograde and/or retrograde transport [21, 
22].

One of the main pathomorphological characteristics 
of ALS is the presence of ubiquitin-positive cytoplas-
mic inclusions (stress granules) in neurons contain-
ing TDP-43 protein aggregates, as observed in autop-
sy samples from ALS patients [23, 24]. Identification 

Fig. 2. Appearance 
of G93A (A) and 
ALS111 mice (B) 
after the onset of ALS 
symptoms. Control 
animal (C); distance 
traveled (D) and 
immobility time (E) 
during OF testing; 
number of limb slips 
from the upper bar 
(in %) per NB (E). 
* p < 0.05 compared 
to the control group. 
# p < 0.05 compared 
to the ALS110 (H) 
group. Data are  
presented as  
mean ± SEM
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of causal mutations in the TARDBP gene encoding 
TDP-43 confirmed the importance of this protein in 
the pathogenesis of ALS [25] and frontotemporal de-
mentia (FTD) [26]. The TDP-43 aggregation is ob-
served in neurons in approximately 97% of all ALS 
cases and almost half of FTD cases [27]. TDP-43 is 
a highly conserved DNA/RNA-binding protein that 
executes various functions in the cell, including the 
regulation of transcription and alternative RNA splic-
ing [28]. TDP-43 consists of four domains: an amino-
terminal domain, two RNA recognition motifs, and 
a carboxyl-terminal domain with prion-like proper-
ties [29]. In normal conditions, TDP-43 is located pre-
dominantly in the nucleus [30]. In ALS patients, the 
protein adopts a pathological conformation. Once this 
protein is captured trans-synaptically by the recipient 
cell, it interacts with endogenous TDP-43, thus trig-
gering (in the prion-like fashion) aggregation of in-
trinsic TDP-43 and thereby spreading the pathology 
to other CNS structures [31, 32]. The CSF and CNS 
tissue from ALS and FTD patients has been shown to 
cause TDP-43 aggregation and induce TDP-43 pro-
teinopathy in both cell cultures and in vivo [32–34]. In 
such diseases as ALS or FTD, TDP-43 mislocation and 
an increase in its cytoplasmic level are noted in the 

cell, which results in the formation of protein inclu-
sions in the cytoplasm and impairment of its functions 
in the cell nucleus [35]. In our study, we used spinal 
cord samples from mice with the most pronounced 
motor disorders (14 months after the start of the ex-
periment) for immunohistochemical analysis, which 
demonstrated TDP-43 mislocation, with predominant 
accumulation in the neuron cytoplasm. These results 
are consistent with the data obtained by other re-
searchers.

There is data on the intercellular transport 
of TDP-43 aggregates via exosomes [36]. Exosomal 
secretion of such pathological proteins as β-amyloid, 
Tau, the prion protein, and α-synuclein was also re-
ported in other neurodegenerative diseases [16, 20]. 
Exosomal transport of TDP-43 plays an important 
role in ALS pathogenesis, since significantly higher 
levels of exosomal TDP-43 are detected in the brain 
and CSF biopsy samples from ALS patients compared 
to controls [33, 37].

In addition to transmission between neurons, the 
spread of pathological proteins between neurons and 
glia (astrocytes, microglia, and/or oligodendrocytes) 
has also been reported [20]. For instance, the Tau pro-
tein can enter astrocytes [38] and microglia, which 

Fig. 3. Morphological examination. 
(A) – microglia activation. Microglia 
marker protein IBA1 staining. Ven-
tral horn of the spinal cord, lumbar 
region. (B) TDP43 localization (green 
color) in motor neurons. Arrows 
indicate TDP43 localization in the 
cytoplasm. Ventral horn of the spinal 
cord, lumbar section. (C) SOD1 
accumulation in the spinal cord of ex-
perimental animals. SOD1 (red) and 
PGP9.5 (green) localization. Ven-
tral horn of the spinal cord, lumbar 
region. (D) – increase in the number 
of SDH-positive fibers. Anterior 
tibial muscle. (E) Changes in motor 
neurons and neuroglia. Decrease in 
the number of motor neurons of the 
ventral horns of the spinal cord (cells 
in the field of view), increase in the 
intensity of the staining for the micro-
glia marker protein IBA1. * p < 0.05, 
Mann-Whitney criterion. Data are 
presented as a median and the inter-
quartile range
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play a key role in the spread of pathological Tau 
protein via exosome transport [38, 39]. In our study, 
staining of spinal cord samples from the experimental 
animals for the microglial marker IBA1 revealed an 
increase in the number of microglial cells and their 
activation, which indicates a direct involvement of in-
nate immunity in the molecular mechanisms of motor 
neuron death. The inflammatory response occurring 
in the pathology has some beneficial effects, restor-
ing tissue integrity and homeostasis; however, chronic 
neuroinflammation depletes the regenerative poten-
tial of microglia [40]. Microglia is activated via inflam-
masomes, which are high-molecular complexes in the 
cytosol of immune cells that mediate the activation of 
pro-inflammatory caspases [41]. A crucial intracellular 
factor inflammasomes respond to in ALS is the ac-
cumulation of toxic aggregates of the TDP-43, SOD1, 
and other proteins that cause neuroinflammation in 
neurons [42]. The inflammasome activation cascade 
initiates the release of interleukins (IL)-1β and IL-18 
and causes pyroptosis. Pyroptosis is programmed cell 
death mediated by gasdermin D and the influx of 
sodium ions and water, which lead to cell swelling 
with membrane rupture and the release of the cyto-
sol content into the extracellular space, resulting in 
the spread of pathological proteins in CNS cells [43].

In contrast to sporadic ALS forms, which are char-
acterized by the presence of TDP-43 as the main 
component of intracellular inclusions [24], familial 
disease forms with a verified mutation in SOD1 are 
characterized by predominant deposition of the mu-
tant SOD1 protein [44]. It is important to note that 
cellular aggregates of wild-type SOD1 are also detect-
ed in some other familial ALS cases and individual 
cases of sporadic forms lacking SOD1 mutations [45]. 
This might explain the aggregated SOD1 deposits we 
found in the experimental animals lacking the SOD1 
mutation. In addition, the low amount of deposits ex-
plains the relative preservation of motor neurons. At 
the same time, analysis of the positive control (SOD1–

G93A transgenic mice) revealed multiple SOD1 ag-
gregates and a decreased number of motor neurons, 
which die as a result of the toxic effect of SOD1 on 
the cell through the gain-of-function mechanism.

In recent years, several innovative approaches to 
ALS treatment using exosomes and extracellular ves-
icles have been proposed [46]. Most of these methods 
involve the use of exosomes for a targeted delivery of 
various neurotrophic factors and microRNAs through 
the BBB in order to inhibit the motor neuron death. 
Considering the fact that, in the ALS pathogenesis, 
exosomes presumably mediate one of the main mech-
anisms of pathology progression in the CNS, which is 
also shown in the present work, we can contemplate 
the possibility of modulating the neurodegenerative 
process by inhibiting exosome transport at its vari-
ous stages. One such promising method aimed at in-
hibiting the spread of the neurodegenerative process 
by exosomes is immune blocking of exosome fusion 
with the motor neuron membrane using anti-CD63 
antibodies and, presumably, other key exosome mark-
ers [47]. In addition to such an effect on exosomes, an 
important issue in inhibiting the exosomic pathway 
in ALS remains the development of drugs that selec-
tively block the transfer of proteins with an altered 
conformation and prion-like properties.

Thus, in this study, we demonstrated the trigger-
ing effect of exosomal proteins from the CSF of ALS 
patients in the development of motor neuron death 
in experimental animals. The presented data confirm 
the pathogenetic role of exosomes in the spread of the 
neurodegenerative process in the disease and open 
up a possibility for identifying new targets for ALS 
therapy. 
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ABSTRACT Dairy production facilities represent a unique ecological niche for bacteriophages of lactic acid 
bacteria. Throughout evolution, bacteria have developed a wide range of defense mechanisms against viral 
infections caused by bacteriophages. The CRISPR-Cas system is of particular interest due to its adaptive na-
ture. It allows bacteria to acquire and maintain specific resistance to certain bacteriophages. In this study, 
we investigated the CRISPR-Cas systems of lactic acid bacteria. Special attention was paid to the specifici-
ty of the spacers in CRISPR cassettes. CRISPR-Cas systems were found in the genomes of 43% of the lactic 
acid bacteria studied. Additionally, only 13.1% of the total number of CRISPR cassette spacers matched bac-
teriophage genomes, indicating that many predicted spacers either lack known phage targets or are directed 
against other types of mobile genetic elements, such as plasmids.
KEYWORDS bacteriophage, CRISPR-Cas systems, cheesemaking, starter cultures, One Health.
ABBREVIATIONS R-M – restriction-modification system; Abi – abortive infection system.

INTRODUCTION
In the production of fermented dairy products, start-
er cultures are used to promote milk fermentation 
and to form a product with distinctive textural, ar-
omatic, and flavor properties [1]. However, the lactic 
acid bacteria used in this process can be susceptible 
to bacteriophage infection [2], as dairy production fa-
cilities represent a unique ecological niche for bacte-
riophages of lactic acid bacteria, which are present in 
raw milk [3].

Throughout evolution, bacteria have developed a 
wide range of defense mechanisms aimed at protect-
ing themselves against viral infections caused by bac-
teriophages. These mechanisms include, among others, 
abortive infection (Abi) systems, restriction-modifi-
cation (R-M) systems, and CRISPR-Cas systems [4]. 
The particular interest in CRISPR-Cas systems is due 
to their adaptive nature, which allows bacteria to ac-
quire and maintain specific resistance to certain bac-
teriophages [5]. CRISPR-Cas-mediated immunity is 
found in approximately half of sequenced bacteria 
and in most archaea [6], making it one of the key ele-
ments of antiviral defense in prokaryotes.

Currently, two classes of CRISPR-Cas systems are 
recognized, consisting of six types (I–VI) which dif-

fer in their mechanisms of action and constituent el-
ements [6]. Despite this diversity, all CRISPR-Cas 
systems share a number of characteristic features. 
The main element of each CRISPR-Cas system is the 
CRISPR locus. It contains CRISPR-associated (cas) 
genes that are responsible for interacting with for-
eign nucleic acids, as well as a CRISPR cassette: short 
palindromic repeat sequences of DNA separated by 
unique insertions — spacers. The spacers are frag-
ments of foreign DNA integrated into the bacterial 
genome as a result of a previous infection [5]. They 
determine the sequence that will be recognized by 
Cas nucleases and, consequently, play a key role in 
CRISPR-Cas immunity. Most spacers are relatively 
short: for example, it is known that for the I-E and 
I-F subtypes, spacer lengths range from 31 to 33 bp, 
while for I-B, I-C, I-D, and I-U, they range from 34 
to 37 bp [7].

The mechanism of action of the CRISPR-Cas sys-
tem can be divided into several key stages: when for-
eign nucleic acid enters the bacterial cell, new spac-
ers are integrated into the CRISPR cassette. This is 
followed by the transcription of the spacers, lead-
ing to the formation of precursor CRISPR-RNAs 
(pre-crRNA), which are then processed into mature 
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crRNAs. These crRNAs, binding with Cas nucleases, 
form an active complex capable of recognizing and 
binding to the complementary sequence of foreign 
DNA or RNA. Upon target binding, the foreign ge-
netic material is degraded, providing protection to the 
cell from repeated infections [5]. For successful degra-
dation of the bacteriophage genome, the target region 
must have a high degree of homology with the spacer. 
It has been previously shown, for instance, that the 
presence of three or more mutations can lead to an 
almost complete inactivation of CRISPR-Cas immu-
nity [8].

In this study, the CRISPR-Cas systems of lactic 
acid bacteria were investigated. Special attention was 
paid to the specificity of the CRISPR cassette spacers, 
which allowed for an assessment of these bacteria’s 
resistance to known bacteriophages.

EXPERIMENTAL
The genome sequences of lactic acid bacteria, as 
well as bacteriophages from the Caudoviricetes class, 
were obtained from the NCBI database. The genom-
ic data were preprocessed to remove duplicates. The 
PADLOC tool [9] was used to identify CRISPR-Cas 
systems in bacterial genomes. MinCED [10] was 
used to predict spacers in the bacterial genomes, af-
ter which they were aligned to the phage genome 
sequences using Bowtie2 [11], applying the “–end-
to-end” option and the “–very-sensitive” preset. To 
establish the functions of the regions to which the 
spacers were aligned, the bacteriophage genomes 
were further annotated using Pharokka [12]. To assess 
the overrepresentation of functional groups among 
the spacer targets, the proportion of spacers aligned 
to genes in each group and the proportion of genes 
in each group relative to the total were calculated. 
Then, to determine whether the distribution of spac-
ers across groups was uniform, a Fisher’s exact test 
following the “one-vs-all” principle was applied.

RESULTS
A total of 563 genomes of lactic acid bacteria, belong-
ing to 6 species, were obtained from the NCBI data-
base (Table 1). Using PADLOC, CRISPR-Cas systems 
were identified in 243 of these genomes (Table 1), cor-
responding to approximately 43% of all the genomes 
studied. The predicted CRISPR-Cas systems belong to 
6 different subtypes: I-B, I-C, I-E, I-G, II-A, and II-C 
(Fig. 1). In the genomes of Lactiplantibacillus plantar-
um, Lacticaseibacillus paracasei, and Lacticaseibacillus 
rhamnosus, subtype II-A systems dominate, which 
may be an indirect indication of their important role 
in the defense mechanisms of these species. Among 
the strains of Lacticaseibacillus casei, the subtypes 

I-C and II-A are prevalent, while for Lactobacillus 
helveticus, the subtypes I-B and I-C are characteris-
tic. In the genomes of Propionibacterium freudenre-
ichii, subtype I-G predominates.

The total number of spacers predicted using 
MinCED in the bacterial genomes amounted to 6,971 
(Table 2); however, many sequences are overrepre-
sented within species. For this reason, the number of 
unique spacers among the studied species was only 
3,477. The distribution of the lengths of the predict-
ed spacers (Fig. 2) is consistent with previously pub-
lished data [7]. Subsequent alignment to the genomes 
of 21,261 phages of the Caudoviricetes class, ob-
tained from the NCBI database, yielded 916 matches 
(Table 2), of which only 485 are unique in terms of se-
quence and species origin.

All the obtained alignments correspond to the ge-
nomes of 69 phages, which were previously described 
as bacteriophages of lactic acid bacteria (Fig. 3). 
Functional annotation of the phage genomes revealed 
that the predicted spacers more frequently aligned to 
the genes encoding tail proteins, the genes involved in 
packaging, and the genes participating in DNA me-
tabolism (adjusted p-value < 0.05) (Table 3).

DISCUSSION
The study revealed the presence of CRISPR-Cas sys-
tems in 43% of the investigated lactic acid bacterial 
genomes, confirming their significant role in the de-
fense mechanisms of these microorganisms against 
foreign nucleic acids, including bacteriophage genetic 
material. The results also demonstrate the diversity of 
CRISPR-Cas systems across different species of lactic 
acid bacteria.

The relatively low percentage of spacers matching 
bacteriophage genomes (only 13.1% of the total) may 
indicate that many of the predicted spacers either do 
not have known phage targets or are directed against 
other types of mobile genetic elements, such as plas-
mids. This observation also highlights the need for 
further research to deepen our understanding of the 
interactions between CRISPR-Cas systems and vari-
ous mobile genetic elements. Additionally, the discov-
ery and description of new, previously unknown bac-
teriophages remains a relevant area of study.

Notably, among the spacer targets, genes respon-
sible for viral particle packaging, tail protein genes, 
and genes involved in DNA metabolism are overrep-
resented, as these regions are likely to be more con-
served due to their functions related to key stages of 
the viral life cycle, such as virion assembly and entry 
into the host cell.

It is also noteworthy that the phage spectra to 
which Lacticaseibacillus paracasei, Lacticaseibacillus 
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Table 1. Distribution of CRISPR-Cas Systems in the Genomes of Lactic Acid Bacteria

Species Name Number of Genomes Contains CRISPR-Cas, %

Lactiplantibacillus plantarum 300 80 (26.7)

Lacticaseibacillus paracasei 92 68 (73.9)

Lacticaseibacillus rhamnosus 76 46 (60.5)

Lacticaseibacillus casei 43 10 (23.3)

Lactobacillus helveticus 26 22 (84.6)

Propionibacterium freudenreichii 26 17 (65.4)

 563 243
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Fig. 3. Alignments of Unique Spacers to Bacteriophage 
Genomes. Phages with fewer than 5 spacers aligned from 
each species were excluded for better visual clarity
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Table 3. Genes Overrepresented Among Spacer Targets

Gene (according to Pharokka annotation) Adjusted p-value

Terminase small subunit 3.8 × 10-6

Head-tail adaptor Ad1 2.5 × 10-3

Head scaffolding protein 3.6 × 10-3

Major tail protein 3.8 × 10-3

DNA repair exonuclease 3.9 × 10-2

rhamnosus, and Lacticaseibacillus casei strains are re-
sistant display a clear similarity. This fact, combined 
with the similarity of the CRISPR-Cas system sub-
types found in the genomes of these strains, may sug-
gest common defense mechanisms or indicate that 
these bacteria have followed similar evolutionary 
paths in developing resistance to bacteriophages.

In this study, we conducted a comprehensive anal-
ysis of CRISPR-Cas systems found in the genomes 
of lactic acid bacteria. The results largely align with 
previously published data; however, in our work, we 
used the most up-to-date information sources and 
focused on studying CRISPR-Cas-mediated immu-
nity in several strains. Additionally, we examined the 
specificity of the identified spacers in more detail, in-
cluding investigating the functions of the regions they 
target. Thus, the results described in this article not 
only broaden the current understanding of the role of 
CRISPR-Cas in the adaptive immunity of lactic acid 
bacteria, but also underscore the importance of fur-
ther research in this area.

CONCLUSION
Further research is needed to better understand the 
role of the CRISPR-Cas system in protecting start-
er cultures from bacteriophages and to evaluate its 
impact on the fermentation process. The abundance 
of bacteriophages infecting starter cultures in dairy 
facilities highlights the importance of analyzing the 
resistance spectrum of starter cultures for their ra-
tional combination, depending on the phage spectrum 
in raw milk. 

Table 2. Distribution of Spacers in the Genomes of LAB

Species Name Total Predicted Identified in Phages, %

Lactiplantibacillus plantarum 1519 67 (4.4)

Lacticaseibacillus paracasei 2128 296 (13.9)

Lacticaseibacillus rhamnosus 1239 289 (23.3)

Lacticaseibacillus casei 379 53 (14.0)

Lactobacillus helveticus 778 48 (6.2)

Propionibacterium freudenreichii 928 163 (17.6)
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ABSTRACT The secreted human protein SLURP-2 is a regulator of epithelial homeostasis, which enhances the 
viability and migration of keratinocytes. The targets of SLURP-2 in keratinocytes are nicotinic and muscarin-
ic acetylcholine receptors. This work is devoted to the search for the SLURP-2 functional regions responsi-
ble for enhancing keratinocyte viability and migration. We produced synthetic peptides corresponding to the 
SLURP-2 loop regions and studied their effect on the viability and migration of HaCaT skin keratinocytes 
using the WST-8 test and scratch-test, respectively. The highest activity was exhibited by a loop II-mimicking 
peptide that enhanced the viability of keratinocytes and stimulated their migration. The peptide activity was 
mediated by interactions with α7- and α3β2-nAChRs and suppression of the p38 MAPK intracellular signa-
ling pathway. Thus, we obtained new data that explain the mechanisms underlying SLURP-2 regulatory ac-
tivity and indicate the promise of further research into loop II-mimicking peptides as prototypes of wound 
healing drugs.
KEYWORDS SLURP-1, SLURP-2, Ly6/uPAR, nicotinic acetylcholine receptor, keratinocytes, migration, wound 
healing.
ABBREVIATIONS α-Bgtx – α-bungarotoxin; ACh – acetylcholine; Atr – atropine; Dhβe – dihydro-β-erythroi-
dine hydrobromide; mAChR – muscarinic acetylcholine receptor; Mec – mecamylamine; MII – α-conotoxin 
MII; MLA – methyllycaconitine; mTOR – mammalian target of rapamycin; nAChR – nicotinic acetylcholine 
receptor; Nf-kB – nuclear factor kB; p38 MAPK – mitogen-activated protein kinase p38; Src – non-receptor 
tyrosine kinase Src; STAT3 – signal transducer and activator of transcription 3.
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INTRODUCTION
Ly6/uPAR family proteins are expressed in many hu-
man tissues and cells [1]. Ly6/uPAR proteins exhibit 
a wide range of functions and are involved in regula-
tion of cell proliferation, migration, intercellular inter-
actions, immune cell maturation, macrophage activa-
tion, and cytokine production. They are also involved 

in cognitive processes [1–3]. Some of these proteins 
are ligands of nicotinic and muscarinic acetylcho-
line receptors (nAChRs and mAChRs, respectively). 
Acetylcholine receptors regulate various processes, in 
particular epithelial cell growth, migration, and dif-
ferentiation [4, 5]. Acetylcholine receptor ligands may 
be used as prototypes of drugs effective in diseas-
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es arising from dysfunction of these receptors [6, 7]. 
Human secreted Ly6/uPAR proteins, SLURP-1 and 
SLURP-2, are auto/paracrine regulators of epitheli-
al homeostasis and ligands of acetylcholine receptors 
[8–11]. SLURP-1 inhibits the growth and migration 
of normal and tumor cells [12–15]. This protein used 
to be considered as a prototype of anticancer drugs 
that target α7-nAChR [12, 16]. The SLURP-2 protein 
stimulates the proliferation and migration of oral ke-
ratinocytes Het-1A and may serve as a prototype of 
wound-healing drugs [17, 18]. SLURP-2 can interact 
with the α3, α4, α5, α7, β2, and β4 subunits of nAChR, 
as well as with M1 and M3 mAChRs. SLURP-2 in-
hibits current through the ion channel of α4β2- and 
α3β2-nAChRs, whereas at low concentrations it po-
tentiates α7-nAChR [17]. In this case, SLURP-2 ac-
celerates the migration of Het-1A keratinocytes via 
interaction with α7-nAChR [18] and stimulates ke-
ratinocyte proliferation through interactions with 
α3β2-nAChR and mAChRs [17]. The replacement of 
the amino acid residue R20 by alanine at the “head” 
of the SLURP-2 molecule enhances the inhibition of 
the current through α7-nAChR and accelerates the 
migration of keratinocytes [18].

The functional epitopes of Ly6/uPAR proteins (also 
called three-finger proteins due to their characteris-
tic three-finger fold, Fig. 1A,B) are loop regions [19]. 
In this study, we generated synthetic fragments cor-
responding to the SLURP-2 loop regions and studied 
how they affect the migration and viability of HaCaT 

skin keratinocytes. A loop II-mimicking peptide was 
found to increase keratinocyte viability via interaction 
with α7-nAChR and stimulate migration via interac-
tion with α3β2-nAChR and inhibition of p38 MAPK 
activation. The findings of this study suggest that 
the loop II-mimicking peptide may be a promising 
wound-healing agent.

EXPERIMENTAL

Cell culture
Human HaCaT cells (immortalized human skin kerat-
inocyte line) were received from the American Type 
Culture Collection (ATCC, USA). The cells were cul-
tured at 37°C and 5% CO2 in a DMEM medium (PanEco, 
Russia) containing 2 mM L-glutamine and 25 mM glu-
cose and supplemented with 10% fetal bovine serum 
(Biosera, France), which is designated below as a com-
plete medium. The cells were cultured at 37°C and 5% 
CO2 and were passaged at least twice a week.

Production of SLURP-2 and its peptide mimetics
The recombinant SLURP-2 protein was produced 
in E. coli cells as described previously [20]. Peptides 
mimicking the SLURP-2 first, second, and third loops 
and head (Fig. 1B) were prepared by chemical syn-
thesis according to [15]. The purity and correct spatial 
structure of (poly)peptides were confirmed by mass 
spectrometry, high-performance liquid chromatogra-
phy, and 1H-NMR spectroscopy.

А

B

1	 10	 20	 30	 40	 50	 60	 70
SLURP-2

loop I loop II loop III

C
“head”

loop II

loop III
loop I

N-terminus

C-terminus

loop I peptide

“head” peptide

loop III peptide

loop II peptide

Fig. 1. The structures of SLURP-2 and peptides corresponding to the protein loops and “head.” (A) Amino acid se-
quence of SLURP-2. (B) Spatial structure of SLURP-2 [17]. (C) Amino acid sequence of peptides corresponding to the 
SLURP-2 loops and “head.” Cysteine residues are shown in yellow or orange, and disulfide bonds are shown as lines 
connecting two cysteine residues
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Effects of SLURP-2, its peptide mimetics, 
and acetylcholine receptor inhibitors 
on the viability of HaCaT cells
The cells were seeded in 96-well plates (5 × 103 cells 
per well). After 24 h, SLURP-2 or its peptide mi-
metics at a concentration of 100 nM prepared from 
a 1 mM stock solution in 100% DMSO by dilution with 
the complete medium were added to the cells. Then, 
the cells were incubated at 37°C and 5% CO2 for 24 h. 
The lack of any effect of 0.01% DMSO on cell viabili-
ty and migration was confirmed in a separate exper-
iment.

To investigate the influence of acetylcholine recep-
tor inhibitors on the effects of SLURP-2 and loop II, 
HaCaT cells were pre-incubated with atropine (Atr 
(Sigma-Aldrich, USA), a non-selective mAChR inhibi-
tor), α-conotoxin MII (α-CTxMII (Tocris, UK), a selec-
tive α3β2-nAChR inhibitor), dihydro-β-erythroidine 
(Dhβe (Sigma-Aldrich), a selective α4β2-nAChR inhib-
itor), and methyllycaconitine (MLA (Sigma-Aldrich), 
a selective α7-nAChR inhibitor), which were diluted 
in the complete medium, for 30 min. For all inhibitors, 
a concentration of 1 μM was used, as determined pre-
viously [17]. Next, SLURP-2 or loop II at a concentra-
tion of 100 nM and the corresponding inhibitors at a 
concentration of 1 μM were added to the cells. The 
cells were then additionally incubated for 24 h.

To assess viability, 5 μL of the CCK-8 reagent 
(Servicebio, China) were added to the cells, and they 
were incubated at 37°C and 5% CO2 for 1 h. Further, 
the optical density at 450 nm was measured on a Bio-
Rad 680 plate reader (Bio-Rad, USA) and the back-
ground value, measured at 655 nm, was subtracted. 
The resulting data were analyzed using the Graphpad 
Prism 9.5.0 software (GraphPad Software, USA).

Effects of SLURP-2, its peptide 
mimetics, and acetylcholine receptor 
inhibitors on HaCaT cell migration
The effects of SLURP-2, its peptide mimetics, and 
acetylcholine receptor inhibitors (Atr, α-CTxMII, 
Dhβe, and MLA) on HaCaT cell migration in an in vit-
ro wound-healing model (scratch assay) were analyzed 
using the previously described procedure [15]. HaCaT 
cells were seeded in 96-well plates (3 × 104 cells/well) 
and grown at 37°C and 5% CO2 for 24 h. Then, a ver-
tical scratch was made with a sterile 10 μL pipette tip 
(GenFollower tip, E-FTB10S, China). The cells were 
washed with PBS, and SLURP-2 or its peptide mi-
metics at a concentration of 100 nM, or receptor in-
hibitors at a concentration of 1 μM (Atr, α-CTxMII, 
Dhβe, MLA), alone or mixed with SLURP-2 or the 
loop II-mimicking peptide, diluted from a 1 mM stock 
solution in 100% DMSO using a serum-free medi-
um, were added to the cells. Images of the wells with 
scratched cell monolayers were analyzed after 0 and 
24 h at 20× magnification using a CloneSelect Imager 
cell analysis system (Molecular Devices, USA). The 
images were digitized, and the scratch area was esti-
mated by calculating the percentage of scratch area 
covered by migrating cells using the ImageJ (NIH, 
USA) and MS Excel (Microsoft, USA) software. The 
results were analyzed using the Graphpad Prism 9.5.0 
software (GraphPad Software).

Real-time PCR
Total mRNA was extracted from the cultured cells 
using a HiPure Total RNA Plus kit (Magen, China) 
according to the manufacturer’s instructions. Total 
cDNA was synthesized using a MINT Reverse 
Transcriptase kit (Evrogen, Russia) according to the 

Table 1. The oligonucleotide primers used in the study

Gene
Oligonucleotide sequence

Forward primer Reverse primer
RPL13A TCAAAGCCTTCGCTAGTCTCC GGCTCTTTTTGCCCGTATGC
ITGA1 ATAAGTGGCCCAGCCAGAGA CAGCAGCGTAGAACAACAGTG
ITGA2 CGGTTATTCAGGCTCACCGA GCTGACCCAAAATGCCCTCT
ITGA3 CCTGCACCCCAAAAACATCA AGGTCCTGCCACCCATCATT
ITGA5 GGGCTTCAACTTAGACGCGGA CCCCAAGGACAGAGGTAGACA
ITGA6 GGTGGAGAGACTGAGCATGA GTCAAAAACAGCAGGCCTAAGTA
ITGA9 GACCGCGATGATGAGTGGAT GATGAGCACAGGCCAACACA
ITGAV GACTCCTGCTACCTCTGTGC GAAGAAACATCCGGGAAGACG
ITGB1 CCGCGCGGAAAAGATGAAT CCACAATTTGGCCCTGCTTG
ITGB3 ATTGGAGACACGGTGAGCTT ACTCAAAGGTCCCATTGCCA
SNAI1 GGTTCTTCTGCGCTACTGCT TGCTGGAAGGTAAACTCTGGAT
SNAI2 ACTGGACACACATACAGTGATT ACTCACTCGCCCCAAAGATG
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manufacturer’s protocol. Next, real-time PCR was 
performed using the primers listed in Table 1 and a 
ready-to-use mixture for quantitative PCR that con-
tained a fluorescent dye SYBR Green I from a 5X 
qPCRmix-HS SYBR kit (Evrogen).

The negative controls contained all PCR mixture 
components, except cDNA, and did not produce a sig-
nal. All PCR reactions were performed using a Roche 
Light cycler 96 with real-time detection. Data were 
analyzed using the Light-Cycler 96 SW1.01 software. 
Gene expression levels were normalized to the ex-
pression levels of the housekeeping gene RPL13A.

Protein phosphorylation analysis
Phosphorylation of cellular signaling proteins was 
analyzed using Bio-Plex magnetic particles (Bio-Rad, 
USA). Cells were incubated with 100 nM SLURP-2 
or loop II prepared from a 1 mM stock solution in 
100% DMSO by dilution with the complete medium, 
for 24 h. Then, the cells were lysed using buffer pro-
vided by the manufacturer. Analysis was performed 
on a Bio-Rad 200 flow cytometer (Bio-Rad) according 
to the manufacturer’s instructions and using the Bio-
Plex Manager 6.2 software (Bio-Rad).

Statistical data processing
Data are presented as a mean ± standard error of the 
mean (SEM). The number of samples (n) is shown in 

the figure legends. Statistical analysis was performed 
using the GraphPad Prism 9.5.0 software. Normality 
of the distribution was assessed using the Shapiro–
Wilk test. The analysis was performed using the 
one-sample Student’s t-test (in the case of comparison 
with the normalized control, Figs. 2–5) and the one-
way ANOVA test, followed by the Dunnett’s test (in 
the case of multiple comparisons, Fig. 3). Differences 
between groups were considered statistically signifi-
cant at p < 0.05.

RESULTS AND DISCUSSION

SLURP-2 loops I, II, and III are important 
for enhancing skin keratinocyte viability
The loops of Ly6/uPAR proteins are considered 
functional epitopes responsible for the activity of 
three-finger proteins [19]. Previously, we showed 
that a SLURP-1 loop I-mimicking peptide exhibited 
similar antitumor activity as the full-length protein 
[15, 16]. In the present study, we decided to identi-
fy the SLURP-2 regions responsible for its activity, 
namely, for enhancing the viability and stimulating 
the migration of keratinocytes, which had been shown 
previously [17, 18, 21]. For this purpose, peptides con-
taining SLURP-2 loop I-, II-, and III-mimicking re-
gions as well as the “head” of the molecule (Fig. 1) 
were prepared using chemical synthesis.
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Fig. 2. The effects of SLURP-2 and peptides on the viability and migration of HaCaT keratinocytes. (A) Effects of 100 nM 
SLURP-2 and peptides on the viability of HaCaT keratinocytes. Data are shown as percentage of control ± stand-
ard error of the mean (n = 6–14); 100% of viable cells corresponds to untreated cells. * p < 0.05, ** p < 0.01, and 
*** p < 0.001 indicate a significant difference from the control (100%) according to the one-sample Student’s t-test. 
(B) Effects of 100 nM SLURP-2 and peptides on the migration of HaCaT keratinocytes. Data are shown as a percentage 
of the control ± standard error of the mean (n = 12–24); 100% corresponds to untreated cells. *** p < 0.001 indicates 
a significant difference from the control (100%) according to the one-sample Student’s t-test
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Investigation of the effects of SLURP-2 and the 
peptides on the viability of HaCaT skin keratinocytes 
revealed that SLURP-2 increased keratinocyte viabil-
ity (Fig. 2A). In this case, the “head” peptide did not 
affect keratinocyte viability, whereas loops I-, II-, and 
III-mimicking peptides stimulated the viability of ke-
ratinocytes, similarly to the effect of the full-length 
SLURP-2 (Fig. 2A).

Thus, loops I, II, and III are important SLURP-2 
regions required for enhancing the viability and, pos-
sibly, proliferation of keratinocytes. The lack of any 
activity of the SLURP-2 “head” peptide indicates 
that this region of the full-length protein is not in-
volved in the interaction with the target responsible 
for stimulating keratinocyte viability. Perhaps, the in-
active “head” compensates for the increased activity of 
loop II whereas the activity of loops I and III is simi-
lar to that of the full-length protein. This suggestion is 
supported by the fact that the replacement of amino 
acid residue R20 by alanine in the SLURP-2 “head” 
leads to the stimulation of keratinocyte migration [18].

The SLURP-1 protein had been anticipated to 
interact simultaneously with different targets: 
α7-nAChR and the epidermal growth factor receptor 
[15]. In this case, the interaction with the second tar-
get was mediated by the SLURP-1 “head.” Probably, 
the situation is similar in the case of SLURP-2, where 
loop II and the “head” interact with different targets, 
compensating for their influence on the viability of 
keratinocytes. It is noteworthy that, unlike SLURP-2, 
the epithelial protein SLURP-1 does not increase but 
decreases the viability of oral keratinocytes Het-1A, 
and that its functional region is loop I [22].

Loop II activates the migration of skin 
keratinocytes via interaction with α3β2-nAChR
Previously, SLURP-2 was shown to enhance the mi-
gration of Het-1A keratinocytes via interaction with 
α7-nAChR [18]. In the present work, we studied the 
effects of SLURP-2 and its peptide mimetics on the 
migration of HaCaT skin keratinocytes. SLURP-2, 
loops I and III, and the “head” were found not to ex-
ert a significant effect on the migration of HaCaT 
keratinocytes (Fig. 2B) in a scratch closure model. In 
this case, loop II accelerated keratinocyte migration 
by ~30% (Fig. 2B). Probably, SLURP-2, interacting 
with different acetylcholine receptor subtypes, is able 
to both increase and decrease cell migration, with the 
overall effect dependent on the expression of certain 
receptors in specific cells.

SLURP-2 is known to interact with the nAChR 
α3, α4, α5, α7, β2, and β4 subunits and M1 and M3 
mAChRs [17]. To elucidate the interaction with which 
receptor is responsible for the stimulating effect of 

SLURP-2 loop II on the keratinocyte migration, the 
effect of loop II was studied in the presence of in-
hibitors of different acetylcholine receptor subtypes: 
atropine (Atr), a non-selective mAChR inhibitor; 
α-conotoxin MII (α-CTxMII), a selective α3β2-nAChR 
inhibitor; dihydro-β-erythroidine hydrobromide 
(Dhβe), a selective α2β4-nAChR inhibitor; and methyl-
lycaconitine (MLA), a selective α7-nAChR inhibitor. 
We demonstrated that inhibition of α3β2-nAChR by 
α-CTxMII canceled the effect of loop II on HaCaT ke-
ratinocyte migration. Concomitant use of atropine and 
Dhβe with loop II did not significantly affect migra-
tion, with the obtained values being not significantly 
different from the effect of loop II. The obtained data 
do not indicate whether mAChR and α2β4-nAChR 
are involved in the effect of loop II on migration 
(Fig. 3A). Thus, loop II stimulates skin keratinocyte 
migration via the interaction with α3β2-nAChR and, 
possibly, mAChR and α2β4-nAChR. It is worth not-
ing that in a previously constructed model of the 
SLURP-2–α3β2-nAChR interaction, loop II was the 
main SLURP-2 region interacting with this receptor 
and forming the largest number of contacts in the 
complex [17]. In this case, inhibitors of other acetyl-
choline receptors did not significantly affect the effect 
of loop II.

The effects of SLURP-2 and loop II on 
skin keratinocyte viability are mediated 
by the interaction with α7-nAChR
In this work, we also studied the influence of inhibi-
tors of different acetylcholine receptor subtypes (at-
ropine, α-conotoxin MII, Dhβe, and MLA) on the ef-
fect of SLURP-2 and loop II on keratinocyte viability. 
Pre-incubation of the cells with MLA was shown to 
completely abolish the stimulating effect of SLURP-2 
and loop II on the viability of HaCaT cells (Fig. 3B). 
However, none of the inhibitors, except MLA, had 
a significant effect on the activity of SLURP-2 and 
loop II. In this case, atropine, α-conotoxin MII, and 
Dhβe, together with SLURP-2 and loop II, did not 
significantly increase the viability compared to that 
in the control. Therefore, the contribution of mAChR, 
α3β2-nAChR, and α2β4-nAChR to the effects of 
SLURP-2 and loop II on viability requires further 
research. Thus, the ability of the SLURP-2 protein 
and loop II peptide to enhance keratinocyte viability 
is mediated by the interaction with α7-nAChR and, 
probably, mAChR, α3β2-nAChR, and α2β4-nAChR.

However, SLURP-2 has been previously shown to 
enhance the viability of Het-1A oral keratinocytes 
through interaction with α3β2-nAChR, but not with 
α7-nAChR [17]. Involvement of different receptors 
in the regulation of SLURP-2 activity in oral and 
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skin keratinocytes may be associated with the differ-
ent expression profiles of certain receptors in differ-
ent cells and tissues of the body and lies within the 
framework of the “polygamous” activity of the epithe-
lial protein that is able to interact with various acetyl-
choline receptors [17].

The effects of SLURP-2 and loop II on the 
viability and migration of skin keratinocytes 
are not associated with altered expression of 
integrins and SNAI transcription factors
Integrins are known to regulate adhesion, migration, 
and proliferation of epithelial cells, in particular skin 
keratinocytes [23, 24]. Also, the factors that regulate 
the migration and differentiation of keratinocytes in-
clude the SNAI1 and SNAI2 transcription factors [25]. 
We ventured that the effects of SLURP-2 and loop 
II on viability and migration may be related to the 
influence on expression of integrins or SNAI tran-

scription factors. However, we did not find any signif-
icant changes in the expression of the ITGA1, ITGA2, 
ITGΑ3, ITGA5, ITGA6, ITGA9, ITGB1, ITGB3, SNAI1, 
and SNAI2 genes in HaCaT keratinocytes after incu-
bation with SLURP-2 or loop II for 24 h compared to 
that in the control (untreated cells, Fig. 4). Thus, the 
effects of SLURP-2 and loop II on the viability and 
migration of HaCaT keratinocytes are not related to 
changes in the expression of the genes encoding inte-
grins and SNAI1, or SNAI2 transcription factors.

The effects of SLURP-2 and loop II on skin 
keratinocytes are related to the suppression of 
the p38 MAPK and mTOR signaling pathways
Previously, the SLURP-1 protein was shown to inhibit 
the activity of intracellular signaling cascades associ-
ated with AKT, PTEN phosphatase, and mTOR pro-
tein kinase in tumor cells [15]. We venture that the ef-
fects of SLURP-2 and loop II could also be related to 

Fig. 3. The effects of SLURP-2, peptides, 
and inhibitors of different acetylcholine 
receptors on the viability and migration 
of HaCaT keratinocytes. (A) Effects of the 
loop II peptide (100 nm) and inhibitors of 
different acetylcholine receptors (1 μM) 
on the migration of HaCaT keratinocytes. 
Data are shown as a percentage of the 
control ± standard error of the mean 
(n = 11–40); 100% corresponds to the mi-
gration area of untreated cells. * p < 0.05 
and *** p < 0.001 indicate a significant 
difference from the control (100%) accord-
ing to the one-sample Student’s t-test. 
#### p < 0.001 indicates a difference from 
the loop II group according to the one-way 
ANOVA test, followed by the Dunnett’s/
hoc test. (B) Effects of inhibitors of differ-
ent acetylcholine receptors on the activity 
of SLURP-2 and the loop II peptide. Data 
are shown as a percentage of the control 
± standard error of the mean (n = 4–14); 
100% of viable cells corresponds to 
untreated cells. * p < 0.05, ** p < 0.01, 
and *** p < 0.001 indicate a significant 
difference from the control (100%) ac-
cording to the one-sample Student’s 
t-test. ### p < 0.001 indicates a difference 
from the SLURP-2 group according to the 
one-way ANOVA test, followed by the 
Dunnett’s/hoc test; & p < 0.05 indicates a 
difference from the loop II group according 
to the one-way ANOVA test followed by 
the Dunnett’s/hoc test
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It is worth noting that inhibition of mTOR phos-
phorylation can lead to suppression of keratinocyte 
migration [33]. Yet we failed to uncover any signifi-
cant effects of SLURP-2 on migration (Fig. 2B). In 
this case, loop II stimulates migration via the inter-
action with α3β2-nAChR (Fig. 3) and does not inhib-
it the intracellular signaling cascade associated with 
mTOR (Fig. 5). Probably, other SLURP-2 regions (not 
loop II) are involved in the inhibition of mTOR phos-
phorylation, which contributes negatively to migration 
stimulation by the full-length protein.

Incubation of oral keratinocytes Het-1A with 
SLURP-1 was previously shown to activate the tran-
scription factor NF-kB [34]. SLURP-1 is known to be 
a negative modulator of α7-nAChR [35]. Thus, the 
lack of a potentiating effect on NF-kB phosphory-
lation in the presence of both SLURP-2 and loop II 
supports our suggestion that both of these molecules 
potentiate α7-nAChR at the tested concentration in 
HaCaT keratinocytes. This is consistent with suppres-
sion of the p38 MAPK signaling pathway (Fig. 5).

CONCLUSION
In this study, we produced synthetic peptides cor-
responding to the SLURP-2 loop fragments (“head”, 
loop I, loop II, and loop III peptides) and investigated 
how they affect the viability and migration of skin 
keratinocytes. The “head” peptide did not affect ei-
ther the viability or the migration of keratinocytes. 
Loop I- and loop III-mimicking peptides were shown 
to increase the viability and to not affect the migra-
tion of keratinocytes. The loop II-mimicking peptide 
was found to exhibit the highest activity. It stimu-
lated both the viability and migration of keratino-
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Fig. 4. The effects of 100 nM SLURP-2 and loop II peptide on the expression of mRNAs encoding α1, α2, α3, α5, α6, 
α9, β1, and β3 integrins and the SNAI1 and SNAI2 transcription factors. Data are normalized to the mean expression 
value in untreated cells and shown as lg ± standard error of the mean (n = 5–10). Gene expression is normalized to that 
of the housekeeping gene RPL13A

the regulation of the intracellular signaling cascades 
associated with proliferation and migration. In addi-
tion, we investigated the effects of SLURP-2 and loop 
II on the activity of the STAT3 and NF-kB transcrip-
tion factors involved in the regulation of gene ex-
pression in epithelial cells and associated with α7-nA-
ChR activation [26–29]. Using the Bioplex magnetic 
bead array analysis, we showed that both SLURP-2 
and the loop II peptide inhibited phosphorylation 
and, therefore, the activation of p38 MAPK kinase 
in HaCaT keratinocytes after 24-h incubation (Fig. 5). 
Furthermore, SLURP-2 – but not loop II – reduced 
mTOR kinase phosphorylation in HaCaT keratinocytes 
(Fig. 5).

It is known that p38 MAPK activation can cause 
keratinocyte apoptosis and, therefore, decrease the 
number of viable cells [30, 31]. At the same time, 
α7-nAChR activation inhibits p38 MAPK phosphor-
ylation and activation [32]. Previously, SLURP-2, at 
a concentration of 100 nM, was shown to potenti-
ate α7-nAChR in the presence of acetylcholine [17]. 
Thus, we may suggest potentiation of α7-nAChR 
in HaCaT keratinocytes in the presence of 100 nM 
SLURP-2, which in turn leads to the suppression 
of the p38 MAPK signaling pathway and an in-
crease in the number of viable cells. This sugges-
tion is consistent with a previously proposed mod-
el of the SLURP-2–α7-nAChR interaction where 
SLURP-2 loop II interacts with the open (active) state 
of α7-nAChR [17]. This also indicates that activation 
of this receptor is associated with suppression of the 
p38 MAPK signaling pathway, with prevention of the 
apoptosis of HaCaT keratinocytes and an increase in 
the number of viable cells in the presence of loop II.
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Fig. 5. The effects of 100 nM SLURP-2 
and loop II peptide on phosphorylation 
of signaling proteins: Src (Tyr416), 
p38 MAPK (Thr180/Tyr182), mTOR 
(Ser2448), STAT3 (Tyr705), and NF-kB 
(Ser536). Data are shown as a per-
centage of the control ± standard 
error of the mean (n = 5 to 6); 100% 
corresponds to the phosphorylation 
level in untreated cells. * p < 0.05 and 
*** p < 0.001 indicate a significant 
difference from the control (100%) 
according to the one-sample Student’s 
t-test
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cytes through the interaction with α7-nAChR and 
α3β2-nAChR, respectively. In this case, the SLURP-2 
protein itself was shown to increase only the viabili-
ty of keratinocytes and to not affect their migration. 
The differences in effects of SLURP-2 and loop II on 
HaCaT keratinocyte viability and migration are like-
ly linked to the ability of the full-length protein to 
interact with several targets simultaneously, as well 
as with inhibition of mTOR phosphorylation, which 
is not relevant to loop II. Thus, we have gained new 
knowledge about the regulation of epithelial cell ho-
meostasis by the human epithelial protein SLURP-2. 
Our findings indicate prospects for further research 
into the properties of loop II and its potential as a 

prototype for the development of new wound-heal-
ing drugs. 

This study was supported by the Russian Science 
Foundation (project No. 23-24-00636).

The authors are thankful to Irina Chulina  
for assistance with the chemical synthesis  

of the studied peptides.

M.P. Kirpichnikov and E.N. Lyukmanova are part 
of an innovative drug development team based on 

structural biology and bioinformatics at the Shenzhen 
MSU–BIT University (#2022KCXTD034).

REFERENCES
1. Loughner C.L., Bruford E.A., McAndrews M.S., Delp 
E.E., Swamynathan S., Swamynathan S.K. // Hum. 
Genomics. 2016. V. 10. P. 10.

2. Shenkarev Z.O., Shulepko M.A., Bychkov M.L., Kulbat-
skii D.S., Shlepova O.V., Vasilyeva N.A., Andreev-An-
drievskiy A.A., Popova A.S., Lagereva E.A., Loktyushov 
E.V., et al. // J. Neurochem. 2020. V. 155. № 1. P. 45–61.

3. Kulbatskii D., Shenkarev Z., Bychkov M., Loktyushov E., 
Shulepko M., Koshelev S., Povarov I., Popov A., Peigneur 
S., Chugunov A., et al. // Front. Cell. Dev. Biol. 2021. V. 9. 
P. 662227.

4. Kulbatskii D.S., Bychkov M.L., Lyukmanova E.N. // Rus. 
J. Bioorg. Chem. 2018. V. 44. № 6. P. 595–607.

5. Shulepko M., Bychkov M., Kulbatskii D., Lyukmanova E. 
// Rus. J. Bioorg. Chem. 2019. V. 45. № 2. P. 66–74.

6. Papke R.L., Lindstrom J.M. // Neuropharmacology. 2020. 
V. 168. P. 108021.

7. Hone A.J., McIntosh J.M. // Pharmacol. Res. 2023. V. 190. 
P. 106715.

8. Arredondo J., Chernyavsky A.I., Grando S.A. // Life Sci. 
2007. V. 80. № 24–25. P. 2243–2247.

9. Arredondo J., Chernyavsky A.I., Webber R.J., Grando 
S.A. // J. Invest. Dermatol. 2005. V. 125. № 6. P. 1236–1241.

10. Arredondo J., Chernyavsky A.I., Jolkovsky D.L., Web-
ber R.J., Grando S.A. // J. Cell. Physiol. 2006. V. 208. № 1. 
P. 238–245.

11. Arredondo J., Chernyavsky A.I., Grando S.A. // Bio-
chem. Pharmacol. 2007. V. 74. № 8. P. 1315–1319.

12. Lyukmanova E., Bychkov M., Sharonov G., Efremenko 
A., Shulepko M., Kulbatskii D., Shenkarev Z., Feofanov 
A., Dolgikh D., Kirpichnikov M. // Br. J. Pharmacol. 2018. 
V. 175. № 11. P. 1973–1986.

13. Shulepko M.A., Bychkov M.L., Shlepova O.V., Shenka-
rev Z.O., Kirpichnikov M.P., Lyukmanova E.N. // Internat. 
Immunopharmacol. 2020. V. 82. P. 106303.

14. Shulepko M.A., Bychkov M.L., Lyukmanova E.N., 
Kirpichnikov M.P. // Dokl. Biochem. Biophys. 2020. V. 493. 
№ 1. P. 211–214.

15. Bychkov M.L., Shulepko M.A., Shlepova O.V., Kulbatskii 
D.S., Chulina I.A., Paramonov A.S., Baidakova L.K., Azev 
V.N., Koshelev S.G., Kirpichnikov M.P., et al. // Front. Cell. 
Dev. Biol. 2021. V. 9. P. 739391.

16. Shlepova O.V., Shulepko M.A., Shipunova V.O., By-



94 | ACTA NATURAE | VOL. 16 № 4 (63) 2024

RESEARCH ARTICLES

chkov M.L., Kukushkin I.D., Chulina I.A., Azev V.N., 
Shramova E.I., Kazakov V.A., Ismailova A.M., et al. // 
Front. Cell. Dev. Biol. 2023. V. 11. P. 1256716. doi: 10.3389/
fcell.2023.1256716.

17. Lyukmanova E., Shulepko M.A., Shenkarev Z., Bychkov 
M., Paramonov A.S., Chugunov A., Kulbatskii D., Arvan-
iti M., Dolejsi E., Schaer T., et al. // Sci. Rep. 2016. V. 6. 
P. 30698. doi: 10.1038/srep3069. 

18. Bychkov M.L., Shlepova O.V., Shulepko M.A., Kulbat-
skii D.S., Bertrand D., Kirichenko A.V., Shenkarev Z.O., 
Kirpichnikov M.P., Lyukmanova E.N. // Rus. J. Bioorg. 
Chem. 2024. V. 50. № 3. P. 696–705.

19. Vasilyeva N.A., Loktyushov E.V., Bychkov M.L., Shen-
karev Z.O., Lyukmanova E.N. // Biochemistry (Moscow). 
2017. V. 82. № 13. P. 1702–1715.

20. Lyukmanova E.N., Shulepko M.A., Bychkov M.L., Shen-
karev Z.O., Paramonov A.S., Chugunov A.O., Arseniev 
A.S., Dolgikh D.A., Kirpichnikov M.P. // Acta Naturae. 
2014. V. 6. № 4. P. 60–66.

21. Chernyavsky A.I., Kalantari-Dehaghi M., Phillips C., 
Marchenko S., Grando S.A. // Wound Repair Regen. 2012. 
V. 20. № 1. P. 103–113.

22. Shulepko M.A., Bychkov M.L., Shenkarev Z.O., Kul-
batskii D.S., Makhonin A.M., Paramonov A.S., Chugunov 
A.O., Kirpichnikov M.P., Lyukmanova E.N. // J. Invest. 
Dermatol. 2021. V. 141. № 9. P. 2229–2237.

23. Watt F.M. // EMBO J. 2002. V. 21. № 15. P. 3919–3926.
24. Longmate W.M., DiPersio C.M. // Adv. Wound Care 
(New Rochelle). 2014. V. 3. № 3. P. 229–246.

25. Sou P.W., Delic N.C., Halliday G.M., Lyons J.G. // Inter-

nat. J. Biochem. Cell Biol. 2010. V. 42. № 12. P. 1940–1944.
26. Chen Y., Lian P., Peng Z., Wazir J., Ma C., Wei L., Li L., 
Liu J., Zhao C., Pu W., et al. // Cell Death Discov. 2022. 
V. 8. № 1. P. 141.

27. Kwok H.-H., Gao B., Chan K.-H., Ip M.S.-M., Minna J.D., 
Lam D.C.-L. // Cancers (Basel). 2021. V. 13. № 21. P. 5345.

28. Arredondo J., Chernyavsky A.I., Jolkovsky D.L., Pink-
erton K.E., Grando S.A. // Life Sci. 2007. V. 80. № 24–25. 
P. 2191–2194.

29. Stegemann A., Böhm M. // Exp. Dermatol. 2019. V. 28. 
№ 3. P. 276–282.

30. Fukada S., Ohta K., Sakuma M., Akagi M., Kato H., 
Naruse T., Nakagawa T., Shigeishi H., Nishi H., Takechi 
M., et al. // Oral Dis. 2024. V. 30. № 2. P. 639–649.

31. Nys K., van Laethem A., Michiels C., Rubio N., Piette 
J.G., Garmyn M., Agostinis P. // J. Invest. Dermatol. 2010. 
V. 130. № 9. P. 2269–2276.

32. Uwada J., Nakazawa H., Mikami D., Islam M.S., Mura-
matsu I., Taniguchi T., Yazawa T. // Biochem. Pharmacol. 
2020. V. 182. P. 114297.

33. Wu X., Sun Q., He S., Wu Y., Du S., Gong L., Yu J., Guo 
H. // BMC Anesthesiol. 2022. V. 22. № 1. P. 106.

34. Chernyavsky A.I., Arredondo J., Galitovskiy V., Qian J., 
Grando S.A. // Am. J. Physiol. Cell Physiol. 2010. V. 299. 
№ 5. P. C903–C911.

35. Lyukmanova E.N., Shulepko M.A., Kudryavtsev D., 
Bychkov M.L., Kulbatskii D.S., Kasheverov I.E., Astapova 
M.V., Feofanov A.V., Thomsen M.S., Mikkelsen J.D., et al. 
// PLoS One. 2016. V. 11. № 2. P. e0149733.



RESEARCH ARTICLES

VOL. 16 № 4 (63) 2024 | ACTA NATURAE | 95

INTRODUCTION
The lack of strict oversight of the use of antimicro-
bial agents in medicine and livestock results in the 
emergence and spread of antibiotic-resistant patho-
genic bacteria [1], making it necessary to look for new 
pharmaceuticals. The flora and fauna are an impor-
tant source of biologically active compounds that have 
stood the test of time [2, 3]. Particular yeast strains 
have been studied well as they are heavily used in 
the food industry or as model organisms in research 
[4]. Some yeast metabolites can reduce the blood cho-
lesterol level and act as immunomodulators or an-
tifungal drugs [5]. The genera Candida, Pichia, and 
Saccharomyces exhibit antibacterial activity [5–8]. 
However, yeasts are, biologically and chemically, in-
credibly diverse and yeast populations from isolated 
regions remain underinvestigated: they may possess 
unique properties [3].

In this paper, we study a unique collection of yeast 
gathered in the Russian Far East. The uniqueness of 
the collection has to do with the geography of these 

regions. Kamchatka and the Kuril Islands are parts 
of the Pacific Ring of Fire, which is characterized by 
heightened volcanic and seismic activity. The popula-
tion of these regions is not numerous, and tourism is 
poorly developed; so, its nature is faintly exposed to 
the direct influence of civilization. The Kamchatka 
Peninsula, which is almost cut off from the mainland, 
has the highest concentration of volcanoes on Earth: 
30 active ones out of more than 300 volcanoes. On 
the Kamchatka Peninsula and Kuril Islands, there is 
a dense network of mountain rivers rich in fresh wa-
ter, lakes with high mineralization in volcanic areas 
heated by volcanic gases, and low-salted lagoon lakes. 
On the sides and in the craters of dormant volcanoes, 
there are hydrothermal, gas, and mud ejections of 
various temperatures and varying acidity, contain-
ing various natural inorganic compounds at high con-
centrations. Yeasts from Sakhalin exist at the same 
latitudes as species from the Kamchatka Peninsula 
and the Kuril Islands, but they are not affected by 
extreme environmental factors. Furthermore, un-
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ABSTRACT The replenishment of our stock of substances that possess a therapeutic potential is an important 
objective in modern biomedicine. Despite the important advances achieved in chemical synthesis, the natural 
diversity of organisms and microorganisms remains an important source of biologically active compounds. 
Here, we report the results of our study of a unique collection containing more than 3,000 samples of yeasts 
found on the Kamchatka Peninsula, the Kuril Islands, and Sakhalin Island, Russia. Since yeast and bacteria 
coexist in a variety of habitats and can interact with each other, we analyzed the antibacterial activity of the 
collection of yeast strains towards E. coli cells using a fluorescent bacterial reporter. It was uncovered that 
the Sakhalin strains for the most part stimulate bacterial growth, while most of the strains found on the 
Kamchatka Peninsula possess inhibitory properties. Moreover, the samples with the most pronounced an-
tibacterial activity, identified as members of the genus Cryptococcus (Naganishia), were found in a gorge in 
the vicinity of Pauzhetka village on the Kamchatka Peninsula on wormwood (Artemisia vulgaris) and thistle 
(Onopordum acanthium). Our data indicate that the combination of a plant and its growth site is important 
for the emergence of yeast strains capable of secreting antibacterial compounds.
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like other species in the collection, the strains from 
Sakhalin were found closer to areas of human activ-
ity.

The objective of this study was to reveal and in-
vestigate isolates of the yeast collection that contain 
antimicrobial compounds in their culture liquids. We 
applied a reporter system that, apart from antimicro-
bial activity detection, allows one to sort potential an-
tibacterials based on their mechanism of action. This 
double-reporter approach in identifying substances 
that cause ribosome stalling or induce the SOS re-
sponse due to DNA damage was successfully used to 
screen a library of synthetized organic compounds [9] 
and actinomycetes extracts [10–13]. The approach was 
designed for application on agar plates thereby mini-
mizing the need for pipetting, reagents, and consum-
ables. At the same time, fluorescent protein reporter 
assay on petri plates does not allow for a quantitative 
assessment of antibacterial action by exploiting mech-
anisms other than ribosome stalling or DNA damage. 
Additionally, the reporter sensitivity determined us-
ing a few antibiotics in a liquid medium was up to 
two orders of magnitude higher than that on agar [9].

Hence, in order to increase the chance of detect-
ing even minor biologically active compounds in yeast 
culture liquids that could affect bacterial viability, we 
adapted a fluorescent double-reporter system to a liq-
uid medium. To increase the sensitivity even further, 
we utilized an E. coli JW5503 bacterial strain lacking 
the tolC gene and coding for an essential component 
of several efflux systems [14]. The applied version of 
the reporter system was validated using 15 antibiotics 
with a known mechanism of action. 

The assay was employed on 810 samples from the 
yeast collection, wherein 251 samples were from the 
Sakhalin collection and 559 samples were from the 
Kamchatka collection. The Sakhalin strains for the 
most part stimulated bacterial growth, while most 
of the strains from Kamchatka exhibited inhibitory 
properties. Our data point to the importance of the 
combination of the plant and its place of origin for 
the emergence of yeast strains secreting antibacterial 
compounds.

EXPERIMENTAL

The yeast and yeast-like fungi collection
The collection of yeast, containing over 3,000 sam-
ples, was gathered during several expeditions led by 
V.P. Stepanova and B.F. Yarovoy to extreme regions of 
Russia: the Kuril Islands, the Kamchatka Peninsula 
in August–September 1988, 1989, and 1994, and the 
Sakhalin Island in August–September 2004 [15]. The 
microorganisms in the collection were obtained from 

substrates, such as living plants, fallen parts of plants, 
soil, and insects. Substrates were collected on the 
sides of volcanoes, near the active zones, and in river 
and creek valleys. 

The yeast isolates were obtained under laborato-
ry conditions. Long-term storage was done at –80°C 
in the Yeast Peptone Dextrose (YPD) Broth (Sigma-
Aldrich, USA) supplemented with 25% glycerol [16].

At the initial stage of collection description, 98 ran-
domly selected strains were identified using the mor-
phological and biochemical approaches [17, 18]. Among 
the selected strains were representatives of 20 known 
species: Candida haemulorni, Candida sake, Candida 
sorbosivorans,  Cryptococcus albidus, Cryptococcus 
hungaricus, Cryptococcus laurentii, Debaryomyces 
hansenei, Metschnikowia reukaufii, Pichia fari-
nosa, Rhodotorulla aurantiaca, Rhodotorula gluti-
nis, Rhodotorula minuta, Rhodotorula mucilaginosa, 
Saccharomyces cerevisiae, Sporobolomyces roseus, 
Sporidiobolus salmonicolor, Torulaspora delbrueckii, 
and Tremella foliacea, as well as one member of each 
of the genera Bullera and Trichosporon. These species 
belong to all three known classes of fungi: (1) ascomy-
cetes – 6 species; (2) basidiomycetes – 2 species; and 
(3) deuteromycetes – 12 species. The species diversity 
of the collection closely tracks the data on the charac-
teristic yeast species composition of the northern lati-
tudes of Western Siberia and Alaska [19].

Several samples of the collection have already been 
shown to be able to absorb various types of pollut-
ants, such as radionuclides and heavy metal ions [15, 
20].

Preparation of yeast culture liquids
The yeast strains were grown on the surface of 
a YPD agar plate for 3 days at room temperature. 
The culture was observed morphology-wise to en-
sure cellular purity. The cells were transferred into a 
YPD liquid medium and incubated at room tempera-
ture for 3 days on a shaker. Culture liquids were sep-
arated from the cells by centrifugation at 4 000 g for 
15 min at 4°C using a Union 5KR centrifuge (Hanil 
Science Industrial) and concentrated 15 to 20-fold 
using a Concentrator Plus centrifuge concentrator 
(Eppendorf AG) at room temperature for 8–9 h. The 
concentrated culture liquids were stored at –20°C.

Double fluorescent protein reporter for 
identification of the substances causing 
bacterial ribosome stalling or DNA damage
The double fluorescent protein reporter plasmid 
pDualrep2 carries the rfp gene under the control of 
the SOS-induced sulA gene promoter and the gene 
of the Katushka2S protein downstream of the mod-
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ified tryptophan attenuator (tryptophan codons are 
replaced with alanine ones) under the control of the 
constitutive T5 promoter [9, 21]. Modification of the 
tryptophan attenuator results in a disruption in the 
movement of the ribosome that is due to specific 
translation inhibitors rather than to tryptophan star-
vation.

The E. coli JW5503 strain (lacking the tolC gene 
coding for the essential component of the efflux sys-
tem) transformed by the reporter plasmid pDualrep2 
(AmpR) synthesizes RFP in the presence of DNA-
damaging (SOS response-causing) agents; and 
Katushka2S, in the presence of translation-stalling 
chemicals [9]. The fluorescent signal of RFP becomes 
detectable at 574 nm upon excitation at 553 nm; for 
Katushka2S, at 633 and 588 nm, respectively.

Analysis of antibacterial activity 
using the reporter system 
The reporter bacterial culture was grown un-
til OD600 = 0.5–1 at 37°C in a LB medium contain-
ing 100 μg/mL ampicillin and stored at 4°C overnight. 
The next day, the culture was diluted with a fresh 
LB medium to OD600 = 0.1. Wells of a 96-well cul-
ture plate were filled with 200 μL of the cell culture. 
The sample was added to the bacteria suspension in 
the wells. The culture plate was incubated in a plate 
shaker-thermostat at 37°C. The various degrees of 
fluorescence for reporter proteins RFP (553/574 nm), 
Katushka2S (588/633 nm), and OD600 in the culture 
plate were measured in an EnSpire 2300 plate reader 
(Perkin Elmer). The results were analyzed using the 
GraphPad Prism 6.0 software.

To validate our system, 2 μL of known antibiotics 
at sublethal concentrations were added into the wells 
with the bacteria suspension. We chose several trans-
lation inhibitors with different modes of action, such 
as gentamicin, chloramphenicol, fusidic acid, neomy-
cin, hygromycin B, kanamycin, puromycin, tetracy-
cline, erythromycin, and streptomycin. The panel of 
drugs inducing the SOS response consisted of nali-
dixic acid, levofloxacin, ciprofloxacin, and rifampicin. 

The concentrated culture liquids (5 μL) were added 
into the bacterial suspension in the wells of the cul-
ture plate. In this dosing manner, sample concentra-
tion in the plate’s wells was 2–2.5 times lower than 
that of the original, non-concentrated sample. The 
samples with the best inhibitory properties were test-
ed in triplicate.

Data processing
We calculated the S/S0 ratio, where S is the reporter 
fluorescent signal or OD600 of the reporter bacterial 
culture in the presence of a test sample and S0 is the 

reporter fluorescent signal or OD600 of the bacterial 
culture without additives. 

A set of S/S0 values for control was obtained to 
calculate the background interval. The distribution 
normality was confirmed with a confidence level of 
99% using the D’Agostino–Pearson omnibus test in the 
GraphPad Prism 6.0 software. The background inter-
val was defined as [mean-3σ; mean+3σ]. Background 
intervals: SOS activation signal after 5 h, [0.87; 1.13]; 
SOS activation signal after 24 h, [0.82; 1.18]; transla-
tion inhibition signal after 5 h, [0.93; 1.07]; translation 
inhibition signal after 24 h, [0.85; 1.15]; and OD600 after 
5 h, [0.95; 1.05]; OD600 after 24 h, [0.97; 1.03].

Taxonomic identification
For the taxonomic identification of the yeast iso-
lates, cell walls were destroyed by zymolyase (Zymo 
Research) in 1 M sorbitol and 0.1 M EDTA (pH 8.0). 
Total genomic DNA was extracted using a DNeasy 
Blood & Tissue Kit (Qiagen) and visualized by 1% 
agarose gel electrophoresis. The ITS1-5.8S-ITS2 and 
D1/D2 domains of the 26S rDNA (nrLSU) [22] were 
amplified using the primers listed in Table 1. The PCR 
products were purified using the NucleoSpin Gel and 
a PCR cleanup kit (Macherey-Nagel). The same prim-
ers were used for sequencing. The sequencing re-
sults were processed using The Basic Local Alignment 
Search Tool (BLAST) (http://www.ncbi.nlm.nih.gov/
BLAST). 

RESULTS

Validation of the reporter system 
using a set of known antibiotics
We chose a number of inhibitors with different mech-
anisms of action as we tested the specificity of the 

Table 1. The primers used for taxonomic identification

Regions Primer sequences [22]

ITS1-5.8S-ITS2

ITS1 (forward)  
5’- TCCGTAGGTGAACCTGCGG-3’

ITS4 (reverse) 
5’-TCCTCCGCTTATTGATATGC-3’

26S rDNA  
(part 1)*

LROR (forward)  
5’- ACCCGCTGAACTTAAGC-3’

LR3 (reverse) 
5’-CCGTGTTTCAAGACGGG-3’

26S rDNA  
(part 2)*

LR3R (forward) 
5’-GTCTTGAAACACGGACC-3’

LR7 (reverse) 
5’-TACTACCACCAAGATCT-3’

*The PCR product of 26S rDNA obtained with the primers 
LROR and LR7 contains more than 1,000 bp and was ob-
tained with four primers.
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analysis of antibacterial activity using the reporter 
system in a liquid medium. This choice ensured that 
all the antibiotics could suppress bacterial growth, 
whereas the synthesis of reporter proteins happened 
selectively as a result of ribosome stalling (expression 
of the fluorescent reporter protein Katushka2S) or 
events that damaged the DNA (expression of RFP). 
We used five to six sublethal concentrations of the 
antibiotics to visualize the profile of the reporters’ ex-
pression.

The vast majority of ribosome-targeting inhibi-
tors can block the particular translation reactions re-
sponsible for ribosome arrest. Thus, chloramphen-
icol (fenicols) and erythromycin (macrolides) bind 

at the entrance of the nascent peptide exit channel 
and interfere with peptide bond formation, depend-
ing on the length and sequence of a growing amino 
acid chain [23, 24]. Both antibiotics vigorously activate 
the expression of Katushka2S (Fig. 1). A comparable 
level of induction of Katushka2S was observed upon 
the addition of translocation inhibitors: hygromycin 
B (aminoglycosides) blocks the movement of tRNA 
during the elongation cycle [25], whereas fusidic acid 
(fusidines) inhibits the dissociation of EF-G from the 
ribosome [26]. Tetracycline (polyketides), which binds 
the small ribosomal subunit and affects tRNA deliv-
ery to the ribosome [27], and puromycin, which in-
tegrates the growing polypeptide chain causing its 

А

B

C

S/
S 0

S/
S 0

S/
S 0

S/
S 0

S/
S 0

S/
S 0

Translation inhibition signal after 5 h Translation inhibition signal after 24 h

SOS response activation signal after 5 h SOS response activation signal after 24 h

OD
600

 after 5 h OD
600

 after 24 h

Ery	 Neo	 Gen	 Kan	 Str	 Hyg	 Pur	 Cm	 Fus	 Tet	 Lev	 Nal	 Cip	 Rif 

Ery	 Neo	 Gen	 Kan	 Str	 Hyg	 Pur	 Cm	 Fus	 Tet	 Lev	 Nal	 Cip	 Rif 

Ery	 Neo	 Gen	 Kan	 Str	 Hyg	 Pur	 Cm	 Fus	 Tet	 Lev	 Nal	 Cip	 Rif 

Ery	 Neo	 Gen	 Kan	 Str	 Hyg	 Pur	 Cm	 Fus	 Tet	 Lev	 Nal	 Cip	 Rif 

Ery	 Neo	 Gen	 Kan	 Str	 Hyg	 Pur	 Cm	 Fus	 Tet	 Lev	 Nal	 Cip	 Rif 

Ery	 Neo	 Gen	 Kan	 Str	 Hyg	 Pur	 Cm	 Fus	 Tet	 Lev	 Nal	 Cip	 Rif 

3.0

2.5

2.0

1.5

1.0

0.5

0.0

3.0

2.5

2.0

1.5

1.0

0.5

0.0

20

15

10

5

0

5

4

3

2

1

0

1.5

1.0

0.5

0.0

1.5

1.0

0.5

0.0

Fig. 1. Testing the double fluorescent protein reporter assay on known antibiotics. The vertical axis shows the S/S
0
 

ratio, where S is the reporter fluorescent signal or OD
600

 detected in the presence of a sample; S
0
, without the sample. 

The horizontal axis shows the applied antibiotics; for each antibiotic, the concentrations (C) are arranged in descending 
order. Erythromycin (Ery) 10, 5, 2.5, 1.25, and 0.6 µg/mL; neomycin (Neo) 20, 10, 5, 2.5, and 1.25 µg/mL; gen-
tamicin (Gen) 20, 10, 5, 2.5, and 1.25 µg/mL; kanamycin (Kan) 30, 15, 7.5, 3.8, and 1.9 µg/mL; streptomycin (Str) 
12.5, 6.3, 3.1, 1.6, and 0.8 µg/mL; hygromycin B (Hyg) 100, 50, 25, 12.5, and 6.3 µg/L; puromycin (Pur) 15, 7.5, 3.8, 
1.9, and 0.9 µg/mL; chloramphenicol (Cm) 0.7, 0.35, 0.18, 0.09, and 0.04 µg/mL; fusidic acid (Fus) 10, 5, 2.5, 1.25, 
and 0.6 µg/mL; tetracycline (Tet) 1.2, 0.6, 0.3, 0.15, and 0.075 µg/mL; levofloxacin (Lev) 0.1, 0.05, 0.025, 0.013, 
and 0.006 µg/mL; nalidixic acid (Nal) 100, 50, 25, 12.5, 6.3, and 3.1 µg/mL; ciprofloxacin (Cip) 1, 0.5, 0.25, 0.13, and 
0.06 µg/mL; rifampicin (Rif) 25, 12.5, 6.3, 3.1, and 1.6 µg/mL. The red area indicates the range of background values.
(A) Ribosome stalling reporter signal after incubation for 5 h (left) and 24 h (right). Green bars mark the ribosome-tar-
geting antibiotics; black ones denote the antibiotics activating the SOS response. (B) The SOS response activation 
reporter signal after 5 h (left) and 24 h (right) of incubation. Green bars mark the antibiotics that activate the SOS 
response; black ones denote ribosome-targeting antibiotics. (C) Cell growth values after 5 h (left) and 24 h (right) of 
incubation
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premature termination [28], increased the reporter 
fluorescence level above its baseline after incubation 
for 24 h.

Aminoglycosides interfere with translation main-
ly by reducing ribosome selectivity, which results in 
the insertion of incorrect amino acids into the na-
scent peptide chain, rather than ribosome pausing 
[29]. Neomycin induced some degree of reporter fluo-
rescence after 5 h of incubation, followed by the dis-
appearance of the signal at time point 24 h, whereas 
other members of the group (gentamicin, kanamycin, 
and streptomycin) did not stimulate Katushka2S syn-
thesis at all.

Addition of quinolones (nalidixic acid, levofloxacin, 
ciprofloxacin), which block DNA replication [30], and 
ansamycin (rifampicin), which stops RNA synthesis 
in the cell [31], reduces the Katushka2S fluorescence 
level below the background at almost all the tested 
concentrations. Meanwhile, RFP expression remained 
substantially upregulated within the entire period of 
detection; the signal was amplified up to 15-fold com-
pared to that of the untreated cells after 5-h incuba-
tion. Interestingly enough, some translation inhibi-
tors also stimulated the emergence of the RFP signal; 
however, none of them exceeded the S/S0 ratio = 2 
during 24 h of incubation. 

Hence, 5 h of incubation is enough to draw a con-
clusion as to whether the tested substance activates 
the SOS response, whereas detection of the com-
pounds causing ribosome arrest may require an ex-
tension of incubation to 24 h. 

Analysis of the antibacterial activity 
of yeast culture liquids
We analyzed the antibacterial activity of the en-
tire Sakhalin collection, which contained 251 
strains (Fig. 2). Eleven samples of culture liquids 
were deemed to reduce the bacterial growth rate; 
however, none of them appeared to activate ex-
pression of the reporter proteins. Meanwhile, 233 
samples were shown to stimulate cell growth, like-
ly due to the presence of some nutritious compo-
nents. Interestingly enough, among the stimulators 
we identified 74 samples that appeared to induce 
ribosome stalling and 50 samples that activate the 
SOS response. This observation implies a level of 
complexity of the content of the extracts: relative-
ly low amounts of inhibiting components unable to 
overcome the probiotic action but still detectable by 
the reporter system. Hence, moderate antibacterial 
activity with an unidentified mechanism of action 
was established for 4% of the Sakhalin collection, 
while probiotic activity was detected in 93% of the 
extracts. However, it is possible that fractionation of 

crude extracts could lead to the detection of addi-
tional substances exhibiting antibacterial activity.

The yeast collection from Kamchatka contains more 
than 2,500 samples. We tested 559 of them, and 482 
appeared to suppress cell growth, while 41 stimulated 
it, and 36 had no impact (Fig. 3). 

We uncovered two samples that induce expression 
of Katushka2S, 46 samples that stimulate RFP ex-
pression, and one sample that activates both reporter 
signals simultaneously with cell growth suppression. 
Both Katushka2S inducers demonstrated a decreased 
RFP signal, and all 46 samples that increase the SOS 
response signal appeared to lower the translation in-
hibition reporter signal. It is reasonable to assume 

Fig. 2. Application of the double fluorescent protein re-
porter assay on the Sakhalin yeast collection. The vertical 
axis shows the S/S
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 ratio, where S is the reporter fluores-

cent signal or OD
600

 induced in the presence of a sample; 
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out a sample after 24 h. The horizontal axis shows sam-
ple number. Data for erythromycin (Ery) (10, 2.5, 1.25, 
0.6 µg/mL) and levofloxacin (Lev) (0.1, 0.006 µg/mL) 
are used as positive controls. The red area indicates the 
range of background values. (A) The SOS response acti-
vation reporter signal. (B) Translation inhibition reporter 
signal. (C) The OD
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that these extracts may contain ribosome stalling and 
DNA damaging substances, respectively. The sample 
that stimulates the expression of both reporter pro-
teins has a profile that resembles that of ribosome 
stalling antibiotics rather than of SOS response in-
ducers.

In the group of cell growth inhibitors, 471 samples 
appear to push the Katushka2S signal below its base-
line. For about half of them (213 extracts), the expres-
sion of RFP stood at the baseline level. Similar effects 
were produced by translation inhibitors that do not 
lead to ribosome stalling (Fig. 1). Eight samples were 
shown to inhibit cell growth without affecting the 
Katushka2S signal, reducing the RFP signal to a level 

comparable to that of given concentrations of neomy-
cin and tetracycline. This case may be indicative of 
the presence of an inhibitor that does not induce a 
SOS response but whose mechanism of action could 
be associated with translational impairment.

Among the extracts that enhance cell growth, we 
found 21 samples that induce ribosome stalling and 30 
that activate the SOS response. We also identified one 
sample that activates the SOS response but did not 
impair cell growth. Potentially, these extracts contain 
low concentrations of antibacterial components.

Hence, contrary to the Sakhalin collection, only 7% 
of the tested collection from Kamchatka was shown 
to exhibit probiotic activity. Antibacterial action of 
varying intensity was observed for 86% of the evalu-
ated samples; a number of extracts caused the activa-
tion of the SOS response and ribosome stalling. 

Most of the inhibiting extracts had comparable flu-
orescence signal profiles, with significantly decreased 
Katushka2S expression and a near-baseline RFP lev-
el. Similar behavior was demonstrated by the trans-
lation inhibitors that did not cause ribosome stalling, 
suggesting that the behavior may be a potential inhi-
bition mechanism exploited by yeast extracts.

Among all the studied samples, 44 from Kamchatka 
exhibited pronounced antibacterial properties (OD600 
of the bacterial culture was more than twofold low-
er compared to the reference). The substrate collec-
tion spots in Kamchatka were chosen in close prox-
imity to mud, water, or gas emissions: the Pauzhetka, 
Ozernovsky, Mutnovsky, Esso settlements and their 
environs, the vicinity of Skalistaya Hill and Kuril 
Lake. Twenty-eight of the 44 isolates were found 
in the gorge located about 200 m away from the 
Pauzhetka geothermal power plant; 11 isolates, on 
thistle (Onopordum acanthium); and 17 isolates, on 
wormwood (Artemisia vulgaris).

Knotweed, bluegrass, columbine, speedwell, etc. 
were also collected in this gorge; however, their yeast 
isolates did not exhibit any pronounced antibacterial 
properties. Wormwood and thistle were also collected 
in other areas: wormwood, in Tikhaya Bay of Kuril 
Lake (one isolate with pronounced antibacterial prop-
erties), on the coast of the Sea of Okhotsk in the vi-
cinity of the Ozernovsky settlement, on flatland near 
the Pauzhetka settlement, on the slopes of Skalistaya 
Hill (no isolates with pronounced antibacterial prop-
erties); thistle, in Tikhaya Bay of Kuril Lake, on the 
slopes of Skalistaya Hill (no isolates with pronounced 
antibacterial properties), on the flatland near the 
Mutnovsky settlement (one isolate with pronounced 
antibacterial properties).

The culture liquids of 43 out of the 44 isolates ex-
hibiting pronounced antibacterial properties reduced 

Fig. 3. Application of the double fluorescent protein 
reporter assay on the yeast collection from the Kamchatka 
Peninsula. The vertical axis shows the S/S
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 induced without a sample after 24 h. The horizon-
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cin (Ery) (10, 2.5, 1.25, 0.6 µg/mL) and levofloxacin (Lev) 
(0.1, 0.006 µg/mL) are used as positive controls. The red 
area indicates the range of background values. (A) The 
SOS response activation reporter signal. (B) Translation 
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reporter signals below their control level; i.e., they did 
not induce activation of the SOS response or ribosome 
arrest.

Taxonomic identification
We selected 19 samples of cultural liquids that sup-
pressed cell growth with the S/S0 ratio lying in the 
range of 0.17–0.97. Three samples (with the collection 
numbers KI-55-1-9-1, KI-55-1-9-3*, and KI-53-1-13a*) 
appeared to possess the strongest inhibitory proper-
ties; their S/S0 values lay in the range of 0.17–0.29. 
Four samples (with collection numbers KI-1-1, 
KI-3-6a, KI-19-1a, and KI-31-3) provoked an increase 
in the SOS response activation reporter signal. 

This group was shown to contain predominantly 
members of the Cryptococcus (Naganishia) genus 
(Table 2). Species diversity was as follows: five strains, 
Cryptococcus adeliensis; four strains, Naganishia 
(Cryptococcus) albidosimilis; two strains, Naganishia 
(Cryptococcus) diffluens; one strain, Naganishia 
(Cryptococcus) liquefaciens; four strains, Naganishia 
(Cryptococcus) vishniacii; two strains, Candida parap-
silosis; and one strain, Rhodotorula mucilaginosa. 

The yeast isolates KI-55-1-9-1, KI-55-1-9-3*, 
and KI-53-1-13a*, which exhibit the most vigor-
ous antibacterial activity, belong to the Naganishia 
(Cryptococcus) albidosimilis and Naganishia 
(Cryptococcus) adeliensis species. The strains KI-1-1, 
KI-3-6a, KI-19-1a, and KI-31-3, whose culture liq-
uids stimulated the SOS response, belong to the 
Naganishia (Cryptococcus) albidosimilis, Naganishia 
(Cryptococcus) adeliensis, and Candida parapsilosis 
species. 

DISCUSSION
The current extinction rates of our biodiversity are 
estimated to be approximately 100 to 1,000 times 
higher than those over the past centuries [32]. The 
ongoing loss of biodiversity results in the disappear-
ance of at least one important bioactive molecule 
every two years [33]. The discovery and storage of bi-
omaterial, with subsequent organization of species col-
lections, followed by investigations of these collections, 
contribute to efforts at biodiversity preservation [2, 3]. 

In this study, we have analyzed the antibacteri-
al activity of yeast strains found in the Kamchatka 
Peninsula and Sakhalin Island against reporter E. coli 
ΔtolC cells. The absence of the tolC gene improved 
assay sensitivity [9, 34] by increasing compound dis-
semination into the cell, which is highly preferable for 
multicomponent biological crude extracts with poten-
tially low concentrations of bioactive compounds.

High-throughput screening of bioactive substanc-
es is usually performed on bacterial lawn using agar 

plates [35]. However, bacterial cultures on solid media 
and in liquid differ metabolically. The proteomes of 
a single E. coli colony have only 68% protein overlap 
in the case of two culturing conditions [36]. Hence, de-
spite the widespread use of the dual-fluorescent re-
porter system on solid media [9], it was important to 
validate its application in a liquid medium using a set 
of known antibiotics. Notably, SOS response activators 
dramatically increased the RFP fluorescence after 5 h 
of incubation with bacterial cells, whereas differentia-
tion of translation inhibitors into ribosome stalling and 
miscoding agents was possible only after 24 h into the 
experiment. In general, our results are in line with 
the previously obtained findings in [9], proving the 
applicability of this system in liquids. 

The modification to the assay introduced offers 
several advantages. First, it allows one to monitor the 

Table 2. The results of the taxonomic identification of 
yeast strains whose culture liquids exhibited antibacterial 
properties

Collection num-
ber of a strain

Species affiliation of a strain / the cor-
responding BLAST sequence number

KI-1-1 Cryptococcus adeliensis / JX188117.1

KI-3-6a Cryptococcus adeliensis / JX188117.1

KI-19-1a Candida parapsilosis / KT282393.1

KI-174-4a Candida parapsilosis / KT282393.1

KI-17-5-1a Rhodotorula mucilaginosa / 
MN006694.1

KI-18-1a Naganishia diffluens / MK793259.1, 
MT303133.1

KI-53-1-6d Cryptococcus adeliensis / JX188117.1

KI-80-1 Naganishia liquefaciens / MG722803.1

KI-81-2-1 Naganishia vishniacii / OM337523.1

KI-55-1-1** Naganishia diffluens / MK793259.1, 
MT303133.1

KI-46-5c-2 Naganishia albidosimilis / 
MW248429.1, MT127371.1

KI-31-3 Naganishia albidosimilis / 
MW248429.1, MT127371.1

KI-39-5 Naganishia vishniaci / OM337523.1

KI-151-0 Naganishia vishniacii / OM337523.1

KI-223-1b Naganishia vishniacii / OM337523.1

KI-193-3 Cryptococcus adeliensis / JX188117.1, 
JX188114.1

KI-55-1-9-1 Naganishia albidosimilis / LC203701.1, 
LC203699.1, MW248429.1

KI-55-1-9-3* Naganishia albidosimilis / LC203701.1, 
LC203699.1, MW248429.1

KI-53-1-13a* Naganishia adeliensis / JX188117.1, 
JX188114.1, LC202041.1
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density of the cell culture by measuring OD600, en-
abling the evaluation of the probiotic and antibacterial 
properties of a sample. It also makes it possible to add 
a test substance at different bacterial growth phases. 
This might be relevant as bacterial sensitivity to anti-
biotics depends on the metabolic state of the cell [37]. 
Second, it is possible to record both an increase and 
a decrease in the reporter signal with respect to the 
reference level. Reduction of the fluorescence level, 
accompanied by lowering of OD600, may indicate cell 
death, whereas a decrease in the fluorescence fol-
lowed by an increase in OD600 over the starting values 
may indicate profound changes in the cellular me-
tabolism [24]. Third, the “drug–bug” race begins on an 
agar plate when a testing sample meets the medium 
[35]. Sample molecules diffuse into agar, creating a 
dynamically changing concentration gradient, while 
bacterial growth progresses along the gradient. The 
result is a competition of cell growth rates and dif-
fusion rates of the test drug. In the case of samples 
with low bioactive concentrations, this effect may im-
pair the analysis. Meanwhile, the assay for the analy-
sis of antibacterial activity in a liquid medium has 
several drawbacks such as a longer processing time, 
greater amount of consumables, and the impossibility 
of analyzing poorly soluble substances.

We analyzed the antibacterial properties of the 
yeast collection and compared the data obtained for 
samples from Sakhalin and Kamchatka. Interestingly, 
no significant antimicrobial properties were found 
in the Sakhalin samples; on the contrary, the sam-
ples were predominantly probiotics. Strains from the 
Kamchatka Peninsula exhibited strong antibacterial 
properties, and several strains led to the activation 
of reporter signals in the test system. However, 43 of 
the 44 isolates with the strongest antibacterial proper-
ties did not lead to the activation of the SOS response 
and ribosome stalling, suggesting that the bioactive 
substances released may disrupt the bacterial mem-
brane integrity or suppress the ability of bacteria to 
form biofilms [38]. In the present study, yeast cul-
ture liquids were obtained without the destruction of 
yeast cells; therefore, it is most likely that wild yeasts 
would excrete biologically active metabolites into the 
extracellular space.

Taxonomic identification of yeast strains revealed 
that isolates exhibiting the strongest antimicrobial 
properties belong to the Naganishia (Cryptococcus) 
genus. This agrees with previous reports on the toxic-
ity of yeast isolates of the Naganishia (Cryptococcus) 
genus discovered in various geographical areas. The 
Naganishia albida and Naganishia diffluens species 
found in the alkaline water lake region Wadi El-
Natrun, Egypt, were found to possess antibacterial 

activity against E. coli and Staphylococcus capitis [39]; 
a probable pathogenicity of the Naganishia adelien-
sis strains for living organisms and their production 
of secondary metabolites, including mycotoxins, was 
reported for yeast discovered in the vicinity of Lodz, 
Poland [40]. 

We established that more than half of the strains 
with pronounced antibacterial properties were col-
lected in the gorge near the Pauzhetka geothermal 
power plant on thistle and wormwood. Moreover, it 
was the combination of the plants and their growth 
sites that led to the emergence of this bioactivity in 
yeast culture liquids. The gorge near Pauzhetka vil-
lage is a biotope combining high humidity, low light, 
and soil heating from hydrothermal vents. Such con-
ditions foster a significant biodiversity of microor-
ganisms. Yeasts are known to be able to protect the 
host plant against mycopathogens by attaching to the 
surface of fungi and secreting enzymes that destroy 
the mycopathogens’ cell walls [38]. In the case of high 
competition, the concentration of these yeast enzymes 
can be increased and have a destructive impact on 
bacterial membranes as well. Meanwhile, wormwood 
and thistle contain bioactive sesquiterpene lactones 
[41, 42], which possesses antimycotic properties [43]. 
Comfortable environmental conditions could induce 
yeast cells to develop resistance to these compounds, 
for example, by synthesizing enzymes capable of 
modifying sesquiterpene lactones to a safe form, or by 
synthesizing low-molecular-weight components that 
disrupt the biosynthesis of sesquiterpene lactones. 
These bioactive molecules could also have a negative 
effect on bacterial cells. It is known that plants with 
antimicrobial properties “cultivate” mutualistic micro-
flora with similar bioactivity. Thus, the antibacterial 
potential of pomegranate peel can be determined not 
only by the nature of its own components, but also by 
microorganisms, and local yeast, in particular [44].

The true mechanisms by which yeast culture liq-
uids apply antibacterial action can be determined only 
after the isolation and identification of bioactive com-
ponents. But the uniqueness of the discovered bioce-
nosis in this study is beyond doubt and can be used 
as a template for similar expeditions. The researchers 
note the need to analyze interactions not only within 
individual groups of microorganisms (bacteria with 
bacteria or yeasts with yeasts), but also the interac-
tions between groups for a deeper understanding of 
how they function and the environmental impact they 
have [45]. Our work contributes to the research into 
the interactions that exist in microbial communities 
within certain biocenoses, emphasizing the importance 
of using an integrated approach when searching for 
biologically active substances.
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CONCLUSIONS
We were able to identify the strains of a yeast collec-
tion that exhibit antibacterial and probiotic properties. 
That discovery affirms the value of the uniqueness of 
the Far East collection and demonstrates the need to 
preserve and research biodiversity. 
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Searching for novel antimicrobials is essential, 
since bacteria are constantly evolving and de-
velop resistance to new antibiotics [1]. The 

application of novel platforms based on the metab-
olomics, genomic, and transcriptomic sequencing tech-
niques, followed by bioinformatics analysis, as well as 
the drive toward alternative microbial culture meth-
ods offers new opportunities for antibiotic activity 
screening of naturally occurring substances.

Animal microbiomes are a unique reservoir that 
can be tapped in the search for novel antimicrobi-
als  [2–4]. Probiotic microorganisms are of special 
interest as potential producers of antibiotics [5, 6]. 
Although probiotic strains and commensal bacteria 
can have indirect implications on the microbiome by 

influencing the host immune system [7] or producing 
functionally important enzymes [8], the direct patho-
gen-killing mechanism is typical of most bacteriocins.

Here, we conducted ultra-high-throughput screen-
ing of the salivary microbiome of the raccoon dog 
(Nyctereutes procyonoides) to isolate strains producing 
substances exhibiting an antimicrobial activity against 
S. aureus and identify the metabolites responsible for 
their antagonistic properties.

Previously, we described a platform for ultra-
high-throughput screening of microbial communi-
ties (Fig. 1) [2, 9] that was based on cocultivation of 
individual microbial cells with a reporter pathogen 
strain in isolated droplets of double emulsion, fol-
lowed by the isolation of active phenotypes by flu-
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ABSTRACT The growing incidence of infections caused by antibiotic-resistant strains of pathogens is one of 
the key challenges of the 21st century. The development of novel technological platforms based on single-cell 
analysis of antibacterial activity at the whole-microbiome level enables the transition to massive screening 
of antimicrobial agents with various mechanisms of action. The microbiome of wild animals remains large-
ly underinvestigated. It can be considered a natural reservoir of biodiversity for antibiotic discovery. Here, 
the Staphylococcus pseudintermedius E18 strain was isolated from the oral microbiome of a raccoon dog 
(Nyctereutes procyonoides) using a microfluidic ultrahigh-throughput screening platform. S. pseudinterme-
dius E18 efficiently inhibited the growth of pathogenic methicillin-resistant Staphylococcus aureus (MRSA). 
It was established that the main active substance of the S. pseudintermedius E18 strain was a bacteriocin 
with a molecular weight of 27 kDa. The identified bacteriocin had a high positive charge and an extremely 
narrow spectrum of activity. Bacteriocin S. pseudintermedius E18 was inactivated by elevated temperature, 
proteinase K, and EDTA. Further investigation on the structure of the bacteriocin produced by S. pseudin-
termedius E18 will provide a comprehensive understanding of its mechanism of action, which will open up 
prospects for developing novel DNA-encoded antimicrobials.
KEYWORDS ultra-high-throughput screening, antimicrobial resistance, antimicrobial peptides, lytic enzymes.



106 | ACTA NATURAE | VOL. 16 № 4 (63) 2024

SHORT REPORTS

orescence-activated cell sorting. This platform was 
used to profile the oral microbiome of the raccoon 
dog and to identify the strains exhibiting an activity 
against S. aureus.

Screening revealed six phenotypically differ-
ent strains reproducibly inhibiting the growth of 
S. aureus on a BHI agar medium and in liquid culture 
(activity was evaluated using the twofold serial dilu-
tion method). The strains were identified by matrix-
assisted laser desorption ionization time-of-flight mass 
spectrometry (MALDI-TOF MC) (Table 1).

The S. pseudintermedius Е18 strain exhibited the 
highest activity against S. aureus in the liquid medi-
um (Fig. 2A). A more detailed analysis of the dynam-
ics of the antagonistic effect of the producer strain 
was conducted to accumulate and identify the active 
substance (Fig. 2B).

The active substance was purified by solid-phase 
extraction using a LPS-500 sorbent (Table 2). Most 

of the substance could not be eluted by increasing 
the acetonitrile concentration in the buffer solution at 
pH 5.0; 0.1% trifluoroacetic acid (TFA) in an aqueous 
acetonitrile solution was used for elution.

As a result of 1.5 h of incubation at 60°C, the sub-
stance produced by the E18 strain lost its antibiotic 
activity. Because of thermal lability and the elution 
pattern during solid-phase extraction, we assumed 
it to be a high-molecular-weight substance. Active 
samples of the culture medium supplemented with 
50 mM sodium phosphate, pH 7.5, were exposed to 
proteinase K (0.1 mg/mL). After 3 h of incubation 
at 37°C, the inhibitory activity against S. aureus was 
completely lost. Since the compound tentatively had a 
protein nature, the respective methods were used for 
its further purification.

The first purification stage involved ion exchange 
chromatography using the SP Sepharose sorbent 
(Table 3).

Table 1.	Mass spectrometric identification and antagonistic activity of the isolated strains against S. aureus

Strain Microorganism Growth inhibition zones of 
S. aureus, diameter, mm 

Maximum activity in liquid culture

Inhibitory dilution 
factor 

Cultivation  
duration, days

Е14 Bacillus pumilus 11 ± 2 61 ± 9 2

Е18 Staphylococcus pseudintermedius 5 ± 1 256 ± 47 4

Е32 Bacillus amyloliquefaciens 4* ± 1 5 ± 1 2

ЕВ10 Pasteurella dagmatis 0.9 ± 0.1 8 ± 1 8

ЕВ16 Ralstonia insidiosa 3.1 ± 0.4 – –

ЕВ27 Curtobacterium luteum – 4 ± 1 1

ЕВ30 Brachybacterium sp. – 2.1 ± 0.5 1

*Diffuse zone of inhibition.

Fig. 1. Schemat-
ic diagram of an 
ultra-high-through-
put screening plat-
form for selecting 
microorganisms 
that inhibit the 
growth of a target 
bacterium

Animal 
capture

Microbiota 
sampling

Co-
encapsulation 

with a reporter 
pathogen strain

Cultivation in 
emulsion

Fluorescence-based 
sorting

Strain recovery 
and activity 
confirmation
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A Heparin Sepharose chromatography column 
(GE Healthcare, USA) and buffer solutions A (20 мМ 
HEPES, pH 7.0) and B (20 мМ HEPES, 1 M NaCl, 
pH 7.0), with a flow rate of 1 mL/min, were used at 
the second purification stage. Linear gradient elution 
with buffer B was performed for 20 min (Fig. 3A,B). 
The retention time indirectly indicated that the pro-
tein carried a high positive charge.

Size exclusion chromatography using a Superdex 75 
column in buffer solution containing 20 mM HEPES 
and 250 mM NaCl (pH 7.0, flow rate, 0.4 mL/min) was 
employed at the third purification stage. Activity cor-
responded to the protein ~ 27 kDa in size (Fig. 3C); 
retention time was ~ 23 min.

A purified protein was used for the function-
al studies. The minimum inhibitory concentration of 
this protein against S. aureus was 0.05 ± 0.02 µg/mL. 
The resulting bacteriocin was highly specific: its MIC 
values against Escherichia coli, Pseudomonas aeru-
ginosa, Klebsiella pneumoniae, Enterococcus faeci-
um, Acinetobacter baumannii, Enterobacter cloacae, 
Streptococcus pneumoniae, and Bacillus cereus were 
above 10 µg/mL, indication that it exhibited no anti-
microbial activity against these bacteria. 

Hence, the S. pseudintermedius strain produces 
class III bacteriocin, the thermolabile 27 kDa polypep-
tide inhibiting the growth of bacteria belonging to the 

Table 2. Purification of the substance produced by the E18 strain by pulsed solid-phase extraction using the LPS-500 
sorbent

Buffer solution A B
A + C, %C

40 70 100

Activity according to inhibitory dilution, % of applied sample 2 ± 1 9 ± 1 12 ± 3 68 ± 7 11 ± 2

Note. Buffer А: 10 mM NH
4
OAc, 5% acetonitrile, pH 5.0; buffer B: 10 mM NH

4
OAc, 80% acetonitrile, pH 5.0;  

buffer C: 0.1% TFA, 80% acetonitrile.

Fig. 2. (A) The phe-
notype of the E18 
producer strain on 
a BHI agar medium; 
(B) the dynamics 
of E18 strain active 
metabolite produc-
tion
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genus Staphylococcus [10–12]. Class III bacteriocins 
include bacteriolysins, tailocins, and nonlytic proteins. 
Bacteriolysins are the best studied subclass of such 
organisms. The known members of bacteriolysins are 
metal-dependent proteases catalyzing the hydrolysis 
of peptide bridges or stem peptides in peptidoglycan 
in a target bacterium [12]. A hypothesis was put for-
ward that the protein isolated from S. pseudinterme-
dius is also a peptidoglycan hydrolase. Incubation of 
the protein in the presence of 10 mM EDTA at 25°C 
for 15 min rendered it completely inactive. Therefore, 
the substance mediating the antistaphylococcal activi-
ty of the S. pseudintermedius strain is a metal-depen-
dent enzyme, which is typical of bacteriolysins.

CONCLUSIONS
The development of antimicrobial resistance by path-
ogenic bacteria has revived interest in antimicrobial 
agents that can target bacterial membranes and cell 
walls [13]. Ultra-high-throughput screening of the mi-
crobiota of a racoon dog uncovered the S. pseudinter-
medius E18 strain. It was demonstrated by chroma-
tographic fractionation that this strain produces an 
antimicrobial agent acting as a lytic enzyme. 

This work was supported by the Russian Science 
Foundation (grant No. 19-14-00331).
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Table 3. Purification of the substance produced by the E18 strain by cation exchange chromatography using the SP 
Sepharose sorbent

Content of buffer B, % 0 20 40 60 80 100

Activity according to inhibitory dilution, % of 
applied sample 6 ± 5 2 ± 1 15 ± 3 26 ± 7 21 ± 5 11 ± 2

Note. Buffer А: 10 mM NH
4
OAc, pH 6.0; buffer B: 10 mM NH

4
OAc, 1 M NaCl, pH 6.0. Fractions corresponding to the 

60 and 80% of buffer B content (600 and 800 mM NaCl, respectively) were used further in the work.

Fig. 3. Chromatographic purification of the protein responsible for the activity of the S. pseudintermedius E18 strain. 
Fractions with the highest antistaphylococcal activity are shown in red. (A) Representative chromatogram obtained by 
fractionation of active metabolites of S. pseudintermedius E18 using a Heparin Sepharose column. (B) Representative 
15% SDS-PAGE patterns. Protein purification by chromatography using the SP Sepharose sorbent and subsequent puri-
fication using a Heparin Sepharose column. (C) Representative 15% SDS-PAGE pattern. Fractions obtained as a result of 
protein purification by gel filtration using a Superdex 75 column
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GENERAL RULES
Acta Naturae publishes experimental articles and re-
views, as well as articles on topical issues, short reviews, 
and reports on the subjects of basic and applied life 
sciences and biotechnology. 

The journal Acta Naturae is on the list of the leading 
periodicals of the Higher Attestation Commission of the 
Russian Ministry of Education and Science. The journal 
Acta Naturae is indexed in PubMed, Web of Science, 
Scopus and RCSI databases.

The editors of Acta Naturae ask of the authors that 
they follow certain guidelines listed below. Articles 
which fail to conform to these guidelines will be reject-
ed without review. The editors will not consider articles 
whose results have already been published or are being 
considered by other publications. 

The maximum length of a review, together with ta-
bles and references, cannot exceed 50,000 characters 
with spaces (approximately 30 pages, A4 format, 1.5 
spacing, Times New Roman font, size 12) and cannot 
contain more than 16 figures. 

Experimental articles should not exceed 30,000 sym-
bols (approximately 15 pages in A4 format, including 
tables and references). They should contain no more 
than ten figures. 

A short report must include the study’s rationale, 
experimental material, and conclusions. A short report 
should not exceed 12,000 symbols (5–6 pages in A4 for-
mat including no more than 12 references). It should 
contain no more than three figures. 

The manuscript and all necessary files should be up-
loaded to www.actanaturae.ru:
1) text in Word 2003 for Windows format;
2) the figures in TIFF format;
3) the text of the article and figures in one pdf file;
4) the article’s title, the names and initials of the au-
thors, the full name of the organizations, the abstract, 
keywords, abbreviations, figure captions, and Russian 
references should be translated to English;
5) the cover letter stating that the submitted manu-
script has not been published elsewhere and is not un-
der consideration for publication; 
6) the license agreement (the agreement form can be 
downloaded from the website www.actanaturae.ru).

MANUSCRIPT FORMATTING
The manuscript should be formatted in the following 
manner:
• Article title. Bold font. The title should not be too long 

or too short and must be informative. The title should 
not exceed 100 characters. It should reflect the ma-
jor result, the essence, and uniqueness of the work, 
names and initials of the authors.

• The corresponding author, who will also be working 
with the proofs, should be marked with a footnote *. 

• Full name of the scientific organization and its de-
partmental affiliation. If there are two or more sci-
entific organizations involved, they should be linked 
by digital superscripts with the authors’ names. 
Abstract. The structure of the abstract should be 

very clear and must reflect the following: it should 
introduce the reader to the main issue and describe 
the experimental approach, the possibility of prac-
tical use, and the possibility of further research in 
the field. The average length of an abstract is 20 lines 
(1,500 characters). 

• Keywords (3 – 6). These should include the field of 
research, methods, experimental subject, and the 
specifics of the work. List of abbreviations.

• INTRODUCTION 
• EXPERIMENTAL PROCEDURES 
• RESULTS AND DISCUSSION
• CONCLUSION 

The organizations that funded the work should be 
listed at the end of this section with grant numbers in 
parenthesis.

• REFERENCES 
The in-text references should be in brackets, such 

as [1]. 

RECOMMENDATIONS ON THE TYPING 
AND FORMATTING OF THE TEXT 
• We recommend the use of Microsoft Word 2003 for 

Windows text editing software. 
• The Times New Roman font should be used. Standard 

font size is 12.
• The space between the lines is 1.5. 
• Using more than one whole space between words is 

not recommended. 
• We do not accept articles with automatic referencing; 

automatic word hyphenation; or automatic prohibition 
of hyphenation, listing, automatic indentation, etc. 

• We recommend that tables be created using Word 
software options (Table → Insert Table) or MS Excel. 
Tables that were created manually (using lots of spac-
es without boxes) cannot be accepted. 

• Initials and last names should always be separated by 
a whole space; for example, A. A. Ivanov. 

• Throughout the text, all dates should appear in the 
“day.month.year” format, for example 02.05.1991, 
26.12.1874, etc. 

• There should be no periods after the title of the ar-
ticle, the authors' names, headings and subheadings, 
figure captions, units (s – second, g – gram, min – 
minute, h – hour, d – day, deg – degree).

• Periods should be used after footnotes (including 
those in tables), table comments, abstracts, and ab-
breviations (mon. – months, y. – years, m. temp. – 
melting temperature); however, they should not be 
used in subscripted indexes (T

m
 – melting temper-

ature; T
p.t

 – temperature of phase transition). One 
exception is mln – million, which should be used 
without a period. 

• Decimal numbers should always contain a period and 
not a comma (0.25 and not 0,25). 

• The hyphen (“-”) is surrounded by two whole spaces, 
while the “minus,” “interval,” or “chemical bond” 
symbols do not require a space. 

• The only symbol used for multiplication is “×”; the 
“×” symbol can only be used if it has a number to its 
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right. The “·” symbol is used for denoting complex 
compounds in chemical formulas and also noncovalent 
complexes (such as DNA·RNA, etc.). 

• Formulas must use the letter of the Latin and Greek 
alphabets. 

• Latin genera and species' names should be in italics, 
while the taxa of higher orders should be in regular 
font. 

• Gene names (except for yeast genes) should be ital-
icized, while names of proteins should be in regular 
font. 

• Names of nucleotides (A, T, G, C, U), amino acids 
(Arg, Ile, Val, etc.), and phosphonucleotides (ATP, 
AMP, etc.) should be written with Latin letters in 
regular font. 

• Numeration of bases in nucleic acids and amino acid 
residues should not be hyphenated (T34, Ala89). 

• When choosing units of measurement, SI units are to 
be used.

• Molecular mass should be in Daltons (Da, KDa, MDa). 
• The number of nucleotide pairs should be abbreviat-

ed (bp, kbp). 
• The number of amino acids should be abbreviated to 

aa. 
• Biochemical terms, such as the names of enzymes, 

should conform to IUPAC standards. 
• The number of term and name abbreviations in the 

text should be kept to a minimum. 
• Repeating the same data in the text, tables, and 

graphs is not allowed. 

GUIDENESS FOR ILLUSTRATIONS
• Figures should be supplied in separate files. Only 

TIFF is accepted. 
• Figures should have a resolution of no less than 300 

dpi for color and half-tone images and no less than 
600 dpi. 

• Files should not have any additional layers. 

REVIEW AND PREPARATION OF THE 
MANUSCRIPT FOR PRINT AND PUBLICATION
Articles are published on a first-come, first-served ba-
sis. The members of the editorial board have the right 
to recommend the expedited publishing of articles 
which are deemed to be a priority and have received 
good reviews. 

Articles which have been received by the editorial 
board are assessed by the board members and then 
sent for external review, if needed. The choice of re-
viewers is up to the editorial board. The manuscript 
is sent on to reviewers who are experts in this field of 
research, and the editorial board makes its decisions 
based on the reviews of these experts. The article may 
be accepted as is, sent back for improvements, or re-
jected. 

The editorial board can decide to reject an article if it 
does not conform to the guidelines set above. 

The return of an article to the authors for improve-
ment does not mean that the article has been accepted 

for publication. After the revised text has been re-
ceived, a decision is made by the editorial board. The 
author must return the improved text, together with 
the responses to all comments. The date of acceptance 
is the day on which the final version of the article was 
received by the publisher. 

A revised manuscript must be sent back to the pub-
lisher a week after the authors have received the com-
ments; if not, the article is considered a resubmission. 

E-mail is used at all the stages of communication be-
tween the author, editors, publishers, and reviewers, 
so it is of vital importance that the authors monitor the 
address that they list in the article and inform the pub-
lisher of any changes in due time. 

After the layout for the relevant issue of the journal 
is ready, the publisher sends out PDF files to the au-
thors for a final review. 

Changes other than simple corrections in the text, 
figures, or tables are not allowed at the final review 
stage. If this is necessary, the issue is resolved by the 
editorial board. 

FORMAT OF REFERENCES
The journal uses a numeric reference system, which 
means that references are denoted as numbers in the 
text (in brackets) which refer to the number in the ref-
erence list. 

For books: the last name and initials of the author, 
full title of the book, location of publisher, publisher, 
year in which the work was published, and the volume 
or issue and the number of pages in the book. 

For periodicals: the last name and initials of the au-
thor, title of the journal, year in which the work was 
published, volume, issue, first and last page of the 
article, doi. Must specify the name of the first 10 authors.  
Ross M.T., Grafham D.V., Coffey A.J., Scherer S., McLay 
K., Muzny D., Platzer M., Howell G.R., Burrows C., Bird 
C.P., et al. // Nature. 2005. V. 434. № 7031. P. 325–337. 
doi: 10.1038/nature03440.

References to books which have Russian translations 
should be accompanied with references to the original 
material listing the required data. 

References to doctoral thesis abstracts must include 
the last name and initials of the author, the title of the 
thesis, the location in which the work was performed, 
and the year of completion. 

References to patents must include the last names 
and initials of the authors, the type of the patent doc-
ument (the author’s rights or patent), the patent num-
ber, the name of the country that issued the document, 
the international invention classification index, and the 
year of patent issue. 

The list of references should be on a separate page. 
The tables should be on a separate page, and figure 
captions should also be on a separate page. 

The following e-mail addresses can be used to 
contact the editorial staff: actanaturae@gmail.com, 
tel.: (495) 727-38-60.


	Recombinant VSVs: A Promising Tool for Virotherapy
	Platforms for the Search for New Antimicrobial Agents Using In Vivo C. elegans Models
	The Characteristics of the Metabolomic Profile in Patients with Parkinson’s Disease and Vascular Parkinsonism
	Visualization of Nucleic Acids in Micro- and Nanometer-Scale Biological Objects Using Analytical Electron Microscopy
	Reactive Byproducts of Plant Redox Metabolism and Protein Functions
	Embryonic Stem Cell Differentiation to Definitive Endoderm As a Model of Heterogeneity Onset During Germ Layer Specification
	Intraventricular Administration of Exosomes from Patients with Amyotrophic Lateral Sclerosis Provokes Motor Neuron Disease in Mice
	Comparative Analysis of Spacer Targets in CRISPR-Cas Systems of Starter Cultures
	Peptide Mimicking Loop II of the Human Epithelial Protein SLURP-2 Enhances the Viability and Migration of Skin Keratinocytes
	The Antibacterial Activity of Yeasts from Unique Biocenoses
	Bacteriocin from the Raccoon Dog Oral Microbiota Inhibits the Growth of Pathogenic Methicillin-Resistant Staphylococcus aureus

