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Streptomyces phaeochromogenes BV-204, K-1115А Anthraquinone-
Producing Strain: A New Protein Biosynthesis Inhibitor
A. R. Belik, Yu. V. Zakalyukina, V. A. Alferova, Y. A. Buyuklyan, I. A. Osterman, 
M. V. Biryukov
The use of advanced mechanism-oriented approaches to classical screening 
makes it possible to not only discover new biologically active substances, but 
also identify new promising properties of previously discovered yet poorly stud-
ied molecules and potentially rediscover them as new drugs. Despite the fact 
that the K-1115A compound has been discovered over 25 years ago, and some 
data have been obtained with regard to the antibacterial activity of its homologs, 
the activity of and action mechanism of this substance still remain understud-
ied. The study using dual reporter system pDualrep2 has discovered a K-1115A 
producer that turned out to be a protein synthesis inhibitor.
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Ultrastructural 3D Microscopy for Biomedicine: 
Principles, Applications, and Perspectives
K. E. Mochalov, D. S. Korzhov, A. V. Altunina, O. I. Agapova, V. A. Oleinikov
Modern biomedical research often requires a three-dimensional microscopic 
analysis of the ultrastructure of biological objects and materials. This review 
discusses the principles and potential applications of such techniques as serial 
section transmission electron microscopy; techniques based on scanning electron 
microscopy (SEM) (array tomography, focused ion beam SEM, and serial block-
face SEM). 3D analysis techniques based on modern super-resolution optical 
microscopy methods are described. A comparative analysis of the advantages 
and shortcomings of the discussed approaches is performed.
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Studying Signaling Pathway Activation in TRAIL-Resistant 
Macrophage-Like Acute Myeloid Leukemia Cells

Y. V. Lomovskaya, K. S. Krasnov, M. I. Kobyakova, A. A. Kolotova, A. M. Ermakov, 
A. S. Senotov, I. S. Fadeeva, E. I. Fetisova, A. I. Lomovsky, A. I. Zvyagina, 
V. S. Akatov, R. S. Fadeev
Acute myeloid leukemia (AML) is a malignant neoplasm characterized by ex-
tremely low curability and survival. The inflammatory microenvironment and 
maturation (differentiation) of AML cells induced by it contribute to the evasion 
of these cells from effectors of antitumor immunity. One of the key molecular 
effectors of immune surveillance, the cytokine TRAIL, is considered a promising 
platform for developing selective anticancer drugs. For the first time, bioinfor-
matic analysis of the transcriptome revealed the main regulator, the IL1B gene, 
which triggers proinflammatory activation and induces resistance to TRAIL in 
THP–1ad macrophage-like cells.
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Monoclonal antibodies and recombinant antibody fragments are a very promising therapeutic tool to combat 
infectious diseases. Due to their unique paratope structure, nanobodies (VHHs) hold several advantages over 
conventional monoclonal antibodies, especially in relation to viral infections. In this study, three broadly reac-
tive nanobodies to H3N2 influenza strains were isolated and Fc-fusion proteins (VHH-Fcs) were obtained and 
characterized in vitro.
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REVIEWS

ABSTRACT Unproductive splicing is a mechanism of post-transcriptional gene expression control in which 
premature stop codons are inserted into protein-coding transcripts as a result of regulated alternative splic-
ing, leading to their degradation via the nonsense-mediated decay pathway. This mechanism is especially 
characteristic of RNA-binding proteins, which regulate each other’s expression levels and those of other 
genes in multiple auto- and cross-regulatory loops. Deregulation of unproductive splicing is a cause of seri-
ous human diseases, including cancers, and is increasingly being considered as a prominent therapeutic tar-
get. This review discusses the types of unproductive splicing events, the mechanisms of auto- and cross-reg-
ulation, nonsense-mediated decay escape, and problems in identifying unproductive splice isoforms. It also 
provides examples of deregulation of unproductive splicing in human diseases and discusses therapeutic 
strategies for its correction using antisense oligonucleotides and small molecules.
KEYWORDS unproductive splicing, nonsense-mediated decay, splicing, regulation, antisense oligonucleotides.
ABBREVIATIONS NMD – Nonsense-mediated decay; PTC – premature termination codon; EEJ – exon–
exon junction; AS – alternative splicing; RBP – RNA-binding protein; UTR – untranslated region; SSO – 
splice-switching antisense oligonucleotides; nt – nucleotide.
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INTRODUCTION
Eukaryotic gene expression is controlled by a large 
number of factors that regulate a balance between 
mRNA synthesis and degradation [1, 2]. Nonsense 
mutations and frameshifting splicing errors lead to 
the emergence of mRNA isoforms containing pre-
mature termination codons (PTC). Eukaryotes have a 
system for selective degradation of such transcripts, 
called the nonsense-mediated decay (NMD) [3].

It has long remained unclear how the NMD path-
way recognizes PTCs and distinguishes them from the 
normal stop codons [4]. The current model suggests 
that PTC recognition occurs in the cytoplasm, with the 
participation of the exon–exon junction (EEJ) com-
plexes that are deposited on pre-mRNA during splic-
ing [5, 6]. After the first round of translation, EEJ pro-
teins located within the reading frame are displaced 
from pre-mRNA by ribosome (Fig. 1A) [7–9]. Since 
the normal translation termination site is usually lo-
cated in the last exon [10], the EEJ proteins that re-
main bound to the pre-mRNA outside of the read-
ing frame serve as a signal that a PTC has appeared 
(Fig. 1B). The presence of an EEJ 50–55 or more nu-
cleotides downstream of the stop codon activates a 

cascade of transcript degradation, the central role in 
which is played by the UPF1 protein. The phosphory-
lated form of this protein attracts the endonuclease 
SMG6 and other factors that cause deadenylation and 
removal of the 5’-cap in pre-mRNA, which, in turn, 
triggers transcript decay by cellular exonucleases 
[9, 11–13]. There are other models in which PTCs are 
determined by the distance to the poly(A) tail, as well 
as models in which PTC causes mRNA degradation 
independently of EEJ proteins [14–18]. The existence 
of an EEJ-independent NMD mechanism explains the 
presence of a large number of NMD targets despite 
the almost complete lack of splicing in yeast [19, 20].

The primary function of NMD was originally be-
lieved to consist in preventing the emergence of 
truncated and, therefore, deleterious proteins [21]. 
However, it has become increasingly evident that 
NMD is ubiquitously used by the cell to regulate gene 
expression levels [22, 23]. For example, many RNA-
binding proteins (RBPs) employ NMD to control their 
own expression through a negative feedback loop in 
which the protein product binds to its cognate mRNA 
and induces alternative splicing (AS) that leads to 
the generation of a PTC [24, 25]. Many splicing fac-
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tors cross-regulate each other’s expression levels in 
this way [26, 27]. The mechanism in which alternative 
splicing and NMD cooperate to post-transcriptionally 
regulate mRNA expression levels occurs in all known 
eukaryotes and is evolutionarily conserved [26, 28]. In 
the literature, it is referred to as regulated unproduc-
tive splicing and translation (RUST) or simply unpro-
ductive splicing [22, 29].

TYPES OF UNPRODUCTIVE SPLICING
Regulated transcript degradation through NMD de-
pends on alternative splicing (AS), in which multiple 
mature mRNA isoforms are generated from the same 
pre-mRNA. AS events are usually categorized into 
few simple classes, such as exon skipping, alternative 
5’- or 3’-splice sites, intron retention, mutually exclu-
sive exons, but there are also more complex types of 
AS events [30, 31].

AS can generate PTCs in several ways. The best 
known are the so-called poison exons, which are 
skipped in the coding isoform but induce a PTC when 
included in the transcript (Fig. 2A) [29, 32, 33]. Poison 
exons can contain a stop codon within the exon itself 
or induce a PTC downstream through a frameshift 
(Fig. 2B). The reciprocal case is the so-called essential 
exon, which is normally included in the coding iso-
form but induces a PTC when skipped (Fig. 2C) [24]. 
It should be noted that essential exons are usually 
not a multiple of three in length and cause a frame-
shift inducing PTCs downstream. However, some es-
sential exons are a multiple of three in length, and 
the PTC appears at the EEJ formed by their skipping 
(Fig. 2D). Activation of an alternative 5’- or 3’-splice 
site can also induce a PTC, both due to a frameshift 
and the formation of a new EEJ (Fig. 2E,F). Pairs of 
mutually exclusive exons can induce a frameshift if 
both exons are included or both are skipped at the 
same time (Fig. 2G). Thus, PTCs can arise as a result 
of stop codon insertion at the site of the AS event or 
somewhere downstream in the transcript. 

Of particular interest are splicing events in the 
3’-untranslated regions (3’-UTRs). The stop codon 
preceding the 3’-UTR is not premature; however, 
splicing of an intron located 50 nts or more down-
stream creates an NMD target. For example, ex-
pression of the AU-rich RNA binding factor AUF1 
is regulated by conserved alternatively spliced ele-
ments in the 3’-UTR [34]. The 3’-UTRs of transcripts 
whose expression increases upon inactivation of the 
NMD system have a larger median length and are 
enriched in introns [35]. Moreover, most mRNAs en-
coding NMD factors themselves have long 3’-UTRs 
and are targets of NMD, which indicates that their 
expression is autoregulated [35, 36]. Splicing activ-

Fig. 1. The EEJ-dependent mechanism of NMD. (A) EEJ 
complexes (orange circles) are displaced from the mRNA 
by the ribosome during the first round of translation.  
(B) The EEJ complexes that remain bound to mRNA 
outside of the reading frame serve as a signal that a PTC 
has appeared 

А   B

Fig. 2. Types of unproductive splicing events.  
Protein-coding isoforms are shown in blue. Unproductive 
isoforms are shown in red. PTCs are indicated with bright 
vertical red lines. (A) A poison exon carrying a PTC.  
(B) A poison exon inducing a PTC via frameshift.  
(C) An essential exon inducing a PTC via frameshift.  
(D) An essential exon inducing a PTC on the EEJ.  
(E) An alternative 5’-splice site inducing a PTC via intron 
retention. (F) An alternative 5’-splice site inducing a PTC 
via frameshift. (G) A pair of mutually exclusive exons

A  B

C  D

E  F

G
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ity in 3’-UTRs significantly increases in tumors, cor-
relates with poor prognosis, and affects many onco-
genes [37, 38]. Therefore, unproductive splicing is not 
limited to premature translation termination within 
the coding frame and has a remarkable regulatory 
role in the 3’-UTR. 

ANNOTATION OF UNPRODUCTIVE SPLICING
Current databases contain manually curated and au-
tomatically annotated lists of the transcripts that are 
NMD targets. Tools also exist to systematically clas-
sify AS events leading to the generation of NMD iso-
forms [39].

In databases such as ENSEMBL and GENCODE, 
NMD targets are annotated using the so-called 50-nt 
rule. Indeed, the presence of an EEJ 50 nt or more 
downstream of the stop codon has the greatest pre-
dictive power among the features that distinguish 
NMD transcripts [40, 41]. However, a significant pro-
portion of transcripts that respond to NMD inactiva-
tion do not obey this rule [40, 42]. Some genes sensi-
tive to NMD inactivation are annotated as non-coding 
[40]. According to the data obtained in experiments 
on NMD inactivation, the presence of upstream open 
reading frames (uORFs) may be the second most im-
portant feature determining the sensitivity of a tran-
script to NMD [40].

Incompleteness of the existing annotation of NMD 
transcripts has to do with the fact that their ex-
pression levels are normally quite low, hence they 
fall out of the annotation in databases. Long-read 
RNA sequencing has shown that many NMD sub-
strates are unstable, and that their expression can be 
detected at a significant level only when the NMD 
pathway is inactivated [43]. There is an experimental 
approach to identifying lowly expressed NMD tran-
scripts, which is based on sequencing of the RNA 
fraction enriched in EEJ complexes [44]. This frac-
tion contains RNA that is partially spliced but not 
yet translated. A large number of previously unan-
notated, conserved EEJs were discovered using this 
method, with 70% of the exons being not a multiple 
of three in length and many remaining ones contain-
ing stop codons [44]. 

Unannotated unproductive splicing events can be 
predicted based on the evolutionary conservation of 
nucleotide sequences. For example, the BRD3 gene 
contains a conserved intronic region which turns 
out to be a cryptic poison exon with strong evidence 
of expression in human tissue transcriptomes [44]. 
Remarkably, its paralog BRD2 also contains a poison 
exon but in a non-homologous intron, and both these 
poison exons are surrounded and regulated by con-
served RNA structures [44].

AUTO- AND CROSS-REGULATORY 
UNPRODUCTIVE SPLICING
Autoregulatory unproductive splicing is often trig-
gered by the accumulation of the gene’s protein 
product. For example, excess RBM10 protein binds 
to its own pre-mRNA and induces skipping of two 
essential exons, which shifts the balance of splice 
isoforms to NMD targets, and the expression level 
of RBM10 decreases [45]. This principle governs the 
expression of many of the genes involved in splic-
ing such as the members of the serine-arginine-rich 
(SR) gene family [46–50], CLK [51, 52], TIAL1 [53], 
PTB [54, 55], hnRNPD [56], and some ribosomal pro-
teins [57, 58]. 

In cross-regulatory unproductive splicing, one pro-
tein binds to the pre-mRNA of another and promotes 
or suppresses NMD isoforms. This type of regula-
tion is also common among RBPs from the SR family 
[59]. For example, the SRSF3 protein, along with the 
autoregulatory inclusion of a poison exon in its own 
pre-mRNA, causes inclusion of poison exons in the 
transcripts of its paralogs SRSF2, SRSF5, and SRSF7 
[48]. Besides SR proteins, other pairs of paralogs are 
regulated in the same way, such as PTBP1/PTBP2 
[60], RBM10/RBM5 [45], RBFOX2/RBFOX3 [61], 
hnRNPD/hnRNPDL [56], and hnRNPL/hnRNPLL [62]. 
Generally, cross-regulation among paralogs is a very 
common phenomenon for RBPs and is characterized 
by rapid evolutionary dynamics, particularly in regard 
to acquisition or loss of poison exons [26].

Cross-regulatory unproductive splicing is impor-
tant not only for RBPs. For example, it causes tis-
sue-specific expression of the MID1 gene, which en-
codes microtubule-associated ubiquitin ligase, whose 
dysfunction leads to severe embryonic pathologies 
[27, 63]. Regulated unproductive splicing is important 
for many physiological processes, such as embryonic 
development [64], cellular differentiation [65], stress 
response [66–68], pathogenesis of neurodegenerative 
diseases [69, 70], etc. 

Both splicing activators and repressors can partici-
pate in unproductive splicing regulation. An increase 
in the concentration of the repressor or a decrease 
in the concentration of the activator of poison exon 
inclusion leads to its skipping, thus raising the ex-
pression level of the target gene (Fig. 3A). Similarly, 
reduced concentration of the repressor or increased 
concentration of the activator of an essential exon 
suppresses its skipping, which also leads to upregula-
tion of the target gene (Fig. 3B). It should be noted 
that some RBPs can serve as both activators and re-
pressors, where the choice between activation and re-
pression depends on the position of their binding site 
on the mRNA [71]. For example, PTBP1 stimulates 
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the inclusion of a poison exon in the DCLK2 gene 
causing its upregulation in neuronal tissues where ex-
pression of PTBP1 is reduced [72]. At the same time, 
PTBP1 suppresses the inclusion of a poison exon in 
the IQGAP1 gene, thus reducing its expression level 
in the brain [72]. 

Many unproductive splicing targets are RBPs, 
which regulate splicing in other RBPs, creating mul-
tiple regulatory loops with positive and negative feed-
backs. Negative feedbacks provide autoregulatory 
mechanisms to maintain homeostasis, while positive 
feedbacks can create bistable systems to turn on ex-
pression [73]. For example, the Drosophila Sxl gene 
employs both these mechanisms for autoinduction at 
low concentrations and, at the same time, to prevent 
harmful overproduction of the protein [74]. To achieve 
such regulation, RBPs can act simultaneously as splic-
ing activators and splicing repressors by binding to 
multiple sites on the same pre-mRNA. This may ex-
plain the high level of evolutionary conservation of 
nucleotide sequences around unproductive splicing 
events [75]. 

NMD ESCAPE
It was discovered that not all PTCs necessarily cause 
NMD. A process called NMD escape plays an impor-
tant role in the pathogenesis of many diseases [76–78]. 
NMD escape can be caused by PTC readthrough dur-
ing translation. The frequency of PTC readthrough 
depends on the type of the stop codon (UAA, UAG 
or UGA), and in some NMD-escaping cell populations 
it can be as high as 20% [79, 80]. NMD escape can 
also be caused by translation reinitiation [81]. The dif-
ference is that translational readthrough produces a 
full-length protein, while translation reinitiation pro-

duces an N-terminal truncated protein and a short 
C-terminal peptide. 

An interesting feature of NMD escape in the hu-
man homeostatic iron regulator (HFE) gene is the co-
ordination between NMD and intronic polyadenylation 
[82]. HFE mRNA contains four alternative polyade-
nylation sites, one of which mediates NMD escape by 
pruning the EEJ-containing fragment. Thus, alterna-
tive polyadenylation may contribute to NMD escape 
if premature transcription termination cuts off a part 
of the untranslated region that contains EEJs, which 
converts the PTC into a normal stop codon (Fig. 4). 
Transcriptomic studies confirmed that transcripts es-
caping NMD by alternative polyadenylation are in-
deed expressed in human tissues [83]. The presence 
of an intronic polyadenylation site in the human TAU 
gene, which is associated with Alzheimer’s disease, 
promotes NMD escape [84]. It should be noted that 
cotranscriptional splicing can prevent premature tran-
scription termination at intronic polyadenylation sites, 
its functional outcome also being the N-terminal trun-
cated protein [85]. 

The efficacy of NMD depends on the PTC position 
in the transcript and other properties. Studies of a 
large panel of tumor transcriptomes confirmed that 
the canonical EEJ model is the most important de-
terminant of NMD efficacy [41]. However, the length 
of the 3’-UTR, proximity to the start codon, the dis-
tance between the PTC and the normal stop codon, 
the length of the exon in which the PTC is located, 
and other factors have a significant impact. One of 
them is the RNA structure, which can change the ef-
fective distances between cis-elements in the tran-
script and the binding sites of protein factors such as 
PABPC1, which apparently has an evolutionarily con-

А B

Fig. 3. Regulation of unproductive splicing. ‘R’ denotes 
a splicing repressor. ‘A’ denotes a splicing activator. ‘G’ 
denotes the target gene. Exon colors are as in Fig. 2.  
(A) An increase in R or a decrease in A leads to poison 
exon skipping, and expression of G increases. (B) A de-
crease in R or an increase in A suppresses essential exon 
skipping, and expression of G also increases 

Fig. 4. Alternative polyadenylation promotes NMD es-
cape by cutting off a part of the UTR that contains EEJ. This 
converts a PTC into a normal stop codon (bright vertical 
blue line) 
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served function in maintaining correct translation ter-
mination and counteracting NMD activation [86]. The 
presence of cis-regulatory motifs of splicing factors, 
such as SRSF1, PABPN1, SNRPB2 and ACO1, also in-
fluences the efficacy of NMD [41]. 

NMD depends on the displacement of EEJ com-
plexes by the ribosome, hence translation con-
trol mechanisms may influence its activity. Because 
miRNAs inhibit translation, they also may affect NMD 
targets [87], but specific examples of miRNAs that 
stabilize NMD substrates through this mechanism are 
currently unknown. In naturally occurring nonsense 
mutants, microRNAs can, on the contrary, suppress 
transcripts that escape NMD by binding to the ex-
tended 3’-UTR formed after PTC [88]. Interestingly, 
microRNAs can suppress the activity of the NMD 
cascade as a whole. For example, the mir-128 mi-
croRNA, whose expression level increases in differ-
entiating neuronal cells, suppresses the expression of 
UPF1 and the main component of the EEJ complex 
MLN51, thereby attenuating the response of the NMD 
system and increasing the expression of the proteins 
that control neuronal development [89]. 

DISEASES ASSOCIATED WITH 
UNPRODUCTIVE SPLICING AND NMD
Many diseases are associated with malfunctioning of 
the NMD system and unproductive splicing (Table 1). 
For example, nonsense mutations in the CFTR and 
hERG genes cause cystic fibrosis and long QT syn-
drome, respectively, as a result of the degradation of 
their transcripts by NMD [90, 91]. Deletions that cause 
frameshifts also lead to deficiency in important pro-
teins. A well-known example is Duchenne muscular 
dystrophy, which is often caused by out-of-frame de-
letions in the DMD gene [92–94]. 

Mutations in splice sites can cause alternative splic-
ing to switch to the NMD isoform. This happens in 
the SYNGAP1 gene whose unproductive splicing is 
regulated by PTBP1/2 in a tissue-specific manner. 
Activation of an alternative 3’-splice site generates a 
NMD target causing the expression level to decrease, 
thus leading to the development of autism and mental 
retardation [96, 97]. 

However, not only mutations in the coding re-
gion and splice sites can generate NMD targets. 
Pathological states can arise due to mutations in in-
trons and non-coding exons, while the mechanism of 
these pathologies is not always clear. For example, 
mutations in intron 20 of the SCN1A gene promote 
poison exon inclusion, leading to Dravet syndrome [95, 
96]. Mutations in the poison exon of the SNRPB gene 
cause cerebro-costo-mandibular syndrome [101]. It is 
believed that they create or destroy a binding site of 

an RBP that activates or suppresses the inclusion of a 
poison exon, but it currently remains unknown which 
specific factors regulate these processes. A mutation 
in the cryptic poison exon of the PCCA gene, causing 
propionic acidemia, is a rare case when the mecha-
nism of unproductive splicing deregulation is known 
[99]. This mutation is located in the binding site of the 
HNRNPA factor, which normally suppresses poison 
exon inclusion, but the mutation destroys this site and 
simultaneously creates a splicing enhancer, resulting 
in a decreased PCCA expression [99]. 

Not only mutations splicing cis-elements, but also 
improper functioning of the regulatory proteins can 
lead to a disease. A point mutation in the splicing 
factor SRSF2, which is observed at high frequency 
in patients with acute myeloid leukemia [103, 108], 
causes inclusion of a poison exon into histone meth-
ylase EZH2 transcripts, leading to its downregula-
tion and, consequently, to the development of myeloid 
neoplasms, which are normally suppressed by EZH2 
[103]. Mutations in the splicing factor SF3B1, which 
are often observed in myelodysplastic syndromes 
[109], promote inclusion of a poison exon in the BRD9 
gene, causing a decline in its expression, which re-
sults in accelerated growth and metastasis of mela-
nomas [102]. Methylation of the SRSF3, SRSF6, and 
SRSF11 transcripts due to increased expression of 
methyltransferase METTL3, which is often observed 
in glioblastomas, promotes poison exon skipping that 
causes upregulation of these genes [105]. Remarkably, 
suppression of METTL3 expression in glioblastoma 
cell lines reduces cell proliferation and migration by 
altering splicing of SR protein targets such as BCL-X 
and NCOR2 [105]. 

In some cases, pathological changes in unproduc-
tive splicing are induced by the tissue condition, while 
a specific splicing regulator is unknown. For exam-
ple, hypoxia, which is quite characteristic of many 
solid tumors, leads to excision of intron 3 from pre-
mRNA of the angiogenesis inducer CYR61, a protein 
promoting cell proliferation and migration in tumors 
[110–112]. Under physiological conditions, intron 3 is 
retained, resulting in expression of the NMD target 
[106]. Under hypoxia, the activity of the NMD system 
and regulation through unproductive splicing are dis-
rupted, and CYR61 expression increases, promoting 
tumor vascularization. Hypoxia also reduces the ex-
pression of the alternative isoform of the LDHA gene 
due to unproductive splicing, but the physiological 
consequence of this decrease is not clear [107]. 

MODULATION OF UNPRODUCTIVE SPLICING
Modulation of unproductive splicing is a promis-
ing therapeutic strategy for the treatment of many 
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Table 1. Disorders associated with unproductive splicing and NMD

Gene Disease Cause, regulators, and therapy Refs 

SCN1A Dravet syndrome and 
other epilepsies 

SCN1A haploinsufficiency due to mutations, including the ones in 
intron 20, that promote poison exon inclusion. SSOs switch to the 

productive isoform (in mouse models) 
[95, 96] 

SYNGAP1 Autism and mental 
retardation 

Haploinsufficiency of SYNGAP1 due to mutations, including the ones 
in the splice site. PTBP1 and PTBP2 promote the NMD isoform. SSOs 

switch to the productive isoform (in mouse models and organoids) 
[96, 97] 

HTT Huntington’s disease 
Expansion of CAG repeats. Reducing HTT expression by promoting 

poison exon inclusion using SSOs or small molecules branaplam 
(NCT05111249) and PTC518 (NCT05358717) 

[98] 

DMD Duchenne muscular 
dystrophy 

Frameshift due to a deletion. Eteplirsen (SSO) induces exon 51 skipping 
to restore the reading frame and to express a truncated but functional 

dystrophin (FDA approved) 
[92, 93] 

CFTR Cystic fibrosis Nonsense mutation in exon 23. CFTR expression restored by suppress-
ing the inclusion of the mutated coding exon using SSO [90] 

hERG Long QT syndrome Nonsense mutation in the penultimate exon. hERG expression restored 
by retaining the last intron with SSO [91]

PCCA Propionic acidemia 

Mutation in a cryptic poison exon. HNRNPA1 normally suppresses its 
inclusion, but the mutation disrupts the HNRNPA1 site and creates a 

splicing enhancer. PCCA expression restored by switching to a produc-
tive isoform using SSO 

[99] 

FUS Amyotrophic lateral 
sclerosis (ALS) 

Mutations in the localization signal cause accumulation of FUS in the 
cytoplasm. FUS suppresses the inclusion of an essential exon in its 
mRNA, but the autoregulatory loop is disrupted when mutant FUS 
is localized in the cytoplasm. SSO at the 5’-end of the essential exon 

switches splicing to unproductive isoform in cell lines 

[100]

SNRPB Cerebro-costo-
mandibular syndrome 

Mutations in the poison exon increase its inclusion level and reduce 
SNRPB expression [101] 

BRD9 Melanoma and other 
tumors Mutant SF3B1 promotes poison exon inclusion in BRD9 [102]

EZH2 Myeloid leukemia Mutant SRSF2 promotes poison exon inclusion in EZH2 [103] 

SRSF1 Various tumors KHDRBS1 switches SRSF1 splicing to the productive isoform [104]

SRSF3,6,11 Glioblastoma 
Increased level of METTL3 leads to the inclusion of the m6A tag 

in SRSF3,6,11 mRNA and switches their splicing to the productive 
isoform 

[105] 

CYR61 Breast cancer Deregulation of NMD due to hypoxia [106]

LDHA Breast cancer Deregulation of NMD due to hypoxia [107] 
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diseases. Splicing can be altered by the so-called 
splice-switching antisense oligonucleotides (SSO) 
[113]. The SSOs block the splice sites and/or bind-
ing sites of RBPs by complementarily binding to the 
pre-mRNA sequence and promoting the desired splic-
ing outcome [113]. 

The SSOs for unproductive splicing modulation can 
be divided into three groups: SSOs that increase ex-
pression of the full-length protein (e.g. by promoting 
poison exon skipping), SSOs that maintain the expres-
sion of a truncated protein when the expression of 
the full-length protein is impossible (e.g. by promot-
ing exon skipping or intron retention), and SSOs that 
reduce the expression level (e.g. by promoting poison 
exon inclusion). 

The SSOs belonging to the first group can be used 
to treat diseases caused by deficiency in a functional 
protein; for example, due to mutations in genes such 
as SYNGAP1, SCN1A, PCCA, and SNRNPB [95–97, 
99, 101]. SSOs of the second group can be used when 
a nonsense mutation or a frameshifting deletion ren-
ders a PTC, namely to avoid transcript degradation 
and maintain the expression of the truncated pro-
tein. Technically, SSOs of the second group can pro-
mote skipping of an exon carrying a nonsense muta-
tion (as in the PCCA gene) or retention of an intron 
downstream of a PTC (as in the hERG gene). Coding 
exon skipping can be useful in the case of a frame-
shifting deletion to restore the frame (as in the DMD 
gene). A number of SSO drugs for the treatment of 
Duchenne muscular dystrophy have already been 
approved [94]. Third-group SSOs can be employed 
when protein accumulation needs to be suppressed. 
For example, mutations in the FUS gene, which de-
stroy its nuclear localization signal and cause ex-
port into the cytoplasm, are associated with amyo-
trophic lateral sclerosis [114, 115]. To suppress the 
expression of FUS via unproductive splicing, its pro-
tein product must be located in the nucleus; however, 
the export of the mutant protein from the nucleus 
destroys the autoregulation loop, which aggravates 
its accumulation in the cytoplasm and promotes the 
formation of aggregates exhibiting cytotoxic effects 
[100, 116–118]. 

Despite all the positive aspects of SSO, there are 
many difficulties related to their delivery to target 
organs and tissues. The need to develop a delivery 
system and high drug doses in order to achieve the 
required concentration lead to higher prices and an 
increased risk of side effects [119]. Small molecule 
splicing modulators, which are more bioavailable, of-
fer a powerful alternative to SSO. 

A number of low-molecular-weight compounds that 
bind to splicing factors are currently known; however, 
they simultaneously modulate splicing of many genes 
[119]. Several small molecules have been found that 
specifically bind to target RNAs [98, 119–122]. The 
best studied of these, risdiplam, modulates splicing of 
the SMN2 gene and can be used to treat spinal mus-
cular atrophy [121]. Branaplam, similar in structure 
and mechanism of action to risdiplam, promotes the 
inclusion of the cryptic poison exon in the HTT gene, 
which reduces its expression and slows down the pro-
gression of Huntington’s disease [122]. The small mol-
ecule PTC518, which is currently in phase 2 clinical 
trials, has a similar effect [120]. 

CONCLUSION
Unproductive splicing, an evolutionarily conserved 
mechanism of post-transcriptional regulation of gene 
expression, arose as a result of interaction between 
alternative splicing and nonsense-mediated decay. 
Unproductive splicing intricately maintains the bal-
ance of gene expression levels through the auto- and 
cross-regulatory cascades containing both positive and 
negative feedback loops. It is closely related to many 
other cellular processes, such as intronic polyade-
nylation, regulation of translation, and interactions 
with microRNAs. Deregulation of unproductive splic-
ing is the cause of many human diseases, for which 
splice-switching antisense oligonucleotides offer a 
promising therapeutic strategy. 
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ABSTRACT Modern biomedical research often requires a three-dimensional microscopic analysis of the ultras-
tructure of biological objects and materials. Conceptual technical and methodological solutions for three-di-
mensional structure reconstruction are needed to improve the conventional optical, electron, and probe mi-
croscopy methods, which to begin with allow one to obtain two-dimensional images and data. This review 
discusses the principles and potential applications of such techniques as serial section transmission electron 
microscopy; techniques based on scanning electron microscopy (SEM) (array tomography, focused ion beam 
SEM, and serial block-face SEM). 3D analysis techniques based on modern super-resolution optical micros-
copy methods are described (stochastic optical reconstruction microscopy and stimulated emission depletion 
microscopy), as well as ultrastructural 3D microscopy methods based on scanning probe microscopy and the 
feasibility of combining them with optical techniques. A comparative analysis of the advantages and short-
comings of the discussed approaches is performed.
KEYWORDS ultrastructural 3D microscopy; electron microscopy; tomography; super-resolution optical micros-
copy; scanning probe microscopy; biomedical research.
ABBREVIATIONS EM – electron microscopy; SEM – scanning electron microscopy; TEM – transmission elec-
tron microscopy; OM – optical microscopy; SPM – scanning probe microscopy; STORM – stochastic opti-
cal reconstruction microscopy; STED – stimulated emission depletion; ssTEM – serial section transmission 
electron microscopy; AT – array tomography; ATUM-SEM – automated tape collecting ultramicrotome scan-
ning electron microscopy; SBF-SEM – serial block-face scanning electron microscopy; FIB-SEM – focused 
ion beam scanning electron microscopy; ET – electron tomography; ECT – electron cryotomography; STA – 
subtomogram averaging; AECs – alveolar epithelial cells; SMLM – single-molecule localization microscopy; 
PBS – polarizing beam splitter; WS – wave selector; РМ – phase modulator; SMF – single-mode optical fiber; 
DC – dichroic mirror; DF – dichroic filter; EF – extracting filter; MMF – multi-mode optical fiber; APD – 
avalanche photodiode; EMCCD – electron multiplying charge-coupled device; PALM – photo-activated light 
microscopy; PAINT – point accumulation for imaging in nanoscale topography; MINFLUX – minimal photon 
fluxes; SPNT – scanning probe nanotomography; PSF – point spread function.
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INTRODUCTION
Methods for the three-dimensional nanoscale analysis 
of the spectral, morphological, and optical properties 
of nanostructured specimens need to be improved or 
elaborated to conduct modern research into biological 
objects and nanomaterials.

Techniques based on three fundamental micros-
copy techniques have conventionally been employed 
for 2D visualization: electron microscopy (EM) [1], op-
tical microscopy (OM) [2], and scanning probe micros-
copy (SPM) [3]. These approaches have a rather broad 
scope of application but differ in their key charac-
teristics and provide different types of information 
about the investigated objects. Thus, EM and SPM 
allow one to record images with a spatial resolution 
of several nanometers, making it possible to identify 
various components of the internal cell structure. The 
significant drawbacks of these methods include the 
small field of view and the infeasibility of obtaining 
information about specimen composition. In contrast, 
the use of highly specific immunostaining (including 
multicolor immunostaining) in OM allows for a spe-
cific reconstruction of the spatial distribution of the 
objects of interest (e.g., membrane proteins responsi-
ble for any cell–cell interaction process). In many cas-
es, OM can be employed to work with living tissues. 
Diffraction-limited resolution is the main shortcoming 
of this method. The Abbe criterion d > λ/2n suggests 
that a high spatial resolution is achieved at small 
wavelengths and high refractive index of the medium. 
An axial (Z-axis) resolution of up to 500 nm and up 
to 250 nm in the lateral (XY) plane can be achieved 
when using confocal optical microscopy. Nevertheless, 
this limitation can be obviated by modern computer 
processing software and the use of multibeam illu-
mination, which underlies such methods as stochastic 
optical reconstruction microscopy (STORM) [4] and 
stimulated emission depletion (STED) microscopy [5].

Transition to three-dimensional analysis is the next 
stage in developing the aforementioned techniques, 
since the features of the 3D organization of biological 
objects and materials have a crucial impact on their 
functional activity and biological properties in most 
cases. For this reason, a number of studies focusing 
on different approaches to solving this problem have 
recently been published. Therefore, this review aimed 
to summarize the latest achievements in obtaining 
three-dimensional images with a nanoscale resolution.

EM-BASED ULTRASTRUCTURAL 3D 
MICROSCOPY METHODS
The key electron microscopy methods include scan-
ning electron microscopy (SEM) and transmis-
sion electron microscopy (TEM); each of them has 

2D data array Reconstructed  
3D image

Fig. 1. The fundamental principle applied in obtaining 
three-dimensional images

been modified in its own way to obtain 3D images. 
Acquisition of these images relies on obtaining mul-
tiple 2D images of a specimen’s cross sections and 
merging them into a single 3D image (Fig. 1).

Figure 2 shows the most advanced 3D image acqui-
sition methods employing this approach. The key dif-
ferences determining which approach will be selected 
for a particular task [6] include the method used for 
creating the serial section images [7], the volume be-
ing analyzed, and the maximum spatial resolution.

Serial sectioning TEM (ssTEM) [10], which is TEM 
involving serial examination of thin sections cut on an 
ultramicrotome, was a pioneering EM-based 3D mi-
croscopy method. The key advantage of ssTEM is that 
the specimen examination depth is not limited. This 
method has been pushed to the limit of its capabili-
ties and is intensively employed in a large number of 
studies [11, 12]. Figure 3 shows an example of the use 
of this method.

The main shortcomings of ssTEM involve its labor 
intensity [13] (as a large number of sections need to 
be fabricated and examined individually) and techni-
cal complexity. The sections have numerous artifacts: 
mechanical impurities [14], holes, cracks, compressions 
[15], folds, and uneven the thickness of the section or 
carrier film [16], which can render adequate data pro-
cessing arduous. An even bigger problem is the pos-
sibility of losing part of the sections due to folds or 
damage [17, 18]. In such cases, the recorded image can 
be incorrect and requires separate efforts to eliminate 
losses.

Array tomography (AT) is similar to ssTEM in 
many respects but employs SEM instead of TEM. This 
change has made it possible to use microscope slides, 
silicon wafers, and conductive coating coverslips as 
substrates [19, 20]. Unlike SEM grids, these substrates 
have a manifold larger size, and thus allow one to col-
lect more sections. Figure 4 shows an example of the 
use of this method.
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A special tape can also be used as a substrate, en-
abling automated acquisition of thousands of sec-
tions for a single specimen. This approach is known 
as automated tape collecting ultramicrotome SEM 
(ATUM-SEM) [21]. Sections are obtained using an ul-
tramicrotome equipped with a special UMT knife and 
a water bath. Fragments floating in water are col-
lected by a moving tape, which can be coiled up into 
a spool if desired. The tape is then cut into pieces, at-
tached to silicon wafers, and SEM images are record-
ed [19]. The noteworthy advantage of this technique 
is that post-staining can be used to enhance con-
trast [22]. Among all the EM techniques, ATUM-SEM 
boasts the largest field of view, limited only by the 
width of the ultramicrotome knife. The shortcomings 
of this technique are generally the same as those for 

ssTEM; however, they are not as significant because 
of larger arrays and automated section collection.

SEM images can be obtained not only from sec-
tions, but also from the surface of the remaining 
specimen portion, which underlies the technique 
known as serial block-face scanning electron micros-
copy (SBF-SEM). The upper portion of the resin-filled 
specimen is removed, and the remaining surface is 
scanned by SEM. This approach eliminates problems 
such as position alignment, distortion, compression, 
and section damage. Meanwhile, a problem with this 
approach is that the charge accumulates in the insu-
lating resin, thus negatively affecting image quality. 
Additional metallization is required for this reason. 
When using a high-intensity electron beam, there is 
a risk of damaging the polymer, which reduces the 
resolution and plasticity needed for cutting a good-
quality surface section [23, 24]. Furthermore, post-
staining cannot be used in this approach; so, the origi-
nal specimen must be characterized by good contrast 
and conductivity. Figure 5A shows an example of the 
use of this method.

A focused ion beam can be applied for surface sec-
tioning. This approach is known as focused ion beam 
scanning electron microscopy (FIB-SEM). In all other 
aspects, the principle of workstation operation is simi-

ssTEM: Golgi stacks

А B

Fig. 3. An ssTEM image of Golgi stacks in the mouse lung 
cell AE1. (A) One of the EM microphotographs of the 
series with color manual segmentation. (B) A 3D model of 
Golgi stacks obtained in TEM based on nine consecutive 
sections with manually segmented tanks of both stacks. 
Scale range: 500 nm. The figure was taken from ref. [6]
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Fig. 2. Methods for obtaining three-dimensional images 
using TEM and SEM. Regardless of the type of microsco-
py, the first step is specimen preparation, which involves 
using polymer media to immobilize the specimen and 
then cut it into sections. Among specimen immobilization 
methods, the most popular techniques include fixation 
using methacrylate [8], cryofixation, freeze-fixation, and 
Tokuyasu cryosectioning [9]. The next step involves ac-
cumulating an array of 2D images using TEM or SEM. The 
recorded images should be aligned with the XY axes and 
potential rotation should be eliminated, being especial-
ly important for systems that study individual sections 
(ssTEM and array tomography). Next, the area that will be 
shown in the final image is selected from the resulting ar-
ray. The final step is creating a full-fledged 3D image from 
the recorded 2D segments using specialized software
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Array tomography: AE2 cells in the fibrotic parenchyma of mouse lung

А B C D

E F

Fig. 4. An AT image of an AE2 cell in the fibrotic parenchyma of the mouse lung. (A–D) Sequential magnification of the 
SEM image from one of the sections of the tape (A). The asterisk on (D) corresponds to one AE2 cell in the fibrotic tissue 
area. Scale bar: 5 µm. (E) 3D reconstruction of the AE2 cell. Three separate cross-sectional planes from the sequence of 
recorded images are shown. (F) 3D reconstruction of the AE2 cell at different tilts. The figure was borrowed from ref. [6]

lar to that for SBF-SEM. Structurally, a focused ion 
beam scanning electron microscope consists of two 
radiation sources: the top-mounted electron optics for 
the scanning beam and the side-mounted ion optics 
for the cutting beam. Both beams focus at a single 
point, and the entire specimen volume is therefore 
continuously scanned [25]. Depending on the ion beam 
current, it is possible to either finely cut a small area 
or coarsely cut large layers. This method allows one to 
increase axial resolution from 20 nm for ultramicrot-
omy to 5 nm for FIB-SEM. Lateral resolution has to 
be sacrificed for such an increase in axial resolution, 
since refocusing is only feasible in a region several 
tens of micrometers in size. Another advantage of ion 
beam is that it allows one to cut into harder and un-
stable materials, as well as specimens not embedded 
in resin. FIB-SEM has already been used for detailed 

examination of subcellular structures and has demon-
strated a high degree of detail of images [26, 27]. The 
result of this study can be seen in Fig. 5B.

Electron tomography (ET) is another three-di-
mensional-analysis technology [28]. In contrast to all 
the techniques described above, ET provides virtu-
al, rather than physical, sections of a specimen. The 
specimen preparation method is similar to that used 
in TEM and SEM; it involves chemical fixation or 
cryofixation, and staining or antibody labeling [29]. 
Therefore, any investigation takes place both at room 
temperature for specimens embedded in resin and at 
a cryotemperature for frozen specimens. Below, spe-
cial attention will be devoted to the aspects of using 
ET at cryogenic temperatures, which has given rise 
to a separate technique called electron cryotomogra-
phy (ECT) [30]. It is also possible to study suspen-
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sions of particles smaller than hundreds of nanome-
ters (e.g., viruses, organelles, and macromolecules) by 
applying them onto a carbon film or a layer of frozen 
water [31].

In terms of its operation principle, ET is similar to 
computed tomography, where radiation is directed 
at different angles, and virtual sections are creat-
ed. The difference between these two techniques is 
that an X-ray tube and a camera rotate around the 
specimen in CT, while the specimen rotates and the 
camera remains stationary in ET. Because of this de-
sign modification, an image is recorded not 360°, but 
only at 70° with respect to the normal to the speci-
men at the initial position. This limitation has been 
termed the “missing wedge” [32] or “missing cone” 
in the case of using multiple tilt directions [33]. A 
significantly higher resolution is achieved using this 
method compared to other EM-based 3D analysis 
approaches, but it is highly dependent on param-
eters such as object thickness, accelerating voltage, 
goniometer tilt calibration, and alignment of the ac-
quired images. The need to achieve a minimum sig-
nal-to-noise ratio that suffers from inelastic scat-
tering imposes limitations on the possible specimen 
size. Thus, accelerating voltages of 200–300 kV are 
conventionally applied in ET, which allows one to 

examine specimens up to 300 nm in size. Thicker 
specimens reduce the achievable resolution [34]. This 
limitation can be partially obviated either by using 
the energy filtering approach [35] or by increasing 
the accelerating voltage. Thus, Vanhecke et al. [36] 
demonstrated that application of a 400 kV accelerat-
ing voltage enabled the examination of a 1 μm thick 
specimen. Because of the limitations put on the size 
of the region being investigated, this method is best 
suited to the study of subcellular structures smaller 
than 100 nm (Fig. 5C). Thicker structures can be ex-
amined by ET when making a series of sections and 
stacking them as it was done in previous methods 
[27, 37]. Despite the aforementioned limitations, ET, 
and ECT in particular, produce an absolutely record-
breaking performance for all 3D microscopy types 
in terms of the achieved spatial resolution. Thus, the 
record-breaking value of the spatial resolution of 3D 
reconstruction (2.8 Å) was achieved using the sub-
tomogram averaging (STA) procedure; however, for 
it to be used, there needs to be a large number of 
identical nanoscale objects (e.g., protein molecules) 
available for averaging [30].

Nevertheless, the widespread implementation of 
ET and ECT remains substantially hampered by their 
considerable complexity; so, these methods are being 

Fig. 5. 3D reconstructions obtained using serial block-face scanning electron microscopy (SBF-SEM), SEM with lay-
er-by-layer etching with a focused ion beam (FIB-SEM), and electron tomography (ET). (A) 3D reconstruction of human 
alveolar epithelial type 1 cells (AE1) (yellow, gold, and blue) and the alveolar capillary network (white) based on the SBF-
SEM dataset. Arrows indicate the position of the nuclei of AE1 cells. (B) 3D reconstruction of virtually the entire human 
alveolar epithelial type 2 (AE2) cell (pink) with portions of adjacent AE1 cell domains (blue and yellow) and an additional 
AE2 cell (green) based on the FIB-SEM dataset. (C) 3D reconstruction of the lamellar body (top) and the autophagosome 
(bottom) inside an AE2 cell (mouse lung) based on the ET dataset. Separate lipid membranes are distinguishable, which in 
this case is indicative of a connection of two organelles (a red circle). The figure was taken from ref. [6]

SBF-SEM FIB-SEM ET

А B C5 µm 1 µm 0.1 µm
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developed and used by only a few research groups 
[28, 30, 38–40].

ULTRASTRUCTURAL 3D MICROSCOPY METHODS BASED 
ON SUPER-RESOLUTION OPTICAL MICROSCOPY
Optical imaging of biological structures has conven-
tionally been performed using confocal microspec-
trometry [41], as well as its modifications such as 4Pi 
microscopy [42–44]. The main shortcoming of all these 
techniques is that they come with low spatial reso-
lution. For this reason, various super-resolution op-
tical microscopy methods have been developed over 
the past two decades and adapted for 3D analysis; 
the most prominent of those are stochastic optical re-
construction microscopy (STORM) [4] and stimulated 
emission depletion microscopy (STED) [5]. The practi-
cal importance of these techniques is that they enable 
not only a nanometer resolution structural analysis of 
specimens, but also the reconstruction of the spatial 
distribution of target objects thanks to highly specific 
fluorescent immunostaining, which is an integral step 
in specimen preparation in any super-resolution OM 
method.

3D-STORM is the first super-resolution 3D micros-
copy technique [45]. It belongs to the single-molecule 

localization microscopy (SMLM) class. This group of 
techniques relies on the fact that certain fluorophores 
spontaneously “light up” and “go down,” which can 
be detected by fast frame-by-frame imaging. In this 
way, the emission of different subsets of fluorescent 
molecules will be caught in each frame. The result-
ing images are still diffraction-limited; however, the 
positions of individual molecules are determined with 
a high accuracy from multiple frames using a special 
mathematical apparatus employing the Delaunay tri-
angulation [46]. The final 3D image is reconstructed 
using the data obtained by a statistical analysis of 
thousands of localizations.

Myosin was the first single molecule spatially lo-
calized by STORM [47]. For recording images, the 
molecules (fluorescent probes) were rarefied to such 
an extent that their signals did not overlap. In this 
way, it became possible to find the positions of each 
probe with great accuracy. A fundamentally dif-
ferent approach employing photoswitchable cya-
nine dyes was developed in ref. [48]. Measurements 
were conducted as follows: low-intensity radiation 
switched on a small number of probes; the image 
was then recorded and probe positions were calcu-
lated; radiation with a different wavelength switched 

Fig. 6. The principle of 
the 3D STORM tech-
nique. (A) An optical 
scheme for determining 
the axial coordinate of 
a radiating object by 
analyzing the ellipticity 
of its image. The right 
panel shows images 
of the radiating object 
in the X and Y planes 
depending on its axial 
position. (B) Examples 
of the dependence 
of the ellipticity of the 
image of the emitting 
object (Alexa 647) for 
X and Y coordinates 
on focusing along the 
Z axis. (C) An example 
of the 3D distribution of 
single emitting objects 
and the corresponding 
histograms of the distri-
bution in the X, Y, and 
Z directions. The figure 
was taken from ref. [45]
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this set of probes off and switched another one on. 
This procedure was repeated many times, yielding a 
complete 3D image of the specimen. The spatial res-
olution achieved using this method ranges from 20 
to 30 nm. Photo-activated light microscopy is a vari-
ation of STORM; it is based on a similar approach, 
but photoactivated proteins are used instead of dyes 
[49]. In general, the differences in SMLM techniques 
also come down to the fluorophores used for specific 
labeling. For example, the direct STORM (dSTORM) 
method utilizes cyanine dyes (Cy5 and Alexa 647) 
switched on by adding a special buffer containing 
thiol and glucose oxidase [50]; a wide range of flu-
orescent labels for SMLM have been described in 
refs. [51, 52]. Another SMLM technique, the point 
accumulation for imaging in nanoscale topogra-
phy (PAINT) method, uses diffusible dyes that are 

switched on only when being transiently bound to 
the target structure [53, 54].

Elaboration of the STORM-based 3D-SMLM meth-
od is based on allowance for the astigmatism of the 
images obtained at different specimen depths [55]. It 
is achieved by using a special cylindrical lens with 
a small radius of curvature in the optical scheme so 
that focal planes differ for the X and Y directions. 
The fluorophore occurrence depth is calculated ac-
cording to changes in the ellipticity of the spatial dis-
tribution of its emission. The operating principle of 
this approach is shown in Fig. 6. Thus, Fig. 6B illus-
trates the difference in the ellipticity minima for the 
X and Y coordinates and the method for determin-
ing the true specimen position on the Z coordinate 
according to the intersection of the X and Y elliptic-
ity dependences. Figure 6C also shows an example 

Fig. 7. Results obtained using the 3D STORM technique. (A) A widefield fluorescent image of microtubules in a BS-C-1 
cell. (B) An image obtained in the 3D STORM mode of the same section of the BSC-1 cell as that shown in panel (A). 
Data on the axial coordinates of the occurrence are presented in the pseudo-color scale. (C–E) The cross sections cor-
responding to the five microtubule strands in the X-Y, X-Z, and Y-Z directions in the BS-C-1 cell area are shown with a 
white rectangle in (B). (F) Z-profile histogram of two microtubules intersecting in the X-Y projection, plotted in the area 
indicated with a white arrow in panel (B). The figure was taken from ref. [45]
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of 3D localization distribution of single molecules (in 
this case, Alexa 647 fluorophore). The experimentally 
observed cluster of localizations (intersections of el-
lipticity curves) of the same molecule is related to its 
multiple activation/deactivation. Therefore, it is neces-
sary to localize a sufficiently large number of clusters 
(145 in this case) that are further statistically aligned 
with respect to the center of mass to obtain the over-
all three-dimensional distribution of the localizations 
(left panel in Fig. 6C).

Imaging of a BS-C-1 cell stained with primary and 
secondary antibodies, as well as Cy3 and Alexa 647 
dyes, can be reported as an example of a practical 
application of this technique [56]. The result of using 
this approach is demonstrated in Fig. 7.

Unlike for 3D-SMLM, in the case of 3D optical im-
aging by STED, the investigated area is illuminated 
not completely but pointwise using two focused la-
sers. The first laser scans the surface in a way simi-
lar to a conventional confocal microscope, while the 
beam profile of the second laser in the focal plane 
is shaped as a torus projection and used to suppress 
spontaneous emission at the margins of the investi-
gated area, using stimulated emission. A resolution of 
several tens of nanometers is achieved due to the fact 
that the recorded radiation originates exactly from 
the center of the excitation laser beam [57]. The near-
zero intensity in the center of the suppressing beam 
is an essential factor in this case; otherwise, STED ef-
ficiency decreases because of a suppression of radia-
tion in the investigated region [58]. Several types of 
STED can be differentiated depending on the light 
distribution in the suppressing beam: 1D-STED (X 
or Y directions) [59], 2D-STED (X and Y simultane-

ously) [60], z-STED (along the optical axis Z), and, fi-
nally, 3D-STED [61, 62]. The major technical challenge 
for 3D-STED consists in a noncoherent integration of 
two suppressing beams, one having a profile identi-
cal to that for 2D-STED and the other one identical 
to that for z-STED. This approach also allows one to 
separately adjust the axial and lateral resolutions. The 
shape of the suppressing beam is set by creating cer-
tain phase patterns. Fixed phase delay plates or spa-
tial light modulators are used for this purpose.

Strictly synchronized pulsed laser sources have 
conventionally been used in STED microscopy; their 
operating principle is as follows: a fluorescence-excit-
ing pulse (~ 80 ps, shorter than the fluorescence life-
time) is followed by a STED pulse with a duration of 
~ 250 ps, narrowing the spatial region. However, ex-
tension of STED microscopy to the visible spectrum 
necessitated the use of sophisticated nonlinear optics 
for pulse shaping and synchronization. It has been 
shown recently [63] that STED microscopy can be 
conducted using supercontinuum lasers, which greatly 
simplifies the hardware assemblies for STED micros-
copy and may contribute to wider implementation of 
this technique. Figure 8 shows a schematic diagram of 
the 3D-STED setup on a supercontinuum laser.

Fig. 8. Schematic diagram of the setup for implement-
ing the 3D-STED technique using a supercontinuum laser. 
The figure was borrowed from ref. [61]

Supercontinuum 
source

SC-450 PP HE

Fig. 9. Narrowing of the effective radiation area due to 
STED suppression of peripheral radiation. 1 – diffraction-
limited fluorescent PSF. 2 – the torus-shaped STED beam 
narrows the diameter of the fluorescent PSF. 3 – fluores-
cent PSF in the case of 3D-STED

Diffraction- 
limited 2D-STED 3D-STED

STED
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A polarizing beam splitter (PBS) divides la-
ser radiation into two orthogonally (s and p) polar-
ized beams. The required wavelength is extracted 
from each beam using a wave selector (WS), and 
the beam is spatially filtered by single-mode opti-
cal fibers (SMFs). The profile of suppressing beams 
(highlighted in red in the figure) is then set by phase 
plates (modulators) (PM1 and PM2), and the final 
beams are summed up by a polarizing beam splitter 
and directed to the lens entrance by a dichroic mir-
ror (DC3). Portion s of the polarized beam that has 
passed through the dichroic mirror (DC1) is used as 
the exciting radiation. The extracting filter (EF) iso-
lates the desired wavelength (highlighted in green 
in the figure); the beam is then also spatially filtered 
and directed to the lens entrance by the dichroic 
mirror (DC2). A quarter-wavelength plate in front 
of the lens makes all the incoming beams circularly 
polarized. The Stokes fluorescence signal (highlight-
ed in yellow in the figure) passes through both di-
chroic mirrors, is filtered from the exciting radiation 
by an optical (dichroic) filter (DF), is focused into a 
multi-mode optical fiber (MMF) acting as a confo-
cal aperture, and detected by an avalanche photo-

diode (APD). Scanning takes place as the sample is 
moved with a three-axis piezo positioner. Figure 8 
also shows the point spread functions (PSFs) in mul-
tiple directions when using phase plates for ultra-
high lateral resolution (HR) and acquiring 3D images 
[64]. Details of the narrowing of the effective radia-
tion area for 3D-STED are shown in Fig. 9.

Laser intensity and optical aberrations are the key 
parameters affecting the spatial resolution of STED. 
For biological specimens, this value is several tens of 
nanometers. Work is currently underway aiming to 
eliminate aberrations arising from the use of long-
focus lenses and optical windows, which have enabled 
aberration-free 3D images with a depth of tens of 
nanometers [65]. Figure 10 shows an example of the 
operation of 3D-STED.

An important feature of the method is that na-
noscale resolution is achieved without mathematical 
signal processing. However, studies focusing on com-
bining STED and SMLM are currently underway; an 
example is the 3D-MINFLUX (minimal photon fluxes) 
technique with a resolution of several nanometers, 
which is record-breaking for fluorescence microsco-
py [66, 67].

Fig. 10. The results obtained using the 3D-STED technique. (A) Spatial resolution of fluorescent nanoparticles 44 nm in 
diameter: 52 nm in the X-direction and 110 nm in the axial (Z) direction. (B) A 3D image of fluorescently labeled microtu-
bules: visualization of the isosurface (top) and projection of maximum intensity along the Y axis (bottom) – 30 sections. 
The inset shows the intensity profile at the specified location. (C) Sections obtained at a 100 nm increment in the Z direc-
tion. The figure was taken from ref. [61]
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40
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Fig. 11. Tomographic reconstruction of a section of hu-
man bone, 256 × 256 × 19 voxels, step-by-step chemical 
etching of 80 nm. The color scale is the value of the phase 
shift of the SPM probe oscillations normalized to unity. 
The figure is borrowed from ref. [70]

SPM-BASED ULTRASTRUCTURAL 3D 
MICROSCOPY METHODS
The approach to 3D analysis based on scanning 
probe microscopy is in many respects similar to an-
other surface mapping method described previously, 
scanning electron microscopy, and requires remov-
ing the scanned nanolayer from the material sur-
face. The principle of 3D reconstruction is the same 
as that for FIB-SEM: merging 2D SPM images into 
a 3D one. The most essential difference between 
SPM and EM consists in the slightly lower average 
lateral (XY) spatial resolution that depends on the 
probe’s radius of curvature. The radius of curvature 
of standard SPM probes specified by the manufactur-
er is ~ 10 nm; however, there are quite a few special-
ized probes (e.g., those with grown diamond whiskers 
(https://tipsnano.ru/catalog/afm-special/super-sharp/
nsg10-dlc/) whose radius of curvature is ~ 1 nm). 
SPM was first applied when performing a 3D study 
of the microdomains of the polystyrene-block-buta-
diene-block-styrene-type triblock copolymer [68]. 
Controlled plasma etching was used to remove the 
layers in this case, which allowed for the removal of 
7.5 nm of the material after each etching run. As a 
result, a 200 × 160 × 45 nm area was reconstructed. 
A significant drawback of this method was that the 

Fig. 12. A setup for implementing the SPM-UMT procedure: Ntegra Tomo unification methodology (NT-MDT, Russia). 
The left panel is the working position for carrying out SPM measurements; the right panel – the SPM head is reserved 
for performing the UMT cut. (1) SPM probe holder; (2) test specimen; (3) UMT knife holder; (4) SPM-head supports; 
(5) SPM-head support platform; (6) SPM-head motorized supply system; (7) micrometer screws of the SPM-head posi-
tioner; (8) polycorundum support plates; (9) SPM-head hinge fastening system; (10) the system of motorized removal of 
the SPM-head to bring it to the position of the UMT-cut; and (11) The restrictive support of the UMT console. The figure 
was taken from ref. [73]
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sample had to be removed after each scan, but this 
was corrected as the technique was further improved 
[69, 70]. Its important feature is that conventional to-
pography cannot be used to acquire a series of 2D im-
ages for subsequent 3D reconstruction as signals de-
pending on the X- and Y-coordinates, since in actual 
life, a conventional atomic force microscopy image is 
already a 3D object. Therefore, such signals as phase, 
conductivity, magnetic response, etc. are used to ac-
quire a 2D dataset.

This technique was used to reconstruct the struc-
ture of polymer composites [71, 72], as well as a hu-
man bone fragment [70] in the phase-contrast imaging 

mode (Fig. 11). The image was obtained after acquir-
ing 19 scans in the phase-contrast imaging mode with 
etching in hydrochloric acid.

The most significant shortcoming of this method 
is related to etching, the process used to remove the 
material, making it impossible to study porous mate-
rials, as well as nanocomposites (for them, different 
reaction rates of the components cause distortions 
during surface scanning and, therefore, incorrect vol-
ume reconstruction). This drawback can be partially 
compensated for by using special data processing al-
gorithms [70], but the final resolution will differ for 
some areas, having a negative effect on the analysis 
of the results.

Using an ultramicrotome is another approach to 
3D SPM [73, 74]. The minimal section thickness de-
pends on the ultramicrotome characteristics and is 
20 nm for modern setups. It does not matter how the 
sample was immobilized: using polymer resin or by 
cryofreezing.

A device for conducting SPNT is shown in Fig. 12. 
It consists of the SPM scanning head attached by spe-
cial hinges to the UTM knife holder. The design al-
lows for two positions: for scanning (Fig. 12, right) 
and for measurements (Fig. 12, left). In the former 
position, the scanning head is moved away from the 
movable UTM console, which in turn moves to cut a 
section. In the latter position, the UTM console re-
turns to its original state, the SPM is brought in, 
and the remaining specimen portion is scanned [73]. 
A similar approach has previously been described 
for SEM; it prevents mechanical distortions of the 
scanned object such as compression, stretching, and 
deformation. 

The acquired series of successive SPM images 
are used for the reconstruction and imaging of 3D 
nanostructures in the bulk of the studied specimens. 
Application of different SPM measurement tech-
niques allows one to collect information on morphol-
ogy, as well as local electrical [75], mechanical [76], 
and many other properties. The technique enables re-
construction of the 3D distribution of nanoparticles in 
the bulk of nanomaterials [75, 76] and 3D topology of 
nanoporous structures [77–80].

In particular, the SPNT method can be efficiently 
used for 3D reconstruction of micro- and nanofiber 
cellular scaffolds based on biopolymers [81, 82] and 
determining their volumetric porosity, surface area to 
volume ratio, and other 3D morphology parameters. 
Reconstruction of the 3D structures of cell-engineered 
constructs allows one to study the topology and nu-
merical morphological parameters of cells and cell–
scaffold interfaces, which can act as indicators of the 
state and biological activity of the cells [83, 84].

C

BА

Fig. 13. 3D SPNT reconstruction of a cardiomyocyte 
enveloping nanofibers. (A) One of the topographic SPM 
images (phase contrast) used for 3D reconstruction. In-
sert: a zoomed-in area, shown with a rectangle, including 
fibers and a membrane fold; (B, C) 3D models of a cardio-
myocyte enveloping nanofibers (16.0 × 16.0 × 6.5 µm, 
54 sections, 120 nm section thickness). The selected 
plane in (B) corresponds to the position of the SPM image 
in (A). The dimensional bar is 1 µm. The figure was taken 
from ref. [83]
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Thus, the characteristic features of the interaction 
between neonatal rat cardiomyocytes and polymeric 
nanofiber matrices were revealed by SPNT: it was 
found that cardiomyocytes, unlike fibroblasts, com-
pletely envelop nanofibers in most cases, thus sig-
nificantly increasing the area of the cell–fiber contact 
zone. Figure 13 shows a 3D SPNT reconstruction of 
the region of a cardiomyocyte enveloping suspended 

polylactide nanofibers. A total of 54 segmented SPM 
images of the specimen surface were used for this 3D 
reconstruction. Each image was acquired sequentially 
after each UTM cut 120 nm thick [83].

Another example is the 3D structure of a fibroblast 
fragment shown in Fig. 14 (primary human fibroblast 
culture) contacting several fibers of the microfibrillar 
polyurethane matrix to form the typical cell mem-
brane protrusions partially enveloping the fibers [84].

In order to study soft biopolymeric materials and 
biological objects without embedding them into an 
epoxy medium, they need to be preliminarily frozen; 
for this purpose, we have designed a setup combin-
ing SPM and a cryo-ultramicrotome chamber [85]. 
This setup allows one to perform successive SPM 
measurements on the surface of frozen specimens 
immediately after cutting with a diamond cryo-ul-
tramicrotome knife in the cryochamber. In this case, 
the measurements are performed in the semi-contact 
mode using cantilevers mounted on quartz resona-
tors and not requiring an optical deflectometer to be 
used, which is important for working with a cryo-
chamber. Figure 15 shows the 3D cryo-SPNT re-
construction of a single microparticle of a rat liver 
extracellular matrix on the surface of an alginate 

А

B

Fig. 14. Visualization of the 3D SPNT reconstruction of a 
fibroblast fragment (shown with green and red) and sur-
rounding polyurethane fibers (blue), 23 sections 150 nm 
thick, reconstructed volume 32.0 × 32.0 × 3.3 µm, scale 
bar is 3 µm. The reconstructed fibroblast fragment is 
shown in two views (A and B). The measurements were 
carried out in the phase contrast mode under normal 
atmospheric conditions at room temperature. The figure 
was taken from ref. [84]

А B

50 µm 1 µm

Fig. 15. Cryo-SPNT reconstruction of a single micropar-
ticle of the rat liver extracellular matrix on the surface of 
an alginate microcarrier performed at –120°C: (A) optical 
microscopy, Coomassie Brilliant Blue R-250 staining;  
(B) 3D cryo-SPM reconstruction of a single rat liver extra-
cellular matrix microparticle obtained from 13 sequential 
cryo-SPM images of the microparticle surface on a spheri-
cal alginate microcarrier after successive 80-nm thick cryo-
sections. The reconstructed volume is 5.0 × 5.0 × 1.1 µm. 
The resolution of each 2D SPM scan is 400 × 400 pixels. 
The pseudocolor palette corresponds to the phase shift of 
the SPM probe oscillations normalized to unity. The figure 
was taken from ref. [87]
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microcarrier shown as an example of the operation 
of this setup performed at –120°C, since sectioning at 
higher temperatures disrupts the structure of hydro-
gel microcarriers [86, 87].

A detailed protocol for obtaining specimens of rat 
liver extracellular matrix microparticles was report-
ed in ref. [86]. Using this protocol, cells were com-
pletely removed from the extracellular matrix, whose 
fragments were comminuted in liquid nitrogen; this 
procedure yielded extracellular matrix microparti-
cles 1–5 μm in size. The resulting microparticles were 
then covalently crosslinked to alginate microspheres 
200–300 μm in size (Fig. 15A).

Capabilities in analyzing the 3D nanostructures 
of biological objects can be substantially broadened 
by combining SPNT and high-resolution optical mi-
croscopy techniques, and fluorescence microscopy in 
particular, into a single correlative optical probe na-
notomography technique [88–91], which can be imple-
mented using a unique research setup (http://ckp-rf.
ru/usu/486825/). 

Figure 16 shows an example of correlative fluores-
cence and SPM images of an MSF-7 cell and visual-
ization of the 3D reconstruction of the doxorubicin 
distribution in the cell based on the data obtained. 
The 3D reconstruction shows a coherent distribution 
structure that can be used as a successful measure 
of the employed 3D method. Resolution of the recon-
struction along the Z coordinate (in the axial direc-
tion) corresponds to the section thickness (120 nm) in 
this case [92].

CONCLUSIONS
Among the 3D structural reconstruction methods dis-
cussed in this review, one cannot be singled out, as 
the best since each of these techniques has its own 
advantages and shortcomings. 

The key advantage of electron microscopy-based 
methods is the very high spatial resolution (< 1 nm) 
and the possibility of acquiring images from signif-
icant depths thanks to the layer-by-layer scanning 
mode; however, the use of vacuum, as well as the 

А

B

C

Fig. 16. Analysis of human breast adenocarcinoma MCF-7 cell samples with doxorubicin. (A) An SPM image of the to-
pography of the cut surface of the MCF-7 cell, scan size 13.8 × 9.5 µm; height variation range, 33.5 nm; (B) fluorescent 
image of a cut of the same area of the MCF-7 cell; (C) 3D reconstruction of doxorubicin distribution in the volume of the 
MCF-7 cell sample, 22.5 × 18.7 × 2.4 µm; section thickness, 120 nm; the dimensional segment, 5 µm; visualization is 
presented in two views. The figure was taken from ref. [92]
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electron and ion beams in them, can damage the spec-
imen and alter the native structures of polymers and 
protein compounds. Furthermore, these methods pro-
vide no information other than sample morphology. 

The STORM and STED optical methods have a 
lower spatial resolution (several nanometers), but they 
allow one to both conduct an ultrastructural analysis 
of a specimen and reconstruct the spatial distribution 
of target objects thanks to highly specific fluorescent 
immunostaining. Meanwhile, significant limitations 
are imposed on the size of the area being analyzed. 
Aberrations must be eliminated to obtain high-quality 
images, making it necessary to use complex optical 
systems. 

Similar to EM, the application of scanning probe 
microscopes for 3D reconstruction allows one to re-
construct images of specimens with a large depth by 

removing some material, as well as obtain informa-
tion on the chemical structure, electrical, and mag-
netic properties using the phase contrast method and 
special conductive, magnetic, or functionalized probes. 
Meanwhile, this technique is inferior to electron and 
optical microscopy in terms of lateral resolution.

Simultaneous use of SPM correlative measurement 
techniques and high-resolution fluorescence micros-
copy for the 3D reconstruction of the ultrastructure 
of biological objects is promising for enhancing the 
information value of the 3D data obtained (in particu-
lar, the 3D distributions of fluorescent markers and 
nanoscale morphological features). 

This work was supported by the Russian Science 
Foundation (grant No. 22-14-00168),  
https://rscf.ru/project/22-14-00168/
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ABSTRACT In the search for new antibiotics, it is a common occurrence that already known molecules are 
“rediscovered” while new promising ones remain unnoticed. A possible solution to this problem may be 
the so-called “target-oriented” search, using special reporter microorganisms that combine increased anti-
biotic sensitivity with the ability to identify a molecule’s damaging effect. The use of such test organisms 
makes it possible to discover new promising properties even in known metabolites. In this study, we used a 
high-throughput screening method based on the pDualrep2 dual reporter system, which combines high sen-
sitivity through the use of modified strains of test organisms and makes it possible to easily and accurate-
ly identify the interaction mechanisms of a substance and a bacterial cell at the initial stages of screening. 
This reporter system is unknown in Russia and is significantly superior to its global analogues. In the sys-
tem, translation inhibition induces the expression of the fluorescent protein Katushka2s, while DNA damage 
is induced by TurboRFP. Using pDualrep2, we have isolated and described BV-204, an S. phaeochromogenes 
strain producing K-1115A, the biologically active substance that we have previously described. In our study, 
K-1115A for the first time has demonstrated antibiotic activity and an ability to inhibit bacterial translation, 
which was confirmed in vitro in a cell-free translation system for FLuc mRNA. K-1115A’s antibacterial activ-
ity was tested and confirmed for S. aureus (MRSA) and B. subtilis, its cytotoxicity measured against that for 
the HEK293 cell line. Its therapeutic index amounted to 2 and 8, respectively. The obtained results open up 
prospects for further study of K-1115A; so, this can be regarded as the basis for the production of semi-syn-
thetic derivatives with improved therapeutic properties to be manufactured in dosage forms.
KEYWORDS actinomycetes, K-1115A, antibiotics, reporter system pDualrep2, inhibition of protein biosynthesis, 
in vitro translation, citizen science.
ABBREVIATIONS BGC – biosynthetic gene cluster; CF – culture fluid; SPE – solid phase extraction; MIC – 
minimum inhibitory concentration; CMSA – chromatography-mass spectrometric analysis; HPLC – high-ef-
ficiency liquid chromatography; LPS – lipopolysaccharide; FLuc mRNA – messenger RNA encoding firefly 
luciferase.

INTRODUCTION
Pathogens becoming more resistant to antibiotics is 
one of the most pressing problems of modern med-
icine, because the potential of the molecules already 
found and long ago introduced into medical practice 
is now almost exhausted, and the rate of discovery of 
new ones has significantly slowed compared to what 
it was during the “Golden Age” of antibiotics in the 

middle of the twentieth century. Most antibiotics dis-
covered during large-scale screening [1–3] turn out to 
be “rediscoveries” of previously discovered molecules, 
but the new tools for investigating action mechanisms 
have enabled us to look at these substances from a 
new angle and discover new potential in them [4–6].

Such new tools are target-based screening and the 
methods for determining the action mechanism of a 
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molecule at the initial stages of research. These tools 
allow one to focus a search on the antibacterial agents 
specific to the most promising targets and may even 
accelerate molecule identification. Currently, we are 
successfully utilizing a reporter system in which com-
pounds that inhibit protein or DNA biosynthesis are 
detected by fluorescent protein reporter gene expres-
sion in response to this inhibition. The relevance of 
this approach lies in that a ribosome is a key element 
in the functioning of a living cell, and considering the 
significant differences in the structures of the ribo-
somes of pro- and eukaryotes, it creates an opportu-
nity to produce a highly specific effect on bacterial 
ribosomes and significantly increase the chances of 
developing drugs with good therapeutic properties.

Actinomycetes of the genus Streptomyces are the 
richest source of biologically active substances and 
produce approximately 50% of the antibacterial sub-
stances used in pharmaceutics [7–9]. Actinomycetes 
are among the prokaryotes of the largest genomes 
and have a large coding potential imparting a struc-
tural diversity to the secondary metabolites they pro-
duce. Tens of thousands of such molecules have been 
described so far, and even “rediscovered” ones often 
show new, unique properties.

Previously, thanks to the mentioned reporter sys-
tem, we were able to establish the action mechanism 
of tetracenomycin X [10], a molecule whose antibac-
terial properties were first described in the 1960s. 
Tetracenomycin X has a structure similar to that of 
doxorubicin, so it was believed that its effect was also 
based on intercalation into the double-stranded DNA 
structure. But our study showed that this molecule 
inhibits protein biosynthesis by interacting with the 
ribosome in a new, previously unexplored binding 
center, giving hope that new, promising semi-synthet-
ic derivatives may be developed from it.

In the present study, we detected a strain produc-
ing K-1115A, a substance whose antibacterial action 
mechanism is based on protein biosynthesis inhibition. 
This was confirmed by a test in a cell-free translation 
system. The results obtained have allowed us to con-
clude that the substance acts as an inhibitor of pro-
tein biosynthesis.

EXPERIMENTAL

Microorganisms sampling, isolation and culturing 
S. phaeochromogenes BV-204 was isolated from soil 
samples collected at the Sirius Federal Territory. The 
samples were collected in the spring of 2021 in a park 
area on the Black Sea coast (43°23’53.7″N 39°57’48.2″E). 
Sampling was carried out following the method de-
scribed in [11, 12]. The top layer of the soil (0–5 cm) 

was removed with a sterile spatula and placed in a 
sterile specimen collection container. Actinobacteria 
were isolated by surface seeding on agarized nutrient 
media from serial dilutions of soil suspensions as per 
[13]. ISP3 [13] combined with nystatin (250 μg/mL) 
and nalidixic acid (10 μg/mL) was used as a nutri-
ent medium to inhibit the development of fungi and 
Gram-negative bacteria, respectively. The culture was 
incubated for 14 days at 28°C.

Strain BV-204 was selected on the basis of mor-
phological characters, isolated in pure culture from 
primary inoculation on the Gauze 1 mineral agar for 
micromorphological studies [14]. For in vitro mainte-
nance, the strain was cultured on the ISP3 medium; 
for long-term storage, it was grown in a liquid ISP3 
medium for 14 days with constant stirring (200 rpm 
at 28°C), and then the resulting suspension was mixed 
with an equal volume of a 50% glycerol solution and 
frozen in liquid nitrogen; the samples were stored at 
-80°C. 

Polyphase strain identification
The culture attributes of the strain (presence and 
color of aerial mycelium, release of soluble pigments) 
were evaluated on dense media recommended by the 
International Streptomyces Project (ISP) after 14 days 
of cultivation at 28°C [15]. The morphological charac-
teristics (presence and shape of reproductive spore 
chains, character of the spore surface) were evalu-
ated using a Zeiss Axiolab A1 light Zeiss (Carl Zeiss 
Microscopy GmbH, Germany) and a scanning elec-
tron microscope JSM-6380LA (JEOL Ltd., Japan) af-
ter 14 days of growth at 28°C in the ISP3 medium. 
The samples for electron microscopy were prepared 
as described in [16]. The utilization of carbon sourc-
es (mono- and polysaccharides, alcohols) was eval-
uated on a ISP9 mineral agar with the addition of 
bromоcresol purple at 28°C during 14 days [15]; the 
ability to degrade starch, cellulose, and casein by the 
size of polymer hydrolysis zones, as per [17, 18]. The 
sensitivity to different antibiotics was determined 
using antibiotic-impregnated paper disks (HiMedia 
Laboratories Pvt. Ltd., India).

Whole-genome sequencing, phylogenetic 
analysis and BGC analysis
DNA from the producer strain was isolated as per 
[19]. The genome of strain BV-204 was sequenced de 
novo on an Illumina HiSeq 4000 platform (Illumina, 
USA) and assembled using SPAdes v3.13.0 [20]. It 
was annotated using the RASTtk pipeline based on 
the PATRIC web service [21]. The genome’s integri-
ty and quality, as well as average nucleotide identity 
(ANI), were assessed using the MiGA web service 
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(http://microbial-genomes.org). Its phylogenetic affil-
iation was investigated using full-genome sequenc-
ing on the Type (Strain) Genome Server (TYGS) 
(https://tygs.dsmz.de/). The genome was automatical-
ly compared to all the genomes represented in the 
TYGS database using the MASH algorithm [22]. Its 
phylogenetic tree was obtained using FastME 2.1.6.1 
based on GBDP distances calculated from the ge-
nome’s nucleotide sequences. The branch lengths 
were scaled by applying the GBDP d5 distance for-
mula [23]. The BGCs of its bioactive compounds were 
identified using the bacterial version of the antiS-
MASH 6.1.0 browser (https://antismash.secondarym-
etabolites.org). Homologous regions in each genome 
were identified using NCBI Blastn (https://blast.ncbi.
nlm.nih.gov).

Antimicrobial action screening
The primary antibacterial activity was determined on 
E. coli BW25113, whose codons 330–352 of the lptD 
gene were deleted, so it is hereinafter referred to as 
E. coli SS_lptd. This mutation leads to disruption of 
the normal lipopolysaccharide envelope synthesis of 
Gram-negative bacteria, making it more permeable to 
low molecular weight compounds [11]. The strain con-
tains the pDualrep2 plasmid [10]. In the presence of 
DNA replication or protein biosynthesis inhibitors, the 
strain expresses the fluorescent protein TurboRFP or 
Katushka2S (Supplementary, Fig. S7). Screening was 
performed by the agar diffusion method described 
previously [16]. Along with other strains, strain 
BV-204 was grown on ISP3 and tested on days 3, 6, 
and 9; for this purpose, a 5-mm-diameter agar block 
was cut from a lawn area with distinct growth and 
placed on cups containing an agarized LB medium 
pre-cultured with the test organisms. The fluorescent 
signal was detected the next day after culturing using 
a ChemiDoc MP (Bio-Rad) in SU 3 and SU 5 chan-
nels. To study the strain’s action spectrum, BV-204 
was tested on other test organisms, such as S. aureus 
ATCC 29213, S. aureus ATCC 25923, S. aureus SS01, 
S. aureus (MRSA) INA00761, B. subtilis ATCC 6633, 
C. albicans CBS 8836, and M. smegmatis Ac-1171. The 
antibacterial activity was evaluated by applying the 
agar diffusion technique described above. To form 
a bacterial lawn, an Agarized LB medium was uti-
lized. As for yeast, it was glucose-peptone-yeast agar 
[24], incubated at 37°C for 24 h to evaluate the size of 
growth suppression zones.

Separation and identification of active components
Initial screening established BV-204 ability to exhibit 
antagonistic activity when grown on the ISP3 medi-
um. To obtain the CF containing the active ingredi-

ent, the strain was cultured on a ISP3 liquid nutrient 
medium (7 days, 28°C in a New Brunswick Innova 
shaker (Eppendorf) at 200 rpm). The CF was sepa-
rated from the biomass by centrifugation at 4, 000 g, 
concentrated and purified by SPE. For this purpose, 
CF was applied to a Poly-Prep Econo-Pac chroma-
tographic column (Bio-Rad) containing 1 ml of LPS-
500H sorbent (Tekhnosorbent, Russia), then eluted 
with a stepwise gradient of water-acetonitrile (v/v) 
for fractional collection of the eluate. The antagonis-
tic activity of the collected fractions was investigated, 
and their active fractions were purified using HPLC.

HPLC analysis and fractionation were performed 
in a Vanquish Flex system with a diode array detec-
tor (Thermo Fisher Scientific, USA) equipped with 
a 5 μm C18(2) 100 Å, 250 × 4.6 mm Luna column 
(Phenomenex), flow rate 1 mL/min, injection volume 
20 μL. A 0.1% aqueous THF solution was used as elu-
ent A and acetonitrile with 0.1% THF as eluent B. 
Elution was performed by increasing the eluent B 
concentration from 25 to 95% for 10 min and then 
maintaining it at 95% for 2 min. Fractions of 1 mL 
were collected to analyze their antibacterial activity 
(Fig. S8).

The active fractions were analyzed using a 
UltiMate 3000 chromatograph (Thermo Fisher 
Scientific, USA) equipped with an Acclaim RSLC 120 
C18 2.2 μm 2.1 × 100 mm column (Thermo Fisher 
Scientific) and an amaXis II 4G ETD qTof-mass spec-
trometer (Bruker Daltonics). Measurements were 
performed in the 100–1,500 m/z spectrum record-
ing mode to register the three most intense ions, dis-
sociation type CID 10–40 eV, in nitrogen. The mass 
spectra were analyzed using OpenChrom Lablicate 
Edition (1.4.0.202201211106), TOPPView v.2.6.0 [25]. 
Chemical structures were identified using the GNPS 
[26], NPAtlas [27, 28], and the Dictionary of Natural 
Products 31.1 databases.

The active HPLC fraction (1 mL) was concentrated 
using a CentriVap vacuum bioconcentrator (Labconco) 
and dissolved in 500 μL of a 10% aqueous DMSO so-
lution; the resulting solution was referred to as the 
“antibiotic working solution.”

Translation inhibition in vitro
Translation suppression was studied in a cell-free 
system using a commercial E. coli T7 S30 Extract 
System for Circular DNA kit (Promega) as per the 
manufacturer’s instructions. The Antibiotic solution 
(0.5 μL) was added to the reaction mixture (4 μL) fol-
lowed by 0.5 μL of 200 ng/μL FLuc mRNA and incu-
bated for 1 h at 37°C.

The luciferase activity was measured by chemilu-
minescence intensity at a wavelength of 580(80) nm 
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using the Luciferase Assay Reagent kit (Promega) in 
a ClarioStar plate reader (BMG Labtech).

MIC and cytotoxicity
Overnight cultures of E. coli SS_lptd, S. aureus 
INA00761 (MRSA), S. aureus SS01, and B. subtilis 
ATCC 6633 were diluted with a fresh LB medium to 
OD600 = 0.6, and then the resulting inoculum was di-
luted 1,000-fold to obtain a working suspension. Some 
100 μl of the suspension was added to the wells of a 
sterile 96-well plate, except for the first and last rows. 
The first row was filled with 180 µl of the suspen-
sion each, and the last row was filled with 100 µl of a 
sterile nutrient medium to be used as a negative con-
trol. Then, 20 μl of the antibiotic solution was added 
to the first row of the plate and a series of twofold 
dilutions were obtained by sequentially transferring 
100 μl from the well of one row to the well of the 
next row. The penultimate row, where no antibiot-
ic was delivered, was used as a positive control. The 
plate was then incubated under stirring (200 rpm, 
37°C). Cell growth was recorded in 24 h at a wave-
length of 590 nm in the ClarioStar tablet reader. The 
substance concentration completely suppressing bac-
terial growth was considered as MIC.

To determine the cytotoxicity, the cell lines were 
prepared as per [29]. The HEK293 cells were cultured 
on the DMEM nutrient medium containing 10% FBS, 
4 mM of L-glutamine, and 4.5 g/L of glucose. A row 
of prepared microcentrifuge tubes was filled with 
100 μl of the nutrient medium each, then 80 μl of the 
medium and 20 μl of the antibiotic solution were add-
ed to the first tube, followed by two-fold serial dilu-
tions, transferring 100 µl each from the first tube to 
the second tube and then throughout the row. Double 
dilutions of doxorubicin ranging from 75.9 to 0.16 μM 
were used as negative controls; a number of wells 
with cells without antibiotics were left as positive 
controls. The contents of the tubes were transferred 
to the corresponding wells of a pre-arranged plate 
with cells and incubated for 3 days in a CO2 incuba-
tor at 37°C. After the incubation, 20 µL of a resazurin 
solution (0.15 mg/mL) was added to the wells contain-
ing a nutrient medium, stirred by rocking to distrib-
ute the dye evenly and incubated in a CO2 incubator 
at 37°C for 3 h. Fluorescence intensity was then mea-
sured in the ClarioStar plate reader (Ex = 545 nm, 
Em = 600 nm). 

RESULTS

Genetic and phylogenetic analyses
The results of full-genome sequencing and subse-
quent assembly demonstrated the genome size of 

BV-204 cells to be typical for representatives of the 
genus Streptomyces [30] and comprised 11,380,121 bp 
at the G+C content of 70.2%. Phylogenetic analy-
sis showed that BV-204 clustered most closely with 
S. phaeochromogenes JCM 4958 (formerly S. ederen-
sis JCM 4958) and together with it, as well as with 
S. umbrinus JCM 4521, S. liliifuscus ZYC-3, and 
S. albicerus TRM 68295, formed a monophyletic group 
with a maximum branching support value of 100% 
(Fig. 1).

Phenotypic and morphological properties of BV-204 
The strain is a Gram-positive aerobic bacterium with 
immobile cells growing actively on the ISP2 and ISP3 
and moderately on the ISP5 and ISP6 nutrient me-
dia. The substrate mycelium coloration varies from 
dark-brown to beige, the aerial mycelium is pale with 
pink shades, and no aerial mycelium is formed on the 
ISP6 medium. In addition, the strain growing on the 
ISP3 medium produces a dark brown soluble pigment 
(Supplementary, Table S1).

BV-204 cells have the same spectrum of carbohy-
drate utilization as previously described S. phaeochro-
mogenes JCM 4958(T) and S. umbrinus JCM 4521: 
they show no differences in their ability to utilize 
mono-, disaccharides, and alcohols. We also found that 
BV-204 was able to hydrolyze carboxymethylcellulose; 
i.e., this strain possesses cellulase activity not pre-
viously encountered in other representatives of this 
taxon (Supplementary, Table S2).

BV-204 

Streptomyces phaеochromogenes JCM 4958 

Streptomyces umbrinus JCM 4521 

Streptomyces liliifuscus ZYC-3 

Streptomyces albicerus TRM 68295 

Streptomyces tauricus JCM 4837 

Streptomyces ortus A15ISP2-DRY2 

Streptomyces dioscori A217 

Streptomyces liliiviolaceus BH-SS-21 

Streptomyces glomeroaurantiacus JCM 4677 

Streptomyces apricus SUN51 

Streptomyces fructofermentans JCM 4956

Fig. 1. Phylogenetic tree based on the complete genome 
of S. phaeochromogenes BV-204. The bootstrap analysis 
values are above 60%
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BV-204 forms straight, long chains of spores with 
a smooth surface, typical for strains of its kind [14] 
(Fig. 2).

Therefore, the results of the phylogenetic analy-
sis based on the polyphasic taxonomic approach and 
comparison of phenotypic traits enabled us to assign 
BV-204 to the species S. phaeochromogenes.

Antibacterial activity
Initial screening revealed the strain’s antibacterial ac-
tivity against E. coli SS_lptd pDualrep2. The sub-
stance secreted by the producer induced Katushka2S 
expression that could possibly inhibit protein synthe-
sis (Fig. 3). As positive controls, we used 0.05 μg of 
erythromycin (protein biosynthesis inhibitor) induc-
ing Katushka2S expression, and 1 ng of norfloxacin 
(DNA gyrase inhibitor) inducing TurboRFP expres-
sion. For convenience, the Katushka2S and TurboRFP 
signals were visualized in respective red and green by 
the ChemiDoc MP software. In E. coli JW5503 ΔtolC 
pDualrep2 no inhibition or induction of reporter fluo-
rescent proteins was registered.

BV-204 was found to inhibit the growth of Gram-
positive bacteria B. subtilis ATCC 6633, S. aureus SS01, 
and S. aureus INA00761 (MRSA); however, it did not 
inhibit S. aureus ATCC 29213, S. aureus ATCC 25923, 
C. albicans CBS8836, or M. smegmatis Ac-1171. Both 
the agarized and liquid ISP3 media were deemed opti-
mal for the strain to synthesize active metabolites.

Active substance identification
Pure active metabolites were obtained by solid-phase 
extraction from S. phaeochromogenes BW-204 CF and 

detected in fractions containing 30–40% acetonitrile. 
The fractions were concentrated and subjected to 
further separation and fractionation by HPLC. The 
activity was found to be associated with a compo-
nent eluted at 9.47 min (Supplementary, Figs. S10 and 
S11) and with absorption maxima at 276 and 407 nm. 
CMS analysis of this substance showed that it almost 
did not get ionized in the positive ion detection mode 
but yielded an intense [M–N] adduct corresponding 
to an accurate mass of 326.0805 Da (Supplementary, 
Fig. S12). Considering the characteristic absorption 
spectrum of the isolated compound in the NPAtlas, 
Dictionary of Natural Products, and PubChem data-
bases, a candidate with the gross formula C18H14O 
(accurate mass 326.0790, deviation 4.5 m.d.) and the 
structural formula shown in Fig. 4 was found.

Fig. 2. Electron micrography of S. phaeochromogenes 
BV-204 on the 14th day of incubation on the ISP3 medium 
at 28°C. The dimensional cutoff is 2 µm

а b

c

 Erythromycin 0.05 µg  Norfloxacin 1 ng

Fig. 3. Activity of the agar blocks containing 
S. phaeochromogenes BV-204 in the presence of E. coli 
lptd pDualrep2 on (a) the 3rd, (b) 6th, (c) and 9th days of 
growth

Fig. 4. Structure of the identified active component 
K-1115A (3,8-dihydroxy-9,10-dioxo-1-propylanthra-
cene-2-carboxylic acid)
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As alnumycin, K-1115A is of biosynthetic origin 
and produced by streptomycetes [31]. The fragmenta-
tion spectrum of the adduct with m/z 325.07 showed 
a major fragment ion [M–44] with m/z 281.08, consis-
tent with the carboxyl group present in the molecule.

Inhibition of protein biosynthesis 
by K-1115A in vitro
The ability of the HPLC-purified fraction of K-1115A 
to inhibit cell-free translation was investigated with 
erythromycin used as a reference translation inhib-
itor. The experiments were carried out in triplicate; 
the results of determining the dose-effect concentra-
tion dependence are presented in Fig. 5. The EC50 val-
ues were 0.004 and 0.606 μg/mL for erythromycin and 
K-1115A, respectively.

BGC analysis 
The bioinformatic methods applied enabled us to de-
tect alnumycin BGC in the genome of BV-204 with 
K-1115A as a bypass product, which was homolo-
gous to the gene cluster previously annotated in 
Streptomyces sp. CM020 (Fig. 6) [32]. The BGC con-
tains 32 open reading frames that may participate in 
the biosynthesis of alnumycin and K-1115A. It pre-
sumably consists of 22 structural and 10 regulato-
ry and transport genes. The cluster’s total length is 
31,030 bp. The antibiotic is synthesized by a type-II 
polyketide synthase.

DISCUSSION
The genus Streptomyces is the most extensive among 
actinomycetes, so most of the known and clinical-
ly relevant antibiotics, starting from streptomycin, 
have been isolated from the members of this taxon. 
Through the efforts of numerous scientific teams, 
data on tens of thousands of compounds exhibiting 
antagonistic activity had been published by 1980; 
most of them, however, were not fully characterized 
due to the limited methodological base of that time. 
One such compounds turned out to be K-1115A pro-
duced by the BV-204 strain that we detected dur-
ing a large-scale citizen-science screening using the 
pDualrep2 target-based reporter system.

The BV-204 producer strain, attributed from a 
polyphase analysis to the S. phaeochromogenes spe-
cies, demonstrated the ability to inhibit model strains 
and cause induction of a reporter system, suppress-
ing protein synthesis when grown on an oat medium.

Successive stages of CF solid-phase extraction fol-
lowed by HPLC fractionation resulted in the isola-
tion of the pure active substance. Subsequent CMSA 
suggested K-1115A (3,8-dihydroxy-9,10-dioxo-1-pro-
pylanthracene-2-carboxylic acid) as a candidate, as 

evidenced by the exact mass match and characteris-
tic UV spectrum consistent with previously published 
data [33]. The bioinformatic analysis revealed that the 
BV-204 genome had a BGC responsible for the pro-
duction of alnumycin and other related substances, 
including K-1115A, which also confirmed the strain’s 
ability to synthesize K-1115A. Moreover, the antibac-
terial activity of K-1115A had not been previously 
reported.

Some products of alnumycin BGC are known to 
have antibacterial activity [31], but their action mech-
anism has not been studied yet. Analysis of the refer-
ence genome (GenBank RefSeq:GCF_026343615.1) of 
S. phaeochromogenes NBC 00034 also revealed it to 
have an alnumycin BGC and conjugated compounds. 
This cluster had been annotated previously based on 
Streptomyces sp. CM020 [32], whose phylogenetic at-
tribution data have not been published. However, con-
sidering the high homologic and phenotypic similarity 

In
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Erythromycin
К-1115А

Fig. 5. In vitro inhibition of luciferase gene translation by 
K-1115A and erythromycin
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B

Transport genes

Other genes Core biosynthetic genes

Regulatory 
genes

Additional biosynthetic 
genes

Fig. 6. Alnumycin and K-1115A BGC in the genomes of 
(A) Streptomyces sp. CM020; (B) S. phaeochromogenes 
BV-204
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of the alnumycin BGCs from Streptomyces sp. CM020, 
S phaeochromogenes NBC 00034, and S phaeochromo-
genes BV-204, it can be assumed that Streptomyces sp. 
CM020 also belongs to the S. phaeochromogenes taxon.

According to published data, S. phaeochromo-
genes NBC 00034 produces various isomers of phaeo-
chromacetin (A, B, C, D, E) [34–38], as well as moeno-
mycin and bambermycin [38], but CMSA did not 
detect these products in the spectrum of the BV-204 
metabolites. It is noteworthy that no alnumycin was 
detected either. Disruption of the aln4 and aln5 genes 
can affect alnumycin biosynthesis [34] and transform 
it to K-1115A as a major product [32]. Gene alignment 
demonstrated that aln4 in Streptomyces sp. CM020 
and S. phaeochromogenes NBC 00034 were fully iden-
tical, whereas the nucleotide sequence of the aln4 
gene of BV-204 differs from them by several sub-
stitutions. The genetic sequences of the aln5 gene 
in the analyzed strains differ much more strongly 
(Supplementary, Fig. S9). This is probably the reason 
why our strain produces only K-1115A.

Analysis of the BV-204 genome revealed the re-
gions responsible for the synthesis of many second-
ary metabolites, such as siderophore coelichelin, but 
investigating the strain’s ability to form iron-chelat-
ing compounds using the agar diffusion method [39] 
yielded negative results.

3,8-dihydroxy-9,10-dioxo-1-propylanthracene-2-car-
boxylic acid was first isolated from the S. griseoru-
biginosus strain (Mer-K1115A). It was described as an 
anthraquinone-series compound and named K-1115A 
[33]. The compound’s anti-inflammatory properties 
have been studied, but no data on its antimicrobial ac-
tivity have been reported in the literature. However, 
there have been publications reports on the antagonis-
tic activity against Gram-positive bacteria of a struc-
turally similar molecule (3,8-dihydroxy-1-propylan-
thraquinone-2-carboxylic acid) [40]. Discs loaded with 
40 μg of the active agent were placed on the S. au-
reus and S. viridochromogenes lawns, with inhibition 
zones of 14 and 12 mm in diameter, respectively, and 
no activity against yeasts and micromycetes was de-
tected [40]. Here, it should be noted that, probably by 
mistake, the authors named the molecule they stud-
ied “K-1115A” despite it having a different formula. 
Another closely related compound (3,8-dihydroxy-l-
methylanthraquinone-2-carboxylic acid) inhibited the 
biofilms formed by methicillin-resistant S. aureus at 
EC50 at 200 μg/mL [41]. It appears necessary to men-
tion that this study was referenced in the recent pa-
per erroneously attributing the antibacterial activity 
to K-1115A. However, the present paper is where for 
the first time the antibacterial activity of K-1115A 
has been reliably demonstrated. There is evidence 

that alnumycin and some other BGC products, such as 
6-dihydro-8-propylanthraquinone, are active against 
E. coli ΔtolC [42], but in our experiments K-1115A 
showed no activity against this pathogen. K-1115A 
affected a variant of the E. coli SS_lptd strain with 
impaired synthesis of envelope lipopolysaccharides 
and increased cell membrane permeability. According 
to published data, anthraquinone compounds mainly 
affect Gram-positive microorganisms, in particular 
Staphylococcus, Bacillus, Streptomyces, etc., but not 
Gram-negative bacteria or fungi [40].

Anthraquinone substances generally inhibit the 
processes involved in DNA biosynthesis, but the prod-
ucts and intermediates of alnumycin BGC, in particu-
lar alnumycin itself and 1,6-dihydro-8-propylanthra-
quinone, do not bind to double-stranded DNA and do 
not inhibit DNA gyrase [43]. Examination of K-1115A 
using the pDualrep2 reporter system also found no 
inhibitory effect on DNA synthesis but revealed its 
ability to inhibit protein biosynthesis.

We studied the effect K-1115A had on translation 
in a cell-free system in vitro and demonstrated that 
this compound acts as an inhibitor of protein biosyn-
thesis. For K-1115A, EC50 was found to be 97% of its 
MIC, while that of erythromycin in this study was 
0.8%. In other words, the concentration of erythro-
mycin must be 125-fold higher to inhibit cell growth 
than to inhibit translation, whereas in the case of 
K-1115A these concentrations are almost identical. 
This property somehow distinguishes K-1115A from 
common translation inhibitors, but it does not make it 
unique. For example, chloramphenicol, a well-known 
translation inhibitor having additional action mecha-
nisms besides binding to the ribosome, has a similar 
effect [44]. This may suggest that inhibition of bacte-
rial translation is not the only mechanism of antimi-
crobial action that K-1115A possesses. For instance, 
some enzyme systems in a microbial cell may modify 
K-1115A in such a way that the resulting molecule 
has a significantly greater inhibitory effect that can-
not be observed in vitro.

It may also be assumed that disrupting bacteri-
al cell membrane synthesis is not an alternative ac-
tion mechanism, since in our case the substance af-
fects a strain with already disrupted LPS synthesis, 
but not a strain in which this structure is preserved. 
Another assumption is that the additional target is 
not related to the interaction with DNA, even though 
this is typical for anthraquinone derivatives; other-
wise, we would have observed an additional induction 
of TurboRFP in the experiment, indicative of an SOS 
response.

It should be noted that K-1115A’s specificity against 
Gram-positive bacteria and a recombinant E. coli 
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SS_lptd strain with a deletion in the lptD gene indi-
cates that its activity against bacterial cells is largely 
determined by cellular barriers permeability.

For a compound to be considered as a perspective 
agent of antimicrobial therapy, it is its therapeutic 
index (TI) indicating the specificity of the effect a 
compound has on pathogenic and animal cells that 
plays the major role. For that purpose, we examined 
the ability of K-1115A to inhibit the HEK293 cell 
line (EC50 of 5 μg/mL) and several model pathogens 
(Table 1) to calculate its TI as the ratio of HEK293 
EC50 and microbial-strain MICs.

For the inhibited strains, TI varied from 2 to 8, 
which gives hope that semi-synthetic derivatives with 
good clinical prospects can be developed based on 
K-1115A.

We also obtained evidence that that the products 
and intermediates of alnumycin BGC had antitumor 
activity through paraptosis [45], autophagy [45], pre-
vention of aberrant cellular metabolism [46], increased 
radiosensitivity of cancer cells [47], apoptosis, etc. [48]. 
K-1115A was shown to have anti-inflammatory prop-
erties; it inhibited direct binding of the AP-1 tran-
scription factor to the AP-1 oligonucleotide and col-
lagenase production in IL-1a-stimulated rat synovial 
cells in vitro. It was also found that K-1115A attenu-
ates the AR-1-mediated inflammatory response by re-
ducing the activity of ornithine decarboxylase in mice 
induced by phorbolmyristate acetate [31]. Patterson 
et al. have used substance K-1115A to produce physi-
ologically active conjugates [49].

CONCLUSION
The use of modern mechanism-oriented approaches 
in classical screening makes it possible to identify not 
only new biologically active substances, but also to 
discover new promising properties of previously dis-
covered, but poorly studied, molecules, giving them 
a chance to become potential drugs. Despite the fact 
that K-1115A was discovered more than 25 years ago 
and that data on the antibacterial activity of its ho-
mologs have long been available, the activity of this 
substance and its action mechanism have not yet been 
studied. In this study, using the pDualrep2 dual re-
porter system, we were able to detect a K-1115A pro-
ducer, establish that this compound inhibits protein 
synthesis, and confirm this effect by inhibiting trans-
lation in vitro using FLuc mRNA.

K-1115A, an anthraquinone derivative produced 
by S. phaeochromogenes BV-204, has been shown to 
affect the E. coli SS_lptd strain with an attenuated 
cell membrane and subsequently a number of clini-
cally relevant S. aureus isolates, including MRSA and 
B. subtilis. No activity against S. aureus ATCC 29213, 
S. aureus ATCC 25923, C. albicans CBS 8836, 
M. smegmatis Ac-1171 gives hope K-1115A may turn 
out to be effective (in terms of specificity) against 
bacterial targets. K-1115A has also demonstrated a 
novel property for alnumycin BGC products; namely, 
the ability to inhibit protein biosynthesis.

The substance’s TI is relatively small (2–8 in dif-
ferent strains), but K-1115A may become the basis 
for the development of semi-synthetic derivatives for 
antimicrobial therapy. Earlier studies found K-1115A 
and its semi-synthetic derivatives to have an anti-in-
flammatory effect, which, together with its antimicro-
bial properties, allows us to consider them as promis-
ing compounds for the development of preparations 
for complex antimicrobial and anti-inflammatory ther-
apy (e.g., for wound treatment).

High-throughput screening using the pDualrep2 
system has significantly improved efficiency when 
searching for new protein-synthesis inhibitors 
even among known compounds, opening up new 
properties and perspectives for entire classes of 
molecules. 

This study was funded by the Ministry of Science 
and Higher Education of the Russian Federation 

under Agreement No. 075-10-2021-093,  
Project [BTH-RND-2127].

Supplementaries are available on the website 
https://doi.org/10.32607/actanaturae.27315.

Table 1. K-1115A capability to inhibit model pathogenic 
strains

Tested strain MIC, μg/mL TI

E. coli SS_lptd 0.625 8

S. aureus (MRSA) INA00761 2.5 2

B. subtilis ATCC 6633 1.25 4

S. aureus SS01 0.625 8

S. aureus 29213 No* –

S. aureus ATCC 25923 No –

M. smegmatis Ac-1171 No –

C. albicans CBS 8836 No –

*No inhibition in the range investigated.
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INTRODUCTION
Calcium-activated chloride channels are involved in 
the regulation of critical intracellular processes relat-
ed to chloride transport and cellular membrane dy-
namics.

One of the isoforms of anoctamin, ANO6 
(TMEM16F), simultaneously exhibits the functions of 
scramblase and the ion channel. Impaired functioning 
of ANO6 causes pathologic formation of the skeleton 
and placenta, miscarriage, cancer, and bleeding [1–4]. 
Reduction of ANO6 activity is an effective approach 
to treating inflammatory respiratory diseases [5, 6].

Most of the studies focusing on channel functions 
have concerned ANO6 overexpression, which signifi-
cantly alters the state of the cellular membrane, thus 

affecting channel properties. Furthermore, electro-
physiological properties such as the open state life-
time of the channel, its single amplitude, and conduc-
tance can be adequately assessed only by recording 
the current flowing through single ion channels. The 
lack of these data obscures our understanding of the 
principles of ion channel functioning.

Being calcium-activated (EC50 = 10 μM at 
+40 mV), the ANO6 channel is not only regulated by 
intracellular calcium ions but can also conduct Ca2+ 
ions [4]. Thus, anionic conductance has been detected 
in some studies, while others have demonstrated that 
the channel has cationic conductance [4, 7]. Data on 
the effect of the extracellular calcium concentration 
on the electrophysiological properties of endogenous 
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of calcium-dependent scramblase and the ion channel. ANO6 affects the plasma membrane dynamics and 
phosphatidylserine transport; it is also involved in programmed cell death. The properties of ANO6 chan-
nels remain the subject of debate. In this study, we investigated the effect of variations in the intracellular 
and extracellular concentrations of calcium ions on the electrophysiological properties of endogenous ANO6 
channels by recording single ANO6 channels. It has been demonstrated that (1) a high calcium concentration 
in an extracellular solution increases the activity of endogenous ANO6 channels, (2) the permeability of en-
dogenous ANO6 channels for chloride ions is independent of the extracellular concentration of calcium ions, 
(3) that an increase in the intracellular calcium concentration leads to the activation of endogenous ANO6 
channels with double amplitude, and (4) that the kinetics of the channel depend on the plasma membrane 
potential rather than the intracellular concentration of calcium ions. Our findings give grounds for propos-
ing new mechanisms for the regulation of the ANO6 channel activity by calcium ions both at the inner and 
outer sides of the membrane.
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ANO6 channels is quite scarce. Furthermore, it is un-
clear how changes in the intracellular concentration 
of free calcium ions ([Ca2+]i) or membrane potential 
affect the kinetics and substates of single endogenous 
ANO6 channels.

This work aims to shed light on the dependence 
between the electrophysiological properties of single 
endogenous ANO6 channels and two major activity-
modulating factors: the calcium concentration and po-
tential.

MATERIALS AND METHODS

Cell culture
The work was conducted using a HEK293T cell 
line from the collection of the Institute of Cytology, 
Russian Academy of Sciences (St. Petersburg, Russia). 
The cells were cultured in a liquid Dulbecco’s modi-
fied Eagle medium (DMEM) (PanEco, Russia) supple-
mented with 10% fetal bovine serum, 1% penicillin, 
1% streptomycin, and 1% L-glutamine. The cells were 
re-inoculated onto coverslip fragments 16–48 h before 
the experiments.

Reagents
The reagents used in electrophysiological experiments 
were purchased from Sigma Aldrich (USA).

Electrophysiological measurements of the current
The currents flowing through single channels were 
recorded by the patch-clamp technique in the in-
side-out configuration using an Axopatch 200B (Axon 
Instruments, USA). The data were digitized using 
a Digidata 1322A analog-to-digital converter (Axon 
Instruments) with a discretization frequency of 5 kHz. 
The signal was passed through a built-in low-fre-
quency (2 kHz) Bessel filter. In order to analyze the 
amplitude and the open state probability, as well as 
present the data, the recordings were additionally fil-
tered at 110 Hz. No additional filtering was needed 
when analyzing the open-state lifetime of the chan-
nels; events shorter than 0.5 ms were not taken into 
account.

The composition of the extracellular solution (re-
cording pipette solution) was as follows:
1)  105 mM CaCl2, 10 mM Tris-HCl, pH 7.4;
2)  1.5 mM CaCl2, 126 mM NaCl, 10 mM TeaCl, 10 mM 

glucose, 10 mM Tris-HCl, pH 7.4; and
3)  140 mM NaCl, 5 mM EGTA-Na, 10 mM Tris-HCl, 

pH 7.4.
The free calcium concentration [Ca2+]i was cal-

culated using the Max Chelator software (Stanford 
University, USA). An intracellular solution with 
the calculated concentration of free calcium ions 

[Ca2+]i = 100 nM contained 130 mM CsGlutamate, 
3.3 mM CaCl2, 5 mM MgCl2, 1 mM MgATP, 10 mM 
EGTA, and 10 mM HEPES. pH 7.2.

Solutions with calculated concentrations of free 
calcium ions of 0.2, 1 and 10 μM were obtained by 
adding CaCl2 at concentrations of 5, 8.5, and 9.82 mM, 
respectively, to the initial solution. The experiments 
were conducted at room temperature. The glass mi-
cropipettes had a resistance of 7–15 mΩ.

Channel activity was quantified using the (NPo) 
value, where N is the number of channels and Po is 
the open channel probability. NPo = (I)/i, where (I) is 
the average current through a membrane fragment; 
i is the amplitude of the open channel current. Since 
channel activity significantly varied over time, the av-
erage NPomax30 value (i.e., the average NPo measured 
during a 30s interval when channel activity was max-
imal) was used for our analysis.

Statistical analysis
The data were analyzed using the OriginPro2018 
(Originlab, USA) and Clampfit 10.3 (Molecular 
Devices, USA) software. Data normality was tested 
using the Shapiro–Wilk test; the homogeneity of var-
iance was assessed using Levene’s test for the equi-
ty of variances. Outliers, if any, were detected using 
the Grubbs’ test and expunged from the dataset. The 
frequencies of observation of CaCC were compared 
using the Fisher’s exact test. The open state probabil-
ities for independent and constrained data were com-
pared using the Student’s test and paired Student’s 
test, respectively. Multiple comparisons were conduct-
ed by ANOVA, with the Bonferroni correction. The 
data are presented as the Mean ± Standard error of 
the mean. Differences were considered significant at 
p < 0.05.

RESULTS AND DISCUSSION

Increasing activity of endogenous CaCCs ANO6 
at higher extracellular concentrations of calcium
Previously, we had recorded and described sin-
gle CaCC channels formed by ANO6 proteins 
[8, 9]. An extracellular solution containing 105 mM 
Ca2+ or 1.5 mM Ca2+ was used to study the effect 
of the extracellular calcium concentration on ANO6. 
Experiments were conducted in the inside-out con-
figuration at a fixed membrane potential of +40 mV. 
Activation of endogenous ANO6 CaCCs was induced 
by adding a 10 μM [Ca2+]i solution to the intracellular 
side of the membrane (Fig. 1A,B).

In the presence of a physiological concentration of 
CaCl2 (1.5 mM) in the extracellular solution, channel 
activation was observed in 28.5% of the experiments 
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Fig. 1. Activity of endogenous ANO6 CaCCs induced by application of 10 µM [Ca2+]
i
 to the intracellular side of the 

plasma membrane in the inside-out configuration in the presence of 1.5 mM or 105 mM Ca2+ in the extracellular solution. 
Representative fragments of the recordings are shown, with expanded current traces and corresponding amplitude 
histograms at the bottom. (A) A fragment of the current recording through endogenous ANO6 CaCCs activated by ap-
plication of 10 µM [Ca2+]

i
 with 1.5 mM Ca2+ in the extracellular solution. (B) A fragment of the current recording through 

endogenous ANO6 CaCCs activated by application of 10 µM [Ca2+]
i
 with 105 mM Ca2+ in the extracellular solution. 

(C) The average current–voltage relationship of endogenous ANO6 CaCCs in the presence of 1.5 mM Ca2+ in the extra-
cellular solution. (D) The frequency of experiment observations with endogenous ANO6 CaCCs activated by application 
of 10 µM [Ca2+]

i
 with 1.5 mM or 105 mM Ca2+ in the extracellular solution (p < 0.05). (E) NP

o
max

30
 of endogenous ANO6 

CaCCs activated by application of 10 µM [Ca2+]
i
 in the extracellular solutions of 1.5 mM and 105 mM Ca2+ (p < 0.05)
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(4/14); the average NPomax30 was 0.35 ± 0.11 (n = 3) 
(Figs. 1A,C,D,E). Meanwhile, in the presence of a high 
calcium concentration in the extracellular solution 
(105 mM CaCl2), channel activation was observed reli-
ably more frequently: in 73% of the experiments with 
NPomax30 = 1.26 ± 0.2 (n = 7) (p < 0.05) (Fig. 1D,E). 
Earlier, we demonstrated that a high concentration of 
calcium ions in a pipette solution could not activate 
endogenous ANO6 channels without additional stimu-
lation by intracellular Ca2+ ions [8]. Therefore, the in-
crease in channel activity correlates with a rising con-
centration of extracellular Ca2+.

Endogenous ANO6 channels are known both to be 
activated by calcium ions and to conduct them [4]. 
It can be assumed that at increased intracellular cal-
cium concentrations, calcium ions permeate through 
a pore of the endogenous ANO6 channel, which can 
lead to the activity self-maintenance mode and fur-
ther potentiation of channel activity.

Therefore, we demonstrated that both the open 
state probability and frequency of observation of en-
dogenous ANO6 CaCCs in HEK293T cells increase 
with the concentration of calcium ions in the extracel-
lular solution.

The extracellular calcium concentration has no 
effect on the anionic conductance of channels
The data on the anionic conductance of ANO6 are 
controversial. ANO6 has been described as ani-
on-conducting [7] or cation-conducting [4] in dif-
ferent studies. The permeability of the channel for 
chloride ions depends on [Ca2+]i [10]. It was demon-
strated that at low [Ca2+]i, the channel will prefer-
ably conduct cations rather than anions. The effect 
of the extracellular calcium concentration on anion-
ic conductance remains poorly understood.

In order to study this aspect, we removed all free 
calcium ions from the extracellular solution using 
the EGTA chelator. CaCC activation was induced 
by adding 10 μM [Ca2+]i to the intracellular side of 
the membrane (Fig. 2A). We observed activation 
of endogenous ANO6 CaCCs in the experiments 
(Fig. 2B).

In the presence of 140 mM NaCl, 5 mM EGTA in 
the extracellular solution, endogenous ANO6 CaCCs 
were observed in 26% of the experiments (6/23), 
the open-state probability being 1.17 ± 0.43 (n = 6). 
The activity of channels in the extracellular solu-
tion containing 140 mM NaCl, 5 mM EGTA showed 
no statistically significant differences compared 
to that in the presence of calcium at a physiologi-
cal concentration (1.5 mM Ca2+) (Fig. 1E, Fig. 2D) 
(p > 0.05). These findings indicate that the physi-
ological calcium concentration in the extracellular 

solution per se does not potentiate the activity of 
endogenous ANO6 CaCCs in HEK293T cells.

The variation in channel permeability for chlo-
ride ions can be assessed based on the changes in 
reversal potential as the Cl– concentration in the 
extracellular solution is varied. For this purpose, in 
the experiments with a calcium-free extracellular 
solution, we replaced the intracellular solution con-
taining 130 CsGlutamate (10 mM [Cl–]) with a solu-
tion containing 130 CsCl (140 mM [Cl–]). When the 
intracellular solution containing 10 mM [Cl–] was 
replaced with that containing 140 mM [Cl–], the re-
versal potential shifted rightward by 12.7 ± 3.9 mV 
(n = 3) (Fig. 2E). Earlier, we demonstrated that the 
presence of 105 mM CaCl2 in the extracellular so-
lution shifted the reversal potential rightward by 
16 ± 2 mV when the intracellular solution was re-
placed in the same manner [8]. Hence, no statistical-
ly significant differences in the shift in the reversal 
potential were observed when using extracellular 
solutions containing or not containing calcium ions 
(Fig. 2E) [8].

Therefore, Ca2+ ions in extracellular solutions 
have no effect on the permeability of endogenous 
ANO6 channels for chloride ions.

An increase in [Ca2+]i leads to preferential 
activation of endogenous ANO6 channels 
with double amplitude
Channels belonging to the anoctamin family of pro-
teins are known to exist as homodimers. Each subu-
nit contains a conducting pore. Inside each pore, there 
are two binding sites of calcium ions differing in their 
affinity [11].

It has been demonstrated that at low [Ca2+]i, when 
only one [Ca2+]i binding site is occupied, two pores of 
ANO1 channels function independently [12]. As [Ca2+]i 
increases, both binding sites of the [Ca2+]i ions in the 
pore are occupied, thus causing synchronous func-
tioning of ion conduction pores in the channel [12]. 
However, it is currently unknown whether ANO6 also 
exhibits this property.

In order to answer this question, we recorded the 
activity of endogenous ANO6 channels in intracellu-
lar solutions with low (1 μM) and high (10 μM) [Ca2+]i 
in the inside-out configuration at a membrane poten-
tial of +40 mV. A pipette solution containing 105 mM 
CaCl2 was used to increase the frequency of observa-
tion of ANO6 CaCCs.

We discovered that channels with amplitude 
0.95 ± 0.06 pA (n = 10/11) were typically activated in 
the presence of 1 μM [Ca2+]i (Fig. 3A). When using the 
solution containing 10 μM [Ca2+]i, we observed activa-
tion of channels with a similar amplitude (1 ± 0.12 pA 
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(n = 3/7)), as well as channels with double amplitude 
(1.79 ± 0.14 pA (n = 4/7)) (Fig. 3B). In the solution 
containing 1 μM [Ca2+]i, activation of channels with 
double amplitude was observed only in 9% of the ex-
periments (n = 1/11) (p < 0.05) (Fig. 3C,D).

Hence, it can be inferred from our data that as 
[Ca2+]i increases, two conduction pores of endogenous 
ANO6 CaCCs start conducting current synchronously. 
Therefore, we can assume that the mechanisms of 
regulation by intracellular calcium ions are similar for 
ANO1 and ANO6 CaCCs.

The open-state lifetime of the endogenous ANO6 
CaCC depends on the membrane potential 
rather than on [Ca2+]i
The current through an endogenous ANO6 CaCC is 
known to increase with the intracellular calcium con-

centration and membrane depolarization [10]. We have 
previously demonstrated that this is related to a high-
er open state probability of the channels, their ampli-
tude, and conductance [8]. However, the increase in 
the current can also be related to changes in the open 
state lifetime of the channel.

In order to study this question, we analyzed the 
open state lifetime of endogenous ANO6 channels as 
a function of the [Ca2+]i concentration on the intracel-
lular side of the membrane at a fixed membrane po-
tential of +40 mV.

At 0 .2 μM [Ca2+] i,  the open state l i fe-
time of channels was 1.07 ± 0.21 ms (n = 5); 
at 1 μM [Ca2+]i, – 0.77 ± 0.14 ms (n = 4); at 10 μM 
[Ca2+]i – 1.18 ± 0.31 ms (n = 4); and at 100 μM 
[Ca2+]i – 1.07 ± 0.15 ms (n = 4) (p > 0.05) (Fig. 4A). 
Therefore, the open state lifetime of channels was in-
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Fig. 2. Activity of endogenous ANO6 CaCCs in the absence of divalent ions in the external solution. (A) A fragment 
of current recording through endogenous ANO6 CaCCs in an external solution containing 140 mM NaCl, 5 mM EGTA. 
Representative fragments of the recordings are shown, with expanded current traces and corresponding amplitude 
histograms at the bottom. (B) The average current–voltage relationship of endogenous CaCCs in an external solution 
containing 140 mM NaCl, 5 mM EGTA and intracellular solution based on CsGlutamate. (C) Frequency of observation 
of endogenous ANO6 CaCCs at 140 mM NaCl, 5 mM EGTA in an external solution. (D) The open state probability of 
endogenous ANO6 CaCCs at 140 mM NaCl, 5 mM EGTA in an external solution. (E) A shift in the reversal potential of 
endogenous CaCCs when one replaces an intracellular CsGlutamate solution with CsCl at 140 mM NaCl, 5 mM EGTA in 
the extracellular solution
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Fig. 3. Amplitude of endogenous CaCC at 1 and 10 µM [Ca2+]
i
. The extracellular solution contained 105 mM CaCl

2
. 

The channels were activated by application of a solution with 1 or 10 µM [Ca2+]
i
. (A) A fragment of current record-

ing through endogenous single-amplitude CaCC activated by application of 1 µM [Ca2+]
i
. c is the closed state of the 

channel; o is the open state of the channel. (B) A fragment of current recording through endogenous double amplitude 
CaCC activated by application of 10 µM [Ca2+]

i
. c is the closed state of the channel; o is the open state of the channel; 

and s is the substate. (C) The frequency of observation of endogenous CaCC ANO6 with double amplitude activated by 
1 µM [Ca2+]

i
 (white) or 10 µM [Ca2+]

i
 (gray), p < 0.05. (D) The amplitude of endogenous ANO6 channels activated by 

1 or 10 µM [Ca2+]
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dependent of variations in [Ca2+]i. An analysis of the 
dependence of the open state lifetime of endogenous 
ANO6 channels on the membrane potential at a fixed 
intracellular concentration of 100 μM [Ca2+]i demon-
strated that the open state lifetime of CaCC increases 
linearly with increasing potential upon membrane de-
polarization (Fig. 4B).

Therefore, the increase in the current through en-
dogenous CaCCs upon membrane depolarization is 
related not only to the higher conductance and open 
state probability of the channels (which was described 
earlier), but also to the longer open state lifetime of 
endogenous ANO6 channels. Meanwhile, variation in 
[Ca2+]i does not alter the open state lifetime of chan-
nels.

Activity of ANO6 increases after transient switching 
to the negative membrane potential and back
We have found that the activity of ANO6 channels at 
a potential of +40 mV increases after transient mem-
brane potential switching to a negative potential and 
back to +40 mV. The experimental scheme is present-
ed below: channels were activated by adding 1 μM 
[Ca2+]i to the intracellular side of the membrane at 
a potential of +40 mV; then the potential was main-
tained negative during 30 s, and a +40 mV voltage 
was reapplied. Potential switching back to +40 mV 
increased activity, on average from 0.23 ± 0.06 to 
0.81 ± 0.26 (n = 7, p < 0.05, Fig. 5). This effect was 
not observed at higher calcium concentrations (10 or 
100 μM): presumably, the channels had been induced 
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to the maximum extent and activity could not be in-
creased any further.

It is known that there exists synergy between in-
creasing the intracellular calcium concentration and 
plasma membrane depolarization in the activation 
of ANO6 channels. Thus, for overexpressed ANO6 
channels, depolarization facilitates the interaction be-
tween calcium ions and intracellular binding sites, 
which increases channel activity [10]. In this study, 
we demonstrated for the first time that potential 
switching per se increases ANO6 activity. It is fair 
to believe that changes in the electric field at the 
instant when the membrane potential is switched 
from a negative value to +40 mV contributes to the 
conformational changes in endogenous ANO6 chan-
nels, which enable efficient binding of calcium ions 
in the channel pore vestibule. This regulation will 
presumably be particularly pronounced under physi-
ological conditions upon membrane potential fluctua-
tions (hyperpolarization followed by depolarization), 
since it theoretically reduces the calcium concentra-
tion needed to increase channel activity. It would be 
interesting to further study whether this effect de-
pends on the rate of the switching from a negative 
potential to a positive one.

Fig. 5. Activity of ANO6 channels at +40 mV before and 
after transient membrane potential switching to a nega-
tive value. The channels were pre-activated by adding 
1 µM calcium to the intracellular side of the membrane. 
After the development of activity at +40 mV, the mem-
brane potential was switched to negative and then 
returned to +40 mV
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a calcium ion concentration as low as 1 μM. This reg-
ulation can potentially also be observed under phys-
iological conditions upon local membrane potential 
fluctuations.

High concentration of extracellular calcium ions in-
creased channel activity, probably via nonselective 
entry of calcium ions and self-maintenance of chan-
nel activity. Since this effect was observed only in the 
presence of excessive calcium concentration (being al-
most two orders of magnitude higher than the physi-
ological one), the physiological role of this process still 
needs to be elucidated. Channel permeability for chlo-
ride ions was independent of extracellular calcium 
concentration.

The identified mechanisms of regulation of ANO6 
channel activity illustrate the potential pathways 
for fine-tuning of channel functioning under normal 
physiological and pathological conditions. 

This work was supported by the Russian Science 
Foundation (grant No. 22-24-00761).

CONCLUSIONS
By analyzing the kinetics of the functioning of single 
CaCCs, we have, for the first time, detected lengthen-
ing of the open state lifetime of the channel induced 
by an increase in membrane potential. Along with the 
previously reported increase in conductance and open 
state probability of the channels, this property seems 
to be responsible for the characteristic outward rec-
tification of CaCCs. The intracellular calcium concen-
tration had no effect on channel lifetime; however, an 
analysis of the channel amplitude demonstrated that 
increasing calcium concentration synchronizes func-
tioning of the pores of the anoctamin dimer, thus in-
creasing the current twofold.

Under experimental conditions, ANO6 channels are 
activated at high concentrations of intracellular cal-
cium (several tens of micromoles), whereas the physi-
ological calcium concentration in the cytoplasm is two 
orders of magnitude lower. We revealed that the cycle 
of membrane potential changes (hyperpolarization fol-
lowed by depolarization) increases channel activity at 
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ABSTRACT Acute myeloid leukemia (AML) is a malignant neoplasm characterized by extremely low curabili-
ty and survival. The inflammatory microenvironment and maturation (differentiation) of AML cells induced 
by it contribute to the evasion of these cells from effectors of antitumor immunity. One of the key molecu-
lar effectors of immune surveillance, the cytokine TRAIL, is considered a promising platform for develop-
ing selective anticancer drugs. Previously, under in vitro conditions of the inflammatory microenvironment 
(a three-dimensional high-density culture of THP-1 AML cells), we demonstrated the emergence of differen-
tiated macrophage-like THP-1ad clones resistant to TRAIL-induced death. In the present study, constitutive 
activation of proinflammatory signaling pathways, associated transcription factors, and increased expression 
of the anti-apoptotic BIRC3 gene were observed in TRAIL-resistant macrophage-like THP-1ad AML cells. For 
the first time, a bioinformatic analysis of the transcriptome revealed the main regulator, the IL1B gene, which 
triggers proinflammatory activation and induces resistance to TRAIL in THP–1ad macrophage-like cells.
KEYWORDS acute myeloid leukemia, TRAIL-induced apoptosis, transcriptome, inflammation.
ABBREVIATIONS AML – acute myeloid leukemia; TRAIL – tumor necrosis factor (TNF)-related apoptosis 
inducing ligand; TF – transcription factor; INF – interferon; IL – interleukin; FDR – false discovery rate; 
DEG – differentially expressed genes; PPI – protein–protein interactions.

immunity; therefore, it is a marker of an unfavorable 
prognosis in the course of the disease [5–7]. It is also 
known that under inflammatory conditions, activation 
of proinflammatory intracellular signaling pathways 
can lead to myeloid differentiation of healthy hemato-
poietic progenitor cells [8–10]. Recently, there has ap-
peared evidence that AML cells with a differentiated 
(mature) myeloid phenotype can suppress the activ-
ity of antitumor immunity and are more resistant to 
a number of antitumor drugs [11–13].

The apoptosis-inducing ligand (TRAIL), which 
is related to the tumor necrosis factor (TNF), is 
a key molecular component of antitumor immunity. 
Cytokine TRAIL binds to four membrane-bound re-
ceptors: pro-apoptotic DR4 and DR5, anti-apoptot-
ic DcR1 and DcR2, and to the soluble anti-apoptotic 
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INTRODUCTION
Acute myeloid leukemia (AML) is a malignant blood 
disease characterized by extremely low curability and 
poor chance of survival [1]. Despite the progress made 
in therapeutic strategies over the past decade, the 
overall five-year survival rate is only 30% in patients 
diagnosed with AML [2]. AML is characterized by un-
controlled clonal expansion and accumulation (hyper-
cellularity) of malignantly transformed hematopoietic 
progenitor cells in bone marrow and peripheral blood. 
It is well known that in acute myeloid leukemia, the 
bone marrow acquires the characteristics of damaged 
tissue, with signs of chronic inflammation [3, 4]. The 
inflammatory process in the bone marrow contrib-
utes to the avoidance of tumor cell death induced by 
both antitumor drugs and components of antitumor 
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“receptor” osteoprotegerin [14]. TRAIL is unique in 
its ability to selectively induce the death of tumors 
and transformed cells in the absence of cytotoxic ef-
fects on healthy cells. This property is very attractive 
and promising for the development of highly active 
agonists of pro-apoptotic TRAIL receptors, which, in 
turn, is extremely important for reducing any serious 
non-specific side effects of immunobiological antitu-
mor drugs [15, 16].

Previously, we showed that in AML THP-1 cells 
under in vitro conditions, in a three-dimensional 
high-density culture simulating homotypic intercel-
lular communication in the hyperplasia of leukemic 
blasts in the bone marrow, there was an increase in 
the production of proinflammatory cytokines, chemo-
kines, and growth factors; activation of proinflam-
matory NF-kB-dependent signaling pathways; and a 
reversible increase in resistance to TRAIL-induced 
death and to the action of chemotherapeutic drugs 
[17, 18]. In addition, we have shown that macrophage-
like clones THP-1ad with constitutive resistance to 
TRAIL-induced death appear in a three-dimensional 
high-density culture of these cells [19]. Differentiation 
of AML cells is also known to increase their resis-
tance to TRAIL-induced death [20, 21].

Hence, based on the published data and our own 
results, we assume that the proinflammatory micro-
environment of AML cells, simulated in a three-di-
mensional high-density cell culture in vitro, can in-
duce cell maturation and lead to the emergence of 
new cell clones resistant to the cytotoxic effect of anti-
tumor cytokine TRAIL. In this study, the bioinformat-
ic analysis of the transcriptomes of macrophage-like 
THP-1ad cells that had formed under conditions of a 
proinflammatory microenvironment and were resistant 
to TRAIL-induced death identified the main signaling 
pathways and the key molecular participants associ-
ated with the activation of the survival pathways.

EXPERIMENTAL

Cell cultures
The THP-1 human AML cell line (TB-202) was pro-
cured from ATCC (Manassas, VA, USA). Proliferating 
macrophage-like clones THP-1ad were obtained as 
previously described [19]. The cells were cultured 
in a RPMI 1640/F12 medium (Sigma, USA) supple-
mented with 10% fetal bovine serum (FBS) (Gibco, 
USA) and 40 μg/mL gentamicin sulfate (Sigma) at 
37°C in the presence of 5% CO2. Non-proliferating 
macrophage-like THP-1PMA cells were obtained 
by incubating THP-1 cells with 200 nM phorbol-12-
myristate-13-acetate (Sigma) for 96 h. For proinflam-
matory activation, THP-1 cells were cultured with 

10 μg/mL LPS from Escherichia coli O111:B4 (Sigma) 
for 24 h.

Cell transcriptome sequencing
RNA sequencing for the analysis of cell transcrip-
tomes was performed at Genoanalytika LLC using a 
HiSeq 1500 sequencer (Illumina, USA). RNA sequenc-
ing of each of the two groups of cells was performed 
in triplicate.

Analysis of differential gene expression
To identify differences in gene expression between 
macrophage-like clones THP-1ad and parent THP-1 
cells, cluster analysis and principal component analy-
sis using the Python programming language (v. 3.10.5) 
and the Scikit-learn package (v. 1.3.2) were performed 
(Fig. 1). 

Gene set enrichment analysis (GSEA) was used to 
study the activation of signaling pathways in mac-
rophage-like THP-1ad clones compared to parent 
THP-1 cells, since this method analyzes all the chang-
ing genes rather than only the genes with a multiplic-
ity of changes above a certain threshold [22]. Gene 
sets from the H (Hallmark) and C3 collections (tran-
scription factor target gene sets) of the MSigDB mo-
lecular signature database (https://www.gsea-msigdb.
org/gsea/msigdb/human/collections.jsp) were analyzed 
using the Python programming language software 
package (v. 3.10) GSEApy (v. 1.0.5). The enrichment 
score was used as a criterion for the activation of 
signaling pathways and transcription factors (TF). 
Additionally, the normalized enrichment score (NES) 
was used to compare sets of genes containing differ-
ent numbers of genes. The higher the value of the 
NES or enrichment score, the higher the probability 
of activation of the signaling pathway or TF is.

To identify differentially expressed genes (DEG), 
whose products can participate in the regulation of 
the studied signaling pathways, protein–protein in-
teraction networks (PPIs) were constructed and their 
functional interactions were analyzed to identify the 
central regulatory elements. We used the STRING 
database (http://string-db. org), Cytoscape software 
(v. 3.10.0), and CytoHubba plugin [23].

Quantitative reverse transcription PCR
Total RNA was isolated using an innuPREP RNA Mini 
Kit 2.0 (Analytik Jena, Germany). cDNA was syn-
thesized and amplified using the One Tube RT-PCR 
SYBR kit (Eurogen, Russia) on a QuantStudio 5 Real-
Time PCR device (Thermo Scientific, USA), according 
to the manufacturer’s instructions. The oligonucleo-
tide primers used in this study were synthesized at 
Eurogen CJSC and are listed in Table 1.
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Statistical analysis
Results are presented as a mean ± standard deviation 
(M ± SD). Experiments were performed with at least 
five repetitions (n ≥ 5). The statistical significance 
of the differences was determined using one–sided 
ANOVA, followed by multiple Holm–Sidak compari-
sons (p < 0.05). The statistical significance of changes 
in gene expression was assessed using the Wald test 
adjusted for multiple Benyamini–Hochberg compari-
sons (FDR) ≤ 0.05 [24].

RESULTS AND DISCUSSION

Identification of the most activated signaling 
pathways in macrophage-like clones THP-1ad
Previously, we demonstrated the formation of mac-
rophage-like clones THP-1ad in vitro in three-dimen-

sional high-density cultures of THP-1 AML cells with 
increased resistance to TRAIL-induced death [19]. To 
determine the main signaling pathways and potential 
mechanisms of TRAIL resistance in macrophage-like 
THP-1ad clones, the transcriptomes of these cells were 
sequenced, followed by an analysis of differential gene 
expression in comparison with the parent THP-1 cells.

To identify the activity of intracellular signaling 
pathways, gene set enrichment analysis (GSEA) of the 
MSigDB database [25] was performed on the entire 
transcriptome sequencing dataset, which allows one 
to analyze the activation/deactivation of the studied 
signaling pathway or all the target genes under study, 
because of the contribution of even minor changes in 
the transcriptional activity [22].

Gene set enrichment analysis using the H collection 
showed that in the macrophage-like clones THP-1ad, 

Fig. 1. Comparative analysis of gene expression variations between THP-1ad and THP-1 cells. An analysis using principal 
component analysis was conducted for gene expression data to identify changes in expression between two experi-
mental groups (A). Allocation of variation among the major components (B). Clustering of differentially expressed genes 
(DEGs) with significant changes in expression (C)

А

B

C
D

is
p

e
rs

io
n 

o
f p

rin
ci

p
al

 c
o

m
p

o
ne

nt
s,

 %

PC1 PC2 PC3 PC4 PC5 PC6

PC
2,

 2
0.

4%

PC1, 76.4%



RESEARCH ARTICLES

VOL. 16 № 1 (60) 2024 | ACTA NATURAE | 51

the sets of genes of the interferon alpha response 
(NES 2.13), IL6 JAK STAT3 signaling (NES 2.06), in-
flammatory response (NES 2.01), interferon gamma 
response (NES 1.98), and TNFA signaling via NF-KB 
(NES 1.96) had the highest positive normalized en-
richment score (NES) (Fig. 2A), indicating activation 
of these signaling pathways. It is well known that the 
activity of the identified signaling pathways is char-
acteristic of proinflammatory activation of cells [26–
28]. We also found that in macrophage-like clones 
THP-1ad, the activity of the signaling pathways MYC 
targets V1 (NES -2.86), MYC targets V2 (NES -2.83), 
and oxidative phosphorylation (NES–2.03) was sup-
pressed, as evidenced by the highest negative value 
of NES. Suppression of these signaling pathways is 
also characteristic of the proinflammatory activation 
of cells and increased resistance to TRAIL-induced 
death [29–31].

To identify the most probable TF controlling the 
expression of the genes from the sets with the high-
est positive NES value, that is, those directly involved 
in the activation of the aforementioned signaling 
pathways in macrophage-like clones THP-1ad, gene 
set enrichment analysis was performed using a C3 
collection and sets of genes containing sequences for 
binding to TF of the IRF, STAT, and NF-kB families.

It was shown that of all the sets of the C3 collec-
tion (subcollections of TFT:TFT_LEGACY) containing 
genes binding TF of the IRF family, the sets of genes 
IRF_Q6 (ES 0.46), STTTCRNTTT_IRF_Q6 (ES 0.46), 
IRF1_Q6 (ES 0.45), and IRF7_01 (ES 0.45) were sig-
nificantly (FDR ≤ 0.05) enriched and had a positive 
enrichment score (ES), which indicates the transcrip-
tional activity of IRF1 and IRF7 factors. When study-
ing sets containing genes with sequences for bind-
ing TF of the STAT family, it was found that the 
sets of STAT3_02 (ES 0.48) and STAT6_02 (ES 0.42) 
genes were significantly enriched (FDR ≤ 0.05) and 
had a positive ES, indicating the transcriptional ac-
tivity of STAT3 and STAT6 factors. A study of the 
sets containing genes with sequences binding NF-kB 
showed that the sets GGGNNTTTCC_NFKB_
Q6_01, NFKB_Q6_01, NFKAPPAB_01, NFKB_Q6, 
and NFKAPPAB65_01 were significantly enriched 
(FDR ≤ 0.05) and had positive enrichment scores of 
0.524001, 0.485919, 0.477002, 0.458895, and 0.44804, re-
spectively, indicating an expressed NF-kB-dependent 
transcriptional activity (Fig. 2A–2D).

The regulatory factors interferon IRF1 and IRF7 
are known to regulate the expression of interferons of 
the first (α and β) and second (γ) types, acting as in-
ducers of inflammation in the development of tumor 
diseases [32–34]. STAT3 and STAT6 are also known 
to be activated during inflammation in the tumor mi-

Table 1. The oligonucleotide primers used in this study

Oligonucleotide The nucleotide sequence 5’→3’

NAIP-F GGGGACTTCGTCTGGGATTC

NAIP-R CTGGCCAGTGGAAGGAAAGT

CIAP1-F CTGATTCCCGGCTCTGCG

CIAP1-R AGCACGAGCAAGACTCCTTT

CIAP2-F TCCATGGGTTCAACATGCCA

CIAP2-R CTCCTGGGCTGTCTGATGTG

XIAP-F TGGCGCTCATCGAGGGA

XIAP-R TGTCTGCAGGTACACAAGTTTTAG

Survivin-F TTCAAGGAGCTGGAAGGCTG

Survivin-R GCAACCGGACGAATGCTTTT

BRUCE-F AGAAAGGGATGATGCAAGTACG

BRUCE-R CTACCTGGGCTGCTGAACTC

Livin-F GGCCTCCTTCTATGACTGGC

Livin-R GCAGAAGAAGCACCTCACCT

ILP-2-F GGAGAGGAAAAGCGTTGTGC

ILP-2-R TCTTCACTATGCATGGCGGG

BCL2-F CAACATCGCCCTGTGGATGA

BCL2-R CCGTACAGTTCCACAAAGGC

BCL2L1-F GGCTTGTTCGGGAGAGACG

BCL2L1-R CACTGAGTCTCGTCTCTGGTT

MCL1-F TGGAGACCTTACGACGGGTT

MCL1-R AGCACATTCCTGATGCCACC

BCL2L2-F CGACTGTGACTCTGCTGCAA

BCL2L2-R TCTCCCTGACTCGAGCTTTG

BCL2A1-F GGATAAGGCAAAACGGAGGC

BCL2A1-R TCTTCTTGTGGGCCACTGAC
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croenvironment; their activity may be associated with 
an increased inflammatory response during leukemia 
progression [35–37]. It has been posited that NF-kB 
plays a role in the formation of a leukemic microen-
vironment during the stimulation of a chronic inflam-
mation in the BM niche under the effect of the cyto-
kine tumor necrosis factor-α (TNFα), which supports 

a favorable environment for the survival and produc-
tion of leukemic cells [38–40].

Hence, it can be assumed that proinflammatory sig-
naling pathways associated with IFNα, IFNγ, IL-6, and 
TNFα are constitutively active in macrophage-like 
clones THP-1ad. In addition, the data obtained indi-
cate that IRF1, IRF7, STAT3, STAT6, and NF-kB, the 
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Fig. 2. Comparative analysis of GSEA gene sets in THP-1ad mac-
rophage-like clones and THP-1 parent cells. The GSEA findings are 
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to the number of genes exhibiting different expression levels com-
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NES – normalized enrichment score. FDR ≤ 0.05
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known modulators of tumor cell resistance, are in-
volved in the activation of these processes.

Identification of the potential regulatory 
genes involved in TRAIL resistance in 
macrophage-like THP-1ad clones
To determine the DEGs whose products are most 
likely to act as regulatory elements of identifiable sig-
naling pathways in macrophage-like clones THP-1ad 
from 21,511 transcribed genes, 355 DEGs were select-
ed corresponding to the parameter 2 ≤ log2(FC) ≤ -2. 
Identification of the selected DEGs showed increased 
expression of 286 genes and decreased expression of 
69 genes compared to those in the parent THP-1 cells 
(Fig. 3A).

PPI networks were built for DEGs with increased 
and decreased expression in order to identify interac-
tions between DEGs products using the STRINGdb 
database [41]. It was shown that 167 out of the 286 
genes with increased expression formed an intercon-
nected network (Fig. 3B), whereas only eight out of 
the 69 genes with reduced expression formed a con-
nected network (Fig. 3C).

We analyzed the PPI network only for DEGs with 
increased expression, because it contained more inter-
connected participants than the DEGs network with 
reduced expression did, which could potentially make 
a more significant contribution to the formation of 
TRAIL resistance in macrophage-like THP-1ad clones. 
Clustering was then performed among the genes with 
increased expression in the PPI network using the 
cytoHubba module plug-in in the Cytoscape software 
[23]. Clustering was performed using 12 available cy-
toHubba algorithms to identify the most likely hub 
genes that could potentially contribute more to the 
formation of the PPI network and, thus, become po-
tential targets for reducing TRAIL resistance in mac-
rophage-like clones THP-1ad. Using cytoHubba al-
gorithms, 20 genes with the highest rank value were 
identified in the analyzed PPI network. The rank in 
the PPI network shows the degree of “importance” of 
a gene, and the higher the rank (the closer to zero), 
the more significant this gene is for the formation of 
the network (Fig. 4).

In the PPI network clusters shown in Fig. 4, the 
five most repetitive genes were selected with the 

Fig. 3. A diagram illustrating the distribution of DEGs in THP-1ad cells compared to the 
parent THP-1 cells (A). The PPI networks of DEGs products in THP-1ad cells are shown. 
The DEGs with increased expression are highlighted in green (B), whereas those with 
decreased expression are highlighted in blue (C)

Upregulated DEGs
Downregulated DEGs

log
2
(FC)

lo
g

10
(p

)

log
2
(FC)

log
2
(FC)

А B

C



54 | ACTA NATURAE | VOL. 16 № 1 (60) 2024

RESEARCH ARTICLES

highest rank value, namely CSF1, which encodes 
a macrophage colonystimulating factor (M-CSF); 
PDGFRB, encoding the platelet growth factor recep-
tor (PDGF); MMP2, encoding matrix metalloprotein-
ase 2; SRC, encoding non-receptor tyrosine kinase 
SRC; and IL1B encoding interleukin1ß (IL-1ß). The 

А

D E F

G H I

J K L

B C

Rank

Fig. 4. Clustering of the PPI network of genes with increased expression using the cytoHubba module algorithms: MCC 
(A), DMNC (B), MNC (C), Degree (D), EPC (E), BottleNeck (F), EcCentricity (G), Closeness (H), Radiality (I), Between-
ness (J), Stress (K), and ClusteringCoefficient (L)

role of the products of identifiable hub genes is well 
known in myeloid maturation, proinflammatory ac-
tivation of cells, and progression of AML. M-CSF 
is the main regulator of macrophage differentiation 
and a promising target for AML therapy [42, 43]. 
The PDGF receptor has been shown to participate in 
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Fig. 5. The discovered IL1B, SRC, PDGFRB, MMP 2, and 
CSF1 hub genes are connected in PPI networks with antia-
poptotic members of the IAPs (A) and BCL-2 (B) families

А

B

the myeloid maturation of leukemic cells, activation 
of proto-oncogenic tyrosine kinases of the SRC fam-
ily, and maintenance of the viability and proliferation 
of tumor cells [44–46]. SRC tyrosine kinases are the 
specific signaling integrators necessary for normal 
hematopoiesis and progression of acute leukemia [47, 
48]. The role of IL-1β in the development of inflam-
matory processes and malignant neoplasms is well 
known. For example, chronic inflammation mediat-
ed by IL-1β is often associated with the emergence 
and progression of malignant tumors, as well as the 
direct regulation of myeloid cell differentiation and 
the signaling pathways that mediate the survival of 
leukemic cells [49–51]. Matrix metalloproteinases are 
involved in the migration of myeloid cells induced by 
an inflammation, and their suppression significantly 
reduces the viability and proliferation of AML cells 
[52, 53].

Therefore, the most probable regulatory genes 
of the signaling pathways activated in macrophage-
like THP-1ad clones, such as CSF1, PDGFRB, MMP2, 
SRC, and IL1B, have been identified. The products of 

the identified genes can serve as promising targets 
for the suppression of TRAIL resistance in THP-1ad 
macrophage-like clones.

Investigation of the interaction of hub genes 
with members of the IAPs and BCL-2 families
It is well known that the main intracellular positive 
regulators of AML cell resistance to TRAIL-induced 
apoptosis are members of the BCL-2 and IAPs fam-
ilies, which block apoptosis at the mitochondrial and 
effector caspase levels [18, 54, 55]. PPI networks were 
built to determine the potential interaction of the 
identified hub genes with anti-apoptotic members of 
the IAPs and BCL-2 families.

Among the five identified hub genes, only MMP2 
(partners of BIRC5 and XIAP), IL1B (partners of 
BIRC2, BIRC3, NAIP, and XIAP), and SRC (part-
ners of BIRC2 and XIAP) interacted with members 
of the IAPs family (Fig. 5A). Simultaneously, all the 
identified hub genes interacted with members of the 
BCL-2 family. The partners of the IL1B gene are 
BCL2, BCL2A1, and MCL1; the partners of the SRC, 
PDGFRB, and MMP2 genes are BCL2, BCL2L1, and 
MCL1; and that of the CSF1 gene is BCL2 (Fig. 5B). 
Hence, all the identified concentrator genes can in-
teract with anti-apoptotic members of the IAPs and 
BCL-2 families, which, in turn, indicates the potential 
participation of these families in the mechanism of re-
sistance of macrophage-like THP-1ad cells to TRAIL-
induced death.

Furthermore, expression of all the anti-apoptot-
ic members of the IAPs and BCL-2 family in mac-
rophage-like THP-1ad clones and in parent THP-1 
cells was revealed by quantitative reverse transcrip-
tion PCR. Additionally, expression of these genes 
was analyzed in THP-1 cells treated with forbol 
ether (THP-1PMA) and LPS (THP-1LPS), known in-
ducers of macrophage differentiation and activation 
of proinflammatory signaling pathways, respectively 
[56, 57].

In THP-1ad cells, expression of only the BIRC3 
gene encoding the cIAP2 protein, an inhibitor of 
caspases 3, 7, 8, and 10, was significantly increased 
(63 ± 7 times) (p ≤ 0.05) [58]. Similar results were ob-
tained for THP-1LPS cells, and only the expression of 
the BIRC3 gene was also significantly (p ≤ 0.05) in-
creased (42 ± 3 times). No significant increase in the 
expression of IAPs family members was observed 
in THP-1PMA cells (Fig. 6A). An analysis of the ex-
pression of the BCL-2 family anti-apoptotic genes re-
vealed a significant (p ≤ 0.05) increase (48 ± 6 times) 
in the expression of the MCL1 gene. Inhibitors of the 
proapoptotic proteins Bax and Bak were expressed 
only in THP-1PMA cells (Fig. 6B) [59].
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Therefore, in macrophage-like THP-1ad clones, the 
increase in the expression of the BIRC3 gene, which 
is a partner of the IL1B hub gene, is characteristic of 
proinflammatory activation, which most likely indi-
cates the key role of this hub gene in increasing resis-
tance to TRAIL-induced death.

The data on the activation of inflammatory pro-
cesses in the bone marrow microenvironment in AML 
[5, 6, 60] and the role of cytokine IL1ß in the progres-
sion of myeloid leukemia have been reported [51, 61, 
62]. In addition, macrophage differentiation is accom-
panied by increased expression of the cIAP2 protein 
[63]. However, these data on the possible participa-
tion of IL-1β-mediated proinflammatory activation in 
the development of the resistance of macrophage-like 
AML cells to cytotoxic TRAIL, potentially implement-
ed through increased expression of BIRC3, were ob-
tained here for the first time.

CONCLUSION
Transcriptomic analysis of macrophage-like 
TRAIL-resistant THP-1ad clone AML cells, which 
were obtained under model conditions of the proin-
flammatory microenvironment of leukemic cells, 
showed high constitutive activity of the intracellular 
proinflammatory signaling pathways associated with 
IFNα, IFNβ, IL-6, and TNFα. The most probable TF, 
such as IRF1, IRF7, STAT3, STAT6, and NF-kB, have 
also been identified, potentially determining the acti-
vation of these signaling pathways. When searching 
for potential regulators of the identified proinflam-
matory signaling pathways, the most probable par-
ticipants in these pathways, CSF1, PDGFRB, MMP2, 
SRC, and IL1B, were identified. It was also revealed 
that in THP-1ad cells, with proinflammatory activa-
tion, expression of the BIRC3 gene encoding cIAP2, 
an inhibitor of effector caspases, increased, which 
may mediate an increase in resistance to the cytotox-
ic TRAIL ligand. An important result is the discovery 
of a key molecular participant, the IL1B gene, which 
potentially links the processes of proinflammatory ac-
tivation and the development of resistance to TRAIL 
in macrophage-like THP-1ad clones. Therefore, we 
believe that the mechanism of TRAIL resistance in-
duction during the activation of inflammation in 
macrophage-like AML cells may consist of a IL-1β-
associated, through NF-kB, increase in the expression 
of the inhibitor of apoptosis cIAP2. 

This study was conducted as part of State 
Assignment No. 075-00224-24-01.
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Fig. 6. Gene expression of IAPs (A) and BCL-2 (B) fam-
ily members was analyzed in macrophage-like THP-1ad 
clones, THP-1 PMA, and THP-1LPS cells. The data are 
presented as the mean value ± SD (n ≥ 5). Statistical sig-
nificance (*p ≤ 0.05) was observed when comparing the 
parent cells of THP-1
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ABSTRACT The design of new effective cancer treatment methods is a promising and important research field 
in translational medicine. Oncolytic viruses can induce immunogenic cell death by activating the body’s im-
mune system to recognize tumor cells. This work presents the results for optimizing the production of re-
combinant vesicular stomatitis viruses (rVSVs). To ensure the assembly of viral particles, we developed the 
HEK293TN-T7 cell line, which stably expresses DNA-dependent RNA polymerase 7 for viral genome tran-
scription, and obtained helper plasmids encoding viral genes under the control of the CAG promoter. The 
oncolytic activity of the purified virus preparation was assessed in a murine model of B16F10Red melanoma 
cells expressing a red fluorescent protein. The presented method makes it possible to obtain purified viral 
preparations with a high titer and oncolytic activity. The amplification of viral particles in a HEK293 sus-
pension culture allows for rapid scalability. Therefore, the developed approach can be used to obtain other 
recombinant VSV-based oncolytic viruses for tumor immunotherapy.
KEYWORDS oncolytic viruses, vesicular stomatitis virus, cancer, melanoma, cytopathic effect, recombinant ve-
sicular stomatitis virus
ABBREVIATIONS VSV – vesicular stomatitis virus; rVSV – recombinant vesicular stomatitis virus; GFP – 
green fluorescent protein; CPE – cytopathic effect; MOI – multiplicity of infection; CF – centrifugation; 
UCF – ultracentrifugation; TCID50/ml – tissue culture infectious dose of the virus; bp – base pairs; RFP – red 
fluorescent protein.
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INTRODUCTION
Oncolytic viruses have long been considered as a po-
tent antitumor drug. To date, the development of new 
oncolytic viruses is one of the priority areas of tumor 
immunotherapy. According to recent data, there are 
currently more than 200 clinical trials on the safety 
and effectiveness of oncolytic virus-based drugs [1, 2]. 
The RNA-containing vesicular stomatitis virus (VSV) 
effectively infects different human and animal cells 
while being non-pathogenic to humans. Low viru-
lence, a rapid replication cycle in the cytoplasm (with-
out integration into the genome), possibilities to obtain 
high virus titers when producing VSV in mammalian 
(BHK-21 and HEK293) cells and genetically modify 
viruses, as well as the absence of neutralizing anti-

bodies in the human population, make VSV an ideal 
candidate for producing viral vaccines, transgene de-
livery vectors, and oncolytic viruses [3–5]. Assembly 
of such rVSVs as rVSV-dG-GFP involves transfection 
of BHK-21 cells with five plasmids and co-infection 
of cells with either the vaccinia virus (VV) or anoth-
er virus expressing T7 DNA-dependent RNA poly-
merase (T7 RNA polymerase) [6]. When generating 
biotechnological products for further use as drugs, it 
is necessary to minimize the number of helper virus-
es, in particular the replication-competent ones, since 
the latter can cause viral contamination. In addition, 
the resulting drug preparation should not contain VV 
or other virus particles [7]. There are currently few 
works with a comprehensive and detailed description 
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of all stages of the production, purification, concentra-
tion of VSV-based oncolytic viruses, and assessment 
of their functional activity for further studies. This 
paper presents a method for the production of puri-
fied replication-competent model rVSV encoding the 
green fluorescent protein (rVSV-dM51-GFP) without 
the use of a helper virus.

EXPERIMENTAL

Plasmids and genetic engineering
The following commercial plasmids were used for 
cloning: pBS-N-ФT-Kan (cat# EH1013, Kerafast, 
USA), pBS-P-ФT-Amp (cat# EH1014, Kerafast), 
pBS-L-ФT-Amp (cat#  EH1015 ,  Kerafas t ) , 
pBS-G-OT-Kan (cat# EH1016, Kerafast), pCAGGS-
G-Kan (cat# EH1017, Kerafast), pVSV-dG-GFP 2.6 
(cat# EH1026, Kerafast), and pCAG-T7pol (cat# 59926, 
Addgene). Escherichia coli strains (DH5-alpha, NEB® 
Stable (cat# C3040H, NEB, Great Britain)) were used 
for plasmid amplification. Genetic transformation, 
hydrolysis by restriction endonucleases, ligation, gel 
electrophoresis, and DNA isolation were performed 
using standard protocols and the recommendations of 
the enzyme manufacturers [8]. Commercial reagent 
kits (cat. # BC021L and cat. # BC124, Evrogen, Russia) 
were used for DNA isolation. Targeted mutagenesis 
of the VSVМ gene encoding the VSVM protein was 
performed by inverse PCR using pVSV-dG-GFP 2.6 
(cat# EH1026, Kerafast) as a template and specific 
primers:
forward GACACCTATGATCCGAATC AAT TA AG-
ATATGAGA;
reverse CTCGTCAACTCCAAAATAGGATT TGT CA-
ATTGGA.

VSVG  f rom the  pCAGGS-G-Kan p la s -
mid was cloned into the mutagenesis plasmid 
pVSV-dG-dM51-GFP at NheI/XbaI sites to gen-
erate the pVSV-dM51-GFP plasmid, which is re-
quired for the assembly of replication-competent 
rVSV-dM51-GFP. To obtain helper plasmids with 
the CAG promotor (pCAG-VSVL, pCAG-VSVN, 
and pCAG-VSVP), N and P gene sequences were 
cloned at the EcoRI/NotI sites and the L gene was 
cloned at the XbaI/NotI sites in pCAG-T7pol. The 
genes were amplified using specific primers; the 
plasmids pBS-N-ФT-Kan, pBS-P-ФT-Amp, and 
pBS-L-ФT-Amp were used as templates for the 
amplification of VSVN, VSVP, and VSVL, respec-
tively. The correct assembly of vectors was verified 
by Sanger sequencing using an ABI 3500 Genetic 
Analyzer (Applied Biosystems, USA) in standard con-
ditions with the reagents recommended by the manu-
facturer.

Production of HEK293TN-T7 and BHK-21-T7 cells
The T7-RNApol gene encoding the T7 RNA polymer-
ase was cloned in the retroviral vector pBabe-bleo 
(Plasmid #176) at BamHI/SalI sites. The accuracy of 
the pBabe-bleo vector assembly was verified by re-
striction enzyme analysis and Sanger sequencing.

To obtain the retrovirus, the resulting plasmid 
was used for the transfection of Phoenix-AMPHO 
(CRL-3213 – ATCC) cells with Lipofectamine® 3000 
(cat# L3000015, Thermo Fisher Scientific) according 
to the manufacturer’s instructions. HEK293TN and 
BHK-21 cells were infected with a cultural medium 
containing the obtained retrovirus for 3 h during each 
12-h interval. Selection was performed within a week 
using 100 µg/ml of zeocin (cat# R25005, Invitrogen by 
Thermo Fisher Scientific). The surviving cells were 
seeded and screened 2 weeks after the start of selec-
tion based on the presence of a T7-RNApol insertion 
in the cell genome determined by PCR with specific 
primers. A clone of HEK293TN-T7 and BHK-21-T7 
cells was selected for further studies. The activity 
of T7 RNA polymerase was confirmed in the clones 
by detecting luminescence using the Luciferase 
Assay System (Promega, USA). For this, the cells 
were transfected with the following expression vec-
tors: plasmids pEGFPN3 (cat# 632515, Clontech), 
pSmart_5’-Mod-FFLuc-3’-Mod [9], pCAG-T7pol, and 
pSmart_5’-Mod-FFLuc-3’-Mod (positive control).

Production and amplification of rVSV-dM51-GFP
For rVSV-dM51-GFP assembly, 80–85% confluent 
HEK293TN-T7 cells in 12-well plates were trans-
fected with pCAG-VSVN, pCAG-VSVP, pCAG-VSVL, 
pCAGGS-G, and pVSV-dM51-GFP at a 3:5:1:4:8 ratio, 
respectively, using PEI (a 5:1 ratio) and total DNA 
(10.5 μg). Cultural media, obtained 72 h after trans-
fection, were used for further virus amplification in 
either adherent BHK-21 cells (cat# 85011433, ECACC 
General Collection) or suspension HEK293 cells in 
a serum-free medium (BalanCD HEK293, Irvine 
Scientific). Virus-containing supernatants (MOI = 10-4) 
obtained by centrifugation (3,000 g) of the culture me-
dium from the previous stages of rVSV-dM51-GFP 
production were added, and the cells were incubat-
ed for 72 h. The culture medium was collected at all 
stages of virus production, centrifuged at 3,000 g and 
either stored at –80°C or used immediately for re-
peated virus transduction, isolation, purification, anal-
ysis, etc. After virus amplification in HEK293 cells, 
virus-containing supernatants were passed through 
0.45-µm filters, concentrated (300 kDa, Vivaspin 6, 
VS0651, Sartorius) 100- to 200-fold and mixed with 
the standard phosphate-buffered saline (PBS, pH 7.4) 
for storage, purification, and analysis.
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Purification of rVSV-dM51-GFP 
by ultracentrifugation
Fo r  pu r i f i c a t i o n  a nd  c o n c en t r a t i o n  o f 
rVSV-dM51-GFP by ultracentrifugation (UCF), viral 
particles were purified and precipitated through a 
sucrose cushion (20% sucrose solution in HEN buff-
er: 10 мМ HEPES pH 7.4, 1 мМ EDTA, and 100 мМ 
NaCl). The virus-containing supernatant was trans-
ferred into UCF tubes (cat# 344061, Beckman 
Coulter), and 4 ml of a 20% sucrose solution was 
added under the supernatant layer. The tubes were 
ultracentrifuged at 120,000 g and 4°C for 1 h, the su-
pernatant was removed, and the precipitate was re-
suspended in 500 μl of an ET buffer (1 mM Tris-HCl, 
pH 7.5, 1 mM EDTA, and 10% DMSO) and incubat-
ed for 2 h at 4°C. The second UCF stage was per-
formed in a discontinuous sucrose-density gradient 
with a HEN buffer with three different densities (25, 
45, and 60%). Samples were centrifuged at 130,000 g 
and 4°C for 16 h. The band at the boundary between 
the 25% and 45% layers was extracted. At the third 
stage, the resulting sample was diluted 12-fold in 
standard PBS (pH 7.4). The samples were centri-
fuged at 120,000 g and 4°C for 1 h. The precipitate 
containing the purified viral fraction was dissolved 
in the required volume of PBS (pH 7.4).

Analysis of rVSV-dM51-GFP samples 
by electron microscopy
A Crossbeam 550 scanning electron microscope (Carl 
Zeiss, Germany) was used in the scanning transmis-
sion electron microscopy (STEM) mode. The sam-
ple was applied onto copper grids pretreated with 
air plasma for 10 s (formvar/carbon (200 mesh), 
cat#BZ31022a, EMCN, China) using a Zepto Plasma 
Cleaner (Diener Electronic). The samples were incu-
bated for 2 min, and the grid was washed with dou-
ble-distilled water and contrasted with 1% aqueous 
uranyl acetate (cat#0379, Polysciences Inc.) for 1 min. 
The resulting sample grids were dried in air at room 
temperature. The samples were visualized at an accel-
erating voltage of 30 kV.

Analysis of rVSV-dM51-GFP samples
The protein composition of the samples was analyzed 
by polyacrylamide gel electrophoresis (PAGE) under 
denaturing conditions using sodium dodecyl sulfate 
(SDS-PAGE) according to the standard protocol [10]. 
The rVSV-dM51-GFP preparation titer (TCID50/ml) 
was calculated using the Reed–Muench method [11].

Production of B16F10red cells
B16F10Red cells were obtained from B16F10 murine 
melanoma cells (third passage) from the Collection 

of Tumor Strains of the Federal State Budgetary 
Institution Blokhin National Medical Research Center 
of Oncology of the Russian Ministry of Health. 
B16F10 cells were obtained from murine C57BL/6 
cells. B16F10 cells were transduced with viral par-
ticles from the culture medium of HEK293TN cells, 
previously transfected with the plasmids pMD2.G 
(cat# 12259, Addgene), pMDLg/pRRE (cat# 12251, 
Addgene), pRSV-REV (cat# 12253, Addgene), and a 
plasmid encoding the fusion protein H2B-Katushka2 
under the EF1a promoter. Cells that survived in the 
selective medium were seeded in a 25 cm2 culture 
flask. Colonies with the highest fluorescence intensi-
ty of the H2B-Katushka2 reporter were selected. The 
fluorescence intensity in the resulting B16F10Red cell 
subline was detected using a microscope with a fluo-
rescence filter (Carl Zeiss Axio Vert.A1).

Monitoring of the B16F10Red cell 
number using lncuCyte S3
To study the changes in the number of fluorescent 
B16F10Red cells, cells infected with viral particles 
with different rVSV-dM51-GFP dilutions were incu-
bated for 84 h according to the manufacturer’s rec-
ommendations using a lncuCyte S3 Live Cell Analysis 
System. The number of fluorescent cells was counted 
every 2 h.

RESULTS AND DISCUSSION
The conventional method for rVSV assembly [6] in-
cludes transfection of BHK-21 cells with five plas-
mids expressing individual genes and the complete 
VSV genome and co-infection of cells with either 
the vaccinia virus or another virus expressing T7 
RNA polymerase, which is required for rVSV as-
sembly [6]. The use of individual viruses expressing 
T7 RNA polymerase for rVSV assembly has a num-
ber of disadvantages, which are mentioned above. 
Co-transfection of cells with rVSV assembly plas-
mids and a plasmid encoding the T7 RNA polymer-
ase gene makes it possible to avoid the unadvisable 
use of a helper virus for rVSV assembly. The use of 
an additional plasmid for transfection increases the 
DNA load on cells, which can cause cytotoxicity and 
affect virus assembly. For this reason, we obtained 
HEK293TN-T7 and BHK-21-T7 cells expressing T7 
RNA polymerase. To assess the effectiveness of pol-
ymerase expression, we measured the luminescence 
of the cells transfected with a plasmid carrying the 
firefly luciferase gene under the T7 RNA polymerase 
promoter. Luciferase expression under the T7 RNA 
polymerase promoter in HEK293TN-T7 cells reach-
es a level similar to that in the positive control (cells 
transfected with a plasmid carrying the T7 RNA 
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polymerase gene). However, at the same time, the lu-
ciferase expression level exceeds that in BHK-21-T7 
cells (Fig. 1B). Therefore, we used HEK293TN-T7 
cells in further studies for the assembly of model 
rVSV particles. The pVSV-dM51-GFP plasmid with a 
M51 deletion in VSV M (dM51) was used as a mod-
el virus to develop an optimized technique for ob-
taining purified rVSV preparations. It is known that 
rVSV with this deletion does not suppress interferon 
expression upon its entry in live cells, which makes 
this modification valuable in terms of the safety of 
rVSV-based drugs [12]. The model virus genome also 
contains VSVG, which encodes the envelope glyco-
protein required for virus entry into the cell. This 
makes the virus replication-competent; in addition, 
it also makes it possible to avoid pre-transfection 
of cells with a VSVG-encoding plasmid for the pro-

duction of virus preparations [6, 13]. To introduce 
modifications into the model virus genome, we ob-
tained the pVSV-dM51-GFP plasmid carrying the 
dM51 deletion and VSVG (Fig. 1A). The plasmid 
was used for co-transfection with helper plasmids 
(pCAG-VSVL, pCAG-VSVN, and pCAG-VSVP) at the 
stage of virus assembly. To increase the effective-
ness of model rVSV-dM51-GFP assembly, we also 
constructed helper plasmids with the CAG promot-
er based on the data on promoter use for rVSV as-
sembly [14] and evidence of protein synthesis en-
hancement by the CAG promoter in HEK293F cells 
[15]. BHK-21 and Vero cells are usually used for 
rVSV production [16]. However, we observed efficient 
rVSV-dM51-GFP assembly only in HEK293TN-T7 
cells (Fig. 1С). Neither the GFP nor CPE signal was 
observed in BHK-21-T7 cells, or even in BHK-21 and 

Fig. 1. Assembly of 
rVSV-dM51-GFP from 
plasmids.
(A) – Plasmid vector 
map for the assembly of 
replication-competent 
rVSV-dM51-GFP vari-
ants. The dM51 mutation 
and genes encoding VSV 
proteins are indicated, 
including the integrated 
VSV G gene.  
(B) – Luminescence 
of BHK21-T7 and 
HEK293TN-T7 cells.  
(C) – Micrographs of 
HEK293TN-T7 cells 72 h af-
ter transfection. The upper 
table presents the nega-
tive transfection control 
with the plasmids neces-
sary for rVSV-dM51-GFP 
assembly from the plas-
mids in the absence of the 
vector encoding the viral 
genome (pCAG-VSVL, 
pCAG-VSVN, and 
pCAG-VSVP); the 
lower table shows the 
cells transfected with all 
plasmids (pCAG-VSVL, 
pCAG-VSVN, 
pCAG-VSVP, and 
pVSV-dM51-GFP) neces-
sary for rVSV-dM51-GFP 
assembly
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Vero-76 cells transfected with the additional plasmid 
pCAG-T7pol.

The ratio of plasmids used for HEK293TN-T7 
transfection resulting in efficient rVSV-dM51-GFP as-
sembly differs from the ones used in previously pub-
lished protocols [6, 14]. At the same time, the plasmid 
ratios used in the study by Whitt M. [6] generated 
GFP and CPE signals similar to those in the negative 
control (data not shown, since they coincided with the 
negative control, as presented in Fig. 1С). We assume 
that the optimal plasmid ratios for the assembly of 
model rVSV-dM51-GFP particles vary under differ-
ent conditions. Hence, when rVSV is not assembled, 
the plasmid ratio can be adjusted and the optimal ra-
tio can be determined for the given conditions. Due to 
the lack of comprehensive protocols for rVSV produc-
tion, we developed a method with in-detail description 
of all stages of the production of a purified prepara-
tion of the model rVSV virus, including titer deter-
mination and oncolytic activity evaluation (Fig. 2–4).

Production of the rVSV preparation in a cell sus-
pension culture greatly facilitates the scaling up of 
the technological process and simplifies the scaling of 
laboratory technology to the use of industrial bioreac-

tors and, therefore, the industrial production of rVSV 
batches [17]. The use of a serum-free medium for 
cultivation, e.g. a HEK293 suspension culture, elimi-
nates the need to test the drug for the presence of 
components of animal origin [18]. Optimization of the 
HEK293 cultivation process, for instance, by using 
culture feeds, can significantly increase the virus titer 
[17]. To purify the rVSV-dM51-GFP preparation of 
contaminants and inhibitory particles and concentrate 
the preparation, we performed a three-step purifica-
tion of samples by sucrose-density UCF (Fig. 2). The 
purification steps included concentration of viral par-
ticles and purification in a sucrose gradient, followed 
by isolation and dialysis of the target viral fraction in 
PBS (pH 7.4). In similar protocols for VSV purifica-
tion, the order of the stages may vary; for example, 
the stage of concentration through the so-called su-
crose cushion may be the final step [19] or even ab-
sent altogether [20]. In our study, we centrifuged the 
culture medium containing rVSV-dM51-GFP through 
20% sucrose not only to concentrate the sample, but 
also to partially pre-purify it from contaminants and 
thereby increase the efficiency of the following sec-
ond stage of purification in a sucrose gradient. The 
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Fig. 2. Schematic representation of the protocol for preparation of purified rVSV-dM51-GFP in adherent and suspension 
cell cultures
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following sucrose concentrations were used at the 
second UFC stage: 25%, 45%, and 60% [21]. The final 
purification step included dialysis in PBS (pH 7.4) us-
ing re-precipitation by UCF (Fig. 2). UCF can lead to 
loss and damage to viral particles and, as a conse-
quence, a decrease in the viral preparation titer. To 
verify the titer and purity of the rVSV-dM51-GFP 
preparations obtained by using the proposed proto-
col (Fig. 2), we analyzed the samples by SDS-PAGE, 
TCID50, and STEM (Fig. 3). A change in the intensity 
of the SDS-PAGE bands corresponding to five rVSV 
proteins [22, 23] and the absence of non-specific bands 
indicate an increase in the viral concentration at each 
purification stage (Fig. 3A).

A STEM analysis of the viral samples also showed 
that UCF of the rVSV-dM51-GFP preparation re-
sulted in an increase in the number of viral particles 
in the field of view and a decrease in the number of 
contaminants (Fig. 3B,C). To confirm the viability of 
the viral particles, we measured rVSV-dM51-GFP 
titers before and after UCF by using TCID50 as a 
method that determines the number of infectious 

viral particles causing a cytopathic effect [11]. In 
addition to the SDS-PAGE and STEM data, the 
rVSV-dM51-GFP titer in the supernatants before 
the concentration stage (2 × 108 TCID50/ml) was low-
er than that after viral purification and concentration 
by UCF (4.3 × 109 TCID50/ml) (Fig. 3D). In addition 
to performing qualitative and quantitative analyses, 
we also studied the oncolytic properties and dose–
response relationship of the model rVSV prepara-
tion obtained using the proposed approach in B16F10 
murine melanoma cells (Fig. 4B). These cells are of-
ten used to evaluate the therapeutic properties of 
various drugs, including oncolytic viruses, and, in 
particular, in in vivo studies [24–26]. Visualization 
of living cells using fluorescent proteins makes it 
possible to monitor cancer cell growth both in vitro 
and in vivo. This, in turn, allows for an evaluation of 
the therapeutic effect of anticancer drugs. To assess 
the dose–response relationship in vitro, we obtained 
RFP-expressing B16F10 cells (B16F10Red) (Fig. 4A) 
and conducted intravital cell number monitoring on 
lncuCyte S3 (Fig. 4B). A similar growth trend was 

Fig. 3. Analysis of rVSV-dM51-
GFP samples.
(A) – SDS-PAGE (from left to 
right): 
1 – protein molecular weight 
marker (10–250 kDa), 
2 – rVSV-dM51-GFP super-
natant after CF at 3,000 g, 
3 – rVSV-dM51-GFP fraction 
after the second UCF stage, 
4 – purified rVSV-dM51-GFP 
after the third UCF stage; 
(B) – STEM micrograph image 
of rVSV-dM51-GFP before 
UCF purification (magnification, 
× 130,000). 
(C) – STEM micrograph of 
rVSV-dM51-GFP after UCF 
purification (magnification, 
× 130,000). 
(D) – TCID

50
/ml in BHK-21 cells 

and the micrographs of BHK-21 
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observed in virus-free variants and variants con-
taining high dilutions of the viral preparation (108 
and 1010): the growth (~0–40 h), plateau (~40–75 h), 
and cell death phases (≥~75 h). In case of using the 
lowest dilution of the viral preparation (107), the cell 
growth pattern differed significantly: the cell death 
phase was observed approximately 25 h after the 
growth phase. We plotted the curves of the number 
of fluorescent objects on the viral preparation dilu-
tion and observed the dose–response relationship 
between the viral amount and the number of liv-
ing cells (Fig. 4B). Based on those results, we con-
clude that the model virus particles do not lose their 
viability and oncolytic properties while they retain 
the ability to lyse cancer cells at high viral dilutions 
(107–108) after the abovementioned stages of virus 
assembly, amplification, and purification.

Fig. 4. The dose–response relationship for rVSV-dM51-GFP in B16F10Red cells. (A) – micrographs of B16F10Red cells; 
(B) – CPE in B16F10Red cells after addition of rVSV-dM51-GFP at different dilutions
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CONCLUSION
We have developed a scalable method for producing 
purified preparations of model rVSV-dM51-GFP with-
out the use of a helper virus. The protocol includes 
the stages of production, purification, titer determina-
tion, and analysis of the virus oncolytic activity. The 
model virus preparation obtained by the above-de-
scribed approach can be used to assess its therapeu-
tic characteristic in in vivo syngeneic murine mod-
els with B16F10 cells and compare it with enhanced 
rVSV variants with immunostimulatory characteris-
tics [12, 26, 27]. 
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ABSTRACT This study examines the pathological processes and conditions arising from an experimental mode-
ling of II–IIIA degree thermal burns in laboratory animals. These conditions are characterized by skin struc-
ture defects, diminished skin functions, especially the barrier function, and damage to skin derivatives like 
hair follicles and sebaceous glands. We compared the effect of liposomes composed of soybean lecithin of 90% 
phosphatidylcholine content and liposomes composed of lecithin of 26% phosphatidylcholine content on the 
epidermis, dermis and its capillaries, hair follicles, and the sebaceous glands of the laboratory animals 24 h 
after experimental modeling of II–IIIA degree thermal skin burns. We discuss the dependency of liposome 
effects on the skin and its derivatives on the fatty acid composition of the lecithin used, with particular focus 
on phosphatidylinositol, phosphatidic acids, as well as oleic and linoleic acids.
KEYWORDS burn, skin, phosphatidylcholine, polyunsaturated fatty acid, liposome.
ABBREVIATIONS PUFA – polyunsaturated fatty acid.
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INTRODUCTION
The skin is known to be the largest organ of the hu-
man and animal bodies, and it plays an important role 
in metabolism. Damage to the skin can cause signifi-
cant abnormalities in the functioning and condition of 
all its layers and derivatives, leading to serious chang-
es in the metabolic processes taking place in cells and 
tissues, or even death.

The human skin contains 3–4 million sweat glands 
[1]; their total weight is about 100 g [2], which is close 
to the mean weight of the kidney. Sweat glands are in-
volved in the excretion of xenobiotics, exogenous and 
endogenous toxic/bioactive substances, such as metals 
[3], drugs [4, 5], cytokines [6], steroids [7], and lipids, in 
particular cholesterol [3, 5, 8–10]. The skin possesses a 
powerful antioxidant system [2] and is also considered 
as an independent endocrine organ [11].

Sebaceous glands can act as immunocompetent 
cells, because they are able to recognize pathogens 
and synthesize and release pro- and anti-inflammato-
ry cytokines and chemokines, as well as antimicrobial 
peptides and lipids [12]. An isomer of palmitoleic acid 
(C16:1D6), sapienic acid in sebum, is known to exhibit 
antimicrobial activity [13]. Sebaceous gland secretion 
is a major physiological route of fat-soluble antioxi-
dants to the upper layers of the skin [14]. Additionally, 
these glands can respond to leptin, linking them to 
the regulation of starvation and obesity mechanisms 
[15] and the release of pheromones [16].

Thus, sebaceous glands are considered to be the 
“brain of the skin” and the most important endocrine 
glands of the skin. The functional activity of seba-
ceous glands is closely related to the functioning of 
hair follicles.
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The hair follicle acts as a sensor and immunologic 
sentinel for the skin. The hair detects stimuli above 
the skin surface, and the slightest bending of the 
hair activates neuroreceptors in the follicle, sending 
sensory information to the nervous system. In turn, 
Langerhans cells of hair follicles, acting as macro-
phages, detect surface pathogens and activate the im-
mune system [17]. Hair follicle cells located near the 
insertion of the erector pili muscle possess the prop-
erties of epithelial stem cells and can act as a re-
serve of epidermal cells and sebaceous glands [18]. 
Therefore, damage to or preservation of hair follicle 
cells is an important indicator of the regenerative po-
tential of the skin.

One of the most common skin injuries is burn in-
jury. According to the Federal State Statistics Service 
of the Russian Federation, the number of burn in-
jury cases in 2021 exceeded 220,000 people [19]. 
Accordingly, 70% of burn treatments should be per-
formed on an outpatient basis [20]. In this regard, 
the development of novel drugs for the treatment of 
burns is of particular topicality.

Healing damaged skin involves four main stages: 
hemostasis, inflammation, proliferation, and remod-
eling. Each stage is controlled by a cascade of mo-
lecular biological processes [21]. The stage of inflam-
mation and its resolution are considered crucial for 
wound healing. In this regard, prostaglandins, leu-
kotrienes, and hydroxy- and keto-eicosatetraenoic ac-
ids are important [22] and their synthesis requires 
polyunsaturated fatty acids (PUFAs), mainly omega-3 
and omega-6 fatty acids (ω-3 and ω-6, respective-
ly). PUFAs are the preferred targets for free radical 
oxidation, and their enhanced oxidation can lead to 
devastating consequences of burn injury [23]. Given 
the smaller amount of essential PUFAs in phospha-
tidylcholine from sebaceous glands compared with 
that in phosphatidylcholine from other organs [24], 
enhancement of free radical oxidation during skin 
burns can cause a significant deficiency of essential 
ω-3 and ω-6 PUFAs. Under these conditions, there 
may be a partial or significant transition to the pro-
duction of prostanoids from endogenously synthesized 
ω-9 series PUFAs capable, under a deficiency of ω-3 
and ω-6 series essential fatty acids, of boosting the 
production of pro-inflammatory cytokines by macro-
phages [25]. Thus, it seems appropriate to use topical 
agents containing essential ω-3 and ω-6 PUFAs, such 
as phosphatidylcholine-based liposomes, in the treat-
ment of burn injuries.

The history of liposome discovery and application 
began in the 1960s with the work of Alec Bangham 
and colleagues, who experimented with phospholip-
ids in aqueous media and discovered their ability to 

form membrane-like structures [26]. Currently, lipo-
somes are widely used as biological nanocontainers 
for drug delivery in oncology [27, 28], ophthalmol-
ogy [29], dermatology [30], gene therapy [31], and 
other fields of medicine. The undeniable advantages 
of liposomes include their biodegradability, low im-
munogenicity, and ability to interact with the cell 
membrane, ensuring intracellular delivery of their 
contents [32]. However, despite the evidence of high 
metabolic activity of essential PUFAs constituting 
the phospholipids used for the production of lipo-
somes, not enough attention is focused on the meta-
bolic effects of such liposomes, depending on the 
spectrum of fatty acids included in their composi-
tion. In the scientific literature, there are only a few 
studies which compare the activities of liposomes 
with different fatty acid compositions. For example, 
L.J. Jenski et al. [33, 34] mentioned the ability of li-
posomes containing α-linolenic and docosahexaenoic 
acids to increase the survival chances of mice with 
experimental cancer. The effect was explained by 
the cytotoxicity of docosahexaenoic acid against tu-
mor cells. The ability of liposomes composed of lino-
lenic acid-containing phosphatidylcholine to inhibit 
the growth of Helicobacter pylori has been reported 
[35]. However, there are no systematic studies on the 
effect of liposomes with different contents and range 
of fatty acids on skin derivatives.

EXPERIMENTAL
Our studies were performed on the basis of a coop-
eration agreement between the Vitebsk State Medical 
University (VSMU) and the Pushchino Scientific 
Center for Biological Research of the Russian 
Academy of Sciences, in the research laboratory of 
VSMU.

Preparation of liposomes
Liposomes of two compositions were prepared from 
soybean lecithin (phosphatidylcholine) and choles-
terol (Sigma, USA) at a 5:1 ratio according to the 
procedure described in [36]. Lecithin (7.78%) and 
cholesterol (1.5%) were dissolved in 15 mL of chlo-
roform and 5 mL of methanol. A thin film layer of 
lipids was formed by vacuum drying the solution on 
a rotary evaporator. The film was slowly resuspend-
ed in 0.01 M phosphate buffer (pH 6) and shaken. 
The final liposome solution was extruded through 
a 400 nm filter using an Avanty laboratory mini-ex-
truder (Avanti Polar Lipids, USA). To prepare lipos-
omes of the first composition, we used pharmaceuti-
cal lecithin (Riceland Foods, Inc., USA) that contained 
26% of phosphatidylcholine, 12–15% of phosphatidy-
linositol, 4–8% of phosphatidic acids, and 40–50% of 
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free fatty acids; also, 100 g of the compound contained 
3,000 mg of P, 1,250 mg of K+, 150 mg of Ca2+, 4 mg 
of Fe, 150 mg of Mg2+, 30 mg of Na+, and 5 mg of vi-
tamin E. Liposomes of the second composition were 
prepared using lecithin containing 90% of phosphati-
dylcholine (PanReac AppliChem, Spain).

The size of the liposomes was determined using 
a Zetasizer Nano ZS analyzer (Malvern Instruments 
Ltd, UK) (Fig. 1A,B). The mean size of the liposomes 
containing 26% and 90% of phosphatidylcholine was 
486.7 nm and 523.2 nm, respectively.

Fatty acid methylation of both lecithins was per-
formed using sodium methoxide (Sigma-Aldrich). The 
spectrum of fatty acids was studied by gas-liquid 
chromatography on a Thermo Focus GC chromato-
graph (USA) using a capillary column SGEBPX70 
(60 m × 0.25 mm) and the temperature program: 
evaporator temperature – 200°C, flame ionization de-
tector temperature – 280°C, the column thermostat 
temperature was elevated from 120°C to 245°C at 
a speed of 3°C/min, an isotherm step at 245°C was 
5 min (total analysis time was 46.66 min). The carrier 
gas (He) rate was 1.3 mL/min. Fatty acids were iden-
tified with respect to the retention times of standard 
methyl esters (Sigma-Aldrich). The amount was esti-

mated as a percentage of the total area of all identi-
fied peaks.

Laboratory animals
The experiments were carried out in two stages, on 
92 white non-inbred male rats weighing 180–250 g di-
vided into four groups: 1 – intact animals (n = 7 for 
the first liposome type and n = 12 for the second); 2 – 
stress control, so-called false stress (n = 7 for the first 
liposome type and n = 12 for the second) (unburned 
and untreated animals); 3 – thermal burn (n = 15 for 
the first liposome type and n = 12 for the second); 
and 4 – thermal burn + liposomes of the first type 
(n = 15) and liposomes of the second type (n = 12).

Simulation of thermal burns of the skin
A device for simulating thermal burns was manufac-
tured by the design bureau Display (Vitebsk, Republic 
of Belarus) based on a cooperation agreement with 
VSMU.

To simulate burns, the rats were anesthetized with 
ketamine at a dose of 150 μL/rat [37–39]. The fur on 
the back was shaved, and the device heated to 150°C 
was applied to the skin for 4 min. The induced dam-
age was morphologically assessed as II–IIIA degree 
burns (Fig. 2). The burn area was 8–9% of the body 
area. To calculate the burn area, we used the for-
mula proposed by Meeh: S = k × W2/3, where S is 
the body surface area (cm2); W is the body weight of 
the animal (kg); and k is a Meeh constant of 9.46 [40]. 
Immediately after burn induction, the damaged skin 
in the animals of the fourth experimental group was 
treated with 0.45 mL of a type 1 or type 2 liposome 
solution.

Histological examination of the skin
The animals were decapitated under ether anesthesia 
24 h after the burn injury, and the skin was sampled 
for histological examination. Skin samples were fixed 
in a 10% neutral formaldehyde solution. Histological 
sections were stained with hematoxylin–eosin and 
examined on a Leica DM 2500 microscope (Germany, 
×10 eyepiece, ×20 and ×40 objectives) equipped with 
a Leica DFC 320 digital camera. The number of dam-
aged elements was counted in 10 fields of view, and 
the mean indicator of examined skin elements was 
calculated.

Statistical data analysis was performed using the 
R package, version 4.0.5 (2021-03-31). The distribu-
tion of analyzed indicators was assessed using the 
Shapiro–Wilk test; in the case of a Gaussian distri-
bution, parametric statistics methods were used for 
comparison; otherwise, nonparametric methods were 
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Fig. 1. Size distribution of liposomes. (A) Liposomes with 
26% of phosphatidylcholine. (B) Liposomes with 90% of 
phosphatidylcholine



70 | ACTA NATURAE | VOL. 16 № 1 (60) 2024

RESEARCH ARTICLES

used. Pairwise comparisons were performed using the 
Student’s t test or the Wilcoxon–Mann–Whitney test. 
Multiple comparisons were performed using ANOVA 
(in the case of heterogeneity of variances of the ana-
lyzed indicators, the Welch correction was applied) or 
the Kruskal–Wallis H test. Post hoc analysis was per-
formed using the Tukey test or the Kruskal–Wallis 
H test and the Dunn test, corrected for multiple 
comparisons using the Benjamini–Iekutieli method. 
Differences were considered statistically significant 
at p < 0.05.

RESULTS
According to our measurements using gas-liquid 
chromatography, pharmaceutical lecithin (26% phos-
phatidylcholine) included the following fatty ac-

ids (of the total fatty acid content, %): C16:0 – 18.87, 
C18:0 – 3.86, C18:1n9c – 8.8, C18:2n6c – 56.95, and 
C18:3n3 – 6.81. Lecithin containing 90% of phosphati-
dylcholine included the following fatty acids (of the 
total fatty acid content, %): C16:0 – 13.63, C18:0 – 3.68, 
C18:1n9c – 11.36, C18:2n6c – 62.88, and C18:3n3 – 6.12. 
Therefore, lecithin containing 90% of phosphatidylcho-
line had a higher content of linoleic acid (C18:2n6c – 
62.88% vs. 56.95% in pharmaceutical lecithin) and oleic 
acid (C18:1n9c 11.36% vs. 8.8% in pharmaceutical lec-
ithin).

An assessment of the influence of the so-called 
false stress (see Experimental section) on the exam-
ined indicators did not reveal statistically significant 
deviations from the values characteristic of the intact 
animals (Table 1).

The epidermis of the intact animals and animals 
from the false stress group has a layered structure: 
the stratum corneum, basal, spinous, and granular lay-
ers are preserved (Fig. 2). The dermis is characterized 
by a fibrous structure; collagen fibers are crimped; 
the tissue is well structured. The integrity of hair and 
hair follicles is preserved; the outer and inner epider-
mal root sheath is clearly structured; and the medulla 
is not expanded. The integrity of sebaceous glands is 
preserved; secretion-containing vesicles are tightly 
adjacent to each other; and the stratified epithelium 
of the glands is preserved. Microvasculature vessels 
and papillary capillaries of the dermis are not hyper-
emic and, therefore, are poorly visualized.

Figure 3 shows the changes in the skin 24 h after 
the II–IIIA degree thermal burns. The structure of 
all epidermal layers had changed, which manifested 
itself as the destruction of the stratum corneum and 
necrosis of highly proliferating cells of the spinous 
and basal layers; the granular layer was preserved 
only in certain areas; the epidermal–dermal junction 
was flattened. There were no dermal papillae or der-
mal fiber bundle structure; the tissue was represented 
by a homogeneous structureless mass resulting from 
collagen denaturation. Destruction of the hair root, 
root sheath, and connective tissue follicle was not ob-
served; the medulla of the hair root was significantly 
expanded, the shape of the hair root was changed, 
and there was a single-layer cell contour around the 
root. Sebaceous glands were deformed, secretory ves-
icles were destroyed, and epithelial cells were dam-
aged. Hypodermal vessels were hyperemic, and the 
wall was destroyed.

A mathematical assessment of the burn impact on 
the assessed parameters revealed a statistically signif-
icant decrease in the thickness of the epidermis, stra-
tum corneum of the epidermis, and epidermis without 
the stratum corneum compared with that in both in-

10 µm

Fig. 2. Micrograph of intact animal skin. Hematoxylin and 
eosin stain. ×20 objective. 1 – epidermis, 2 – dermis,  
3 – hair follicles, 4 – sebaceous glands
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tact and false stress animals (Table 1). In addition, the 
number of hyperemic vessels, hair follicles, and seba-
ceous glands was increased in the group of animals 
with burns compared with that in intact and false 
stress animals; accordingly, burns caused negative, 
statistically significant changes in all analyzed param-
eters (Table 1).

A partial restoration of the layered structure of 
the epidermis was noted 24 h after burning and ap-
plication of a solution of lecithin liposomes contain-
ing 26% of phosphatidylcholine to the burned surface 
(Fig. 4). There was partial formation of dermal bun-

dles, a crimped fiber structure, an increased num-
ber of microvessels, and, compared with the skin of 
the intact animals, a large amount of amorphous sub-
stance. The integrity of the hair and hair follicles was 
preserved, the epidermal root sheath was structured, 
and the medulla was not expanded. The secretory 
vesicles of sebaceous glands were damaged, the ep-
ithelial cells were loosely located, and intercellular 
contacts were lost. Large hypodermal vessels were 
hyperemic, and their walls were partially destroyed.

Following application of a solution of lecithin lipo-
somes containing 90% of phosphatidylcholine, a partial 

Fig. 3. Morphological 
changes in the skin 
24 h after thermal 
burn. Hematoxylin and 
eosin stain.  
×20 (A, B) and  
×40 (C) objectives.  
1 – epidermis,  
2 – dermis,  
3 – hair follicles,  
4 – sebaceous glands,  
5 – blood vessels

А B

C

10 µm

10 µm

20 µm
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Table 1. Effect of liposomes with various compositions on the parameters of the skin and its derivative 24 h after burn 
injury

Intact False stress Burn Burn + liposomes with 
26% PC

Burn + liposomes with 
90% PC

Epidermis thickness, μm

28.89 ± 3.63 25.95 ± 5.97 13.00 ± 3.87*,# 11.93 ± 2.69*,# 12.25 ± 4.03*,#

Thickness of the stratum corneum of the epidermis, μm

13.05 ± 2.04 13.42 ± 3.91 5.70 ± 2.20* 4.73 ± 1.49*,# 5.00 ± 2.95*,#

Epidermis thickness (without stratum corneum), μm

15.84 ± 2.73 12.53 ± 2.46 7.30 ± 2.32* 7.20 ± 2.14*,# 7.25 ± 1.71*,#

Number of hyperemic vessels

0.00 ± 0.00 0.00 ± 0.00 14.48 ± 4.73*,# 12.00 ± 3.74*,# 7.75 ± 1.22*,#,v

Number of damaged hair follicles

0.00 ± 0.00 0.00 ± 0.00 2.93 ± 3.47*,# 0.00 ± 0.00v 3.42 ± 0.90*,#,a

Number of damaged sebaceous glands

0.00 ± 0.00 0.00 ± 0.00 6.78 ± 1.19*,# 6.13 ± 1.13*,# 0.00 ± 0.00v,a

Note. PC – phosphatidylcholine. Statistically significant: * – compared with intact rats; # – compared with stress;  
v – compared with burn, a – compared with 26% PC.

Fig. 4. Morphological 
changes in the skin 
with burn injury 24 h 
after application of 
liposomes with 26% of 
phosphatidylcholine. 
Hematoxylin and eosin 
stain.  
×20 (A, B) and  
×40 (C) objectives.  
1 – epidermis,  
2 – dermis,  
3 – hair follicles,  
4 – sebaceous glands,  
5 – blood vessels

А B

C

20 µm 10 µm

10 µm
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Fig. 5. Morphological 
changes in the skin 
with burn injury after 
application of lipos-
omes with 90% of 
phosphatidylcholine. 
Hematoxylin and eosin 
stain. ×20 (A, B) and 
×40 (C) objectives.  
1 – epidermis,  
2 – dermis,  
3 – hair follicles,  
4 – sebaceous glands, 
5 – blood vessels

А B

C

20 µm

10 µm

10 µm

restoration of the layered epidermal structure, an in-
creased number of basal layer cells, a decreased num-
ber of spinous layer cells, and a damaged granular 
layer were observed (Fig. 5). There was partial for-
mation of dermal bundles, a crimped fiber structure, 
an increased number of microvessels, and, compared 
with the skin of the intact animals, a large amount of 
amorphous substance. The hair root and outer and in-
ner root sheath were destructed, the medulla of the 
hair root was expanded, the shape of the hair root 
was changed, and there was a single-layer contour 
of cells around the root. The integrity of sebaceous 
glands was preserved, the secretion-containing vesi-
cles were tightly adjacent to each other, and the strat-
ified epithelium of the glands was preserved. Large 
hypodermal vessels were hyperemic, and their walls 
had partially thinned.

According to a mathematical assessment, the li-
posomes of different fatty acid compositions did not 
have a statistically significant effect on the thickness 
of the epidermis, stratum corneum of the epidermis, 
or epidermis without the stratum corneum, but there 
was a trend towards a partial restoration of the epi-
dermal layers upon using lecithin containing both 26% 
and 90% of phosphatidylcholine (Table 1). However, no 
damaged hair follicles were detected after the appli-
cation of liposomes composed of lecithin of 26% phos-
phatidylcholine content (Table 1).

Liposomes composed of lecithin containing 90% of 
phosphatidylcholine had no effect on the number of 
damaged hair follicles, but it reduced the number of 
hyperemic vessels by 47% compared with that in the 
group of burned animals and eliminated the negative 
effect of burns on sebaceous glands, whose number 
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was reduced to values observed in healthy animals 
(Table 1).

Therefore, the burns caused negative changes in all 
studied parameters. Liposomes composed of lecithin 
containing 26% of phosphatidylcholine prevented the 
development of damage to hair follicles, which may 
be due to additional components present in pharma-
ceutical lecithin.

Liposomes composed of lecithin containing 90% of 
phosphatidylcholine reduced the number of hyper-
emic blood vessels and prevented damage to seba-
ceous glands. In addition, a significant restoration of 
the dermis structure was observed with liposomes 
composed of lecithin containing both 26% and 90% of 
phosphatidylcholine.

DISCUSSION
The barrier function is known to be the main role of 
the skin. This function is actualized by preventing the 
physical penetration of foreign components by kerat-
inocytes, due to the unity of their monolayers; the li-
pid-protective part due to the presence of ceramides, 
cholesterol, and the free fatty acids present in the 
intercellular space of corneocytes; lipolytic, proteo-
lytic enzymes, and antimicrobial peptides synthesized 
by skin cells; and the renewal of lipid and enzymat-
ic components through their secretion by skin cells 
[41, 42].

Our findings suggest that burns significantly re-
duce the barrier function of the skin, in particular 
due to the lipid-protective component of the inter-
cellular space of corneocytes. Probably, inclusion 
of lipid components into anti-burn agents may re-
duce the intensity of thermal damage to the skin. 
Also, phosphatidylinositol 3-kinase/protein kinase B 
is known to be involved in postburn sepsis [43]. The 
presence of 12–15% of phosphatidylinositol (phos-
phatidylinositol 3-kinase/protein kinase B substrate) 
in 26% of lecithin suggests potentiation of the nega-
tive effect of burn injury. However, our experiment 
revealed no negative effects from the first type of 
liposomes on the studied parameters, suggesting 
that phosphatidylinositol does not adversely affect 
the burn healing process. The positive effect of li-
posomes composed of 26% of phosphatidylcholine 
on preventing damage to hair follicles may be due 
to the phosphatidic acids present in the substance 
from which the liposomes are made (4–8%). In this 
regard, the lack of a positive effect from liposomes 
composed of lecithin with 90% of phosphatidylcho-
line on hair follicles may be due to the absence of 

phosphatidic acids in the liposomes. This suggestion 
requires further research.

The observed decrease in the number of hyper-
emic vessels is regarded as positive, because the in-
tensity of a skin vessel filling up with blood cells is 
associated with inflammatory process activity [44]. 
Thus, liposomes composed of lecithin containing 90% 
of phosphatidylcholine likely have the ability to re-
duce inflammatory activity. This effect may be related 
to the higher content of γ-linolenic acid (C18:3n6c) in 
lecithin containing 90% of phosphatidylcholine, which 
is consistent with its positive effects reported in ex-
perimental burns in rats [45].

Sebaceous glands are known to release their se-
cretion into hair follicles [46, 47] and synthesize a 
mixture of lipids, creating a permeability barrier 
and imparting certain antimicrobial properties to 
the skin [48, 49]. For this reason, preservation of se-
baceous glands by liposomes composed of lecithin 
containing 90% of phosphatidylcholine is a consid-
erable protective outcome. This effect is most like-
ly due to a higher phosphatidylcholine content and 
higher contents of linoleic acid (C18:2n6c, 62.88% vs. 
56.95%) and oleic acid (C18:1n9c, 11.36% vs. 8.8%) 
than in pharmaceutical lecithin. This suggestion 
seems reasonable, because there is evidence that ole-
ic (C18:1n9) and linoleic (C18:2n6) acids are able to 
accelerate the healing of skin wounds and reduce 
the intensity of any inflammation in them by inhib-
iting the production of pro-inflammatory cytokines 
[50, 51]. Regeneration of auxiliary organs of the skin, 
such as hair follicles and sebaceous glands, not only 
accelerates wound healing, but also improves the 
functionality of regenerated skin. Furthermore, re-
generation of sebaceous glands indirectly indicates a 
regeneration of the hair follicle [52].

CONCLUSION
The presented material suggests that liposomes com-
posed of lecithin containing 90% of phosphatidylcho-
line are more effective in reducing vascular hyper-
emia in burn-damaged skin and in preventing damage 
to sebaceous glands than those composed of lecithin 
containing 26% of phosphatidylcholine. Nevertheless, 
liposomes composed of lecithin with 26% of phosphati-
dylcholine prevent damage to hair follicles, which 
may be due to the presence of phosphatidic acids, as 
well as other components. Further research is needed 
to elucidate the molecular mechanisms of action of li-
posomes of various compositions. 
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INTRODUCTION
Attempts have been made to obtain synthetic DNA 
fragments from chemically synthesized short ol-
igonucleotides since the mid-60s of the XX centu-
ry. However, the assembly of the yeast alanine tRNA 
gene with a length of 77 bp was successfully com-
pleted only in 1970 [1]. The development of tech-
niques for the chemical synthesis of oligonucleotides, 
as well as the assembly and cloning of extended DNA 
fragments, currently allows for the creation of entire 
genomes of viruses [2], prokaryotes [3, 4], and eu-
karyotes [5], including those designed by research-
ers – with codon transcoding [6], a four-letter genet-
ic code [7]. Synthetic biology is a rapidly developing 
field. In many cases, the synthesis of extended DNA 
sequences is necessary to achieve its ambitious goals 
of creating organisms with desired properties. The 
assembly of the whole genome is considered as an 
achievement of modern technology and is quite an 
undertaking. In biotechnology, medicine, as well as in 
fundamental research, the synthesis of de novo DNA 
fragments (containing, as usual, sequences of one or 
more genes with a length of several kb) with high ac-

curacy and at low cost is of central importance [8], in 
particular, for heterologous gene expression [9], and 
their modification [10]. Currently, DNA synthesis in 
vitro is performed hierarchically: first, oligonucleo-
tides are synthesized chemically, and then DNA frag-
ments ranging in size from 0.5 to several kb are as-
sembled from them. If necessary, these fragments are 
combined with each other to form DNA 2–10 kb long 
by restriction and ligation, assembly of overlapping 
fragments, or site-specific recombination [11].

The chemical synthesis of oligonucleotides is an au-
tomated, well–rotated process. The main goals are to 
obtain longer sequences (more than 100 bp), increase 
the yield of the reaction at all stages of the synthetic 
cycle, and reduce the number of errors by improv-
ing the quality of chemical reagents [12]. Three main 
strategies for the assembly of oligonucleotides into 
dsDNA fragments have been developed: in vitro as-
sembly using enzymes – ligase cyclic assembly (LCR) 
[13, 14] and polymerase cyclic assembly (PCR), as well 
as in vivo assembly in yeast cells [15]. The main ad-
vantages of PCR assembly are the smaller concentra-
tion of the oligonucleotides required for the reaction, 
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the absence of an oligonucleotide phosphorylation 
stage, and lower labor intensity [16, 17]. Various modi-
fications of PCR have been proposed to assemble long 
fragments and increase the accuracy of the synthe-
sized sequence [18–20]. At the same time, given the 
wide variety of target dsDNAs, determination of the 
optimal conditions for PCR remains relevant, which 
include the components of the reaction mixture (buf-
fer system, concentrations of salts, magnesium ions, 
dNTP, oligonucleotides, type of DNA polymerase, the 
presence of additives), as well as the temperature and 
time at each stage of PCR. Amides [21], dimethyl sulf-
oxide [22], betaine [23], glycerin [24], polyethylene gly-
cols, polyamines [25], in particular spermidine [26], are 
used as additives. Regardless of the type of assembly 
being performed, successful synthesis requires a ra-
tional design of oligonucleotides that takes into ac-
count the thermodynamic characteristics of the se-
quence and the presence of repeating elements and 
motifs capable of forming secondary structures. The 
purpose of this work was to design universal condi-
tions for the assembly of DNA fragments suitable for 
most such tasks.

In this work, we optimized the PCR assembly of 
DNA fragments from oligonucleotides and we se-
lected the conditions in which DNA fragments up to 
1.5 kb with a diverse repertoire of sequences could 
be efficiently assembled, taking into account product 
yield and possible errors in the DNA sequence. We 
optimized the conditions for combining several ampli-
cons into a fragment of up to 7.5 kb.

EXPERIMENTAL

Design and synthesis of oligonucleotides 
for the assembly of DNA fragments
The oligonucleotide design was made using the 
SynthBac program [27, 28] with a thermodynamically 
optimized method. The synthesis of the oligonucleo-
tides for the 1 000 bp model fragment and the BseRI 
gene was carried out on the AFM-800 synthesizer 
(Biosset, Russia), and the synthesis of the oligonucle-
otides for the transposase gene and fragments of the 
N4 phage was carried out on the Dr. Oligo 768XLc 
synthesizer (Biolytic, USA).

PCR assembly of DNA fragments 
from the oligonucleotides
The assembly was carried out in two stages. At the 
first stage, 2 µl of an oligonucleotide mixture (con-
centration of 1 000, 100, 10, or 1 nM each) was added 
to a reaction mixture containing 0.5 μl of polymerase, 
and a buffer corresponding to the polymerase used; 
0.2 mM dNTP (Evrogen, Russia). Additionally, MgSO4 

(Fermentas, USA) was added to the reaction to a fi-
nal concentration of 5 or 10 mM; formamide, to a fi-
nal concentration of 2%; PEG 4 000 (50%) (Fermentas, 
USA) to a final concentration of 7.5%; or spermi-
dine, to a final concentration of 0.5 or 2.5 mM. Taq 
polymerases (5 U/μl, Lytech, Russia), Tersus (50X, 
Evrogen) with commercial buffers, or Phusion ob-
tained in the laboratory with 1× reaction buffer 
(10 mM Tris-HCl, pH 8.8, 50 mM KCl, 2.5 mM MgSO4, 
0.1% Triton X-100, 0.2 mg/ml of BSA). The activity 
of the obtained Phusion DNA polymerase matched 
the activity of commercial Phusion Hot Start II DNA 
Polymerase (2 U/µl, Thermo Fisher Scientific). The 
main program for the assembly was: 95°C, 3 min, then 
20 cycles – 95°C 30 s, 58°C 30 s and 72°C 1 min, final 
elongation – 72°C 5 min. Other variants of the pro-
gram were also used in which the temperature gra-
dient was used at the annealing stage (55, 55.9, 57.6, 
60.1, 63.2, 65.8, 67.3 or 68°C), 2 minutes of elongation 
or 30 reaction cycles.

At the second stage, the completed DNA fragment 
was amplified. After the first stage of PCR, 2 µl of the 
reaction mixture was transferred to a reaction mix-
ture containing 20 mM Tris-HCl pH 8.8, 10 mM KCl, 
2 mM MgSO4, 6 mM (NH4)2SO4, 0.1% Triton X-100, 
0.1 mg/ml BSA, Phusion DNA polymerase, 250 nM of 
each primer, 0.2 mM dNTP. PCR program: 95°C 3 min, 
then 25 cycles – 95°C 30 s, 58°C 30 s and 72°C 1 min, 
final elongation – 72°C 5 min.

The assembly of the transposase gene
The gene was assembled in two stages. At the first 
stage, 2 μl of an oligonucleotides mixture (500, 100, 
10 or 1 nM each) was added to the reaction mix-
ture with 0.5 μl of polymerase, and a buffer cor-
responding to the polymerase used, 0.2 mM dNTP. 
Additionally, 10 mM MgSO4 or 2.5 mM spermidine 
was present in the reaction. Taq polymerases (5 U/μl, 
Lytech) or Phusion obtained in the laboratory with 
1× reaction buffer (10 mM Tris-HCl, pH 8.8, 50 mM 
KCl, 0.1% Triton X-100, 0.2 mg/ml BSA) were used. 
The activity of the obtained Phusion DNA polymer-
ase matched the activity of commercial Phusion Hot 
Start II DNA Polymerase (2 U/μl, Thermo Fisher 
Scientific). The main program for the assembly was: 
98°C 3 min, then 20 cycles – 96°C 15 s, 57°C 20 s and 
72°C 1 min.

At the second stage, 2 μl of the resulting reaction 
mixture was transferred to 25 μl of the reaction mix-
ture with 50 mM Tris pH 8.8, 100 mM KCl, 2.5 mM 
MgSO4, 0.1% Triton X-100, 0.2 mg/ml BSA, DNA 
polymerase Phusion, 300 nM of each primer, 0.2 mM 
dNTP. PCR program: 96°C 1 min, then 25 cycles – 
95°C 15 s, 57°C 20 s and 72°C 1 min.
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Error rate calculations in the 
assembled DNA fragment
To determine the extent to which the DNA poly-
merase used affected the frequency of different 
types of errors in the assembled DNA fragment, the 
transposase gene was assembled under the condi-
tions described below. Taq (5 U/μl, Lytech) or lab-
oratory-obtained Phusion with 1× reaction buffer 
(10 mM Tris-HCl, pH 8.8, 50 mM KCl, 0.1% Triton 
X-100, 0.2 mg/ml BSA) were used as DNA polymer-
ase. The activity of the obtained Phusion DNA poly-
merase matched the activity of commercial Phusion 
Hot Start II DNA Polymerase (2 U/μl, Thermo Fisher 
Scientific). The gene was assembled in two stages. 
In the first stage, 2 µl of the oligonucleotide mixture 
was added to the reaction mixture (0.5 μl of poly-
merase, buffer corresponding to the polymerase used, 
0.2 mM dNTP and 2.5 mM spermidine). The main 
program for assembly was as follows: 98°C 3 min, 
then 20 cycles – 96°C 15 s, 57°C 20 s and 72°C 1 min.

In the second stage, 2 μl of the resulting reac-
tion mixture was transferred to 25 μl of the reaction 
mixture with 10 mM Tris-HCl pH 8.8, 100 mM KCl, 
2.5 mM MgSO4, 0.1% Triton X-100, 0.2 mg/ml BSA, 
DNA polymerase Phusion, 300 nM of each primer, 
0.2 mM dNTP. PCR program: 96°C 1 min, then 25 cy-
cles – 95°C 15 s, 57°C 20 s and 72°C 1 min.

The gene assembled using Taq DNA polymerase 
was cloned into the pET15 vector using NEBuilder 
(NEB, USA) and chemically transformed into E. coli 
Top10 cells. The gene assembled using Phusion DNA 
polymerase was cloned into the pTZ57RT vector us-
ing homologous recombination in vivo after chemi-
cal transformation into E. coli strain Top10 carrying 
plasmid pKM200 (Addgene) with the Lambda Red 
recombination system. Some 18 clones of each gene 
variant were sequenced by the Sanger method on 
the Honor 1616 genetic analyzer (Nanjing Superyears 
Gene Technology Co., Ltd., China).

Subsequently, the conditions described above and 
the laboratory-obtained Phusion DNA polymerase 
with a 1× reaction buffer were used to assemble 
DNA fragments up to 1 500 bp long.

Combining DNA fragments using PCR
dsDNA fragments with lengths of 1 009 (fragment 1), 
1 152 (fragment 2), and 1 254 (fragment 3) bp, ob-
tained after assembly from oligonucleotides, were 
combined into pairs (2 and 3) and triples (1, 2 and 3). 
The amount of matrix added to the reaction was var-
ied. When combining a pair of fragments, the concen-
tration of each of them in the reaction mixture was 
3 nM, 300 pM, 30 pM, and 3 pM; for triples it was 
2 nM, 200 pM, 20 pM, and 2 pM. The concentration of 

the fragments was measured using a Qubit fluorim-
eter (Thermo) and a dsDNA BR Assay Kit (Thermo). 
During the assembly of three fragments, amplicons 
were introduced both without purification (in the 
form of a reaction mixture after assembly from ol-
igonucleotides) and purified on magnetic particles 
NEBNext Sample Purification beads (NEB) according 
to the manufacturer’s protocol. Each sample contained 
0.4 μl of Taq polymerase (5 U/μl, Lytech) or Tersus 
(50X, Evrogen), an appropriate commercial buffer, 
0.2 mM dNTP and a pair of primers with a final con-
centration of 0.25 µM in the mixture. The amplifica-
tion reaction was performed at spermidine concentra-
tions of 0, 0.5, and 2.5 mM. Amplification conditions: 
95°C 3 min, then 20 cycles – 95°C 30 s, 62°C 30 s and 
72°C 5 min, final elongation – 72°C 5 min.

Visualization of the assembly of fragments
Visualization was performed using electrophoret-
ic separation of DNA fragments in a horizontal 1% 
agarose gel in 0.1 M Tris-borate buffer at 150 V for 
20–40 min.

RESULTS

Condition optimization for the assembly of 
DNA fragments from oligonucleotides
To optimize conditions, we used a fragment of the 
Mycoplasma gallisepticum S6 ribosomal protein op-
eron, consisting of the rpsJ gene and the first half 
of the rplC gene (1016 bp). Using the SynthBac pro-
gram developed by our group (manuscript in prepa-
ration), the fragment was divided into 47 overlapping 
thermodynamically optimized oligonucleotides with 
an average length of 43 bp [27]. The gene was assem-
bled in two PCR stages: in the first stage, the oligo-
nucleotides were extended to assemble the fragment 
with a complete sequence: in the second stage, when 
flanked primers were added, the resulting fragment 
was amplified.

In this work, the PCR conditions of the first stage 
were optimized (Fig. 1). All reaction conditions were 
applied to the oligonucleotides included into the reac-
tion at four different concentrations (100, 10, 1 and 
0.1 nM each in the reaction mixture). According to the 
results obtained, the optimal range of oligonucleotide 
concentrations for the assembly of DNA fragments 
is in the region of tens of nM and varies slightly de-
pending on the composition of the reaction mixture. 
In the reaction mixture, we varied the concentration 
of Mg2+ ions (2.5, 5 and 10 mM) and found that it has 
a significant effect on the final product – fragments 
are much better assembled in the presence of 10 mM 
Mg2+, although such high concentrations are no lon-
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ger used for fragment amplification (Fig. 1A,B). The 
effect of formamide and PEG 4000 in the reaction 
mixture on the assembly of fragments has also been 
studied. The addition of these components does not 
have a significant effect (Fig. 1A). Interestingly, the 
addition of 2.5 mM spermidine to the reaction mixture 
significantly improved the assembly of DNA frag-
ments (Fig. 1B). An increase in the elongation time or 
the number of cycles in the assembly program also 

contributed to a better assembly of the fragments 
(Fig. 1D). At high concentrations of oligonucleotides, 
the assembly reaction proceeds effectively over a 
wide range of annealing temperatures; however, with 
a decrease in concentration, a decrease in hybridiza-
tion, usual for PCR, is observed with an increase in 
the annealing temperature (Fig. 1B). The effectiveness 
of PCR assembly was also investigated when using 
different polymerases – Taq, Tersus and Phusion – 
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10 mM Mg2+

Phusion,  
10 mM Mg2+
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10 mM Mg2+

Taq,  
2.5 mM sperm

Tersus,  
2.5 mM sperm

Phusion,  
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, 
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100 nM

1 nM 0.1 nM

10 nM

L 55 56 58 60 63 66 67 68

L 55 56 58 60 63 66 67 68 L 55 56 58 60 63 66 67 68

L 55 56 58 60 63 66 67 68

30 cycles Elongation 2 min

Fig. 1. Optimization of assembly conditions for a 1 kb 
model fragment. (A) – assembly of the fragment using 
additives in the reaction mixture that do not significant-
ly affect the assembly efficiency. (B) –  assembly of 
fragments by various polymerases using additives in re-
action mixtures that improve the efficiency of assembly. 
(C) – assembly at different annealing temperatures. 
(D) – assembly with variation in the number of cycles 
or elongation time. L is the length marker GeneRuler 
100 bp (Thermo), sperm is spermidine, C – each oligo-
nucleotide concentration in the reaction mixture
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under optimal assembly conditions (with 10 mM Mg2+ 
or 2.5 mM spermidine) (Fig. 1B). We showed that all 
the studied polymerases efficiently collect DNA frag-
ments from oligonucleotides, but that they possess 
different optimal ranges of concentrations of the oli-
gonucleotides used.

Assembly of the transposase gene
The transposase gene (1,476 bp) was divided into 64 
oligonucleotides with an average length of 45 bp us-
ing the SynthBac program [27] with an algorithm 
for thermodynamically optimized oligonucleotides. 
Most of the genes were successfully assembled us-
ing the method we optimized, but the transposase 
gene possesses an arduous sequence to assemble. We 
experimentally determined that the difficult frag-
ment is located closer to the 3’ end of the gene (data 
are not provided). Regions of the gene with heter-
ogeneous GC composition, secondary structures 
such as three identified potential hairpins, or the 
GGGTGCACTGTGGGAGGGCTGGG motif predicted 
[29] as a potential G-quadruplex proved difficult to as-

semble (Fig. 2B). We were able to obtain the required 
fragment (full-size (Fig. 2A) or divided into two ap-
proximately equal parts) only when carrying out an 
assembly reaction in the presence of 2.5 mM spermi-
dine. Thus, spermidine also increases the specificity of 
the reaction.

The universality of the proposed conditions for 
the assembly of various sequences was confirmed by 
successfully assembling 11 different DNA fragments 
with a length of about 1.5 kb when adding spermidine 
to the reaction mixture at the first stage of the as-
sembly (Fig. 3).

Error rate in the DNA sequence identification 
resulting from the assembly of fragments
We studied the effect of the DNA polymerase type 
used at the first stage of DNA fragment assembly on 
the number of various types of errors in the final as-
sembly of the target fragment. (Table 1). We demon-
strated that the assembly with Taq polymerase yields 
fragments with an error rate of 8 per 1 kb; and the 
assembly with Phusion polymerase – three errors 

А

С, nM

Phusion,  
10 mM Mg2+

L 50 10 1 0.1 L 50 10 1 0.1 L 50 10 1 0.1 L 50 10 1 0.1

Phusion,  
2.5 mM sperm

Taq,  
10 mM Mg2+

Taq,  
2.5 mM sperm

B

Fig. 2. (A)  – Optimization of transposase gene assembly conditions. L is the length marker GeneRuler 1 kb (Thermo), 
sperm is spermidine, C – each oligonucleotide concentration in the reaction mixture; (B) – Annotation of the transpo-
sase sequence in the SynthBac program window. The red arrow indicates the coding frame of the transposase, the 
yellow one indicates the hairpin, the dark yellow one indicates the motif with a potential G-quadruplex, and the green 
line indicates the possibility of formation of a secondary structure. The black line on the bottom panel shows the GC 
composition calculated in the window of 20 bp
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per 1 kb (total errors in Table 1). At the same time, 
the frequencies of insertions and deletions occurring 
in fragments were a match, and the main difference 
when using different polymerases was the number 
of substitutions, especially the G/C transitions in A/T.

Combining several DNA fragments using PCR
The BseRI restriction endonuclease gene with a 
length of 3 348 bp was divided into three overlap-
ping fragments with lengths of 1 009 (fragment 1), 
1 152 (fragment 2), and 1 254 bp (fragment 3). Each of 
the fragments was also divided into oligonucleotides 
using the SynthBac program [27] with an algorithm 
for thermodynamically optimized oligonucleotides and 
assembled according to the method optimized by us. 
The fragments were combined in two (Fig. 4A) and 
three fragments in one reaction (Fig. 4B,C). The re-
action of combining fragments after preliminary pu-
rification was also performed (Fig. 4B). In all the se-
lected variants, a full-size product with approximately 
the same efficiency was obtained. Various reaction 
conditions were analyzed, such as the assembly with 
Taq or Tersus polymerase, different concentrations 
of oligonucleotides, as well as the  addition of 0.5 or 
2.5 mM of spermidine to the reaction. In this case, 
the reaction substrates had optimum concentrations 
of tens of pM for Taq polymerase and hundreds of 
pM for Tersus, and spermidine did not optimize the 
reaction.

The genome DNA of vibriophage N4, 38.5 bp long, 
was divided into fragments about 1.5 kb long using 
the SynthBac program [27]. Each such fragment was 
pre-assembled from oligonucleotides using a method 
optimized by us. It was not possible to assemble lon-
ger fragments of up to 7.5 kb from five fragments us-
ing a technique optimized for smaller fragments; how-
ever, a decrease in temperature and an increase in 
elongation time allowed us to reproducibly assemble 

L 1 2 3 4 5 6 7 8 9 10 11

Fig. 3. Validation of the proposed method and conditions for DNA assembly from oligonucleotides on 11 different se-
quences with a length of approximately 1 500 bp

Table 1. Error rates per 1 kb when assembling the trans-
posase gene using Taq or Phusion DNA polymerase*

Type of error
Assembly using 

Taq DNA  
polymerase

Assembly using 
Phusion DNA 
polymerase

Substitutions 5.95 ± 0.47 0.90 ± 0.18

Transitions

G/C to A/T 3.58 ± 0.48 0.26 ± 0.10

A/T to G/C 0.98 ± 0.16 0.08 ± 0.05

Transversions

G/C to C/G 0.30 ± 0.13 0.19 ± 0.07

G/C to T/A 0.30 ± 0.13 0.19 ± 0.07

A/T to C/G 0.30 ± 0.11 0.11 ± 0.06

A/T to T/A 0.49 ± 0.11 0.08 ± 0.05

Deletions

Single base 1.17 ± 0.16 1.09 ± 0.22

Multiple bases 0.41 ± 0.15 0.30 ± 0.11

Insertions

Single base 0.56 ± 0.15 0.49 ± 0.14

Multiple bases 0 0.19 ± 0.07

Total errors 8.09 ± 0.66 2.97 ± 0.30

*The data is presented as mean value for 18 independent 
samples with a standard error.
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DNA fragments of up to 7.5 kb (Fig. 5). Fragments of 
similar length can also be achieved by amplifying the 
matrix after the Gibson reaction [30].

DISCUSSION
We have chosen the PCR assembly method from the 
most commonly used methods of DNA assembly from 
oligonucleotides. The advantages of the PCR assem-
bly method in comparison with ligase-cyclic assembly 
(LCR) are a lower concentration of oligonucleotides in 
the reaction, fewer assembly stages, and the use of 
only DNA polymerase.

The assembly of DNA fragments by PCR consists of 
two stages. In the first stage, the oligonucleotides hy-
bridize with each other and are extended to form the 
required fragment, and in the second stage, the full-
size fragment is amplified. In this work, the first stage 

of PCR assembly is optimized – the stage of elongation 
of the oligonucleotides to a full-size product.

We showed that concentrations of oligonucleotides 
of about 10 nM, Mg2+ 10 mM or 2.5 mM spermidine 
ions are optimal for DNA assembly. The concentra-
tions of oligonucleotides for different polymeras-
es vary slightly. A wide range of concentrations of 
the oligonucleotides used in the assembly reaction is 
described: from 2.5 μM [16], 10–60 nM [31], or from 
10 nM [32], and the importance of choosing a poly-
merase is also indicated [32]. The effect of spermidine 
on the results of DNA assembly is interesting. The 
addition of spermidine to the reaction mixture avoids 
an increase in the concentration of magnesium ions in 
the reaction, and it increases the specificity of the as-
sembly. There are reports of both an improvement in 
the efficiency of DNA amplification when using sper-

А С, 
pM

С, 
pM

С, 
pM

Taq

Taq
Taq,  

0.5 mM sperm

Taq,  
0.5 mM sperm

Taq,  
2.5 mM sperm

Taq,  
2.5 mM sperm

Tersus

TersusTaq

L 3000 300 30 3

L 2000 200 20 2

L 2000 200 20 2 L 2000 200 20 2

L 2000 200 20 2

3000 300 30 3

2000 200 20 2

2000 200 20 2 2000 200 20 2 2000 200 20 2 2000 200 20 2

2000 200 20 2 2000 200 20 2 2000 200 20 2

3000 300 30 3 3000 300 30 3 3000 300 30 3L 3000 300 30 3

Taq,  
0.5 mM sperm

Taq,  
2.5 mM sperm Tersus

Tersus,  
0.5 mM sperm

Tersus,  
2.5 mM sperm

Tersus,  
0.5 mM sperm

Tersus,  
0.5 mM sperm

Tersus,  
2.5 mM sperm

Tersus,  
2.5 mM spermC

B

Fig. 4. Optimization of the conditions for combining fragments of the BseRI gene. L is the length marker GeneRuler 1 kb 
(Thermo), sperm is spermidine, C – each oligonucleotide concentration in the reaction mixture. (A) – combining two 
fragments, 2 and 3; (B) – combining three fragments, 1, 2, and 3; (C) – combining three previously purified fragments, 
1, 2, and 3
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the reaction of DNA assembly from oligonucleotides. 
With a decrease in temperature and elongation time, 
fragments of up to 7.5 kb can be combined by ampli-
fication.

Thus, in this work, we unified the conditions for 
the assembly of DNA fragments from oligonucle-
otides by polymerase chain assembly. We showed that 
the assembly reaction is efficient at oligonucleotide 
concentrations in the range of 10 nM, with the addi-
tion of 10 mM Mg2+ or 2.5 mM spermidine to the re-
action mixture. The choice of the oligonucleotide con-
centration depends on the polymerase. The addition 
of 2.5 mM spermidine to the reaction mixture makes 
it possible to increase the specificity of the assembly. 
The use of a more accurate Phusion polymerase for 
assembly makes it possible to reduce the number of 
errors under optimized conditions to 3 per 1 kb, main-
ly due to fewer substitutions.

To combine DNA fragments obtained from syn-
thetic oligonucleotides, we optimized the conditions 
for combining several fragments of dsDNA with a 
size of about 1 kb, with overlapping regions at the 
ends, into a fragment with a length of up to 7.5 kb. 
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Fig. 5. Optimization of the conditions for combining five 
1.5 kb fragments into one. Fragment 1 and fragment 2 
are different fragments of vibriophage N4, L is the length 
marker GeneRuler 1 kb (Thermo), 1 is the usual conditions 
of combining PCR, 2 is PCR with the addition of 2.5 mM 
spermidine, 3 is PCR after the Gibson reaction, and 4 is 
PCR with elongation at 65°C and extended elongation 
time

Fragment 1 Fragment 2

L 1 2 3 4 1 2 3 4

midine in the reaction [26, 33] and a lack of an effect 
[34]. At the same time, spermidine promotes the am-
plification reaction in complex samples [35, 36]. It has 
been shown that phosphates are the main target in 
the interaction of spermidine polycation with DNA in 
B-form [37]. Presumably, spermidine makes it possible 
for oligonucleotides to hybridize in dsDNA, neutral-
izing the negative charge of the phosphate backbone 
and stabilizing duplexes.

Currently, errors in the obtained matrix are a fac-
tor limiting de novo DNA assembly, which is associ-
ated with both the quality of the oligonucleotides and 
the accuracy of the polymerases [38–41]. Reducing 
the number of errors will reduce the complexity that 
comes with that work and the cost of screening clones 
and sequencing them to achieve error-free variants. 
In the case of an optimized technique, the error rate 
during the assembly of Phusion polymerase was 3 per 
1 kb.

We optimized the conditions for combining several 
DNA fragments 1–1.5 kb long with complementary 
ends into fragments of up to 7.5 kb long using PCR. 
The most suitable and widely used methods for com-
bining extended DNA fragments are the Gibson re-
action [30] and its variations, as well as homologous 
recombination in yeast [42, 43]. However, combining 
multiple amplicons using PCR is a simpler and faster 
method that uses a smaller variety of enzymes. We 
showed that a full-size product 2–3 kb long can be 
obtained under a wide range of conditions common 
for PCR amplification, and that spermidine does not 
have a positive effect on reactions of this type, unlike 
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ABSTRACT Its broad spectrum of biological activity makes benzimidazole a fundamental pharmacophore in 
pharmaceutics. The paper describes newly synthesized AT-specific fluorescent bis-benzimidazole molecules 
DB2Py(n) that contain a pyrrolcarboxamide fragment of the antibiotic drug netropsin. Physico-chemical 
methods using absorption, fluorescence, and circular dichroism spectra have shown the ability of bis-benzim-
idazole-pyrroles to form complexes with DNA. The new DB2Py(n) series have turned out to be more toxic to 
human tumor lines and less vulnerable to non-tumor cell lines. Bis-benzimidazole-pyrroles penetrated the 
cell nucleus, affected the cell-cycle synthesis (S) phase, and inhibited eukaryotic topoisomerase I in a cell-
free model at low concentrations. A real-time tumor cell proliferation test confirmed the molecule’s enhanced 
toxic properties upon dimerization. Preliminary cytotoxicity data for the bis-benzimidazole-pyrroles tested in 
a cell model with a MDR phenotype showed that monomeric compounds can overcome MDR, while dimeri-
zation weakens this ability to its intermediate values as compared to doxorubicin. In this respect, the newly 
synthesized cytotoxic structures seem promising for further, in-depth study of their properties and action 
mechanism in relation to human tumor cells, as well as for designing new AT-specific ligands.
KEYWORDS bis-benzimidazole-pyrrole, DNA narrow groove binding ligand, cytotoxicity, DNA-binding, topoi-
somerase I, cell cycle, multidrug resistance.
ABBREVIATIONS DMF – dimethylformamide; MDR – multidrug resistance; Topo-I – eukaryotic topoisomer-
ase I; CLCD – cholesteric liquid crystal dispersion; IC50 – 50% inhibitory concentration.
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INTRODUCTION
Compounds capable of effectively binding to a nar-
row DNA groove by forming hydrogen bonds are of 
interest as agents that can help regulate biological 
activity. In this respect, the use of bis-benzimidazoles 
as drugs opens new opportunities for the therapy of 
socially significant diseases, including malignant neo-
plasms. The rapidly growing tumor resistance to ex-
isting treatment protocols makes it necessary to ac-
celerate the search for new effective DNA-specific 

ligands, which now represent an important direction 
in the development of medicinal chemistry [1–4].

DNA-specific compounds based on DNA narrow-
groove-binding ligands target the AT pairs of nucle-
otides in the DNA structure. It is possible to match 
a molecular structure to a preselected binding site 
on the DNA, as well as to eliminate any nonspecif-
ic interaction with the DNA through complementa-
ry interactions between a DNA-specific ligand and 
a biomacromolecule. In this regard, DNA narrow-
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groove-binding ligands, which are compounds of low 
molecular weight interacting noncovalently and site-
specific with DNA, seem to be quite promising. Such 
compounds are largely free of the adverse mutagenic 
side effects characteristic of the low-molecular-weight 
compounds that intercalate between DNA base pairs. 
They are able to modulate the expression of genes 
and DNA-binding proteins, thus exhibiting anti-tumor 
properties.

Earlier, we obtained Hoechst 33258-based fluo-
rescent water-soluble AT-specific dimeric bis-benz-
imidazole DNA narrow-groove-binding ligands of the 
DB(n), DBP(n), DBA(n), and DBPA(n) series, where 
n is equal to the number of methylene links in the 
linker. All the above-mentioned compounds contained 
two AT-recognizing fragments in their structure, con-
sisting of two bis-benzimidazole units [5–8]. Upon in-
teraction with DNA, each AT-recognizing fragment 
formed a bifurcation (three-center) hydrogen bond 
with an O2 thymine atom and/or an adenine atom of 
two neighboring AT pairs, while covering a region of 
approximately one and a half base pairs [9]. All the 
series penetrated cellular and nuclear membranes, 

stained DNA, and showed significant activity as in-
hibitors of DNA-dependent enzymes.

In the present study, we synthesized and inves-
tigated the biological activity of new DNA narrow-
groove-binding ligands containing in their structure 
an AT-recognizing pyrrolcarboxamide fragment simi-
lar to that of netropsin [10], a natural antibiotic never 
used in practice due to its high cytotoxicity. The new 
ligands – MB2Py and MB2Py(Ac) (Fig. 1) – consist of 
three (two benzimidazole and one pyrrolcarboxamide) 
AT-recognizing units covalently linked to each other, 
and the dimeric derivatives DB2Py(n) (Fig. 1) dimer-
ized from MB2Py by oligomethylene α,ω-dicarboxylic 
acids of various lengths (n here is the number of 
methylene links in the linker) to form symmetric 
head-to-head type compounds. The flexible linker in 
dimeric compounds allows the molecule to bind to two 
AT-rich sites located at different distances from each 
other. As we showed earlier, dimerization of the mo-
nomeric ligand of DB(n) series increased affinity to 
the newly structured DNA [11].

Increasing the number of AT-recognizing frag-
ments in the monomeric subunit increases the ligand-

Hoechst 33258 
Netropsin

MB
2
Py

MB
2
Py(Ac)

DB
2
Py(n); n = 4, 5

Fig. 1. Structural formulas of Hoechst 33258, netropsin, monomeric MB
2
Py, MB

2
Py(Ac), and dimeric compounds  

DB
2
Py(n). In MB

2
Py(Ac), the bis-benzimidazole fragment is highlighted in red; and the pyrrolecarboxamide fragment,  

in blue
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DNA complexation constant and should decrease the 
inhibitory concentration against DNA-dependent en-
zymes. The paper describes the synthesis of two mo-
nomeric compounds, MB2Py and MB2Py(Ac), and the 
dimeric compounds DB2Py(n) and investigates their 
biological activity.

The dimeric b is-benz imidazo le-pyrro les , 
DB2Py(4, 5), were synthesized from 6-[6-(4-methyl-
piperazin-1-yl)-1H-1,3-benzodiazol-2-yl]-2-(4-nitro-
1-propyl-1H-pyrrol-2-yl)-1H-1,3-benzodiazole (I) 
(Fig. 2) obtained in the Laboratory of DNA-Protein 
Interactions at the Institute of Molecular Biology of 
the Russian Academy of Sciences. Compound (I) was 
used to obtain the monomeric ligand MB2Py(Ac) by 
reducing the parent compound in a hydrogen current 
in glacial acetic acid in the presence of acetic anhy-
dride on 10% palladium with carbon as a catalyst. A 
monomeric unit of MB2Py was dimerized into two di-
meric compounds DB2Py(n) with a series of aliphat-
ic normal α,ω-dicarboxylic acids in the presence of 
HBTU as a condensing agent and DIPEA as a DMF 
base, differing in the number of methylene links in 
the linker: n = 4, 5 (Fig. 2).

EXPERIMENTAL
In this study, such chemical substances as adipic and 
pimelic acids, HBTU, DIPEA (Fluka, Switzerland), 
dioxane, DMF, ice-cold AcOH, Ac2O, iPrOH, acetone 
(Reachim, Russia) were used. Solutions in organic 
solvents were dried over Na2SO4. The solvents were 

evaporated on a rotary evaporator in the vacuum 
of a water jet pump, usually at 30–50°C. The sub-
stances were dried in vacuo over P2O5 and NaOH. 
The melting temperatures were determined with a 
Boethius device (Germany). Hydrogenation was car-
ried out over 10% Pd/C (Merck, Germany) at atmos-
pheric pressure and room temperature until hydrogen 
absorption ceased. The purity of the obtained com-
pounds was determined by TCX on Kieselgel 60 F254 
plates (Merck). Substances in chromatograms were 
detected in UV light by absorbance at 254 nm and/or 
fluorescence at 365 nm.

1H-NMR spectra were recorded using an Avance III 
300 MHz spectrometer (Bruker, Germany) equipped 
with a cryogenic TCI triple resonance probe (Bruker 
Biospin, Gmbh, Germany) in DMSO-d6 at 30°C.

Mass spectra were taken using an AB SCIEX 
4800 TOF analyzer (AB SCIEX, USA) in positive-ion 
detection mode (unless otherwise specifically stated); 
2,5-dihydroxybenzoic acid matrix; N2–laser of 337 nm.

Absorption spectra were recorded in a Cary100 spec-
trophotometer (Varian, USA).

Fluorescence spectra of the solutions were measured 
in a PTI spectrofluorimeter (Photo Technology Intern., 
Canada) using double-stranded DNA of calf thymus 
(Sigma).

Reduction  
reaction

H
2
 – Pd/C

HCl, EtOH

Dimerization 
reaction

1)  HOOC(CH
2
)

n
COOH, n = 4,5 

HBTU, DIPEA, DMF
2) HCl, EtOH

Reduction/
acylation  
reaction

H
2
 – Pd/C,

Ac
2
O, AcOH

MB
2
Py

93%

MB
2
Py(Ac)

92%

×6HCl

DB
2
Py(n) ×6HCl
n=4, 5

47%

Fig. 2. Synthesis scheme of monomeric (MB
2
Py, MB

2
Py(Ac)) and dimeric (DB

2
Py(4, 5))  compounds
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CD spectra were recorded in a portable SKD-2 di-
chrometer (Institute of Spectroscopy, Russian 
Academy of Sciences, Troitsk) using DNA of salm-
on sperm (Technomedservice, Russia) and quartz cu-
vettes with an optical path length of 1 cm.

Human tumor cell lines were investigated using hu-
man non-small cell lung cancer cell lines A549, colon 
cancer HCT-116, hepatocarcinoma Huh7, pancreat-
ic carcinoma PANC-1, breast cancer SKBR3, MCF7, 
ovarian cancer SKOV3, osteosarcoma U2OS, a pri-
mary culture of human glioblastoma Gbl13n, immor-
talized epithelial cell line HBL-100 and its doxoru-
bicin-resistant subline HBL-100/DOX, and breast cell 
line MCF10A of non-tumor origin. As control drugs 
irinotecan, doxorubicin (Sigma), etoposide, and puro-
mycin (InvivoGen) were applied.

For human tumor cell lines, the DMEM medium 
(Sigma) containing 10% fetal calf serum (HyClone, 
South America) and 2 mM L-glutamine (PanEco, 
Russia) was used. Non-tumorigenic MCF10A cells 
were cultured in a DMEM/F12 medium (Sigma) con-
taining 5% horse serum (Biosera, South America), 
100 mg/mL EGF, 1 mg/mL hydrocortisone, and 
10 mg/mL insulin (PanEco). Both media contained 
100 U/mL penicillin and streptomycin (PanEco), and 
all cells were cultured at 37°С, 5% CO2.

The cytotoxic effect was evaluated using the stand-
ard microculture tetrazolium test (MTT) measuring 
the ability of live cell dehydrogenases to reduce un-
coated forms of 3-(4,5-dimethylthiazol-2-yl)-2,5-di-
phenyl-tetrazolium bromide (PanEco) to the blue 
crystalline pharmasan soluble in dimethyl sulfoxide 
(DMSO). The coloration was recorded at a wavelength 
of 570 nm using a spectrophotometer (Multiskan FC, 
Thermo Fisher Scientific, USA). The optical density 
in the wells with the cells incubated without the drug 
was taken as 100%. The optical density values in the 
wells with each control concentration were averaged, 
and the percentage of surviving cells for a particular 
drug concentration was calculated.

Cell cycle measurements were performed using flow 
cytofluorimetry. To do so, HCT-116 cells were seeded 
at 500 × 103 cells per well in a 6-well plate and grown 
in the DMEM medium (Gibco, USA) containing 2 mM 
L-glutamine (PanEco) and a 1X antibiotic-antimycotic 
solution (Gibco) supplemented with 10% (v/v) fetal bo-
vine serum (Gibco) at 37°C and 5% CO2. In 24 h, the 
medium was changed to fresh and drugs added at a 
concentration of 1 μM with no drug added to the con-
trol wells. The cells were incubated for 24 and 48 h 
to be washed in dishes with the Versen (PanEco) and 

0.25% trypsin/EDTA(Gibco) solutions. The cell concen-
tration was counted, and equal amounts were selected 
for the analysis. The selected cells were centrifuged 
for 5 min at 1,200 rpm to remove the supernatant and 
washed in 1 ml of cold PBS. The cells were resuspend-
ed in 1 ml of cold 96% ethanol and incubated over-
night at +4°C to be centrifuged (15 min, 1,900 rpm) 
and washed 1 time with a cold PBS solution. The pre-
cipitate was added, 1 ml of the 3.8 mM sodium citrate 
solution in PBS containing 500 μg/ml propidium io-
dide and 1 μl of RNase A (10 mg/ml), and incubated 
overnight at +4°C. Propidium iodide fluorescence was 
measured in the FL2 channel using a CytoFlex flow 
cytofluorimeter. The obtained data were analyzed using 
the ModFit LT 3.2 software (Verity Software).

Proliferation of the cells exposed to the tested com-
pounds was determined using xCELLigence RTCA 
(ACEA Biosciences, USA). Every well of a 16-well 
plate was seeded with 5,000 human osteosarcoma 
U2OS cells. Each well of the plate had a microelec-
tronic biosensor at the bottom (proprietary E-plates). 
The cells were incubated for 24 h in a Roche 
xCELLigence RTCA DP (Roche Diagnostics GmbH, 
Germany). When cell index 1 was reached, the medi-
um was removed to be added either to the same me-
dium (control) or media with different substance con-
centrations (0.16, 0.8, 4, 20, 100, 500 μM, respectively).

To determine the ability of the compounds to pene-
trate the cell nucleus, live Gbl13n glioblastoma cells 
were incubated in the culture medium with the com-
pounds at a concentration of 2 μM for 2 days, washed 
with phosphate-salt buffer, fixed with formaldehyde, 
and photographed using a Zeiss Axioplan 2 fluores-
cence microscope (Carl Zeiss, Germany) in the ultra-
violet wavelength range.

Inhibition of Topo-I catalytic activity was assessed 
in a relaxation reaction of supercoiled DNA (scDNA). 
The ability to modulate Topo-I activity in vitro was 
studied using a Topoisomerase I Drug Screening kit 
(TopoGen, Inc., cat. no. 1018-1, www.topogen.com). 
A single unit of purified Topo-I from calf thymus 
(Fermentas, USA) and the tested compounds at con-
centrations of 2.5 and 5 μM; 0.65 and 1.25 μM were 
incubated with 0. 12 μg of pHOT1 supercoiled plas-
mid DNA (TopoGen) in ×1 reaction buffer (10 mM 
Tris-HCl pH 7.9, 1 mM EDTA, 0.15 M NaCl, 0.1% BSA, 
0.1 mM spermidine, 5% glycerol). The reaction was 
run for 30 min at 37°C, stopped by adding SDS to a 
final concentration of 1%, and treated with proteinase 
K of final concentration of 50 µg/mL for 30–60 min 
at 37°C. The reaction products were separated elec-
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trophoretically in a 1% agarose gel with TAE buff-
er (2 M Tris base, 0.05 M EDTA, 1.56 M acetic acid) 
at a maximum electric field strength of 3–4 V/cm 
and then stained with an aqueous ethidium bromide 
solution (0.5 μg/mL). DNA visualization in gel was 
performed by fluorescence in transmitted ultraviolet 
light at wavelengths ranging from 240 to 360 nm. In 
the absence of the inhibitor, Topo-I relaxed scDNA to 
form a series of topoisomers. Topo-I inhibition effect 
was detected by the ability of the tested compounds 
to delay the relaxation reaction of scDNA; i.e., by its 
preservation. The initial concentration of bis-benzimi-
dazole-pyrroles in DMSO was 5 × 10-3 M.

Cell survival data were processed in the GraphPad 
Prism 8 software, and the viability curves were com-
pared using Fisher’s criterion (F-test). All experiments 
were repeated 3 times, and the effect on cell prolif-
eration in real time was tested twice. For the purpose 
of data presentation, the most successful experiment, 
whose results did not contradict those of the same ex-
periments, was selected.

RESULTS

Synthesis of monomeric bis-benzimidazole-
pyrroles MB2Py and MB2Py(Ac), 
and dimeric compounds DB2Py(4, 5)

MB2Py synthesis. 0.1 g of 10% Pd/C suspended in 
20 mL of absolute ethanol was saturated with hydro-
gen until its absorption ceased. Then, 0.3 mL of con-
centrated hydrochloric acid and 0.20 g (0.41 mmol) 
of 6-[6-(4-methylpiperazin-1-yl)-1H-1,3-benzodiazol-
2-yl]-2-(4-nitro-1-propyl-1H-pyrrole-2-yl)-1H-1,3-ben-
zodiazole (I) was added. The reaction mixture was 
stirred at room temperature until hydrogen absorp-
tion ceased. The resulting solution was filtered off 
the catalyst and precipitate, the solid precipitate of 
the target substance was washed off the filter with 
2 × 10 mL water, and the water was evaporated un-
der reduced pressure. The MB2Py yield was a green 
amorphous powder weighing 0.173 g (93%). TLC anal-
ysis in a hexane/ethyl acetate solvent system (3 : 1) 
showed that the obtained substance was homogene-
ous. Its mass spectrum was 455.26 [M+H]+ and 454.57 
(C26H30N8) for the calculated one. 

MB2Py(Ac) synthesis. 0.15 g of 10% Pd/C suspended 
in 30 mL of glacial acetic acid was saturated with 
hydrogen until its absorption ceased. Then, 2 mL of 
acetic anhydride and 0.35 g (0.72 mmol) of the sub-
stance (XII) were added. The reaction mixture was 
stirred in a room-temperature hydrogen current for 

5 h. The resulting solution was filtered off the cata-
lyst. The resulting solution was evaporated under re-
duced pressure to be redissolved three times with 
30 mL of isopropyl alcohol. The MB2Py(Ac) yield was 
0.37 g (92.4%) of yellow crystals. TLC analysis in a 
i-PrOH–NH4OH (5:1) solvent system showed that the 
obtained substance was homogeneous; and its melt-
ing temperature – 219°С. Its mass spectrum was m/z: 
496.15 [M]+, 454.13 [M–NHAc]+, and 496.26 (C28H32N8O) 
for the calculated one.

General synthesis of DB2Py(n). A α,ω-alkyldicarbox-
ylic acid (0.1 mmol) solution in 2 mL of abs DMF was 
added to HBTU (0.25 mM), DIPEA (0.50 mM) and 
stirred at room temperature for 30 min. The result-
ing solution was added to 0.10 g (0.2 mmol) of MB2Py, 
stirred for another hour, and the reaction mixture was 
left overnight. The solvent was evaporated under re-
duced pressure, the resulting oil was mashed with abs 
i-PrOH to add 0.5 mL of 35% HCl in dioxane, and the 
precipitate was filtered off, washed 3 times with 80% 
aqueous acetone and 2 times with abs i-PrOH. The 
solid residue as a green powder was dried in vacuo 
over NaOH/P2O5. TLC analysis in a MeOH-TFA-H2O 
(5:1:2) solvent system showed that the obtained sub-
stance was homogeneous. 
DB2Py(4)·6HCl. Yield 55 mg (48%), melt. temp. 
> 350°С. Mass spectrum: 1019.57 [M+H]+, calculat-
ed Мs: 1018.55 (C58H66N16O2). 

1H-NMR (300 MHz, 
DMSO-d6): δ 0.85 (6H, t, J = 7.4, 2(–CH3)), 1.65 (4H, m, 
(–CH2–CH2–)), 1.75 (4H, q, J = 7.2, 2(–CH2CH2CH3)), 
2.31 (4H, m, 2(–COCH2–)), 2.77 (4H, s, pip), 3.23 (4H, 
s, pip), 3.35 (6H, s, 2(N–CH3)), 4.54 (4H, t, J = 7.0, 
2(N–CH2–)), 7.05–6.84 (4H, m, ArH), 7.10 (2H, s, ArH), 
7.36–7.24 (2H, brs, ArH), 7.48 (2H, d, J = 8.6, ArH), 7.58 
(2H, m, ArH), 7.97 (2H, m, ArH), 8.26 (2H, d, J = 36.2, 
ArH), 9.93 (2H, s, 2(–NHCO–)).
DB2Py(5)·6HCl. Yeild 61 mg (47%), melt. temp. 
> 350°С. Mass spectrum: m/z: 1033.42 [M+H]+, cal-
culated Мs: 1032.57 (C59H68N16O2). 

1H-NMR (300 MHz, 
DMSO-d6): δ 0.87 (6H, t, J = 7.4, 2(–CH3)), 1.34 (2H, 
m, –CH2–), 1.63 (4H, m, –CH2–CH2–CH2–), 1.77 (4H, 
q, J = 7.2, 2(–CH2CH2CH3)), 2.30 (4H, m, 2(–COCH2–)), 
2.87 (8H, brs, pip), 3.35 (6H, s, (–NCH3)), 4.55 (4H, t, 
J = 7.2, N–CH2–), 7.05 (2H, brs, ArH), 7.24 (2H, m, 
ArH), 7.42–7.28 (4H, m, ArH), 7.75 (4H, dd, J = 20.0, 
8.6, ArH), 8.04 (2H, d, J = 8.7, ArH), 8.45 (2H, brs, 
ArH), 9.93 (2H, s, 2(–NHCO–)).

PHYSICO-CHEMICAL ACTIVITY

DB2Py(n) absorption and fluorescence spectra
Measuring the intensity and absorption maxima of 
DB2Py(4) and DB2Py(5) in the absence and presence 
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of DNA at different concentrations and comparison of 
the obtained spectra enabled us to indirectly confirm 
the ability of the new dimeric narrow-bridged ligands 
to form complexes with DNA (Fig. 3A,B). As the DNA 
concentration increased, a drop in the absorption in-
tensity was observed, indicating that the new bis-ben-
zimidazole-pyrroles had formed a complex with DNA. 
Further increase in the DNA concentration led to a 
change in the absorption maximum position charac-

terized by a shift to the long-wavelength region of 
the spectrum (bathochromic shift), as well as an in-
crease in the amplitude of the absorption band. All 
these processes were indication that several types of 
complexes had formed depending on the ligand con-
centration.

In the presence of DNA, the fluorescence spectra 
of DB2Py(4) and DB2Py(5) showed increasing fluo-
rescence intensity that grew together with the DNA 
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Fig. 3. Absorption and fluorescence spectra of free DB
2
Py(n) and its complex with DNA. 

(A) – absorption spectra of DB
2
Py(4) in absence (1) and presence of DNA (2–8); [DB

2
Py(4)] 4.06 × 10-6 М; 0.001 М 

sodium cacodylate. [DNA] 1 – 0; 2 – 0.25; 3 – 0.49; 4 – 0.98; 5 – 1.48; 6 – 2.45; 7 – 14.67; 8 – 121.9 × 10-6 М b.p. 
respectively; optical path length, 10 mm. 
(B) – absorption spectra of DB

2
Py(5) in absence (1) and presence of DNA (2–8); [DB

2
Py(5)] 4.29 × 10-6 М; 0.001 М 

sodium cacodylate. [DNA] 1 – 0; 2 – 0.25; 3 – 0.49; 4 – 0.98; 5 – 1.48; 6 – 2.45; 7 – 14.67; 8 – 121.9 × 10-6 М b.p. 
respectively; optical path length, 10 mm.  
(C) – fluorescence spectra of DB

2
Py(4) in absence (1) and presence of DNA (2–6). [DB

2
Py(4)] 4.6 × 10-6 M; [DNA]  

1 – 0; 2 – 3; 3 – 6; 4 – 18; 5 – 30; 6 – 54 × 10-6 M b.p. respectively. Buffer: 10 mМ  PBS (рН 7.4). Excitation wave-
length, 320 nm; slot width, 5 nm; cell size 10 × 10 mm; 22°C.
(D) – fluorescence spectra of DB

2
Py(5) in absence (1) and presence of DNA (2–6). [DB

2
Py(5)] 2.3 × 10-6 M; [DNA]  

1 – 0; 2 – 3; 3 – 6; 4 – 18; 5 – 54; 6 – 78 × 10-6 M b.p. respectively. Buffer: 10 mМ PBS (рН 7.4). Excitation wave-
length, 320 nm; slot width, 5 nm; cell size 10 × 10 mm; 22°C
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concentration (Fig. 3C,D). This was another sign that 
the compounds formed complexes with DNA, causing 
fluorescence ignition through stabilization of the con-
jugated ligand structure in the narrow DNA groove.

CD spectra of DB2Py(4) and 
DB2Py(5)/DNA CLCD complexes
The spectra allowed us to confirm that the obtained 
compounds formed complexes with DNA and detect 
their localization in one of the DNA grooves.

A similar pattern was observed for compounds 
DB2Py(4) and DB2Py(5) (Fig. 4): a positive, intense 
band was detected in the ligand absorption region 
(300–400 nm), indicating the complexes localized in 
one of the DNA grooves [12, 13]. Since the X-ray dif-
fraction analysis of the Hoechst 33258 parent com-
pound localized it in the narrow groove of DNA [9], 
we had confirmation that our compounds are DNA 
narrow-groove-binding ligands.

BIOLOGICAL ACTIVITY

Cytotoxicity against human tumor cells
The cytotoxic activity of the compounds was evaluat-
ed by the MTT method on six cell lines and one pri-
mary human tumor culture to determine the semi-in-
hibitory concentration (IC50) for non-small cell lung 
cancer A549, colon cancer HCT-116, hepatocarcinoma 
Huh7, pancreatic carcinoma PANC-1, breast cancer 
SKBR3, ovarian cancer SKOV3, and a primary cul-

ture of human glioblastoma Gbl13n we had obtained 
earlier [14, 15]. The data presented in Fig. 5 demon-
strate that the Huh7, PANC-1, and SKBR3 cell lines 
were more sensitive to the new compounds than to 
the antitumor agent irinotecan. The cytotoxicity of the 
dimeric molecules DB2Py(4) and DB2Py(5) against cell 
line A549 was significantly higher (5- to 7-fold) than 
that of monomeric MB2Py(Ac) and irinotecan (2.8- to 
3.8-fold). However, no significant differences in the 
cytotoxicity of monomeric and dimeric bis-benzimida-
zole-pyrroles against the Huh7, PANC-2, SKBR3, and 
SKOV3 lines were detected.
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Fig. 4. (A) – CD spectra in absence (1) and presence of (2–9) of DB
2
Py(4); 0.3 M NaCl + 0.002 M Naphosphate buffer,  

pH 6.85; 170 mg/ml PEG-4000; [DNA] 4.545 × 10-5 М b.p.; [DB
2
Py(4)] 1 – 0; 2 – 0.41; 3 – 0.82; 4 – 1.63; 5 – 3.25; 

6 – 4.87; 7 – 6.48; 8 – 8.08; 9 – 10.07 × 10-6 М respectively. Optical path length, 10 mm.   
(B) – CD spectra in absence (1) and presence of (2–8) DB

2
Py(5); 0.3 M NaCl + 0.002 M Naphosphate buffer, pH 6.85, 

170 mg/ml PEG-4000;  [DNA] 4.545 × 10-5 М  b.p.; [DB
2
Py(5)] 1 – 0; 2 – 0.43; 3 – 0.86; 4 – 1.72; 5 – 3.44; 6 – 5.15; 

7 – 6.85; 8 – 8.54 × 10-6 М respectively. Optical path length, 10 mm

Table 1. Cytotoxicity of monomeric and dimeric bis-ben-
zimidazole-pyrroles versus irinotecan in a primary culture 
of human glioblastoma Gbl13n cells

Compound  IC50, μM

MB2Py(Ac) >100

DB2Py(4) 12.67 ± 2.33

DB2Py(5) 8.78 ± 6.64

Irinotecan 10.02 ± 0.7
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Fig. 5. Cytotoxicity val-
ues (IC

50
) in micromoles 

(µM) of the monomeric 
and dimeric bis-ben-
zimidazole-pyrroles 
compared to irinotecan 
in various human tumor 
cell lines.  
SD – standard deviation,  
SE – standard error,  
R2 – determination coef-
ficient

A549 HCT-116
Compound IC50, μM SD SE R2 IC50, μM SD SE R2

MB2Py(Ac) 68.35 1.3E+11 6.5E+10 0.6736 10.13 3.546 1.773 0.9263
ВD2Py(4) 8.163 62.48 31.24 0.8911 7.343 1.4048 0.7024 0.9366
DB2Py(5) 15.45 3.202 1.601 0.923 22.32 6.14 3.07 0.8363
Irinotecan 39.95 39.64 19.82 0.9488 21.44 102.08 51.04 0.8267

Huh7 PANC-1
Compound IC50, μM SD SE R2 IC50, μM SD SE R2

MB2Py(Ac) 2.697 0.10548 0.05274 0.9061 0.8199 0.15072 0.07536 0.9802
ВD2Py(4) 1.133 0.09772 0.04886 0.8728 1.105 0.2964 0.1482 0.9421
DB2Py(5) 2.745 0.11036 0.05518 0.9329 3.704 0.8638 0.4319 0.9407
Irinotecan 16.65 0.11536 0.05768 0.7239 7.064 4.46 2.23 0.8915

SKBR3 SKOV3
Compound IC50, μM SD SE R2 IC50, μM SD SE R2

MB2Py(Ac) 2.22 9.002 4.50 0.8045 3.887 3.11 1.555 0.9313
DB2Py(4) 4.754 6 3 0.947 1.694 1.0884 0.5442 0.9706
DB2Py(5) 3.549 2.54 1.27 0.8604 3.991 2,836 1.418 0.8711
Irinotecan 9.259 12.298 6.149 0.8491 1.318 5.15 2.575 0.8844

Concentration, µM

Concentration, µM

Concentration, µM Concentration, µM

Concentration, µM

Concentration, µM

C
e

ll 
su

rv
iv

al
 r

at
e

, 
 

%
 o

f c
o

nt
ro

l ±
 S

D
C

e
ll 

su
rv

iv
al

 r
at

e
, 

 
%

 o
f c

o
nt

ro
l ±

 S
D

C
e

ll 
su

rv
iv

al
 r

at
e

, 
 

%
 o

f c
o

nt
ro

l ±
 S

D

C
e

ll 
su

rv
iv

al
 r

at
e

, 
 

%
 o

f c
o

nt
ro

l ±
 S

D
C

e
ll 

su
rv

iv
al

 r
at

e
, 

 
%

 o
f c

o
nt

ro
l ±

 S
D

C
e

ll 
su

rv
iv

al
 r

at
e

, 
 

%
 o

f c
o

nt
ro

l ±
 S

D100

50

0

100

50

0

100

50

0

100

50

0

100

50

0

100

50

0

А549 HCT-116
MB

2
Py(Ac)

DB
2
Py(4)

DB
2
Py(5)

Irinotecan

MB
2
Py(Ac)

DB
2
Py(4)

DB
2
Py(5)

Irinotecan

MB
2
Py(Ac)

DB
2
Py(4)

DB
2
Py(5)

Irinotecan

MB
2
Py(Ac)

DB
2
Py(4)

DB
2
Py(5)

Irinotecan

MB
2
Py(Ac)

DB
2
Py(4)

DB
2
Py(5)

Irinotecan

MB
2
Py(Ac)

DB
2
Py(4)

DB
2
Py(5)

Irinotecan

Huh7 PANC-1

SKBR3 SKOV3

10-2 10-1 100 101 102 103 10-2 10-1 100 101 102 103

10-2 10-1 100 101 102 10310-2 10-1 100 101 102 103

10-2 10-1 100 101 102 103 10-2 10-1 100 101 102 103



94 | ACTA NATURAE | VOL. 16 № 1 (60) 2024

RESEARCH ARTICLES

Some believe that new drugs should be tested not 
only on linear, but also on primary cell cultures. In 
Gbl13n, a primary human glioblastoma cell culture, 
the cytotoxic activity of the DB2Py(4), DB2Py(5) di-
mers was approximately 10-fold higher than that of 
the MB2Py(Ac) monomer and comparable to that of 
irinotecan (Table 1).

Tumor-cell selectivity
The possible selectivity of the new compounds against 
tumor cells was determined by the level of their cyto-
toxicity in tumor and the transformed cell lines.

Breast cancer (MCF7) and conditionally normal 
mammary epithelial (MCF10A) cell lines were used 
as models. The tested cell lines were sensitive to the 
toxic effects of new bis-benzimidazole-pyrroles, with 
MCF7 being the most susceptible (Fig. 6). Therefore, 
some, approximately twofold, selectivity in the cy-
totoxic action was observed. At the same time, the 
monomer MB2Py(Ac) and dimer DB2Py(4) exhibited 
similar IC50 values for the tested cell lines; so, it can 
be considered that the doubling of the molecule did 
not affect cytotoxicity against the investigated pair of 
cell lines.

Compound
MCF10A MCF7

F-test
IC50, μM SD SE R2 IC50, μM SD SE R2

MB2Py(Ac) 4.316 0.750099 0.5304 0.9225 1.793 0.228678 0.1617 0.9856 *p<0.0001

DB2Py(4) 4.355 0.932363 0.5383 0.9432 2.506 0.77388 0.4468 0.9702 *p<0.0001

*Statistically significant differences.
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Fig. 6. Cytotoxicity of the new bis-benzimidazole-pyrroles in MCF10A (human breast epithelial cells, normal cell line) 
and on MCF-7 (breast cancer). SD – standard deviation, SE – standard error, R2 – coefficient of determination, F-test – 
statistical criterion

Proliferation in an osteosarcoma cell line
The effects the MB2Py(Ac) monomer and DB2Py(5) 
dimer had on the proliferation of the cultured U2OS 
osteosarcoma cells were compared in real time us-
ing an RTCA. After the compounds were introduced 
at concentrations of 0.16–500 μM, cell growth was 
recorded for 74 h. Puromycin causing complete cell 
death at a concentration of 10 mg/mL (21 mM) was 
used as a control (Fig. 7A). Lower doses of MB2Py(Ac) 
(0.16, 0.8, and 4 μM) were found to have no effect on 
U2OS proliferation (Fig. 7B). At a concentration of 
20 μM, a slowdown in proliferation was observed and 
100-500 μM completely stopped cell division. It was 
demonstrated that DB2Py(5) inhibited osteosarcoma 
cells growth in a concentration- and time-dependent 
manner (Fig. 7B); i.e., the dimer was obviously more 
toxic than the monomer.

MDR overcome
An important property of a potential drug is its abili-
ty to overcome the MDR mediated by the ABC trans-
porter of P-glycoprotein (P-gp). In this respect, the 
new compounds were tested by MTT in an immor-
talized, epithelial cell line HBL-100 [16, 17] and in 



RESEARCH ARTICLES

VOL. 16 № 1 (60) 2024 | ACTA NATURAE | 95

Table 2. Cytotoxic activities of the novel bis-benzimida-
zole-pyrroles in the sensitive line HBL-100 and its resistant 
subline HBL-100/DOX with a MDR phenotype

Compound

HBL-100 HBL-100/DOX
Resilience 

index* 
IC50 ± SD, μM

Doxorubicin 0.6 ± 0.3 34 ± 6 57

МB2Py 58 ± 18 125 ± 21 2.1

MB2Py(Ac) 18 ± 11 29 ± 11 1.5

DB2Py(4) 4 ± 4.5 37 ± 11 8.9

*Resilience index is the ratio of IC
50

 in the stable subline 
HBL-100 and IC

50 
in the sensitive line HBL-100/DOX. 

a HBL-100/DOX subline obtained from HBL-100 by 
prolonged incubation with doxorubicin. It was shown 
that 95% of HBL-100/DOX cells overexpress the P-gp 
protein responsible for cell resistance to drugs, includ-
ing cross-resistance to paclitaxel and vinblastine; in 
other words, the HBL-100/DOX subline had an MDR 
phenotype; i.e., it was resistant not only to doxoru-
bicin, but also to other P-gp substrates [18].

The monomers demonstrated a similar cytotoxic 
effect in the HBL-100 line as in its stable subline; 
so, the differences in the IC50 values did not extend 
above 2-fold. 

The data presented in Table 2 show that the in-
vestigated bis-benzimidazole-pyrroles did not be-
long to the P-gp substrates. The HBL-100/DOX re-
sistance to DB2Py(4) was 9-fold higher if compared 
to that to HBL-100, whereas the resistance of P-gp-
overexpressing cells to such classical P-gp substrates 
as doxorubicin and paclitaxel increased 50–100 times 
and more. In this respect, a conclusion can be drawn 
that DB2Py(4) is a weak P-gp substrate; i.e., only the 
monomeric MB2Py and MB2Py(Ac) are able to com-
pletely overcome the MDR associated with P-gp over-
expression.

Cell-nucleus penetration
How of the new compounds to penetrate within 2 
days into the cell nucleus where they, binding to het-
erochromatin, glow in bright blue dots, was confirmed 
by fluorescence microscopy (Fig. 8).

Fig. 7. The effect of the bis-benzimidazoles MB
2
Py(Ac) 

and DB
2
Py(5) on the proliferation of osteosarcoma cells in 

real time. Growth curves were measured as the cell index 
over time. (A) – controls: puromycin 10 µg/ml (red line); 
growth of unexposed U2OS cell line (blue line); 0.5% 
DMSO (greenline). (B) – MB

2
Py exposure; (C) – DB

2
Py(5) 
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Fig. 8. Fluorescent stain-
ing of Gbl13n glioblasto-
ma cells incubated with 
monomeric and dimeric 
bis-benzimidazole-pyrroles 
at a concentration of 2 µM 
for 48 h.  
(A) – population of cells 
stained with the bis-ben-
zimidazole-pyrrole 
DB

2
Py(5). On the left is a 

DAPI filter, on the right is 
a phase-contrast image. 
MB

2
Py(Ac) staining looks 

similar after 2 days;  
(B) – a picture of stained 
nuclei obtained using a con-
focal microscope

MB
2
Py(Ac) DB

2
Py(5)

А

B

Therefore, the synthesized compounds are new 
promising fluorescent dyes capable of penetrating cel-
lular and nuclear membranes and effectively staining 
cell nuclei.

Cell-cycle analysis
The way the new substances affect the cell cycle was 
investigated using two control drugs: etoposide and 
irinotecan. Etoposide stopped the cell cycle in mitosis 
as witnessed by the accumulation of cells in the G2/M 
phase and consistent with [19]. Forty-eight hours after 
etoposide treatment, the cell population in the G2/M 
phase had increased from 47 to 70%. Irinotecan ar-
rested the cell cycle in the S-phase, leading to a re-
duced distribution of cell populations in other phases 
[20]. The cells exposed to irinotecan accumulated in 
the S-phase after 24 h and consequently in the G0/
G1 phase after 48 h. Apparently, the last accumulation 
was due to the cells that had time to divide and tran-
sit from mitosis to the G0/G1 phase. In 48 h, a slight 
increase in the proportion of cells in early apoptosis 
was observed (Fig. 9).

Quantification of the cells present in different phas-
es of the cell cycle showed that the effect new bis-

benzimidazole-pyrroles had on the cell cycle was simi-
lar to that of irinotecan. After 24 h, the cell population 
had increased in the S-phase up to 62–67% compared 
to the control.

In 48 h, the cell populations redistributed towards 
an increase in the G0/G1 phase, proving that the new 
compounds affected the synthesis phase (S). 

On the other hand, DB2Py(4) barely induced apop-
tosis. While the other substances induced early apop-
tosis, the values exceeded the control by only 2–3 
times.

Topo-I as a possible target for novel 
Hoechst 33258 derivatives
Some tumor types, such as breast, ovarian, and rec-
tal cancers, are characterized by increased activi-
ty of Topo-I, an enzyme that plays a key role in 
cell function by regulating the DNA structure by 
its transcription, replication, recombination, and re-
pair. Topo-I can relax (unwind) scDNA molecules by 
forming single-stranded breaks and then ligating 
them to relax supercoils. That capability currently 
makes Topo-I a recognized target for tumor target-
ing therapy [21–23].
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Fig. 9. Effect of bis-ben-
zimidazole-pyrroles 
on the cell cycle in an 
HCT-116 cell line.  
(A) – after a 24 h of 
incubation;  
(B) – after a 48 h of 
incubation
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24 h Control Etoposide Irinotecan MB2Py(Ac) DB2Py(4) DB2Py(5)

G0/G1 28.0 ± 1.6 12.4 ± 2.7 26.4 ± 3.7 29.8 ± 1.8 29.5 ± 0.8 32.2 ± 1.2

S 53.9 ±  3.4 42.9± 3.8 61.8 ± 3.5 62.9 ± 1.4 63.7 ± 3.2 61.2 ± 0.9

G2/M 18.1 ± 2.3 44.7 ± 6.2 11.8 ± 1.3 7.3 ± 1.7 6.8 ± 2.5 6.6 ± 1.6

SubG1 2.0 ± 0.8 4.3 ± 0.8 2.4 ± 0.8 2.5 ± 0.2 2.6 ± 0.8 2.6 ± 0.3

А

B

48 h Control Etoposide Irinotecan MB2Py(Ac) DB2Py(4) DB2Py(5)

G0/G1 42.1 ± 6.2 19.7 ± 1.2 41.5 ± 0.9 48.8 ± 0.4 48.5 ± 1.7 50.6 ± 0.9

S 44.0 ± 3.2 9 ± 1 44.8 ± 0.8 41.9 ± 1.3 43.9 ± 3.1 40.0 ± 1.1

G2/M 13.9 ±3.2 71.3 ± 0.7 13.8 ± 1.7 9.3 ± 1.4 7.6 ± 1.6 9.4 ± 0.6

SubG1 2.1 ± 0.4 5.4 ± 0.9 6.9 ± 0.6 4.1 ± 0.4 2.2 ± 0.5 3.8 ± 0.5
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DNA narrow-groove-binding ligands are able to 
compete with Topo-I for AT base-pair binding with-
out covalently linking to DNA and significant changes 
in its conformation. In our study, Topo-I inhibition 
was detected through the ability of the tested com-
pounds to delay the DNA relaxation reaction in vitro.

The studied compounds (Fig. 10) were found to 
inhibit Topo-I. At monomer and dimer concentra-
tions of 5 and 2.5 μM, respectively, scDNA reten-
tion was observed in the DNA relaxation reaction 
(TopoGen) (Fig. 10A). Topo-I catalytic activity was 
most effectively inhibited by DB2Py(4). If compared 
to MB2Py(Ac), DNA retention was recorded at a 
DB2Py(4)  concentration of just 0.65 μM (Fig. 10B).

DISCUSSION
Benzimidazole is a fundamental pharmacophore in 
pharmaceutics because of its wide range of biologi-
cal activities [24–27]. When modeling new fluorescent 
bis-benzimidazole molecules, we hypothesized that the 
introduction of an AT-specific pyrrole carboxamide 
fragment with affinity for DNA AT pairs into previ-
ously obtained DB(n), DBA(n) series would enhance 
their cytotoxicity. Two bis-benzimidazole units with-
in the new molecule possessed fluorescent proper-
ties and interacted with DNA. A flexible linker in the 
DB2Py(n) dimers would allow the molecule to bind to 
two AT-rich sites located at various distances from 
each other. Binded with DNA, the new bis-benzimida-
zole-pyrroles had a planar shape isogeometric to the 
narrow DNA groove in order to enhance interaction 
between the new ligands and the DNA.

The tests employing absorption, fluorescence, and 
CD spectra demonstrated that the new compounds 
were able to interact with DNA. Since they had been 
derived from the Hoechst 33258 molecule known for 
its localization in a narrow DNA groove, we classified 
them as DNA narrow-groove-binding ligands [28, 29]. 

The presence of two bis-benzimidazole fragments in 
the ligand molecule leads to a significant increase in 
its affinity towards polynucleotide, which provides 
an experimental basis for the targeted synthesis of a 
new class of potential antitumor drugs based on di-
meric bis-benzimidazoles.

The new fluorescent compounds have shown their 
ability to influence the S-phase of the cell cycle; to 
penetrate into the cell nucleus, and to inhibit Topo-I 
at low concentrations in a cell-free model. The new 
series of bis-benzimidazole-pyrroles has turned out to 
be more toxic against human tumor cell lines than the 
previously obtained DB(n) and DBA(n) series and less 
toxic to a cell line of non-tumor nature. Small (2-fold) 
but statistically significant differences in cytotoxicity 
have been demonstrated in a pair (tumorigenic and 
non-tumorigenic) of human breast cell lines.

Our earlier studies showed that bis-benzimidazole-
pyrroles were able to induce Bcl-xl-mediated apop-
tosis [30]. Since netropsin is known to affect the ac-
tivity of eukaryotic transcription factors [31, 32], we 
assumed that the new compounds containing a ne-
tropsin fragment in their structure would have a sim-
ilar action mechanism, which is supported by the data 
on DNA binding and cell cycle arrest in the synthesis 
phase at non-toxic concentrations of bis-benzimid-
azole-pyrroles.

Dimerization of the molecule enhances its affin-
ity to DNA and Topo-I inhibitory properties in vitro. 
However, a MTT analysis of the cytotoxicity of the 
new compounds in tumor-cell lines did not reveal a 
clear advantage for the dimeric molecule, despite its 
ability to penetrate the cell nucleus. Nevertheless, a 
highly sensitive, real-time proliferation test confirmed 
the enhanced toxic properties upon bis-benzimidazole-
pyrrole dimerization.

The important characteristics of the new com-
pounds as potential antitumor agents are their selec-
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Fig. 10. Calf-thymus Topo-I inhibition by MB
2
Py(Ac) and DB

2
Py(4). (A) – effect of the compounds on Topo-I activity at 

concentrations of 2.5 and 5 µM. (B) – at concentrations of 0.65 and 1.25 µM
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tivity and ability to overcome MDR. One of the main 
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that can survive lengthy drug administration. The 
best known MDR mechanism is overexpression of the 
P-gp protein, a member of the ABC transporter fam-
ily. Preliminary detection of bis-benzimidazole-pyrrole 
cytotoxicity in a cell model with a MDR phenotype 
showed that dimerization of the molecule may have 
led to an interaction with the P-gp protein and, as a 
consequence, to an increase in the resistance of the 
HBL-100/DOX line to this compound (9-fold on aver-
age) compared to doxorubicin (50–100-fold or more); 
so, it would be interesting to investigate the possibility 
of direct interaction between the new molecules and 
the P-gp transporter.

Perhaps the reason why dimeric compounds re-
main underestimated in terms of their biological ac-

tivity is their greater tendency to form aggregates as 
compared to monomeric molecules. Finding a way to 
overcome the aggregation of dimeric molecules can 
pave the way to designing significantly more active 
compounds.

CONCLUSION
The newly synthesized cytotoxic dimeric bis-ben-
zimidazole-pyrroles appear promising for further in-
depth study of their properties and action mechanism 
against human tumor cells, as well as for designing 
new molecules. 
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ABSTRACT Monoclonal antibodies and recombinant antibody fragments are a very promising therapeutic tool 
to combat infectious diseases. Due to their unique paratope structure, nanobodies (VHHs) hold several ad-
vantages over conventional monoclonal antibodies, especially in relation to viral infections. Influenza A vi-
ruses (IAVs) remain a major threat to public health. The hemagglutinin (HA) protein is the main protective 
and immunodominant antigen of IAVs. In this study, three broadly reactive nanobodies (D9.2, E12.2, and D4.2) 
to H3N2 influenza strains were isolated and Fc-fusion proteins (VHH-Fcs) were obtained and characterized 
in vitro. This modification improved the nanobodies’ binding activity and allowed for their interaction with 
a wider range of strains. The D9.2-Fc antibody showed a 100% protection rate against mortality in vivo in 
a mouse lethal model. Furthermore, we demonstrated that the observed protection has to do with Fc-FcγR 
interactions. These results indicate that D9.2-Fc can serve as an effective antiviral agent against the H3N2 
influenza infection.
KEYWORDS nanobody, single-domain antibody, influenza virus, hemagglutinin, Fc region.
ABBREVIATIONS IAV – influenza A virus; HA – hemagglutinin; VHH – variable domain of heavy-chain anti-
body of Camelidae family members; ELISA – enzyme-linked immunosorbent assay; EC50 – half-maximal ef-
fective concentration; LD50 – median lethal dose; mAb – monoclonal antibodies; Fc – fragment crystallizable 
region; SDS-PAGE – sodium dodecyl sulfate–polyacrylamide gel electrophoresis; HRP – horseradish peroxi-
dase; OD450nm – optical density measured at a wavelength of 450 nm; HI – hemagglutination inhibition; NA – 
neutralization assay; DTT – dithiothreitol; SEM – standard error of the mean.
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INTRODUCTION
H3N2 viruses are one of the pathogens responsible 
for seasonal influenza epidemics; representatives of 
this influenza A virus (IAV) subtype have been cir-
culating in the human population since 1968 [1]. A 
seasonal H3N2 infection typically comes with an un-
precedented increase in the number of patients with 
pneumonia that are hospitalized in intensive care 
units [2] and in individuals with high mortality and 
complications [3–5].

Vaccination is one of the most common means 
used to treat influenza; however, its effectiveness 
can vary greatly depending on the epidemic season 
[6, 7]. In addition to the low effectiveness of pre-

ventive measures, the activity of modern antiviral 
drugs has also plummeted due to growing virus re-
sistance [8, 9]. In this context, the development of 
novel, broadly reactive antiviral drugs and thera-
peutic monoclonal antibodies (mAb) against influ-
enza becomes crucial. Antigen-binding fragments 
of Camelidae heavy-chain antibodies (nanobodies, 
VHH) are a promising tool for the early etiotropic 
therapy of infectious diseases. VHHs present a fully 
functional domain which binds to an antigen with 
high affinity and specificity. Nanobodies also dem-
onstrate such outstanding biochemical characteris-
tics as good solubility and thermal/pH stability [10]. 
Furthermore, VHHs are encoded by a single poly-
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peptide and, thus, can be easily modified: e.g., fused 
to IgG Fc [11, 12]. 

The HA glycoprotein is the main immune target. 
A total of 18 different HA variants are known to date 
[13, 14]; they form two phylogenetic groups [15]. HA 
consists of two subunits: HA1 and HA2; these sub-
units play different roles in the onset of the infectious 
process. A number of antibodies that specifically in-
teract with H3 HA and the entire phylogenetic group 
2 through different mechanisms have been described 
[16–27]. The Fc-mediated antibody function is one of 
the mechanisms involved in combating an influenza 
infection [28, 29].

In this work, we identified three H3-specific VHHs 
binding to HA of different H3N2 strains isolated in 
different years. We expanded the VHH binding spec-
trum and its activity by fusing them to the Fc region. 
Prophylactic and therapeutic administration of the 
most promising antibody, D9.2-Fc, protects mice from 
a lethal H3N2 infection.

EXPERIMENTAL

Cell lines
CHO-S cells were obtained from Thermo Fisher 
Scientific (USA, cat. No. R80007); MDCK and Caco2 
cells were obtained from the Russian collection of 
vertebrate cell cultures (St. Petersburg, Russia).

Viruses
Mouse-adapted IAV A/Aichi/2/68(H3N2) was used. 

Recombinant proteins
The list of antigens used in the study is presented in 
Table 1.

Camel immunization, immune library 
construction, individual clone selection, 
and VHH expression and purification
A Bactrian camel was immunized intramuscularly 
with recombinant H3 HK HA at a dose of 100 μg. 
Aluminum hydroxide was used as an adjuvant. Blood 
(50 ml) was collected from the animal to isolate the 
peripheral lymphocyte fraction 5 days after the final 
immunization.

Library construction and specific screening 
of the clones were performed using inactivated 
A/Aichi/2/68(H3N2) as an antigen according to [30].

Nanobody expression and purification were carried 
out as previously described [30].

Production of VHH-Fc constructs, expression 
and purification of modified VHHs
Sequences of the D9.2-Fc, E12.2-Fc, and D4.2-Fc 
genes encoding the corresponding nanobody fused to 
the hinge region and Fc of human IgG1 (GenBank: 
JQ666008.1) were obtained by PCR. The resulting 

Table 1. The recombinant HA proteins used in in vitro studies

Subtype Abbreviation Description Source Cat. No.

No. in 
GenBank/
GISAID  

databases

H3

H3 HA1 Swiz HA1 A/Switzerland/9715293/2013 (H3N2) Sino Biological 40497-V08H1 EPI541659

H3 HA1 Vic HA1 A/Victoria/210/2009 (H3N2) Immune Technology IT-003-00421p EPI272062

H3 Swiz HA0 A/Switzerland/9715293/2013 (H3N2) Sino Biological 40497-VNAB EPI541659

H3 Aichi HA0 A/Aichi/2/1968 (H3N2) Sino Biological 11707-V08H AAA43178.1

H3 Perth HA0 A/Perth/16/2009 (H3N2) Sino Biological 40043-VNAB ACS71642.1

H3 Sing HA0 A/Singapore/INFIMH-16-0019/2016 
(H3N2) Xema – EPI1341068

H3 HK HA0 A/Hong Kong/45/2019 (H3N2) – – EPI1691930

H4 H4 HA0 A/mallard/Ohio/657/2002 (H4N6) Sino Biological 11714-V08H1 ABI47995.1

H7 H7 Anhui HA0 A/Anhui/1/2013 (H7N9) Sino Biological 40103-V08H EPI439507

H10 H10 HA0 A/Jiangxi-Donghu/346/2013 (H10N8) Sino Biological 40359-VNAB EPI497477
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genes were cloned into the pCEP4 vector for eukaryot-
ic expression (Thermo Fisher Scientific, USA). A simi-
lar protocol was used to obtain the pCEP4-D9.2-mG2a 
plasmid encoding the D9.2 nanobody fused with the 
hinge region and Fc of murine IgG2a (GenBank: 
V00798.1). To create the pCEP4-D9.2-mG2a LALA-PG 
plasmid construct, point mutations were introduced 
into the pCEP4-D9.2-mG2a plasmid by site-directed 
mutagenesis [31]. Antibodies were expressed and pu-
rified as described in [32]. Antibody purity was as-
sessed by Laemmli polyacrylamide gel electrophoresis 
(SDS-PAGE) under reducing and non-reducing con-
ditions.

The control VHH-Fc–SD36-Fc, corresponding to the 
nanobody (SD36) to the stem domain (HA2 subunit) 
of H3 HA fused to human IgG1 Fc, was prepared 
and analyzed in a similar manner. The amino acid se-
quence of the nanobody was taken from [33].

Enzyme-linked immunosorbent assay (ELISA)
ELISA was carried out according to [32]. To detect 
the antibodies in the serum of camel, anti-Llama 
IgG conjugated to horseradish peroxidase (HRP) was 
used (Bethyl, A160-100P). HRP-conjugated second-
ary anti-c-Myc (ab1326, Abcam), anti-human IgG, 
and anti-mouse IgG antibodies (A8667 and A9044, 
MilliporeSigma, USA) were used to detect the an-
tigen-bound VHHs and VHH-Fcs carrying human 
and murine Fc, respectively. The half-maximal ef-
fective concentration (EC50) was calculated using the 
four-parameter logistic regression in GraphPad Prism 
7 (GraphPad Software Inc., USA).

For competitive ELISA, VHH was serially diluted 
in blocking buffer with a starting concentration of 
800 nM (~10 μg/ml). An equal volume of competitive 
VHH-Fc antibodies (5 nM) was added to wells con-
taining VHH. Bound VHH-Fc was detected using anti-
human IgG HRP (A8667, MilliporeSigma, USA). The 
optical density (OD450nm) in the wells containing only 
VHH-Fc was considered a 100% signal. Inhibition was 
expressed as the percentage decrease in OD450nm in 
the wells containing the VHH/VHH-Fc mixture com-
pared to the VHH-free wells.

Western blotting
Proteins were separated using 10% ready-to-use 
Mini-PROTEAN® gels (Bio-Rad, USA) and trans-
ferred onto an Amersham™ Hybond™ P nitrocel-
lulose membrane (Cytiva, USA). After membrane 
blocking, VHH-Fc was added to a final concentra-
tion of 1 μg/ml. Next, anti-human IgG HRP (A8667, 
MilliporeSigma, USA) was added. Immunological de-
tection was performed using Clarity™ Western ECL 
(Bio-Rad) as a substrate.

Hemagglutination inhibition (HI) assay
HI assay was carried out according to [34].

Virus neutralization (VN)
The VN test in the mode of microneutralization was 
performed in 96-well culture plates as previously de-
scribed [35]. Non-neutralized viral particles were de-
tected using rabbit polyclonal antibodies to the NP 
protein and secondary anti-Rabbit IgG HRP anti-
bodies (Cat: 11675-T62 and SSA003, Sino Biological, 
China).

The ability of antibodies to inhibit the release of vi-
ral progeny from the cell and reduce the plaque size 
was assessed using the techniques described in [16].

Evaluation of the prophylactic and therapeutic 
effectiveness of the antibodies in vivo
All the animal experiments, carried out in accordance 
with Directive 2010/63/EU, FELASA recommenda-
tions [36], were approved by the ethical committee 
of the Federal State Budgetary Institution National 
Research Center of Epidemiology and Microbiology 
n.a. N.F. Gamaleya (protocol No. 19 of 2022).

SPF BALB/c mice aged 6–8 weeks, obtained from 
the Nursery of Laboratory Animals of the Institute 
of Bioorganic Chemistry of the Russian Academy of 
Sciences, were used in all the experiments. The ani-
mals were infected intranasally with 5 LD50 of the 
mouse-adapted virus A/Aichi/2/68 (H3N2). The ani-
mals were observed for 14 days after infection and 
weighed daily before they were euthanized. Mice that 
lost 25% or more of their body weight were eutha-
nized.

Detailed information on the antibody administra-
tion regimens is presented in the Results section.

Survival was analyzed using the Mantel–Cox meth-
od in GraphPad Prism 7 (GraphPad Software Inc., 
USA).

RESULTS
To collect nanobodies binding to the H3 subtype HA, a 
Bactrian camel (Camelus Bactrianus) was immunized 
with the recombinant full-length H3 HK HA0 protein 
previously obtained in CHO-S cells (Fig. 1A). The lev-
el of HA-specific antibodies in camel serum was mon-
itored by ELISA (Fig. 1B). Unlike the control serum, 
the immune serum obtained after the entire immu-
nization cycle demonstrated specific activity against 
the H3 HK protein with a binding titer exceeding 
1 : 1 500 000. A 1.4 × 107 phage library was construct-
ed using cDNA encoding the VHH sequences isolat-
ed from B cells. H3 HA-specific VHHs were selected 
using phage display by performing three rounds of 
bio-panning against inactivated A/Aichi/2/68 (H3N2) 



104 | ACTA NATURAE | VOL. 16 № 1 (60) 2024

RESEARCH ARTICLES

(Fig. 1A). After the third round of panning, signifi-
cant enrichment of H3N2-specific VHHs was observed 
(Fig. 1C). Of the resulting panel of antibodies, three 
VHHs (D4.2, D9.2, and E12.2) binding to H3 HK were 
selected for further studies (Fig. 1A).

VHH immunoreactivity was analyzed by ELISA 
using recombinant HA of the subtypes H3, H4, H7, 
and H10 (Fig. 1D). All VHHs bound to immobilized 
HA of different H3N2 strains with high affinity, in-
cluding isolates obtained in 2009, 2013, and 2019. 
In addition, E12.2 and D4.2 demonstrated affinity for 
A/Aichi/2/1968 HA. E12.2 also interacted with H4 HA. 
Both D9.2 and E12.2 recognized the HA1 subunit of 
HA. Meanwhile, D4.2 did not bind to HA1 but inter-
acted with full-length HA0.

In order to increase the activity of the selected 
nanobodies by natural dimerization, extend the se-

rum half-life, and confer Fc-mediated effector func-
tions, we modified VHH with the Fc region (Fig. 1E). 
The selected VHH sequences were fused into the 
hinge region and the Fc domain of human IgG1. As 
a result, the following VHH-Fc constructs were ob-
tained: D9.2-Fc, D4.2-Fc, and E12.2-Fc. Dimerization of 
VHH-Fc was confirmed by electrophoresis (Fig. 2A). 
The band with a molecular mass of approximate-
ly 80–90 kDa under non-reducing conditions corre-
sponds to dimeric VHH-Fc.

The scope of the VHH-Fc binding ability was stud-
ied by indirect ELISA using recombinant HA0 and 
HA1 proteins of different IAV strains (Fig. 2B). The 
introduction of the Fc region in the VHH molecule ap-
peared to enhance the binding effectiveness of each 
of the VHH-Fc selected, although to a different ex-
tent. The most pronounced increase in the affinity 

Fig. 1. The schematic 
process of VHH isolation, 
characterization of the 
binding activity of the 
selected VHHs, and their 
modification: 
(A) – animal immunization 
and VHH selection;  
(B) – ELISA signals of H3 
HA-binding antibodies in 
the camel serum before 
and after the fifth immuni-
zation;  
(C) – polyclonal phage 
ELISA: BSA – bo-
vine serum albumin, 
H3N2 – inactivated 
A/Aichi/2/1968 IAV;  
(D) – Group 2 HA-bind-
ing activity of the select-
ed VHHs detected by 
ELISA and expressed as 
EC

50
 values (nM);  

(E) – strategy for increas-
ing the potency of VHH 
modified with the Fc 
region
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was demonstrated for D4.2-Fc: its EC50 for H3 Swiz 
was 22 pM, while the EC50 of the monomeric variant 
was 1,642 pM. Monomeric D9.2 could barely bind to 
H3 Aichi, while the EC50 of the Fc-fusion form for this 
strain was 0.46 nM. Both D9.2-Fc and D4.2-Fc gained 
the ability to bind to H4 HA. The least pronounced ef-
fect of the Fc modification was shown for E12.2.

Assessment of VHH-Fc specificity by western 
blotting showed that the selected antibodies recog-

nize mono-, di-, and trimeric HA forms (Fig. 2C). 
Immunoblotting also showed that the antibodies 
D9.2-Fc and E12.2-Fc specifically bind to the HA1 
subunit, while D4.2-Fc has specificity to HA2 (Fig. 2D). 
Next, we analyzed whether the epitopes recognized 
by the antibodies degrade in decreased pH conditions 
(Fig. 2E). During membrane fusion, HA is known to 
undergo significant conformational changes due to a 
decrease in pH in host cell endosomes. Despite the 

Fig. 2. Production of 
VHH-Fc fusion proteins 
and their characteriza-
tion in vitro: (A) – SDS-
PAGE of purified VHH-Fc 
under non-reducing 
(2–4) and under reducing 
(5–7) conditions: molec-
ular weight ladder (1), 
D9.2-Fc (2, 5), E12.2-Fc 
(3, 6), and D4.2-Fc (4, 7); 
(B) – binding characteris-
tics of VHH-Fc in relation 
to different Group 2 HA 
proteins, expressed as 
EC

50
 (nM) based on the 

ELISA assay results;  
(C) – Western blot 
analysis of the antibody 
specificity of D9.2-Fc 
(1, 2), D4.2-Fc (3, 4), 
and E12.2-Fc (5, 6) to H3 
Swiz HA0 under reducing 
(1, 3, 5) and non-reducing 
(2, 4, 6) conditions;  
(D) – Western blot analy-
sis of VHH-Fc specificity to 
HA1 and the HS2 subunit 
of the HA protein: inacti-
vated A/Aichi/2/1968 
IAV under reducing 
conditions, detected using 
D9.2-Fc (1), D4.2-Fc (2), 
and E12.2-Fc (3);  
(E) – ELISA demonstrat-
ing binding of VHH-Fc to 
H3 Aichi HA0 cleaved by 
trypsin-TPCK and incu-
bated in buffer solutions 
with different pH and DTT; 
(F) – competitive ELISA 
for identification of VHH-Fc 
epitopes
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fact that, unlike HA2, the HA1 subunit does not un-
dergo such major rearrangements [37, 38], the activ-
ity of HA1-binding antibodies (D9.2-Fc and E12.2-Fc) 
was reduced with a decrease in pH and complete-
ly lost upon DTT addition. This is because the latter 
eliminates HA1 from HA. However, D4.2-Fc proved to 
bind equally to HA at different pH values, as well as 
DTT-treated HA, which confirms that the epitope is 
located in the HA2 subunit.

Competitive ELISA showed that the three VHH-Fc 
clones recognize different non-overlapping epitopes on 
the HA surface (Fig. 2F). The HA2-binding antibody 
D4.2-Fc did not compete with the control VHH-Fc for 
binding with HA2 (SD36-Fc).

The protective activity of VHH-Fc in vivo was 
studied using a lethal mouse model (Fig. 3). BALB/c 
mice were administered with 1 mg/kg of VHH-Fc in-
tranasally 1 h before infection. The animals in the 
control group received the IgG1 isotype: an irrelevant 
VHH-Fc to the SARS-CoV-2 S protein. The SD36-Fc 
antibody served as a positive control.

The D9.2-Fc antibody protected 100% of the ani-
mals from death. Weight loss in this group did not ex-
ceed 10% on average. By the end of the experiment, 
mouse weight exceeded the original weight. Neither 
E12.2-Fc nor D4.2-Fc demonstrated protective activ-
ity. Therefore, D9.2-Fc was selected for further stud-
ies in vivo.

We further assessed the prophylactic effectiveness 
of systemic D9.2-Fc administration against a lethal 
H3N2 infection (Fig. 4A,B). Mice were injected with 
antibodies at a dose of 10 mg/kg intraperitoneally 
24 h before IAV infection. The animals treated with 
D9.2-Fc showed no disease signs; weight loss was ei-
ther absent or insignificant. The control mice died af-
ter 7 days.

In order to estimate the therapeutic effectiveness 
of D9.2-Fc, mice were intraperitoneally injected with 
40 mg/kg of D9.2-Fc 24 h post-infection (Fig. 4C,D). 
Mice from the control group died by day 9 after 
infection. A total of 80% of the animals receiving 
D9.2-Fc survived; the change in the body weight did 
not exceed 15%; the weight of all the mice returned 
to its initial values by the end of the observation pe-
riod.

To study the mechanism of D9.2-Fc antiviral action, 
we assessed the activity of VHH-Fc by HI assay and 
by different variations of VN. The antibody did not 
inhibit any hemagglutination activity of IAV in the 
microneutralization assay and did not exhibit virus-
neutralizing activity in the plaque neutralization test. 
A study of the ability of VHH-Fc to inhibit virus re-
lease from the cell also showed no neutralizing prop-
erties by D9.2-Fc.

Since D9.2-Fc did not show any ability to neutralize 
IAV, we assumed that its effectiveness in vivo is due 
to Fc-dependent effector functions. For this reason, 
we obtained two additional D9.2 variants: VHH fused 
to murine IgG2a Fc (D9.2-mG2a) and D9.2-mG2a 
LALA-PG carrying Fc with the mutations L234A, 
L235A, and P329G (Fig. 5). The LALA-PG mutation 
complex inhibits binding to FcγR and C1q, while in-
teraction with FcRn and Fc stability remained unaf-
fected [39]. ELISA demonstrated that these muta-
tions do not affect D9.2 binding to HA (Fig. 5B). To 
assess and compare the protective properties of the 
resulting constructs, we injected mice intraperitone-
ally with antibodies at a dose of 5 mg/kg 24 h prior to 
infection (Fig. 5C,D). Mice (four out of five) receiving 
D9.2-mG2a were protected from death, while all mice 
treated with LALA-PG, as well as the control mice, 
died by day 6. Therefore, the Fc-FcγR interaction is 
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required in order to protect the animals in the pres-
ence of non-neutralizing D9.2 antibody in vivo.

DISCUSSION
To date, the use of mAbs for infection prevention 
and treatment has been one of the promising areas of 
medicine. Nanobodies (VHHs) are considered a rea-
sonable and effective alternative to conventional IgG. 
The possibility of using VHHs as antibacterial [40, 41] 
and antiviral antibodies [32, 42, 43] has recently been 
under active consideration. VHHs consisting of a sin-
gle polypeptide can be successfully used as a part of 
adenoviral vectors [44, 45], adeno-associated viral vec-
tors [46, 47], and mRNA [48] for passive immunization. 
In this work, we identified three VHHs: D9.2, D4.2, 
and E12.2; these nanobodies are specific to differ-
ent HA epitopes in H3N2. D9.2 and E12.2 bind to the 
HA1 subunit, whereas D4.2 interacts with HA2. These 
VHHs recognize the HA of different H3N2 strains. In 
addition, monomeric E12.2 can bind to H4 HA.

Enhancement of the VHH antiviral effect by mul-
timerization has been previously reported. VHH 
P2C5 dimerization has resulted in a 200-fold in-
crease in neutralizing activity against SARS-CoV-2 
[49], while the dimer of another anti-S VHH Fu2 
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was shown to be 10 times more effective in neu-
tralizing the virus compared to its monomeric form 
[50]. According to Hultberg A. et al., a 4,000-fold in-
crease in VHH activity can be achieved; this was 
demonstrated for bivalent VHH, which neutralizes 
the respiratory syncytial virus [12]. A similar obser-
vation was made for Fc-fusion VHH, since the in-
troduction of the Fc region to the molecule results 
in its natural dimerization [51, 52]. Furthermore, an 
expansion of the binding spectrum of some VHHs 
due to multimerization was shown. Bivalent anti-in-
fluenza VHH R1a-B6 acquired the ability to neutral-
ize H2N2 viruses [53], while Fc-fusion G2.3 neutral-
ized H5N2 and H9N2 [32]. The Fc-fusion VHH active 
against SARS-CoV-1 demonstrated cross-reactivity 
with SARS-CoV-2 [54]. In addition, the Fc modifica-
tion allows for the recruitment of effector functions, 
including complement activation and/or antibody-de-
pendent cellular cytotoxicity and phagocytosis, which 
play a crucial role in combating an influenza infec-
tion [29]. Therefore, we fused the obtained VHHs 
to human IgG1 Fc, and Fc-mediated dimerization 
resulted in increased binding activity and the abil-
ity to interact with H4 HA (for VHH D9.2 and D4.2). 
However, modification of E12.2 resulted in minimal 
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(compared to other VHHs) increase in binding capac-
ity, suggesting that the potential for enhancing the 
antibody binding efficiency and spectrum through 
multimerization depends on the epitope.

We analyzed the effectiveness of the selected anti-
bodies in vivo and found that intranasal administra-
tion of D9.2-Fc one hour prior to infection fully pro-
tects animals from death, while D4.2-Fc and E12.2-Fc 
do not. Considering these results, D9.2-Fc was select-
ed for further analysis of its prophylactic and thera-
peutic properties in vivo. Systemic administration of 
D9.2-Fc 24 h prior to infection yielded 100% antibody 
protection, while antibody injection 24 h after infec-
tion resulted in the survival of 80% of the animals.

We also assessed the virus neutralizing activity of 
D9.2-Fc in vitro. However, D9.2-Fc does not have the 
ability to neutralize H3N2. Thus, we hypothesized 
that its protective properties in vivo depend on the 
Fc-mediated effector functions of the antibody. The Fc 
region of human IgG1 is known to be able to bind to 
murine FcγR [55]. Nevertheless, in certain cases, the 

Fig. 5. In vivo protection by D9.2 is dependent on Fc-FcγR interactions: (A) – SDS-PAGE of the resulting antibody con-
structs under non-reducing (1, 3) and reducing (2, 4) conditions: D9.2-mG2a (1, 2) and D9.2-mG2a LALA-PG (3, 4), 
molecular weight ladder (5); (B) – ELISA demonstrating binding of the above-mentioned antibodies with H3 Aichi and 
H3 Sing HAs; (C) – survival curves (differences between D9.2-mG2a and IgG1 groups: *p = 0.0361; differences be-
tween D9.2-mG2a and LALA-PG groups – *p = 0.0116); (D) – body weight curves for surviving mice, data are present-
ed as mean values ± SEM
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a lethal mouse model. MAbs with the constant region 
of the mouse IgG2a heavy chain binding to HA2 and 
targeting the HA interface were shown to improve 
protection in vivo compared to the original IgG sub-
type. The reason for this is the higher affinity of the 
Fc region of the IgG2a subtype for FcγR, compared 
to IgG1 [56, 57]. Despite the lack of a consensus in 
researchers’ views on the extent to which the antivi-
ral effect of HA1-specific mAbs is determined by the 
Fc-mediated functions in vivo, there is data confirm-
ing at least a partial dependence of anti-HA1 mAb 
protection on the Fc-FcγR interaction [19, 25, 26, 58]. 
We compared the protective properties of D9.2 fused 
to murine IgG2a Fc (D9.2-mG2a) and D9.2 carrying 
LALA-PG mutations (D9.2-mG2a LALA-PG) in vivo 
and discovered that D9.2-mG2a ensured the survival 
of 80% of the animals, while the entire group of mice 
receiving LALA-PG died. Thus, we have established 
that D9.2-Fc protects animals through the Fc-FcγR in-
teraction.
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CONCLUSIONS
In this work, we identified three VHH clones that 
recognize non-overlapping epitopes in the HA struc-
ture and exhibit activity against the HA of different 
H3N2 strains. We expanded the VHH binding spec-
trum by modifying them with the Fc region. Of the 
three VHH-Fcs selected, only D9.2-Fc demonstrated 
protective activity in vivo in a murine model of the 

influenza infection. Despite the lack of neutralizing 
activity against H3N2, D9.2-Fc can provide effective 
protection in vivo through the Fc-mediated mecha-
nisms. 

This study was conducted as part of the State 
assignment of the Ministry of Health of the Russian 

Federation No. 121031800132-4.
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ABSTRACT Mesenchymal stem cells (MSCs) possess a strong therapeutic potential in regenerative medicine. 
ELABELA (ELA) is a 32 amino acid peptide that binds to the apelin peptide jejunum receptor (APJ) to 
regulate cell proliferation and migration. The aim of this study was to investigate the function of ELA 
vis-a-vis the MSC proliferation and migration, and further explore the underlying mechanism. We 
demonstrated that the exogenous supplement of ELA boosts the proliferation and migration ability of MSCs, 
alongside improved in vitro cell viability. These capabilities were rendered moot upon APJ knockdown. 
In addition, ELA (5−20 µM) was shown to upregulate the expression of METTL3 in a concentration-
dependent pattern, a capacity which was suppressed by APJ reduction, whereas the downregulation of 
METTL3 expression blocked the beneficial effects induced by ELA. ELA was also observed to upregulate the 
phosphorylation level of AKT. This ELA-induced activation of the PI3K/AKT pathway, however, is inhibited 
with knockdown of METTL3. Our data indicate that ELA could act as a promoter of MSC proliferation and 
migration in vitro through the APJ receptor, something which might be attributed to the activation of the 
METTL3/PI3K/AKT signaling pathway. Therefore, ELA is a candidate for optimizing MSC-based cell therapy, 
while METTL3 is a potential target for its promoting action on MSCs.
KEYWORDS ELABELA, METTL3, Mesenchymal stem cells, Apelin receptor, Proliferation, Migration.
ABBREVIATIONS MSCs – mesenchymal stem cells; ELA – ELABELA; APJ – apelin receptor; PI3K – 
phosphatidylinositol 3 kinase; METTL3 – Methyltransferase-like 3; m6A – N6-methyladenosine; hESCs – 
human embryonic stem cells; MTC – methyltransferase complex; HSPCs – human hematopoietic stem/
progenitor cells; siRNA – small interfering RNA; p-Akt – phosphorylated Akt.
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INTRODUCTION
Mesenchymal stem cells (MSCs) have attracted 
significant attention in the field of tissue repair 
and regenerative medicine for their differentiation 
potential, homing capacity, and self-renewal abilities 
[1, 2]. Due to their ease of extraction, the not-so-
thorny ethical considerations associated with then, 
and their immunologic privilege, MSCs have become 
the most widely used stem cells in the regeneration 
of injured cells and tissues [3]. They can migrate 
to the sites of damage [4] and differentiate into the 
desired cell type [5] or contribute beneficial elements 

[6] such as growth factors. Nevertheless, the curative 
potential of MSCs remains limited for the following 
reasons: The insufficient number of MSCs collected 
from donors [7], the low chance of survival in a 
hostile environment [8], and the insufficient number 
of cells capable of migrating to damaged sites [9]. 
The migration ability is crucial for MSCs, because 
they better exert their therapeutic effects at the 
sites of damage [10]. Therefore, exploring ways 
to improve the in vitro expansion and migration 
capability of MSCs could be key in fulfilling the 
therapeutic potential of MSCs in cell-based therapy, 
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opening up broader prospects in future regenerative 
medicine.

ELABELA (ELA, also known as Apela/Toddler) 
is a small peptide consisting of 32 amino acids that 
binds to APJ to form an essential signaling axis for 
modulating cellular events such as migration [11]. 
For example, ELA is an activator which promotes the 
movement of mesendodermal cells during the forma-
tion of zebrafish gastrulation [12], while ELA-APJ 
signaling is indispensable for angioblast migration 
towards the midline during vasculogenesis [13]. Of 
note, studies have confirmed that ELA expression is 
rapidly downregulated during the differentiation of 
human embryonic stem cells (hESCs) [14], and that 
this manifests itself in paracrine fashion to promote 
the proliferation of hESCs by accelerating cell-cycle 
progression. ELA can also activate the PI3K/AKT/
mTORC1 signaling cascade, which is required for 
cell survival [15]. The PI3K/AKT signaling pathway 
occupies a prominent place in all manners of cellular 
behavior of MSCs such as proliferation [16], migra-
tion [17], and apoptosis [18]. Hence, the question of 
whether ELA could affect the proliferation and mi-
gration of MSCs piqued our interest. We have previ-
ously confirmed that ELA reduces MSC apoptosis by 
stimulating the PI3K/AKT pathway under ischemic 
and hypoxic conditions [19], but the effect of ELA on 
the expansion and migration of MSCs remains un-
clear, with the regulatory mechanisms requiring fur-
ther investigation, as well.

N6-methyladenosine (m6A) is a dynamic modifica-
tion in eukaryotic RNAs that plays a pivotal role in 
the regulation of cellular processes [20]. A flurry of 
recent discoveries has pointed to the strong relation-
ship between m6A modification and stem cell regu-
lation [21, 22]. As the main component of the m6A 
methyltransferase complex (MTC), methyltransfer-
ase-like 3 (METTL3) has a direct influence on cell 
survival, differentiation potential, stem cell mainte-
nance, and more [23]. The depletion of METTL3 was 
shown to promote cell differentiation and reduce cell 
proliferation in human hematopoietic stem/progenitor 
cells (HSPCs) [24]. Conditional knockout of METTL3 
in MSCs induced pathological phenotypes of osteo-
porosis and brought about damaged bone formation, 
enhanced adipogenic capacity, together with incom-
petent osteogenic differentiation potential in [25]. 
Meanwhile, METTL3 participates in the regulation 
of the PI3K-AKT signaling pathway too. During the 
osteogenic differentiation process, the protein levels 
of METTL3 increased, whereas the knockdown of 
METTL3 suppressed AKT phosphorylation and de-
creased the osteogenic differentiation of MSCs in [26]. 
This evidence suggests that METTL3 is closely re-

lated to the lineage allocation of MSCs. Nevertheless, 
the role of ELA and the impact of its interaction with 
METTL3 on the proliferation and migration of MSCs 
are poorly understood and require further investiga-
tion. 

In this study, we investigated the effects of ELA 
on the proliferation and migration of MSCs in vitro 
and attempted to elucidate the underlining regulatory 
mechanisms involving METTL3 and the PI3K/AKT 
signaling pathway.

EXPERIMENTAL PROCEDURES

Cell isolation and culture 
MSCs were collected from the bone marrow of 
Sprague-Dawley (SD) rats (male, weighing between 
80 and 120 g) as previously described [19]. All SD 
rats were purchased from Sun Yat-sen University 
(Guangzhou, China), and the study procedures 
were approved by the Animal Ethic Committee of 
Sun Yat-sen University. Briefly, bone marrow in 
femurs and tibias from the SD rats were flushed 
using sterile PBS with 1% penicillin/streptomycin 
(100 U/mL, HyClone, USA). The cell suspension 
was centrifuged at 1,000 rpm for 5 min. Then, the 
supernatant was removed and the cell pellet was 
resuspended in 4 mL of low-glucose Dulbecco’s 
modified Eagle’s medium (DMEM; GIBCO, USA) 
containing 10% fetal bovine serum (FBS; GIBCO, 
USA) and 1% penicillin/streptomycin (100 U/mL, 
HyClone, USA), before being plated in a 25 cm2 
flask. When the confluence of adherent cells 
reached 90%, digestion passage was performed at 
a dilution of 1 : 2. MSCs from the third-passage 
were positive for CD44 and CD29 but negative for 
CD34 [27], making them useable for subsequent 
experiments.

ELA treatment
The ELA containing 32 amino acids (sequence: QR
PVNLTMRRKLRKHNCLQRRCMPLHSRVPFP) was 
synthesized by GL Biochem Shanghai Ltd (China). 
To investigate the effects of ELA on the enhancement 
of cell proliferation and migration, the MSCs were 
treated with 5 μM ELA for 24 h. The MSCs were 
treated with ELA at 0 to 40 µM for 24 h to investigate 
the relationship between ELA and METTL3 in MSCs. 
To investigate the signaling pathway downstream 
of ELA, 5 μM of ELA was added into the culture 
medium post-transfection for 24 h.

Cell transfection
Small interfering RNA (siRNA) targeting METTL3 
(si-METTL3, sequence: CCTACAAGATGACGCACAT), 
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APJ (si-APJ, sequence: GCCTCAGCTTTGACCGATA) 
and their negative control (NC) were synthesized 
by RiboBio Co. (Guangzhou, China). Lipofectamine 
RNAiMax Reagent (Thermo Fisher, USA) was 
employed for siRNA transfection into the MSCs. 
Briefly, MSCs were cultured in plates with a 
penicillin/streptomycin-free medium. The transfection 
reagent and siRNA (50 nM) were dissolved in DMEM 
and mixed for 20 min before being dropped onto the 
culture plate. 

CCK-8 assay
The Ce l l  Count ing Ki t -8  (CCK-8 ;  Do j indo 
Laboratories, Kumamoto, Japan) was used to detect 
cell proliferation and viability. The cells were seeded 
onto 96-well plates (3,000 cells per well) and treated 
accordingly. Afterwards, the cells were incubated 
with the CCK-8 working solution for 2 h. The optical 
density (OD) values at a wavelength of 450 nm 
were evaluated using a microplate reader (Thermo 
Varioskan LUX, USA). 

EdU staining assay
The 5-ethynyl-2’-deoxyuridine (EdU) assay kit 
(Ribobio, Guangzhou, China) was applied to evaluate 
cell proliferation. The MSCs were seeded in a 96-
well plate. After the designated treatment, 50 μmol/L 
of EdU was added to the MSC medium and 
incubated for 2 h. Afterward, the MSCs were fixed 
with 4% paraformaldehyde and permeabilized with 
0.5% Triton-X 100. After rinsing, the MSCs were 
incubated with the staining reagent (EdU Apollo) 
for 30 min. Consequently, all cell nuclei were stained 
with the Hoechest solution (1 : 1 000) and visualized 
with a confocal laser scanning microscope (ZEISS, 
Germany). 

Transwell assay
The Transwell system (8-mm pore, Corning, Beijing, 
China) was applied to analyze the migration capability 
of MSCs. Cells were incubated with 0.25% trypsin 
(Gibco, USA) and resuspended in a serum-deficient 
(0.5% FBS) medium. A cell suspension containing 
6 × 104 cells was added to the upper chamber, 
whereas a 600 μL medium containing 10% FBS was 
added into the bottom chamber. After incubation for 
8h, the cells on the upper surface were wiped with 
cotton swabs and the cells which had migrated to the 
lower surface were fixed with 4% paraformaldehyde 
for 30 min and then stained with 0.1% crystal violet 
for 20 min. Subsequently, the membrane was air-
dried after washing with PBS and 5 fields were 
randomly examined under the microscope (ZEISS, 
Germany).

Measurement of the m6A methylation level
The level of m6A modification in MSCs was 
measured using the EpiQuik m6A RNA Methylation 
Quantification Kit (Epigentek, USA). Briefly, 200 ng of 
total RNA was bound to the wells using the Binding 
Solution. Then, Capture Antibody, Detection Antibody, 
and Enhance Solution were added into the wells. After 
washing, Development Solution and Stop Solution 
were used to complete the reaction. Absorbance at 
450 nm was evaluated using a microplate reader 
(Thermo Varioskan LUX, USA).

Western blot analysis
MSCs were lysed by a RIPA lysis buffer (Beyotime, 
China) supplemented with a protease inhibitor 
and a phosphatase inhibitor  (CWBIO, China). 
After 30 min, the cell lysate was centrifuged 
at 12,000 rpm for 15 min. The supernatant was 
collected, and the protein concentration was 
measured by using the bicinchoninic acid (BCA) 
protein assay (CWBIO, China). After adding the 
loading buffer, the protein samples were heated 
for 10 min at 100°C. Equal-sized samples were 
separated by 10% SDS-PAGE and then transferred 
onto a polyvinylidene fluoride (PVDF) membrane 
(0.45 μm, Millipore, USA). Then, after incubation 
with 5% skim milk for 1 h, the membranes were 
incubated with the primary antibody at 4°C 
overnight: GAPDH (1 : 1000; # 2118; Cell Signaling 
Technology, USA), APJ (1 : 1000; # bs-2430R; Bioss, 
CHINA), phospho-Akt (Ser473) (1 : 2000; # 4060; 
Cell Signaling Technology, USA), AKT (1 : 1000; 
# 4691; Cell Signaling Technology, USA), METTL3 
(1 : 1000; # 96391; Cell Signaling Technology, USA). 
After being washed with 1× TBST (3 times, per 
5 min), the membranes were incubated with the 
secondary antibody (goat anti-rabbit IgG coupled 
with HRP, 1 : 2000, Cell Signaling Technology, USA) 
at room temperature for 1 h. About 1× TBST (3 
times, per 5 min) was used to rinse the membranes, 
and chemiluminescence reagents were used to 
identify the bands by the ChemiDoc™ Touch 
Imaging System (Bio-Rad, USA).

Statistical analysis
The data were expressed in the form of mean ± SD. 
All experiments were performed independently 
at least three times. One-way analysis of variance 
(ANOVA) was used for multigroup comparisons, and 
the Tukey’s post-hoc test was used for comparisons 
between two independent groups. The significance 
of the difference between the two groups was 
evaluated by the Student’s t- test, with P < 0.05 being 
considered as statistically significant.
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RESULTS AND DISCUSSION

Results

ELA promotes the proliferation and migration of MSCs 
in an APJ-dependent manner. The MSCs were treated 
with 5 μM of ELA to investigate the effect of ELA 
on MSC proliferation and migration. The CCK8 data 
revealed ELA-treated MSCs to show improved prolif-
eration and viability compared with the control group 
(Fig. 1B,C), while data from the EdU assay indicated 
the percentage of EdU-positive cells to be markedly 
increased in the ELA group (Fig. 1D). In line with 
the results of the CCK8 and EdU assays, the migra-
tion ability of MSCs was increased after treatment 
with ELA (Fig. 1E). These results appeared to show 
the ability of ELA to promote MSC proliferation and 
migration. APJ is a known receptor for ELA. To ver-
ify the possible regulatory role of ELA through APJ, 

the expression of APJ in MSCs was downregulated 
with small interfering RNAs. The results in Fig. 1A 
demonstrate the successful knockdown of APJ in the 
siAPJ group. It was discovered that the siAPJ + ELA 
group exhibited significantly decreased proliferation 
ability, cell viability, as well as cell migration when 
compared with the siNC + ELA group (Fig. 1). The 
results between the siNC + ELA and ELA groups 
showed no significant difference. In summary, it ap-
pears that ELA may promote the proliferation and 
migration capability of MSCs in an APJ-dependent 
manner.

ELA upregulated the m6A level and the protein level 
of METTL3 in MSCs. Recent studies have shown that 
m6A plays an important role in various biological 
functions of cells, such as proliferation and migra-
tion. Therefore, to further explore the mechanism by 
which ELA promotes the proliferation and migration 

Fig. 1. ELA promotes 
the proliferation and 
migration of MSCs in an 
APJ-dependent manner. 
(A) – Knockdown 
efficiency of siAPJ 
evaluated by Western 
blot.  
(B, C) – CCK-8 
assay results on MSC 
proliferation capacity 
and viability of various 
experimental groups. 
(D) – The representative 
images and quantification 
of EdU assay are shown. 
Scale bar 100 µm.  
(E) – Transwell assay 
was performed to detect 
MSC migration.  
Scale bar 100 µm. 
*P < 0.05; ns – no 
significance; siAPJ – APJ 
knockdown; siNC – 
negative control

A C

D

E
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ability of MSCs, we sought to establish the m6A level 
in MSCs. The results showed that, compared with the 
control group, the m6A level in ELA-treated MSCs 
was significantly upregulated (Fig. 2A).

As the main component of the m6A methyltransfer-
ase complex (MTC), METTL3 has a definitve influence 
on the regulation of stem cell function. Therefore, the 
expression of METTL3 was measured under increas-
ing concentrations (0−40 µM) of ELA. As shown in 
Fig. 2B,C, the protein level of METTL3 increased in 
a concentration-dependent fashion within a certain 
concentration gradient (5−20 µM). No significant dif-
ference was observed at 40 μM compared with the 
control group. These results indicated that ELA could 
upregulate the expression of METTL3. Based on these 
results, it appeared reasonable suspect that ELA 
might affect the proliferation and migration of MSCs 
by regulating the protein expression of METTL3.

ELA promotes MSC proliferation and migration by 
regulating the expression level of METTL3. To vali-
date the hypothesis that ELA may promote MSC pro-
liferation and migration by regulating the expression 
of METTL3, METTL3 knockdown was performed in 
MSCs and the protein level was examined by Western 
blot (Fig. 3A). The analysis showed ELA to upregulate 
the METTL3 protein level in MSCs, and this effect 
was reversed by METTL3 knockdown (Fig. 3B).

In Fig. 3C,D, cell proliferation and viability were 
observed to increase in the presence of ELA com-
pared with the control group, while it was signifi-
cantly decreased in the siMETTL3 + ELA group 
compared with the siNC + ELA group. Moreover, 
compared with the control group, the ratio of EdU-
positive MSCs increased upon ELA treatment but de-
creased in the METTL3 knockdown group (Fig. 3E). 
Consistent with the results for proliferation, METTL3 

knockdown also appeared to decrease cell migration 
when compared with the ELA group and the siNC + 
ELA group (Fig. 3F). In addition, no distinct differ-
ence was observed between the ELA group and siNC 
+ ELA group (Fig. 3). Therefore, it appears reason-
able to infer that METTL3 deficiency may block the 
promotion effect of ELA on MSC proliferation and 
migration.

ELA/APJ activates the PI3K/AKT pathway by 
upregulating the expression of METTL3. To explore 
the regulatory mechanism behind the effects of ELA 
on the MSC proliferation and migration abilities, the 
expression level of METTL3 and the key kinase of 
the PI3K/AKT pathway were further assessed. As 
shown in Fig. 4A, METTL3 was observed to be mark-
edly upregulated in the ELA group compared with 
the control group, but this effect ceased upon APJ 
knockdown, indicating the ability of ELA to upregu-
late METTL3 expression through the APJ receptor. 
Additionally, previous studies confirmed that ELA 
could regulate the PI3K/AKT pathway in MSCs [19], 
and that this pathway is regulated by METTL3 [26]. 
Therefore, further experiments were carried out to 
check AKT phosphorylation, with Western blot re-
sults confirming increased levels of p-AKT after 
treatment with ELA. However, METTL3 knockdown 
reversed this pattern (Fig. 4B), suggesting that ELA 
had activated the APJ receptor, which promotes the 
proliferation and migration capacity of MSCs, via the 
METTL3/PI3K/AKT pathway.

Discussion  
In this study, the effects and underlying mechanisms 
of ELA vis-a-vis MSCs were evaluated. Our results 
revealed that ELA could promote the proliferation, 
viability, and migration of MSCs in vitro in an APJ-

Fig. 2. ELA upregulates the m6A level and the protein level of METTL3 in MSCs. (A) – ELA upregulated the level of m6A 
RNA methylation in MSCs. (B, C) – ELA increased the protein expression of METTL3 in a concentration-dependent 
manner ranging from 5–20 µM. *P < 0.05; ns – no significance

A B C
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dependent manner. In addition, ELA was shown to 
upregulate the m6A level and the protein level of 
METTL3 in MSCs and to activate the PI3K/AKT 
pathway. METTL3 knockdown not only reversed the 
effect of ELA on cellular proliferation and migration, 
but also inhibited the synergistic effect of ELA on 
p-AKT, suggesting the activation of the METTL3/
PI3K/AKT axis as the underlying mechanism. At 
present, no research has reported any relationship 
between ELA and m6A, but the results from this 
study have confirmed that the ELA-APJ signaling 
pathway may have synergistic effects on the 
proliferation and migration of MSCs by activating the 
METTL3/PI3K/AKT axis. This finding provides new 
strategies for improving the expansion and migration 
abilities of MSCs in vitro and partially sheds light 

on the potential mechanism of ELA in terms of its 
promoting effects on MSCs. 

The results of this study show that the adminis-
tration of exogenous ELA can lead to improved pro-
liferation, viability, and migration ability for MSCs. 
Growing evidence points to the critical role of ELA 
in the biological functions of the cell [28]. Ho and col-
leagues confirmed that ELA could improve the pro-
liferation ability of hESCs via the PI3K/Akt pathway 
[14]. The PI3K/Akt signaling pathway regulates mul-
tiple cellular processes of MSCs such as proliferation 
[16] and migration [17], implying that ELA exerts 
these effects on MSCs through the PI3K/Akt signal-
ing pathway. Consistent with our results, previous 
studies have demonstrated that the ELA-APJ signal-
ing pathway stimulates cell motility [12] and influ-

Fig. 3. ELA promotes MSC 
proliferation and migration 
by upregulating METTL3.  
(A) – METTL3 knockdown 
was successfully performed 
using small interfering RNA.  
(B) – METTL3 knockdown 
attenuated the upregulation 
of METTL3 caused by ELA at 
the protein level.  
(C, D) – CCK-8 assay results 
demonstrate that METTL3 
knockdown reversed the 
synergistic effects of ELA-
enhanced MSC proliferation 
and viability.  
(E) – EdU assay shows 
that METTL3 knockdown 
decreases the percentage 
of EdU-positive MSCs that 
was increased by ELA. Scale 
bar 100 µm.  
(F) – Transwell assay results 
show the inhibitory effects 
of METTL3 knockdown on 
cell migration was increased 
by ELA.  
Scale bar 100 µm. *P < 0.05; 
ns – no significance; 
siMETTL3 – METTL3 
knockdown;  
siNC – negative control
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E
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ences angioblast migration [13] during vasculogenesis. 
Meanwhile, the activation of APJ has been reported 
to promote cellular proliferation and migration [29]. 
Thus, the effect of ELA in MSCs is most likely medi-
ated through APJ. Ho and colleagues also suggested 
that ELA can function through an alternate receptor 
in hESCs [14]. However, it was observed in this study 
that APJ knockdown reversed the proliferation and 
migration abilities induced by ELA in MSCs, mak-
ing APJ the key receptor of ELA in MSCs. Based on 
these results, ELA should be considered as a comple-
ment for the in vitro expansion of MSCs, besides its 
role as improving MSC migration.

At present, little is known about the molecular 
mechanisms of ELA in various biological functions. 
This research confirms that the expression level of 
the METTL3 protein is considerably upregulated by 
ELA in a concentration-dependent manner within 
5−20 µM. A significant difference was observed from 
the concentration of 5 μM onward, which was con-
sistent with the concentration used in the cell prolif-
eration experiment. This concentration was thus used 
in all subsequent experiments. N6-Methyladenosine 
(m6A), which accounts for the most prevalent RNA 
internal modification in eukaryotes, plays a critical 
role in various bioprocesses and diseases, such as 
stem cell self-renewal [30], differentiation [31], and 

tumorigenesis [32]. METTL3 is the active compo-
nent in the m6A methyltransferase complex that has 
been confirmed to be implicated in biological func-
tions such as cell proliferation and migration [23]. 
A previous study demonstrated the oncogenic effects 
of METTL3 in breast cancer [33]. Furthermore, Tian 
et al. found that Mettl3 knockdown suppressed the 
activation of the PI3K/AKT pathway during the pro-
cess of MSC osteogenic differentiation in [26], and this 
pathway has been confirmed to be initiated by ELA 
[19]. Therefore, based on these results, it appeared 
legitimate to speculate that ELA affects MSC prolif-
eration and migration by regulating the expression 
of METTL3. The protein level of METTL3 was then 
downregulated, and it was noticed that the promot-
ing effects of ELA on the proliferation and migration 
of MSCs were significantly attenuated upon METTL3 
knockdown. It is thus concluded that ELA futhers the 
proliferation and migration abilities of MSCs by up-
regulating the expression of METTL3. This is the first 
report of the regulatory effect of ELA on the expres-
sion of METTL3.

When the mechanism by which the ELA-induced 
function changes in MSCs was explored, the phos-
phorylation level of AKT was observed to be up-
regulated in ELA-treated MSCs. Activation of the 
PI3K/AKT pathway could enhance cell-cycle progres-
sion through the G1/S phase to promote cell prolif-
eration [34], whereas increased expression of MMP-2 
and MMP-9 appeared to stimulate cell migration 
[35]. Additionally, fate determination of bone mar-
row MSCs could be regulated by METTL3 via PI3K-
Akt signaling [26], indicating that ELA might activate 
the PI3K-Akt signaling by upregulating the expres-
sion of METTL3. Therefore, METTL3 expression was 
downregulated and METTL3 knockdown was found 
to inhibit the activation of the PI3K/AKT signaling 
pathway caused by ELA. Based on the results of this 
study, it can be concluded that ELA/APJ signaling 
affects proliferation and migration via the METTL3/
PI3K/AKT pathway. However, it is worth noting that 
the downstream target genes of METTL3 have yet to 
be explored in this study. Therefore, future research 
should focus on identifying the genes that are regu-
lated by METTL3 to fully clarify the mechanism of 
ELA action on MSCs, and whether METTL3 functions 
in an m6A-dependent manner.

CONCLUSION
Over all, this study provides evidence that support 
the role of ELA/APJ signaling in promoting the 
proliferation and migration of MSCs, which may be 
a result of the activation of the METTL3/PI3K/AKT 
pathway. 

Fig. 4. ELA upregulates the expression of p-AKT by 
enhancing APJ-associated METTL3 upregulation.  
(A) – Western blot results show that APJ knockdown 
reversed the upregulation of METTL3 caused by ELA.  
(B) – The downregulation of METTL3 inhibited the 
increasing ratio of p-AKT/AKT caused by ELA.  
*P < 0.05; ns – no significance; p-AKT – phosphorylated 
AKT; siAPJ – APJ knockdown; siMETTL3 – METTL3 
knockdown; siNC – negative control

A
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Supplementaries
Table S1. Morphological characteristics of S. phaeochromogenes BV-204 growth on different indicative media

Medium Pigmentation of aerial (AM) and substrate mycelium 
(SM), presence of soluble pigments (SP) Medium

Pigmentation of aerial (AM) and substrate 
mycelium (SM), presence of soluble pigments 

(SP)

ISP2

AM: Straw
SM: Dark-brown

SP: None

ISP5

AM: Light-straw
SM: Dark-brown

SP: None

ISP3

AM: Pink-straw
SM: Dark-brown
SP: Dark-brown

ISP6

AM: None
SM: Beige
SP: None
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Table S2. Culture characteristics of S. phaeochromogenes BV-204 (1) and phylogenetically closest S. phaeochromo-
genes JCM 4958 (2), S. umbrinus JCM 4521 (3) 

 1 2* 3*

Morphological and physiological features

Spore surface Smooth Smooth Smooth

Sporophore shape Straight and long Straight or tortoise Straight or tortoise

Temperature range/  
Optimum temperature (°C) 8–37/ 28 ND/28°C ND/28°C

рН range/ Optimum рН 4.5–8.5/ 7 5–11 5–11

Utilization of carbon sources 

Arabinose + + +

Galactose + ND ND

Glucose + + ND

Inositol + + ND

Xylose + + +

Lactose + ND ND

Maltose – ND ND

Mannitol + ND ND

Raffinose + ND ND

Rhamnose + + +

Sorbitol – - -

Sucrose + ND ND

Fructose + + +

Substrate degradation and enzyme activity

Starch + ND ND

Gelatin + + +

Carboxymethyl cellulose + - -

Oxidase + ND ND

Nitrate reductase – ND ND

Antibiotic resistance

Chloramphenicol, 34 μg/mL + ND ND

Streptomycin, 12.5 μg/disc + ND ND

Tetracycline, 10 μg/disc + ND ND

Spectinomycin, 5 mcg/disc + ND ND

Erythromycin, 5 mcg/disc + ND ND

Vancomycin, 5 mcg/disc 37 mm** ND ND

Levofloxacin, 5 mcg/disc 16 mm** ND ND

 *Data on Streptomyces phaeochromogenes JCM 4958 and Streptomyces umbrinus JCM 4521 were taken from the 
DSMZ Bacdive database (https://bacdive.dsmz.de/) and publications [31–33].
**Diameter of no strain growth zone around an antibiotic disk.



RESEARCH ARTICLES

VOL. 16 № 1 (60) 2024 | ACTA NATURAE | S1-3

Fig. S7. Reporter system operating principle Fig. S8. Activity of purified K-1115A
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Superimposition
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Fig. S9. Alignment of the translated amino acid sequence of the aln5 gene

Fig. S10. HPLC profile of the active SPE fraction eluted with 30-40% acetonitrile. The peak is highlighted by the arrow
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Fig. S11. Verification of HPLC fractions activity

Fig. S12. UV and mass spectrum of the HPLC peak of the active component
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