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Modern Approaches to the Genome Editing of Antibiotic 
Biosynthetic Clusters in Actinomycetes
J. A. Buyuklyan, Yu. V. Zakalyukina, I. A. Osterman, M. V. Biryukov
The global increase in antibiotic resistance among pathogens 
necessitates searching for new approaches to antibiotic design, 
in particular through activation of silent biosynthetic clusters 
in members of the phylum Actinomycetota. Traditional tech-
nologies are suitable for producing only a small number of 
secondary metabolites out of a huge variety of compounds 
predicted using bioinformatic methods. This paper reviews 
promising methods and approaches to genome editing of bio-
synthetic antibiotic clusters and expression of corresponding 
genes, which lead to synthesis of novel molecules with antibac-
terial activity.

Schematic representation of mutations in-
troduced into the genome of actinomycetes 
using CRISPR-Casmediated genome editing

Protein Tyrosine Phosphatase CD45 As an Immunity 
Regulator and a Potential Effector of CAR-T therapy
D. V. Volkov, V. M. Stepanova, Y. P. Rubtsov, A. V. Stepanov, A. G. Gabibov

The leukocyte common antigen, CD45, is a receptor ty-
rosine phosphatase and one of the most prevalent anti-
gens found on the surface of blood cells. CD45 plays a 
crucial role in the initial stages of signal transmission 
from receptors of various immune cell types. Immunode-
ficiency, autoimmune disorders, and oncological diseases 
are frequently caused by gene expression disorders and 
imbalances in CD45 isoforms. It is of utmost importance 
to comprehend the structural features of CD45 and its 
function in regulating immune system cell activation to 
study oncological diseases and the impact of CD45 on 
lymphocytes and T cells modified by chimeric antigen 
receptors.
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Chromosomal Aberrations As a Biological Phenomenon in Human 
Embryonic Development
А. D. Ivanova, M. L. Semenova
Frequent chromosomal abnormalities are a distinctive feature of early 
embryonic development in mammals, especially humans. Aneuploidy 
is considered as a contributing factor to failed embryo implantation 
and spontaneous abortions. In this review, the authors focus on the 
biological mechanisms associated with chromosomal abnormalities. 
In particular, the authors address the main events in oocyte meiosis 
that controls not only the genetic status of an unfertilized oocyte, but 
also further embryo viability and analyze the features of first cleav-
age divisions and the causes of frequent chromosomal errors in early 
embryonic development. In addition, the authors discuss current data 
on self-correction of the chromosomal status in early embryos.

Models for self-correction of the chro-
mosomal status in mosaic embryos
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ABSTRACT Representatives of the phylum Actinomycetota are one of the main sources of secondary metabo-
lites, including antibiotics of various classes. Modern studies using high-throughput sequencing techniques 
enable the detection of dozens of potential antibiotic biosynthetic genome clusters in many actinomycetes; 
however, under laboratory conditions, production of secondary metabolites amounts to less than 5% of the 
total coding potential of producer strains. However, many of these antibiotics have already been described. 
There is a continuous “rediscovery” of known antibiotics, and new molecules become almost invisible against 
the general background. The established approaches aimed at increasing the production of novel antibi-
otics include: selection of optimal cultivation conditions by modifying the composition of nutrient media; 
co-cultivation methods; microfluidics, and the use of various transcription factors to activate silent genes. 
Unfortunately, these tools are non-universal for various actinomycete strains, stochastic in nature, and there-
fore do not always lead to success. The use of genetic engineering technologies is much more efficient, be-
cause they allow for a directed and controlled change in the production of target metabolites. One example 
of such technologies is mutagenesis-based genome editing of antibiotic biosynthetic clusters. This targeted 
approach allows one to alter gene expression, suppressing the production of previously characterized mol-
ecules, and thereby promoting the synthesis of other unknown antibiotic variants. In addition, mutagenesis 
techniques can be successfully applied both to new producer strains and to the genes of known isolates to 
identify new compounds.
KEYWORDS antibiotic biosynthetic clusters, genome editing, site-directed mutagenesis, actinomycetes, antibi-
otics.
ABBREVIATIONS BGC – biosynthetic gene cluster; PCR – polymerase chain reaction; NRP – nonribosomal 
peptide; PKS – polyketide synthase; UDG – Uracil-DNA glycosylase; DSB – double-strand break.
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INTRODUCTION
Actinomycetota phylum members, high G–C content 
Gram-positive bacteria, are one of the main sourc-
es of biologically active substances [1, 2]. Modern 
high-throughput sequencing techniques enable the 
detection of dozens of biosynthetic clusters of poten-
tial antibiotics in the genomes of many actinomycet-
es [3]; however, the production of secondary metabo-
lites using traditional laboratory screening techniques 
[4, 5], which were pioneered by Waksman in the 
1940s, amounts to less than 5% of the full genetic po-
tential of the producer strains [6, 7]. Often, these an-

tibiotics have already been described. Some known 
antibiotics are frequently “rediscovered,” whereas 
novel molecules may remain virtually invisible against 
the general background. The usual approaches to in-
crease the production of novel antibiotics include the 
creation of optimal cultivation conditions by modify-
ing the growth medium composition [8], co-cultiva-
tion methods [9], microfluidics methods [10], and the 
use of various transcription factors to activate silent 
genes [11, 12]. Unfortunately, these tools are non-uni-
versal for various actinomycete strains, stochastic in 
nature, and, therefore, they are not always success-
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ful. Genetic engineering technologies are much more 
effective, because they provide for targeted and con-
trollable changes in the production of target metab-
olites [13]. One of these technologies is mutagene-
sis-based genome editing of antibiotic biosynthetic 
clusters [14–16]. This targeted approach can alter 
gene expression [17] and inhibit the production of al-
ready characterized molecules, thereby facilitating the 
synthesis of heretofore unknown antibiotics. In addi-
tion, mutagenesis techniques can be successfully used 
in both new producer strains and the genes of known 
isolates in order to identify novel compounds.

GENOME OF ACTINOMYCETES
The genome of actinomycetes is represented by 
a 5- to 10-Mb circular or linear DNA molecule 
(Streptomyces spp.) with high G–C content amounting 
to more than 70% in some genera [18–20]. In actino-
mycetes—representatives of prokaryotes—implemen-
tation of genetic information, namely transcription 
and translation, is coupled in time and space due 
to the lack of internal compartmentalization of the 
cell [21]. The ribosome can bind to a RNA polymer-
ase-synthesized mRNA and begin protein synthesis. 
In actinomycete genomes, genes encoding bioactive 

compounds are usually organized into biosynthetic 
gene clusters (BGCs) [22, 23]. BGCs are a group of 
two or more genes that share a common transcription 
start point and together encode a biosynthetic path-
way for the production of a specialized metabolite. 
These genes contain information about the regulatory 
proteins that control the timing and level of expres-
sion and secretion of a particular metabolite.

There are different structural BGC classes, in-
cluding non-ribosomal peptide synthetases (NRPSs), 
polyketide synthetases (PKSs), terpenes, and bacte-
riocins [24]. NRPSs and PKSs are common markers 
for the detection of secondary metabolites, because 
they synthesize structurally diverse molecules exhib-
iting antibiotic and immunosuppressive properties, as 
well as great pharmaceutical potential [25, 26]. These 
regions can be used to identify new antibiotic biosyn-
thetic pathways [27] (Fig. 1).

According to bioinformatics data generated by the 
DOE Joint Genome Institute, all antibiotic producers 
contain dozens of potential biosynthetic clusters; i.e., 
they have much greater biosynthetic potential com-
pared with that identified by routine cultivation [27].

Currently, there are various approaches to acti-
vating silent clusters [31]. They may be divided into 

Fig. 1. Schematic representation of antibiotic biosynthesis clusters: (A) thermoactinoamide A from Thermoactinomyces 
sp. [28]; (B) kasugamycin from Streptomyces kasugaensis [29]; (C) spinosyn from Streptomyces albus J1074 [30]
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two groups: the first group is based on the heter-
ologous expression of clusters in model Escherichia 
coli or Saccharomyces cerevisiae strains [32, 33], and 
the second uses genome editing directly in the pro-
ducer strains [34, 35]. Each of these approaches has 
its own advantages and disadvantages. In the case 
of heterologous expression of clusters in E. coli or 
S. cerevisiae strains [36], the advantages are as fol-
lows: the simplicity associated with the transforma-
tion and expression of genes in well-studied model 
microorganisms, which provides a means to regulate 
the expression level of the antibiotic synthesis genes. 
This control of gene expression regulation may be im-
plemented by means of inducible or constitutive pro-
moters. Therefore, specific metabolites would be syn-
thesized either in the presence of inducer molecules 
or permanently in a heterologous strain. In addition, 
model organisms, in particular Escherichia coli, are 
free of endogenous secondary metabolic pathways, 
which allows to obviate the influence on target clus-
ter synthesis. Despite the positive aspects of this ap-
proach, there are a number of limiting factors: first, 
cluster transfer is based on homologous recombina-
tion [37], whose accuracy decreases as the number of 
events increases. Second, there are differences in the 
nucleotide sequence of the triplets encoding amino 
acids in different organisms. This leads to an addi-
tional step associated with the generation of a codon-
optimized sequence for the synthesis of the target an-
tibiotic molecule. These manipulations are necessary 
to eliminate frameshifting between native strains and 
hosts. In addition, some techniques require their own 
consensus sequences, such as attP-attachment sites 
that mediate site-specific recombination [38], and spe-
cial plasmids, which makes the procedure more com-
plex and labor-intensive [39].

An alternative approach to activating silent clusters 
is genome editing directly in the producer strains. 
This approach introduces mutations in the original 
wild-type strain and controls changes directly in it 
[40]. These genetic manipulations enable to study the 
effect of a specific mutation on other metabolic path-
ways not involved in the biosynthesis of a particular 
metabolite [41]. Of course, this technique has its own 
disadvantages, but there are ways to avoid them, and 
we will discuss them below.

APPROACHES TO GENOME EDITING IN ACTINOMYCETES
Compared to “traditional” targets for genetic modi-
fication, such as E. coli and S. cerevisiae [42], actin-
omycetes have a complex regulatory apparatus that 
prevents effective, targeted transformation of their 
genome [43, 44]. Nonetheless, there are approaches to 
introducing point mutations into the genetic appara-

tus of producer strains. All genome editing techniques 
may be divided into two categories: spontaneous [45] 
and site-directed mutagenesis [46].

Spontaneous mutagenesis
Spontaneous mutagenesis is associated with the in-
troduction of random point mutations into DNA us-
ing a mutagen. This approach is used to solve several 
problems: introduction of single-nucleotide substitu-
tions to produce new biosynthetic products [47]; an 
auxiliary tool for clarifying the nucleotide sequence 
of antibiotic biosynthetic clusters [48]. The mutagens 
used are methylnitronitrosoguanidine (MNNG) [49] 
that adds alkyl groups to the O6 of guanine and O4 
of thymine, which leads to transition mutations be-
tween the GC and AT pairs [50], and ethyl methane 
sulfonate (EMS) that causes transition mutations be-
tween the GC and AT pairs [51] (Fig. 2). In addition to 
transitions of the purine and pyrimidine bases, a mu-
tagen can also change the expression level of specific 
genes [52]. Because these single nucleotide substitu-
tions are introduced randomly, alkylation/methylation 
of nitrogenous bases occurs in different regions of the 
genome. For example, modification of the promoter 
(regulatory region) nucleotide sequence can suppress 
the expression of biosynthetic gene clusters [51], and 

Fig. 2. Schematic representation of mutations introduced 
into the genome of actinomycetes using spontaneous 
chemical mutagenesis
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mutations in a BGC coding region can produce oth-
er genetic products and, as a consequence, new sub-
stances [48, 53].

Thus, spontaneous mutagenesis helps solve some of 
the problems associated with the search for new mol-
ecules, but this process is probabilistic in nature and 
does not guarantee reproducibility of the results; so, it 
cannot be used to develop a full-fledged technique for 
producing new antibiotics.

Site-directed mutagenesis
As mentioned above, actinomycetes implement only 
a small part of their biosynthetic activity and one 
antibiotic, such as streptothricin, can be found in 
every tenth isolate, while others, such as tetracycline 
and actinomycin D, are found at a rate of one per 
100–1,000 isolates [1]. To produce novel antibiotics and 
their modifications using a traditional approach, such 
as a Waksman platform [54], it is necessary to test 
tens of millions of isolates. This routine approach is 
labor-, time-, and resources-intensive. Importantly, 
even known strains are a source of a huge variety 
of molecules with antibacterial activity [55] whose 
gene expression is masked by predominantly detect-
ed, known antibiotics [1].

Culp et al. proposed a concept based on the idea 
that disruption of the conserved biosynthetic genes of 
known antibiotics produced by strains may facilitate 
the discovery of novel metabolites whose activity has 
not yet been detected [56, 57]. This problem is solved 
using various genetic engineering tools aimed main-
ly at introducing deletions into the biosynthetic gene 
clusters of the producer strains. All these techniques 

may be divided into three large categories differing in 
their driving molecular mechanism.

Three fundamental processes are used as tools to 
introduce mutations: homologous recombination pro-
viding the basis for the PCR-targeting system that 
uses the homologous sequences required for recom-
bination to produce deletions. The second molecu-
lar mechanism is site-specific recombination, used in 
the Cre-loxP recombination system and pSAM2 site-
specific recombination system. The key feature is the 
presence of special sites: the loxP sequence for Cre 
recombinase and the attP sequence for the pSAM2 
system. This process involves not only specific se-
quences, but also enzymes that perform recombina-
tion in strictly defined regions of the genome, which 
increases the accuracy of the process. The third pro-
cess underlying site-directed mutagenesis is the intro-
duction of double-strand breaks by nucleases, such as 
I-SceI meganuclease (I-SceI meganuclease-promoted 
recombination system) and Cas-nickase (CRISPR/Cas-
based genome editing). Double-strand breaks intro-
duced into DNA are subsequently recovered by cell 
repair systems (Fig. 3).

RECOMBINATION-BASED GENOME EDITING

PCR-Targeting System
The first-ever genome editing system, developed for 
E. coli cells, is based on homologous recombination 
using the λ-Red system [58]. Homologous recombi-
nation [59] is a widespread biological phenomenon 
that occurs in the cells of living organisms. This pro-
cess is highly conserved and involves breakage and 

Fig. 3. Schematic representation of the molecular mechanisms underlying genetic engineering techniques for introducing 
mutations into the cell genome. Process I – homologous recombination; process II – site-specific recombination; process 
III – nuclease-induced double-strand breaks, followed by their repair
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repair of double-stranded DNA (dsDNA) [60, 61]. In 
addition, homologous recombination is a tool for in-
troducing point mutations into the bacterial genome 
[62]. This process provided the basis for developing a 
PCR-mediated genome editing tool that replaces the 
target sequence in the cell genome with an amplified 
fragment of the selective marker gene (Table 1).

For a successful homologous recombination, 2 Kb 
flanking sequences are required. A deletion was for 
the first time introduced into the geosmin biosynthet-
ic gene cluster of St. coelicolor A3(2) using a PCR-
mediated technique [66, 68] (Fig. 4).

This controlled genetic engineering enables one to 
generate antibiotics through combinatorial biosynthesis 
in the producer strain. The strain is depleted of genes 
of the main endogenous secondary metabolites (aver-
mectin and filipin in St. avermitilis), transposon genes 
[69], and the IS sequences [70] that do not affect the 
strain growth rate but promote genome stability.

Despite successful results [66, 68], there remains 
limitations in PCR-mediated genome editing due to 
its non-universality for different actinomycete strains.

Cre-loxP recombination system
Cre-loxP recombination is used to make large dele-
tions in the genome of bacterial cells [71, 72] using 
Cre recombinase [73, 74]. To introduce a mutation, two 
loxP (locus of crossing (x) over, P1) sequences flank-
ing the target gene are required for site-specific Cre 
recombinase-mediated recombination (Fig. 5) [75].

The mechanism for introducing mutations involves 
successive recombination stages. First, two loxP se-

quences are introduced into the actinomycete genome 
in such a way as to flank the target gene. This pro-
cess is mediated by two homologous recombination 
events [68]. Next, the Cre protein gene is expressed 
and the recombinase recognizes the introduced loxP 
sequences and performs site-specific recombination 
[60], leading to the deletion of the target gene. After 
completing the process, one of the loxP sequences is 
retained in the actinomycete genome.

This technique was used to produce a 1.4-Mb de-
letion in the geosmin biosynthetic gene cluster in the 
St. avermitilis genome [68]. This technique is more 
accurate than the PCR-mediated approach where re-
combination is controlled by the cell’s internal ma-

Table 1. Selective markers for the genetic engineering of actinomycetes

No Resistance gene Resistance Antibiotic Plasmid

1. aac(3)IV – aminoglycoside  
N(3)-acetyltransferase 

Resistance to antibiotics comprising 
a 2-deoxy-streptamine ring Apramycin pCRISPomyces [63];

pStreptoBAC V [1]

2. aph(3)II – aminoglycoside  
modifying enzyme

Resistance to aminoglycoside 
antibiotics

Kanamycin A and B, 
neomycin B and C

pCAP01 [64];
pESAC13 [65]

3. aadA – aminoglycoside (3’’)  
(9) adenylyltransferase

Resistance to streptogramins  
and aminoglycosides

Streptomycin,  
spectinomycin pIJ778 [66]

4. vph – phosphotransferase Viomycin resistance Viomycin pIJ780 [66]

5. ermE – methyltransferase - 
erythromycin resistance gene Resistance to macrolide antibiotics Erythromycin pBF24 [67]

6. hyhB – hygromycin  
resistance gene

Resistance to aminoglycoside 
antibiotics Hygromycin B pBF27 N [67]

Fig. 4. Schematic representation of mutations introduced 
into the genome of actinomycetes using PCR-mediated 
genome editing
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chinery and occurs at the homologous flanking re-
gions of the target gene [59], which is probabilistic in 
nature. The specificity and accuracy of the Cre/loxP 
approach are based on the presence of loxP flanking 
sequences that are specifically recognized by Cre re-
combinase [76]. Furthermore, the cre gene sequence 
is controlled by an inducible promoter in a separate 
plasmid, which provides control over the Cre recom-
binase expression [77]. The drawback of this system 
is the preservation of loxP fragments in the genome 
with changes in the genomic content, in addition to 
the target mutation–deletion.

pSAM2 site-specific recombination system
The pSAM2 system [78], like the Cre-loxP approach, 
is based on site-specific recombination [79]. But in this 
case, the specificity is associated not with recombi-
nase activity, but with certain sequences in the ge-
nome—attachment sites attP (pSAM2 plasmid) and 
attB (genomic DNA of the bacterium) [80–82]. These 
attB sites, encoded by the non-replicative pSAM2 

plasmid, are introduced into the genome of actino-
mycetes through homologous recombination [59]. It is 
noteworthy that after removal of selective pressure, 
the plasmid is eliminated from actinomycete cells. The 
Att sites introduced into the genomic sequence flank 
the target gene on both sides.

The introduction of a mutation using the pSAM2-
based system includes the following steps: at the 
first step, recombination occurs at the attP/attB sites, 
which is accompanied by plasmid integration into the 
actinomycete genome. Next, the target gene is deleted 
by Xis excisionase. The Xis protein gene is located in 
a self-replicating plasmid and is eliminated from ac-
tinomycete cells when selective pressure decreases 
[83, 84] (Fig. 6).

This approach was used to delete a 90 Kb rifampi-
cin biosynthetic cluster in A. mediterranei DSM 40773 
cells [78]. The main advantage of this technique is 
that mutant strains contain additional 30–40 bp in-
serts in the genomic sequence, which does not affect 
the reading frame [85].

Fig. 5. Schematic representation of mutations introduced into the genome of actinomycetes using Cre/loxP-mediated 
genome editing

Fig. 6. Schematic representation of mutations introduced into the genome of actinomycetes using pSAM-mediated 
genome editing
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NUCLEASE-BASED GENOME EDITING

I-SceI meganuclease-promoted 
recombination system
The next genome editing technique is based on the 
introduction of double-strand breaks by the I-SceI 
meganuclease-promoted recombination system [86]. 
In this case, I-SceI meganuclease recognizes a unique 
18 bp sequence, introduces a double-strand break, and 
starts the recombination process [87]. I-SceI meganu-
clease was first found in S. cerevisiae mitochondria 
[88].

In practice, a codon-optimized sequence of the 
I-SceI meganuclease gene [89, 90] and the temper-
ature-sensitive plasmid pHZ1358 and its derivatives 
(pKC1139 and pJTU1278) are required to introduce 
deletions or substitutions into the nucleotide sequence 
of actinomycete strains (Fig. 7). In addition, insertion 
of 18 bp into the producer strain genome is required. 
This technique was used to delete the actinorhodin 
(Act) gene from St. coelicolor A3(2) cells [86, 91].

The process includes a series of homologous re-
combination events necessary to introduce an 18-nu-
cleotide I-SceI target sequence into the actinomycete 
genome. These sites are encoded by the self-replicat-
ing plasmid pKMUSD. Next, the I-SceI protein gene 
is expressed under the control of the inducible tipA 
promoter [92]. Meganuclease recognizes a specific se-
quence in the actinomycete genome and introduces 
double-strand breaks that are then repaired using ho-
mologous fragments present in the cell genome [86]. It 
is worth noting that the I-SceI protein gene is localized 
in the temperature-sensitive plasmid pKC1139; there-
fore, after the second homologous recombination event, 
as the temperature rises to 36°C, the plasmid, together 
with the I-SceI protein gene, is eliminated [93]. This 

activity is controlled by the temperature-sensitive ori-
gin of pSG5 replication in the plasmid [86, 94]. This en-
ables the introduction of deletions without additional 
changes in the genomic content (Table 2).

The major drawback of the I-SceI meganuclease-
based approach is a lack of the tipA gene for inducing 
nuclease genes in some strains. In addition, this pro-
cess is accompanied by double-strand DNA breaks, 
so errors in the repair apparatus can lead to muta-
tions not associated with the target deletion. The posi-
tive aspects of this technique include preservation of 
the genomic content without additional nucleotide se-
quences after the completion of genetic manipulations.

CRISPR/Cas-based genome editing
Technology based on the clustered, regularly inter-
spaced short palindromic repeats CRISPR/Cas system, 
in particular the CRISPR/Cas9 system, has become a 
promising tool for the genetic engineering of actino-
mycete strains [95–97].

CRISPR/Cas is a natural system for defend-
ing prokaryotic cells against foreign DNA [98–100]. 
This technology is widely used for genome editing 
in organisms from various taxonomic groups. Unlike 
I-SceI meganuclease-based genome editing [101], the 
CRISPR/Cas-based technology does not require pre-
integration of a unique enzyme-recognized sequence 
into the target genome but uses a transcribed guide 
RNA (sgRNA, a chimera of crRNA and tracrRNA) or 
crRNA alone to selectively bind Cas proteins in any 
genomic region [102, 103]. The Cas9/crRNA/tracrRNA 
complex can target any DNA sequence, known as a 
protospacer, provided that its 3’-end carries an ap-
propriate trinucleotide protospacer adjacent motif 
(PAM) [104, 105], such as NGG (N is any nucleotide) 
in Streptococcus pyogenes [106].

Fig. 7. Schematic representation of mutations introduced into the genome of actinomycetes using I-SceI-mediated ge-
nome editing
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The genome of streptomycetes is mainly edited 
with two Cas nucleases: the class 2 type II Cas9 from 
Str. pyogenes [107] and the class 2 type V Cpf1, also 
known as Cas12a, from Francisella novicida (Fig. 8) 
[103, 108, 109].

Compared with other genome editing technologies, 
the CRISPR/Cas system has clear advantages: high 
efficiency, ease of use, and rapid results [110].

Cas9-based genome editing. Based on the CIRSPR/
Cas9 system, two plasmid versions have been devel-

Table 2. The site-directed mutagenesis techniques used in actinomycetes

No Technique Advantages Disadvantages Efficiency

1. PCR-Targeting 
System

No additional tools, 
except PCR, are 

needed to introduce 
mutations.

Complex protocols, 
time-consuming procedures, 

universality for different 
actinomycete strains; deletion 
is accompanied by introduc-
tion of a selective marker 

into the genome.

Efficacy was shown only in the geosmin 
BGC of a model St. coelicolor strain.

2.
Cre-loxP 

Recombination 
System

Opportunity to delete 
large gene regions of 
about 1.4 Mb. [16].

Greater specificity due 
to Cre recombinase.

Time-consuming procedures, 
changes in genomic content, 
apart from the target muta-
tion (deletion), due to preser-

vation of loxP fragments.

A positive result was shown only for the 
geosmin BGC in a model St. avermitilis 

strain.

3. 

pSAM2 
Site-Specific 

Recombination 
System

Deletion of entire 
BGCs, minimal 

changes in the reading 
frame after excision of 
the genetic construct.

Time-consuming procedures, 
preservation of small 

sequences in the bacterial 
genome.

The approach is effective not only in model 
streptomycete strains but also in rare gen-
era such as Actinoplanes mediterranei. The 
technique was effective in 90 Kb antibiotic 

BGCs (rifampicin cluster).

4.

I-SceI 
Meganuclease-

Promoted 
Recombination 

System

Implementation of 
deletions without 

additional changes in 
genomic content.

Genome editing requires 
a codon-optimized I-SceI 

meganuclease gene sequence 
and a temperature-sensitive 

plasmid pKC1139.

Efficiency was shown in the actinorhodin 
BGC of a model St. coelicolor strain.

5.
Cas9-Based 

Genome 
Editing

Opportunity to 
introduce genomic 

deletions up to 30 Kb 
[16]; opportunity to 
introduce mutations 
into the promoter 

sequence.

Toxicity of the Cas9 protein 
due to the off-target effect;
DSBs require a G-rich PAM 

sequence (5’-NGG-3’);
Introduced DSBs cannot 
always be eliminated by 

intracellular repair systems.

Efficiency varies from 21 to 100% both in 
model streptomycete strains and in three 
members of rare genera [16]. Widely used 

for editing antibiotic BGCs of various 
lengths.

6.
Cpf1-Assisted 

Genome 
Editing

High specificity due to 
the need in a T-rich 
PAM sequence (5′-

TTV-3) for introducing 
DSBs.

Introduced DSBs cannot 
always be eliminated by 

intracellular repair systems.

Efficiency of the system has been demon-
strated in various actinomycete strains. The 

Gpf1 protein exhibits specificity for the 
T-rich PAM sequence, which reduces the 

off-target effect by 26%, thereby increasing 
the efficiency from 47 to 100% [44, 60].

7.

CRISPR-BEST 
(CRISPR-

Base Editing 
SysTem)

Genome editing does 
not require DSBs; 

point mutations are 
introduced to create a 

stop codon.

The technique is applicable both to model 
actinomycete strains, such as St. coelicolor, 
and to members of rare genera. This tech-
nique is relatively new and has been tested 

in known BGCs such as actinorhodin.

oped for manipulating the genome of streptomycetes: 
pCRISPomyces-1 and pCRISPomyces-2 [63].

pCRISPomyces-1 comprises crRNA and tracrRNA 
gene sequences and the cas9 gene. pCRISPomyces-2 
includes the chimeric sgRNA cassette and cas9 gene. 
Both plasmids use strong constitutive promoters for 
the expression of CRISPR/Cas elements and an op-
timized cas9 gene sequence for better expression in 
Streptomyces [111, 112].

Using this tool, Cobb et al. successfully achieved 
20–31.4 Kb DNA deletions, including individual genes 
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and clusters of antibiotic biosynthesis, with an effi-
ciency of 21–100% in three different streptomycete 
species [63]. The introduction of such deletions into 
streptomycin and streptothricin biosynthesis clusters 
led to the identification of novel antibiotics in known 
producer strains: thiolactomycin, amicetin, phenan-
throviridin, and 5-chloro-3-formylindole [113].

In addition to deletions, the CRISPR/Cas system al-
lows for the introduction of mutations into promoters. 
Thus, it was possible to activate silent biosynthetic 
gene clusters of different classes in five Streptomyces 
strains and to identify unique metabolites, including a 
novel pentangular type II polyketide in St. viridochro-
mogenes [114].

Despite the obvious advantages, the pCRISPomy-
ces system has a number of disadvantages associ-
ated with the toxicity of the Cas9 protein to the bac-
terial cell. This is due to the cleavage of non-target 
DNA (off-target effect) [115, 116] and difficulty to 
use it in streptomycetes with a low DNA transforma-
tion efficiency [94]. Wang et al. developed a modified 
pWHU2653 plasmid-based CRSPR/Cas9 system with 
the Cas9 protein gene under the control of an induc-
ible promoter, which provides the control over pro-
tein synthesis [117]. Also, double-strand break repair 
is ATP-dependent, so the AtpD gene encoding the 
β-subunit of ATP synthase was introduced into the 
pWHU2653 plasmid to enhance the editing efficiency 
(Table 2) [94].

Cpf1-assisted genome editing. Apart from the indi-
cated disadvantages, the CRISPR/Cas9 system has a 
number of limitations. As mentioned earlier, the ge-
nome of actinomycetes has a high GC content [118], 
and recognition of the target sequence by the Cas9 
protein requires a G-rich (PAM) sequence (5’-NGG-3′)’ 

e.g., 260 targets per 1,000 bp in St. coelicolor [119, 120]. 
The system, based on the Cas12a protein from 
F. novicida, gets around this limitation because dou-
ble-strand breaks require a T-rich PAM sequence 
(5’-TTV-3) [121], which increases the specificity of the 
process [97]. Using Cpf1 nuclease, Yeo et al. achieved 
gene deletion in the 5-oxo-milbemycin A3/A4 pro-
ducing strain St. hygroscopicus SIPI-KF, which could 
not be edited by Cas9 due to its high toxicity [120]. 
Thus, Cpf1 and alternative genome editing technol-
ogies complement current CRISPR/Cas-based tools 
and facilitate the discovery of novel biologically active 
substances in Streptomyces spp. and members of oth-
er actinomycete genera (Table 2) [93].

CRISPR-BEST (CRISPR-Base Editing SysTem). 
Nuclease-based genome editing techniques require 
the introduction of double-strand breaks in DNA, 
which may lead to genome instability due to fail-
ure of the repair systems [122]. David Liu developed 
an alternative CRISPR/Cas system-based technique 
that does not require DSBs. This technique gener-
ates point mutations leading to the emergence of a 
stop codon in the coding sequence [123]. The tech-
nique uses two types of deaminases: cytidine deam-
inase [124] converts cytosine to thymine, and ade-
nine deaminase [125] leads to transitions, such as 
A–G and C–T. This difference was used to produce 
two genetic constructs: CRISPR-cBEST comprising 
a variant of the rat APOBEC1 cytidine deaminase 
gene (rAPOBEC1) and CRISPR-aBEST with adenine 
deaminase controlled by the inducible tipA (thios-
trepton-responsive activator) promoter [124]: so, the 
key factor is the presence of the tipA gene in the 
target strain [125]. In addition, both plasmids con-
tain the Cas9 nickase gene [126] and a codon-opti-
mized sgRNA sequence [103]. The use of these plas-
mids leads to the expression of deaminase genes and 
transitions. Deamination of adenine in an A : T pair 
or cytosine in a C : G pair results in the formation 
of new pairs, I  : T and U : G, in one DNA strand. 
During replication, uracil in the new U : G pair is 
recognized as thymine and inosine in the I : T pair is 
recognized as guanine; this discrepancy leads to the 
activation of cell repair systems [96, 127].

In the first case, uracil DNA glycosylase (UDG) is 
activated [128], triggering the excision repair mecha-
nism [129, 130], or the original pairs are repaired by 
the mismatch repair system [129, 131, 132]: thus, the 
original pairs are repaired, and DSBs are not required 
in further replication processes.

It should be noted that this system has shown good 
results in model St. coelicolor strains and in St. gris-
eofuscus (Table 2).

Fig. 8. Schematic representation of mutations introduced 
into the genome of actinomycetes using CRISPR-Cas-
mediated genome editing
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CONCLUSION
Genome mining and manipulations with the genome, 
in particular antibiotic gene clusters, represent an 
enormous potential in our efforts to identify new mol-
ecules that exhibit antibacterial activity. Importantly, 
the discovery of new BGCs in the genome of actin-
omycetes opens up broad opportunities for their ed-
iting; however, there are some limitations associated 
with these techniques and tools for changing the met-
abolic activity of strains.

Each of the described approaches can be used for 
specific genetic engineering tasks. For example, spon-
taneous mutagenesis is used as an additional tool to 
identify the BGC of a potential novel antibiotic. The 
introduction of random mutations into the genome 
of the producer strain may change the biosynthet-
ic activity of a test metabolite, and further genomic 
analysis identifies the mutated gene region in the bio-
synthetic cluster. The key advantages of site-directed 
mutagenesis include its target specificity and efficien-
cy: this approach is applied to known gene clusters in 
order to alter their expression and subsequently iden-
tify masked molecules in known isolates.

As stated earlier, most site-directed mutagenesis 
techniques, except CRISPR-BEST, involve recombi-
nation. Furthermore, recombination can use either 
internal systems of the cell, as in the PCR-mediated 
technique, or special enzymes: Cre-recombinase, Xis-
excisionase, and Int-integrase. Undoubtedly, enzymes 
and specific enzyme-recognized sequences not only 
enhance precision, but also change the genomic con-
tent.

A number of site-directed mutagenesis techniques 
are based on the introduction of double-strand breaks, 
followed by DSB repair. These techniques include an 
I-SceI meganuclease-based system and CRISPR-Cas 
modifications (Cas9-based genome editing and Cpf1-
assisted genome editing). All three approaches can 
be used to edit actinomycete BGCs. However, the ge-
nomic features of these bacteria impose a number of 
restrictions on the use of CRISPR-Cas9, given the 
off-target effect and toxicity of the Cas9 protein, and 
the restrictions on the use of I-SceI are due to the 
genome optimization associated with the generation 
of an 18-bp consensus meganuclease target sequence. 
The CRISPR-Cas system based on the Cas12 nuclease 
(Cpf1) recognizes a different T-rich PAM sequence, 
which reduces the risk of accidental double-strand 
breaks. In addition to the specific interaction between 
the nuclease and the target sequence, an important 
role is played by the internal cellular repair system 
associated with double-strand break repair.

Importantly, all these techniques require their own 
genetic constructs with the corresponding nucleotide 

sequences, which are used to transform streptomy-
cete strains. A separate issue in all these approach-
es may be the low transformability of a particular 
strain. However, despite all the limitations of the de-
scribed methodologies, they have allowed researchers 
to achieve good results–discovery of novel antibiotics 
and enhancement of the biosynthetic potential of ac-
tinomycetes. For example, in 2003, a PCR-mediated 
editing technique was used to perform manipulations 
with the geosmin cluster of a model St. coelicolor 
strain [36]. Seven years later, a Cre-recombinase-
based technique was used to achieve a 1.4-Mb de-
letion in the geosmin cluster of a St. avermitil-
is strain [46]. When dealing with the site-specific 
approach, we should also mention the pSAM2 sys-
tem. Despite the fact that this plasmid was gener-
ated back in 1989 [12], it was successfully applied 
in 2022 to introduce a mutation into the rifampicin 
cluster of A. mediterranei DSM 40773 cells [87]. An 
I-SceI meganuclease-based approach was used to 
produce a mutation in the actinorhodin cluster of 
St. coelicolor A3(2) cells in 2014 [30]. The possibil-
ity of using all the described techniques for genome 
manipulations has so far been demonstrated only in 
actinomycetes; CRISPR-Cas was the most effective 
approach that not only demonstrated a good out-
come associated with the introduction of mutations, 
but also identified novel molecules. For example, us-
ing a CRISPR-Cas9-based technique, the ability of 
previously studied streptomycin-producing strains to 
synthesize the novel antibiotics thiolactomycin, phen-
anthroviridine, and 5-chloro-3-formylindole was re-
vealed in 2019 [21].

Further prospects for the use of genome-edit-
ing techniques are associated with the opportunity 
to identify novel antibiotic BGCs in the genomes of 
characterized strains and induce targeted mutagene-
sis. This requires combining predictive bioinformatics 
algorithms for identifying potential BGCs of second-
ary metabolites and reliable tools for targeted mu-
tations of regulatory sites, introduction of inducible 
promoters, and deletion of repressor genes. Transfer 
of target antibiotic BGCs into strains more suitable 
for expression seems promising. This approach may 
be especially effective for large-scale biotechnological 
production, when the production of a target metabo-
lite is increased using a specially designed, genetically 
engineered strain, which will increase the profitability 
of the production. 
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INTRODUCTION
Human protein tyrosine phosphatase (PTP) CD45 is 
encoded by the PTPRC gene containing 35 exons that 
have been characterized, and three of those (exons 
4–6) [1, 2] contain homologous enhancers and silenc-
ers of alternative pre-mRNA splicing. Despite the 
theoretically expected significant versatility of possi-
ble variants, only six CD45 isoforms have been identi-
fied in humans: RO (exons 3, 7, and 8), RA (exons 3, 4, 
7, and 8), RB (exons 3, 5, 7, and 8), RAB (exons 3, 4, 5, 
7, and 8), RBC (exons 3, 5–8), and RABC (exons 3–8) 
(Fig. 1A). CD45 isoforms are found on all cells of he-
matopoietic lineage (except for anucleate erythrocytes 
and platelets); the level of CD45 correlates with the 
degree of cell differentiation [3, 4] (Fig. 1B).

The extracellular part of CD45 consists of five 
structural regions. The N-terminal region is long and 
heavily glycosylated. This very region is responsible 
for what receptor isoform it is. The remaining regions 
of the extracellular CD45 domain common to all the 
isoforms are the three fibronectin type III domains 
and the region carrying five conserved cysteine resi-
dues. Importantly, CD45 isoform regulates the sensi-
tivity of T cells to activation upon antigen recogni-
tion. It is assumed that due to its bulky shape and 
structural rigidity, CD45 is expelled from the central 
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region as the immune synapsis (IS) is formed and as 
the membranes of antigen-presenting cells (APCs) 
and T cells approach each other [5]. The number and 
type of CD45 isoforms in T cells vary depending on 
their differentiation degree: large CD45 isoforms are 
predominantly found in naïve and dormant cells. In 
turn, activated T cells synthesize CD45 isoforms in 
which either most or all the domains encoded by vari-
able exons are absent [2]. The CD45 glycoprotein con-
tains a single transmembrane domain (Fig. 1C) and 
three intracellular ones: the wedge domain D1, and 
D2. Frederick and colleagues demonstrated that only 
the proximal domain D1 exhibits phosphatase activity 
(previously, it was found that D2 is required for phos-
phatase functioning) [6, 7].

CD45 FUNCTIONS IN IMMUNE CELLS

The role and functions of CD45 in T cells
The involvement of CD45 in the activation of immune 
cells was first demonstrated for the T-cell receptor 
(TCR) signaling pathway. An analysis of T cells lack-
ing CD45 expression showed that this phosphatase 
is essential at the initial stage of signal transduction 
from TCR [8] (Fig. 2). In a non-activated T cell, CD45 
dephosphorylates protein tyrosine kinase (PTK) Lck 

ABSTRACT The leukocyte common antigen CD45 is a receptor tyrosine phosphatase and one of the most prev-
alent antigens found on the surface of blood cells. CD45 plays a crucial role in the initial stages of signal 
transmission from receptors of various immune cell types. Immunodeficiency, autoimmune disorders, and 
oncological diseases are frequently caused by gene expression disorders and imbalances in CD45 isoforms. 
Despite extensive research into the structure and functions of CD45, the molecular mechanisms behind its 
role in transmitting signals from T-cell receptors and chimeric antigen receptors remain not fully understood. 
It is of utmost importance to comprehend the structural features of CD45 and its function in regulating im-
mune system cell activation to study oncological diseases and the impact of CD45 on lymphocytes and T cells 
modified by chimeric antigen receptors.
KEYWORDS CD45, T lymphocytes, B lymphocytes, T cell receptor, cancer, chimeric antigen receptor.
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and the CD3ζ subunit of the CD3/TCR receptor. Lck 
is the main substrate of CD45 phosphatase, which is 
capable of dephosphorylating both the inhibitory ty-
rosine residue (Y505) at the C-terminus of kinase and 
activating the tyrosine residue (Y394) [9, 10]. During 
dephosphorylation of the inhibitory tyrosine residue 
Y505, CD45 competes with tyrosine kinase Csk, which 
inhibits Lck [11]. Courtney and colleagues studied the 
dual function of phosphatase and inferred that CD45 
regulates the intensity and frequency of the signal 
transduced via TCR by exerting an impact on differ-
ent substrates. By varying the activity of CD45, they 
revealed that the phosphatase maintains a significant 
amount of Lck active but prevents the activation of 
CD3ζ. A detailed study of the dynamics of immune 
synapse formation showed that before activation, the 
TCR complex has a non-active conformation and does 
not interact with the major histocompatibility complex 
(MHC) class I or class II. Meanwhile, CD45 inhibits 
the recruitment of kinase Csk [12] and dephosphor-
ylates CD3ζ and Lck (Fig. 2A). During cell interac-

tion, CD45 and Lck molecules are first recruited to 
the central supramolecular activation cluster (cSMAC) 
via TCR. However, during IS formation, CD45 is ex-
pelled to the distal supramolecular activation cluster 
(dSMAC) [13–17] (Fig. 2B). The expulsion of CD45 
from the IS is seemingly related to molecule size and 
the high level of glycosylation and sialation [18–20] 
(size reduction of the CD45 ectodomain increases colo-
calization of phosphatase and TCR, as well as reduces 
the activity of TCR [5, 20–23]). Furthermore, CD45 
needs to be removed from the IS center to shift the 
equilibrium in the central part of the synapse toward 
kinases. Changes in the balance enable the phosphor-
ylation of CD3ζ, thus ensuring transduction of the 
signal for TCR activation. For the activation cycle to 
be completed, Csk molecules and the CD45RO isoform 
need to begin accumulating within the immune syn-
apse [2]; the CD45RO isoform gradually penetrates 
into the central portion of the immune synapse and 
shifts the kinase–phosphatase equilibrium toward 
phosphatases, as well as dephosphorylates CD3ζ and 

Fig. 1. The structure and preva-
lence of CD45 isoforms in blood 
cells. (A) Six main CD45 isoforms 
found in humans differ in the com-
position of their extracellular part 
owing to the alternative splicing 
of pre-mRNA of the PTPRC gene; 
(B) CD45 resides on the mem-
brane of all cells of hematopoietic 
origin except for platelets and 
erythrocytes. The amount of CD45 
increases during cell differentiation; 
(C) the structure of CD45RABC. 
PSC – pluripotent stem cell; A, B, 
C – the extracellular domains of 
CD45 responsible for a particular 
isoform; CR – cysteine-rich region; 
FNIII – fibronectin type III domains; 
TM – transmembrane domain; 
W – wedge domain; D1 – do-
main with phosphatase activity; 
D2 – domain required for CD45 to 
function in the cell 
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Fig. 2. The role of CD45 in transmitting T-cell receptor activation signal. T cell activation stages are shown: the 
pre-active (A), active (B), and post-active (C) ones. During the activation cycle, the composition and phosphorylation 
of IS participants changes: first (A), Lck kinase exists in the state of basal activity due to dephosphorylation by CD45 
phosphatase prevailing over phosphorylation by Csk kinase; in the active state (B), CD45 is “segregated” in dSMAC 
due to its rigid and bulky structure (long isoforms) and Lck becomes active due to autophosphorylation and prevalence 
over Csk and phosphorylates CD3ζ, which enables further signaling; short isoforms of CD45 gradually penetrating 
cSMAC are synthesized at this time, and Csk accumulates there, leading to a transition of Lck to its inactive form and the 
end of signaling (C). MHCI/II I – major histocompatibility complex class I or II; APC – antigen-presenting cell; PA – pre-
senting antigen; ζ – CD3ζ; TCR – T-cell receptor; Lck, Csk – protein kinases; cSMAC, pSMAC, dSMAC – the central, 
peripheral, and distal supramolecular activation clusters, respectively
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activates the tyrosine residue in Lck (Fig. 2C). The 
signal intensity drops, and the composition of CD45 
isoforms changes (toward increasing length and vol-
ume), while Lck returns to its basal activity state.

Presumably, through this mechanism for TCR reg-
ulation, CD45 impedes spontaneous T-cell activation, 
thus preventing hyperactivation and its negative se-
quelae [24] induced by low-affinity antigens or in the 
absence of an antigen. Zikherman and colleagues 
changed the levels of CD45 and Csk expression and 
showed that the balance between these molecules 
plays a crucial role in T-cell development. During the 
maturation of T cells in the thymus, the basal and in-
ducible TCR signaling are regulated at the positive 
and negative selection stages. CD45 plays a positive 
and negative role simultaneously in antigen recog-
nition. Variation of the Csk level regulates only the 
basal signal transduction. Meanwhile, an identical re-
duction in the Csk and CD45 levels leads to oppo-
site changes in basal signaling by the same value. 
Therefore, a fluctuating CD45 level is needed for the 
following two processes to properly unfold: regula-
tion of inducible signaling during positive and nega-
tive selection and compensation for Csk upon main-
tenance of the basal activity of T cells [25, 26]. In 
CD45-deficient mice with deleted exons 6 [27], 9 [28], 
or 12 [29], CD45 was shown to play a pivotal role in 
the transition of double negative (DN, CD4-CD8-) thy-
mocytes to double positive (DP, CD4+CD8+) ones [30]. 
The initiation and gradual changes in the synthe-
sis of CD4 and CD8 coreceptors during thymocyte 
differentiation depend on signals generated by pre-
TCR and TCR. The involvement of CD45 is needed 
for these phenotypic and functional changes to occur. 
Deficiency of Lck, an important participant in TCR 
signaling controlled by CD45, manifested itself in a 
way similar to the lack of CD45 [31]: the transition 
of double-negative T cells to double positive ones in 
mice was disturbed [30], while the number of mature 
peripheral T cells was ≤ 5–10% of that for wild-type 
animals [27, 28].

The role and functions of CD45 in B cells
In B cells, CD45 also plays a crucial role in the mod-
ulation of the signal transduced via the B-cell re-
ceptor and is required to ensure normal B-cell de-
velopment and an adequate response to an antigen. 
CD45-deficient mice were found to have defects in 
B-cell maturation [27, 28, 32]. Interestingly, the num-
ber of peripheral B cells does not decrease but their 
phenotype changes noticeably. The population of ma-
ture B cells in the spleen, as well as the population 
carrying the CD23 marker and MHC class II mole-
cules, significantly decreases (IgDhigh IgMlow) [32]. In 

mice carrying a mutation within CD45 exon 9, the 
number of immature peripheral B cells is increased 
(IgMhigh) [28]. Importantly, CD45-deficient B cells did 
not proliferate in response to the stimulation of B-cell 
receptors (with polyclonal anti-IgD/anti-IgM antibod-
ies); however, when other activation pathways were 
stimulated (by lipopolysaccharide (LPS), interleukin 4 
(IL-4) and monoclonal anti-CD4 antibody), the prolif-
eration of CD45-negative B cells was identical to that 
in control cells.

Cyster et al. [33] found that in response to antigen 
stimulation, naïve B cells isolated from CD45-deficient 
mice employed the ERK/RSK/EGR1 kinase pathways 
to a lesser extent and exhibited a low level of in-
tracellular calcium mobilization. A difference in the 
markers of CD86 and CD54 activation was also ob-
served: their level was lower in CD45-negative B cells 
compared to that in the CD45-positive ones. However, 
it was demonstrated by stimulating B cells with phor-
bol ester in combination with ionomycin that CD45-
negative and CD45-positive B cells are activated iden-
tically.

It is essential to mention the role of CD45 in ger-
minal centers and upon autoimmune diseases. It 
has been demonstrated that high-affinity autoreac-
tive B cells fail selection in the bone marrow of na-
tive and CD45-deficient mice. However, the loss of 
CD45 expression allowed low-affinity autoreactive B 
cells to pass positive selection. Because of the lack of 
CD45, these B cells during selection did not induce 
the ERK/RSK/EGR1 pathway; intracellular calcium 
mobilization in response to the antigen in them was 
significantly lower compared to that in high-affinity 
cells, which provided protection to autoreactive cells 
against elimination. Therefore, CD45 regulates BCR 
and TCR activation in different ways. Unlike for 
TCR, the higher level of CD45 favorably affects BCR 
signaling, as well as it enhances the activation of the 
ERK/RSK/EGR1 and PI3K/AKT/mTOR kinase path-
ways and intracellular calcium mobilization [34]. In 
the case of increased CD45 expression, the Src fam-
ily kinases (SFKs) involved in the BCR pathway are 
dephosphorylated at inhibitory tyrosine (Y507) more 
actively, whereas the level of phosphorylated activat-
ing tyrosine (Y416) in them remains unchanged [35]. 
Decreased CD45 expression has no effect on the Ca2+ 
level, since B cells contain CD148 phosphatase, which 
partially duplicates the functions of CD45 [35].

The role and functions of CD45 in macrophages
Leukocyte adhesion to the extracellular matrix and 
other cells is regulated by proteins belonging to the 
family of integrins [36, 37]. The targets of CD45 phos-
phatase activity, SFKs, are involved in the regulation 
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of integrin-dependent phagocytosis, as well as mac-
rophage differentiation and activation caused by ad-
hesion [38–40]. Roach et al. have demonstrated that 
in the absence of CD45, the regulation of integrin-de-
pendent adhesion is disturbed, while the activity of 
PTKs Hck and Lyn (SFKs exhibiting activity in mye-
loid cells) is increased [41]. The CD45-mediated regu-
lation of Hck and Lyn kinases in macrophages differs 
from the regulation of SFKs in T and B cells, where 
CD45 activity is needed to a greater extent for the 
dephosphorylation of the inhibitory tyrosine residues 
at the C-termini of Lck and Fyn and the enhance-
ment of their activity [42–44]. The simultaneously in-
creased phosphorylation of C-terminal tyrosine resi-
dues and SFK activity in CD45-negative macrophages 
indicate that the phosphatase inhibits SFK. This pos-
sibly occurs due to the dephosphorylation of autocat-
alytic tyrosine.

The role and function of CD45 in neutrophils
Experiments on mice deficient in kinases Hck, Fgr, 
and Lyn [45] have demonstrated that a loss of SFK 
reduces neutrophil adhesion and the level of post-
translational modification of proteins. In those experi-
ments, the Rab27a-dependent mobilization of neutro-
phil elastase and vesicles containing integrins α3β1 
and α6β1 was out of balance. This also led to a dis-
ruption of the neutrophil migration through the vas-
cular basement membrane and extravasation upon 
inflammation [45]. Hck and Fgr are involved in che-
moattractant-dependent oxidative stress and F-actin 
polymerization [46]. SFKs also have something to 
do with the regulation of the mRNA transcription 
of many important cytokines and chemokines, which 
are synthesized by neutrophils either constitutively 
or upon stimulation (with interleukins-1, -6, -8, -10, 
-12; tumor necrosis factor-α (TNF-α); granulocyte–
macrophage colony-stimulating factor, etc.) [47, 48]. 
Liles et al. [49] showed that CD45 activation by anti-
bodies increases the level of oxidative stress induced 
by neutrophil activators. In turn, Harvath et al. [50] 
demonstrated that CD45 interacts with the molecules 
that are coupled to receptors for leukotriene B4 and 
the complement component C5a and that it regulates 
neutrophil chemotaxis in response to stimulation with 
the respective ligands. Gao et al. [51] revealed that 
colocalization of CD45 receptors and FcγRIIa reduc-
es the antibody-dependent cytotoxicity of neutro-
phils, while simultaneously increasing IL-6 produc-
tion upon FcγRIIa-mediated activation. Zhu et al. [52] 
showed that CD45 in neutrophils increases signal-
ing of G-protein-coupled receptors and enhances Ca2+ 
mobilization and the activity of the PI3K and ERK 
kinases.

The role and function of CD45 in dendritic cells
Dendritic cells (DCs) play a crucial role in sustain-
ing the relationship between the innate and adap-
tive immunity. CD45 is involved in the formation of 
these functional distinctions, since its specific isoforms 
(CD45RB) mark different DC populations. Foreign 
molecules bind to pattern recognition receptors (TLRs 
being among them), thus initiating the program of 
dendritic cell maturation. This process determines the 
further DC-mediated activation of naïve T cells to-
gether with their response to the presented antigen 
[53]. Early stages of TLR signaling pathways are be-
lieved to regulate SFKs [54]. The signal from TLRs 
increases translation of the co-stimulatory molecules 
that are required for activating naïve T cells and se-
cretion of proinflammatory cytokines such as IL-12, 
IL-6, and TNF-α, which affect the type of generated 
effector T cells [55]. TLR is one of the key compo-
nents of DC activation. Although the main elements 
of the signaling pathways of these receptors are 
known, the contribution of SFK has not been thor-
oughly described. A comparative analysis of dendritic 
cells isolated from native and CD45-deficient mice 
[56] showed that CD45 is not required for dendritic 
cell development but affects their maturation induced 
by TLR agonists. CD45 has an impact on the phos-
phorylation of Lyn, Hck, and Fyn and reduces LPS-
induced activation of Lyn. CD45 had a favorable ef-
fect on TLR4-induced secretion of proinflammatory 
cytokines and interferon-β (IFN-β). Moreover, CD45 
exhibited different effects on TLR activation: nega-
tive (TLR2 and TLR9 or MyD88-dependent cytokine 
production) and positive (TLR3 and TLR4 or MyD88-
independent IFN-β secretion) [56].

The role and function of CD45 in NK cells
Many of the known NK cell receptors (CD16, NK1.1, 
NKG2D, NKp44, etc.) are associated with the intracel-
lular proteins FcεRIγ, DAP10 or DAP12, which con-
tain immunoreceptor tyrosine-based activation motifs 
(ITAMs) [57]. CD45 regulates the activity of SFKs, 
which phosphorylate tyrosine residues in ITAM and 
trigger the activation signaling pathways [58]. Hesslein 
and colleagues demonstrated that during the stimu-
lation of the Ly49H and NKG2D receptors, CD45-
negative NK cells are only 20% less toxic than control 
CD45-positive NK cells, while no differences are ob-
served during the stimulation of the CD16 receptor. 
However, cytokine and chemokine secretion was much 
lower in CD45-negative NK cells in [59]. Therefore, 
CD45 can have different effects on the same activa-
tion signaling pathway. Signal intensity and/or dura-
tion are responsible for CD45 recruitment. Cytotoxic 
granules are released within several minutes after 
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receptor activation, in direct proximity from many 
components of the cellular signaling pathways in-
volved in activation. In turn, cytokine secretion [60] 
is a longer process that involves the transduction of 
the transcriptional activation signal, mRNA synthesis 
and maturation, as well as translation and secretion. 
Therefore, persistent signaling is needed for cytokine 
release, whereas short-term stimulation is sufficient 
for eliciting a cytotoxic effect in DCs [61].

The role of CD45 in cancer
In hematopoietic cancers, CD45 expression depends 
on the cancer type. Thus, Feuillard and colleagues 
found that in patients with chronic lymphocytic leu-
kemia (CLL), atypical tumor cells and the low level of 
CD45 on their surface are positive markers of patient 
survival [62]. Loss of CD45 was detected in patients 
with Hodgkin lymphoma [63] and childhood acute 
lymphoblastic leukemia (ALL) [64]. The higher CD45 
expression in patients with ALL is associated with a 
higher risk of tumor recurrence [65]. It still remains 
unclear how CD45 is involved in the pathogenesis of 
multiple myeloma (MM) [66]. Patients with MM simul-
taneously had both CD45-positive and CD45-negative 
tumor cells [67]. The increased CD45 expression en-
hances the sensitivity of MM cells to 17-dimethylami-
noethylamino-17-demethoxygeldanamycin, an inhibi-
tor of HSP90 chaperone [67], and various apoptotic 
stimuli (e.g., oxidative stress and endoplasmic reticu-
lum stress) [68]. Regardless of whether MM cells con-
tained CD45, stimulation with IL-6 was able to un-
lock the JAK/STAT signaling pathways; however, only 
CD45-positive cells can proliferate after activation 
[69]. The overall survival chances of patients with the 
predominance of CD45-positive MM cells was lower 
compared to that for patients with a predominance of 
CD45-negative cells [70]. On the other hand, the role 
of CD45 has been characterized much better in pa-
tients with diffuse large B cell lymphoma (DLBCL). 
Phosphatase CD45 acts as a galectin-3 receptor [71]; 
transcription of the gene encoding it is upregulated 
in DLBCL cells [72]. Galectin-3 exhibits antiapoptotic 
activity [73]. When binding to CD45, galectin-3 re-
mains anchored to the cell membrane. Its removal 
was shown to increase the number of apoptotic tumor 
cells [71].

The immunosuppressive tumor microenvironment 
(TME) is a determinant factor of the resistance of 
solid tumors to immunity. Several layers comprising 
various types of cells can be differentiated within the 
tumor microenvironment; an appreciably significant 
portion of these cells are myeloid-derived immune 
cells that become immunosuppressive under tumor 
signaling (myeloid-derived suppressor cells, MDSC) 

[74, 75]. MDSCs typically positively express the sur-
face markers CD11b and Gr-1. The key function of 
these cells is suppression of the effector functions of 
NK and T cells [76, 77]. MDSCs were also shown to 
potentiate the immunosuppressive activity of APCs 
[78], which may inhibit the activity of T cells. van 
Vliet et al. demonstrated that macrophages and DCs 
inhibit effector T cells through MGL (macrophage 
galactose-type lectin), one of the C-type lectin recep-
tors [79]. The interaction between MGL and CD45 of 
effector T cells reduced their proliferation and caused 
apoptosis. Schuette et al. [80] also revealed that the 
mannose receptor on DCs interacts with CD45 on cy-
totoxic T cells, thus resulting in their inhibition, re-
programming, and development of immunological tol-
erance.

THE EFFECT OF CD45 ON THE ACTIVITY OF CARS
Chimeric antigen receptors (CARs) are recombinant 
receptors that allow targeting immune cells to sur-
face tumor-associated antigens (TAAs) [81]. CAR is a 
transmembrane molecule comprising an antigen rec-
ognition domain (it typically is a single-chain variable 
antibody fragment), the transmembrane domain, in-
tracellular costimulatory domains (CD28, 4-1BB, and 
OX40 being most common), and the signaling domain 
(typically, CD3ζ) [82]. Several generations of CARs 
are currently known; they differ in the number of co-
stimulatory domains or a set of auxiliary intracellular 
domains [83]. Despite the similar functionality, the ef-
fects of any activation of CARs and TCRs on cell pro-
liferation and the cytotoxic response are different [84].

Structural and functional distinctions 
between TCRs and CARs
Unlike TCRs, which activate T cells after the recog-
nition of 1–10 MHC molecules, several thousand sur-
face TAA molecules are needed for CAR activation 
[84, 85]. There are many distinctions between CARs 
and TCRs, which are responsible for the increased 
threshold of the antigen content required for efficient 
activation of T cells. First, it is the receptor/ligand af-
finity: TCRs ensure MHC–antigen binding with mi-
cromolar affinity [85], while CARs bind their ligands 
with nanomolar affinity [86]. The increased affinity of 
CAR binding alters the kinetics that turn off the re-
ceptor, as well as its ability to be repeatedly activated 
and its mechanoreceptor function; these properties 
are believed to contribute to the ability of TCRs to 
perceive low ligand levels [87, 88]. After interaction 
with the antigen, the TCR and CD3δ, CD3ε, CD3γ, and 
CD3ζ bound to it assemble multicomponent signaling 
complexes [89, 90]. CARs interact with some signaling 
proteins of TCR; however, the quantitative and quali-
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tative changes in the assembly of signaling complexes 
and the structure of IS alters the sensitivity to anti-
gens [84, 91]. Imaging of the CAR and TCR synapses 
revealed that CAR synapses depend on the interac-
tion between intercellular adhesion molecule-1 and 
integrin αLβ2 to a lesser extent, and that they are 
characterized by altered Lck localization compared 
to that for TCR [92–94]. Actin rings in the CAR syn-
apse are much smaller than those in the TCR syn-
apse, thus causing faster transduction of mechanical 
signals and dissociation of a CAR T cell from the tar-
get cell. Signal in the CAR synapse is initiated faster 
and is more intense, while signal duration is shorter 
than in the TCR synapse. This fact accelerates the in-
volvement of the CAR T cell in the interaction with 
the target cell, causes fast release of cytotoxic gran-
ules in the IS, and rapid cytolysis of tumor cells [94].

The effect of CD45 on signal transduction 
upon activation of CARs
The release of CD45 molecules into the distal region 
of the immune synapse facilitates the phosphoryla-
tion of Lck and CD3ζ and it ensures tight contact 
in the receptor–antigen complex [5]. Karlsson et al. 
demonstrated that CD45 segregation is also required 
for activation of CAR19 to proceed, which is simi-
lar to TCR activation [95]. It is logical that activation 
of both CAR and TCR depends on CD45 segrega-
tion from the domain where the immune synapse 
takes shape. In both cases, CD45 substrates (SFKs) 
are expected to play a crucial role in signal trans-
duction. The effects of CAR size, the distance to the 
TAA epitope to be recognized, and the CD45 length 
on the transduction of signals from CAR and activa-
tion of CAR19 T cells have been identified [96]: an 
increased size of the extracellular domain of CAR 
reduces CD45 segregation from the immune synapse 
area, phosphorylation of the signaling participants, 
and release of proinflammatory cytokines. The same 
dependence is also observed upon varying the dis-
tance to the TAA epitope to be recognized. An in-
crease in CD45 length has an opposite effect regard-
less of the reason why it happens: this is true both 
for different CD45 isoforms and for the case when 
the molecule volume is increased by using specific 
antibodies (Fig. 3). These findings support the kinetic 
segregation model for CAR T cells [97] proposed by 
Karlsson et al. in their experiments [95].

CONCLUSIONS
Disruption of phosphorylation is one of the many 
causes of cancer. CD45 and other phosphatases play a 
positive role in oncogenesis by regulating the pro-on-
cogenic mechanisms; therefore, they are potential 

candidates for a targeted elimination of tumors or 
for increasing their sensitivity to chemo- or radia-
tion therapy. Progress continues to be made in the 
research into CD45 using novel methods for design-
ing and screening CD45 inhibitors, as well as tech-
nologies that enable synthesis inhibition and allow 
one to change the composition of CD45 isoforms in 
human hemocytoblast (CRISPR/Cas9). The known 
CD45 ligands (pUL11, E3/49K) and their analogs are 
also considered promising targets for cancer therapy. 
The importance of CD45 synthesis by tumor cells in 
predicting the clinical outcome of patients with CLL, 
ALL, MM, and DLBCL has been demonstrated. The 
course of many oncological diseases may also depend 
on the activity of this phosphatase. An important fea-
ture of CD45 is the typical composition of isoforms, 
which depends on cell differentiation. T cells with 
a naïve phenotype express CD45RA, while central 
memory and effector memory T cells express the 
CD45RO isoforms only. This segregation allows one 
to easily isolate the T-cell population of interest and 
then obtain CAR T cells with tailored properties. For 
example, memory T cells not expressing the CD45RA 
marker can be used to reduce the risk of graft-ver-
sus-host disease [98, 99]. The abundance of phos-
phatase among lymphoid and myeloid cells, as well as 
the high receptor level on the membrane [4], makes 
CD45 an extremely attractive target for CAR-T ther-
apy both for hematopoietic tumors and upon the 

Fig. 3. The length of the extracellular part of CD45 
influences CAR signaling. CD45 segregation from the 
immune synapse and CAR signaling strength as a result 
of an increase in the length of the extracellular portion of 
phosphatase. CAR T cell – T cell modified by the chimer-
ic antigen receptor
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conditioning of recipient’s hematopoiesis preceding 
bone marrow transplantation. Along with the other 
methods used to control the activity of CAR T cells, 
the idea of regulating CAR activation by changing 
the CD45 length is very promising [100, 101]. Recent 
developments indicate that when designing a novel 
CAR, one needs to take into account the ratio between 
the sizes of the chimeric antigen receptor, the target-
ed antigen, and CD45 [102]. CD45 knockout is another 

performance potential associated with the enhance-
ment of the CAR T cell. CD45 is essential for T-cell 
development and maturation; however, the absence 
of CD45 expression on CAR T cells can increase the 
safety of adoptive immunotherapy by reducing the 
risk of adverse reactions related to TCR signaling. 

This work was supported by the Russian Science 
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INTRODUCTION
In the 2000s, preimplantation genetic testing (PGT) 
became widely used in assisted reproductive tech-
nology (ART) clinics. Using PGT techniques, approx-
imately half of early human embryos were found to 
carry chromosomal abnormalities, whereas this rate 
was only 1% in early mouse embryos [1]. Apparently, 
embryonic chromosomal abnormalities are an inherent 
part of Homo sapiens evolution and control the repro-
duction process throughout life [2]. Chromosomal ab-
normalities span a wide range of genomic imbalances 
of varying severity, from whole-chromosome poly-
ploidy and large structural aneuploidies to submicro-
scopic deletions and duplications. Aneuploid embryos 
contain cells with the same karyotype abnormalities. 
Mosaic embryos contain at least two cell lineages with 
different karyotypes.

At the preimplantation development stages, chro-
mosomal abnormalities cannot be accurately diag-
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tation and spontaneous abortions. In the case of chromosomal mosaicism, its effect on the potency of embry-
os to normally develop has not been sufficiently studied. Although, a significant percentage of chromosomal 
defects in early human embryos are currently believed to be associated with the features of clinical and lab-
oratory protocols, in this review, we focus on the biological mechanisms associated with chromosomal abnor-
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and the causes of frequent chromosomal errors in early embryonic development. In addition, we discuss cur-
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nosed based on the morphological features of em-
bryos [3], but later, they affect the ability to develop 
and are of great importance in ART clinical practice 
(Fig. 1). Any chromosomal abnormalities cause a ge-
netic imbalance that adversely affects development 
processes driven by the embryo’s own genome. In 
humans, massive activation of the embryonic genome 
(day 3 of development) coincides in time with a usu-
ally observed delay and arrest of embryo develop-
ment, which may be related to the genetic imbalance 
caused by chromosomal abnormalities [4, 5]. However, 
even completely aneuploid embryos are capable of 
forming morphologically normal blastocysts. Later, 
aneuploidy prevents implantation and further devel-
opment of the embryo, leading to spontaneous abor-
tions in the early stages or to postnatal abnormalities 
[6, 7]. Therefore, in modern clinical practice, transfer 
is not performed if blastocyst aneuploidy is detected 
by PGT techniques. An increase in the embryonic an-
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euploidy rate with increasing age of a female is be-
lieved to be the main factor behind the gradual de-
crease in fertility [8].

According to current data, the rate of chromosomal 
mosaicism is not associated with maternal age [9–11]. 
Chromosomal mosaicism of human embryos is a phe-
nomenon that is being actively studied by both re-
searchers at scientific laboratories and embryologists 
at IVF clinics. Although chromosomal mosaicism in 
preimplantation embryos is increasingly recognized 
as a natural biological phenomenon [12], there is still 
a chance that the overall mosaicism rate is artificial-
ly increased by clinical factors [13, 14]. Recent mul-

ticenter studies have reported the mosaicism rate 
in PGT-screened embryos to be approximately 17% 
[15, 16], whereas another study reports a mosaicism 
rate of only 2.6% [10], and these differences are likely 
due to laboratory protocols.

Mosaic embryos containing an euploid cell line (eu-
ploid–aneuploid mosaics) are considered the most 
common [17] and, in some cases, have potencies to 
normal development. In clinical practice, births of 
healthy babies with normal karyotypes have been re-
ported by females that had undergone mosaic em-
bryo transfer [6, 18, 19]. If chromosomal mosaicism 
is detected, the decision to transfer or discard the 

Fig. 1. Efficiency of IVF cycles, depending on the chromosomal status of gametes and embryos. Euploid cells are indi-
cated in green, aneuploid cells are indicated in pink. 1) According to literature data, human spermatozoa in the vast 
majority of cases do not carry chromosomal abnormalities [23, 24]. 2) Mean rate of chromosomal abnormalities in human 
oocytes. The proportion of aneuploid oocytes varies from 20% to 80–90%, depending on maternal age (see [80]). 
3) Mean rate of embryo mosaicism, based on experimental data [10, 15, 16]. 4) Blastocyst rate in embryos with dif-
ferent chromosomal statuses, according to experimental data [81]. 5) Clinical outcomes after transfer of euploid and 
mosaic embryos, according to experimental data [19]
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blastocyst depends on the mosaicism type, aneuploid 
cell percentage, and the chromosomes involved in the 
aneuploidy. Unfortunately, there is still no definitive 
data on the involvement of inner cell mass (ICM) cells, 
which would produce the fetus, in chromosomal mo-
saicism. There is evidence of a different probability of 
fetal involvement in chromosomal mosaicism, depend-
ing on the chromosome: the highest risk is associated 
with mosaicism of the autosomes 13, 18, and 21 and 
sex chromosomes [20].

Good clinical outcomes in mosaic embryo transfer 
may be associated both with certain biological mecha-
nisms that promote the restoration of euploidy in cell 
lines and with an initially erroneous diagnosis of mo-
saicism. First, during PGT, the chromosomal status 
is determined in a limited area of the trophectoderm 
(TE). According to studies analyzing several biopsies 
from each embryo, euploidy and whole-chromosome 
aneuploidy are fairly reliable diagnoses, whereas a 
single analysis of a TE biopsy in mosaicism and seg-
mental aneuploidy often does not reflect the chromo-
somal status of the entire embryo [21, 22]. Second, 
there is a widespread belief that the high rate of mo-
saic embryos in some clinics may be due not to bi-
ological reasons but to laboratory manipulations or 
technical factors [13, 14].

Despite the ongoing discussion about the technical 
aspects of mosaic embryo diagnosis, this review ad-
dresses in detail only the truly biological aspects of 
the formation of mosaic and aneuploid embryos and 
possible self-correction of their chromosomal status.

MECHANISMS OF ANEUPLOIDY INDUCTION 
IN EARLY HUMAN EMBRYOS
Embryonic chromosomal abnormalities may result 
from meiotic errors in oogenesis and spermatogene-
sis or mitotic errors in early development. Complete 
aneuploidy is of meiotic origin in 90% of cases. Sperm 
is believed to account for only 1–2% of embryonic an-
euploidies, mainly segmental ones [23, 24]. For exam-
ple, genotyping of 967 embryo biopsies revealed that 
about 70% of segmental aneuploidies were of pater-
nal origin, whereas whole-chromosome aneuploidies 
were, mainly, related to maternal errors. About 70% 
and 30% of meiotic trisomies occur during the first 
and second meiotic divisions, respectively, in oogen-
esis [25].

In mammalian oocytes, centrioles are destroyed 
after the pachytene stage [26]. In some species, their 
function in meiosis is performed by acentriolar mi-
crotubule organizing centers [27]. After germinal 
vesicle breakdown in mouse oocytes, microtubules 
of the meiotic spindle are assembled and stabilized 
around chromatin, forming a few vesicular struc-

tures, followed by their orientation and the estab-
lishment of spindle poles and bipolarity; i.e., the mei-
otic spindle is assembled “inside out” by means of 
multiple acentriolar microtubule organizing centers 
[26, 27]. Unlike mouse oocytes, human oocytes lack 
not only centrosomes but also prominent acentrio-
lar microtubule organizing centers. A few hours af-
ter germinal vesicle breakdown, microtubules form 
a small aster within the chromosome aggregate, and 
several more hours are required for the early spin-
dle to form [28]. Spindle assembly in human oocytes 
relies on a gradient of the Ran-GTP complex around 
each chromosome. In addition to microtubule assem-
bly, Ran-GTP also regulates the activity of motor 
proteins, such as HSET, a motor protein responsible 
for spindle pole focusing, and Kid, a motor protein 
that promotes chromosome alignment on the meta-
phase plate [29]. The meiosis I (MI) spindle poles of 
the human oocyte are initially poorly defined; chro-
mosomes often change their position on a spindle 
that can temporarily become multipolar. In this case, 
kinetochores are often attached to more than one 
pole, which can further lead to errors in chromo-
some segregation [28]. Chromosomes are aligned on 
the metaphase plate 16 h, the anaphase begins 18 h, 
and the first polar body is abscised approximately 
20 h after germinal vesicle breakdown. Meiosis II 
(MII) spindle assembly occurs more rapidly. The MII 
metaphase plate forms in the oocyte approximately 
24 h after the onset of maturation, and the oocyte 
becomes ready for fertilization [28]. In contrast to 
MI, the multipolar spindle stage is rare in MII [30], 
which may explain the more frequent chromosomal 
errors in MI.

Paradoxically, meiosis in the absence of centro-
somes may be a mechanism meant to protect against 
additional increases in the rate of maternal aneuploi-
dy. For example, an artificially increased HSET level 
in mouse oocytes was shown to accelerate spindle bi-
polarization and promote the formation of more fo-
cused poles, similarly to mitotic ones. This change in 
meiotic spindle morphogenesis was sufficient for total 
disruption of chromosome segregation [31].

Aneuploidies are an order of magnitude more 
common in early human embryos than in the em-
bryos of other mammalian species [1]. One of the 
causes may be the insufficient levels of KIFC1, 
which stabilizes the meiotic spindle, in human oo-
cytes. Thus, administration of exogenous KIFC1 to 
human oocytes reduces the rate of meiotic chro-
mosomal errors; on the contrary, a decrease in the 
KIFC1 level in cattle and mouse oocytes leads to 
spindle instability and increased chromosome seg-
regation errors [32].
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The aneuploidy rate in early human embryos is 
known to increase with maternal age. Oocytes are ar-
rested in the MI prophase, from the embryonic period 
until ovulation. During this long period, chromatid co-
hesion is weakened due to the depletion of cohesion 
molecules, which is a major factor contributing to an 
increase in the rate of chromosomal errors as females 
age [33]. In MI, both homologous chromosomes and 
sister chromatids in the bivalent are held together by 
a ring-like cohesin structure. Cohesin which holds to-
gether homologous chromosomes is cleaved at the MI 
anaphase, whereas cohesin which holds together sis-
ter chromatids needs to remain in place longer to en-
sure sister chromatid cohesion until the MII anaphase. 
More than 90% of meiotic chromosomal errors arise 
due to premature separation of sister chromatids [34]. 
In MI, there can be reverse chromosome segregation 
when sister chromatids, rather than homologous chro-
mosomes, separate at the anaphase. The rate of this 
phenomenon in human oocytes soars with maternal 
age [35]. Reverse chromosome segregation in MI re-
sults in normal DNA copy numbers in daughter cells; 
but in MII, the chromatids are unbound by cohesin, 
which contributes to segregation errors [36]. Finally, 
as maternal age increases, spindle assembly check-
point (SAC) efficiency decreases; the SAC is the spin-
dle assembly control point that inhibits the onset of 
anaphase until all chromosome kinetochores are cor-
rectly attached to the spindle [37, 38].

Mammalian oocyte meiosis is a complex multistep 
process that is subject to frequent chromosomal mal-
function. Furthermore, additional species-specific fea-
tures interfere with a correct progression of meiosis 
in human oocytes. The lack of centrosomes and acent-
riolar microtubule organizing centers, spindle pole in-
stability, multipolar spindle stages, insufficient expres-
sion of the genes whose products stabilize the spindle 
and control meiosis stages, and depletion of cohesion 
molecules – all these factors together contribute a 
great deal to the emergence of chromosomal aberra-
tions in the meiosis of human oocytes.

MECHANISMS OF CHROMOSOMAL MOSAICISM 
OCCURRENCE IN EARLY HUMAN EMBRYOS
The most common cause of chromosomal mosaicism 
in early embryos is postzygotic (mitotic) errors in 
chromosome segregation. Unlike aneuploidy, no sig-
nificant relationship between chromosomal mosaicism 
and maternal age has been found [9, 10]. The first 
cell divisions are at the highest risk of mitotic errors 
[17, 39]. Mosaicism has recently been shown to occur 
in most cases as early as at the two-cell stage [40], 
although it was previously thought that mitotic er-
rors most often occur in the second or third division, 

probably due to the gradual depletion of the mater-
nal transcripts involved in mitosis [41]. Insufficient or 
absent expression of cell cycle checkpoint genes po-
tentially increases the rate of mitotic errors. Recently, 
it has been found that the first transcriptional pro-
cesses in the human embryo occur as early as at the 
pronuclei stage [42], but massive activation of the ge-
nome occurs only after the second or third cell divi-
sion [43, 44]. Cell cycle drivers are intensively activat-
ed only at the morula stage [45]. In addition, the SAC 
efficiency is suggested to become sufficiently reliable 
only when the nuclear–cytoplasmic ratio in embryonic 
cells is restored [46].

Sperm centrosome destruction may also be the 
cause of mosaicism in early human embryos [47]. The 
sperm centrosome forms the spindle of the first cleav-
age division (the egg does not carry its own centro-
some), and its integrity is required for mitotic divi-
sions after fertilization [48]. Otherwise, the spindle is 
not constructed correctly, which leads to errors in the 
distribution of chromosomes between daughter cells. 
This was confirmed by a clinical study that revealed 
that fertilization of oocytes using ICSI by physically 
separated sperm segments increased the rate of chro-
mosomal mosaicism in embryos [47].

Mitotic errors associated with mosaicism in an orig-
inally euploid embryo include anaphase lag, mitotic 
nondisjunction, endoreplication, formation of tripolar 
spindles, premature division of cells before DNA rep-
lication, and chromosome breakage [39, 49].

Anaphase lag and mitotic nondisjunction are con-
sidered the most common causes of mosaicism in 
cleavage embryos. Anaphase lag results in chromo-
some loss in one cell line without a corresponding in-
crease in the number of chromosomes in another cell 
line. This phenomenon implies the retention of one or 
more chromosomes at the mitotic spindle equator af-
ter most sister chromatids of other chromosomes have 
separated and begun segregation towards the poles. 
The most common cause of anaphase lag is the at-
tachment of kinetochores to microtubules emanating 
from both poles of the spindle (merotelic attachments 
[50]). In addition, lagging chromosomes may be insuf-
ficiently replicated, entangled, or not captured by the 
spindle at all. Later, the lagging chromosomes can be 
included in micronuclei [51].

Mitotic nondisjunction implies an uneven distribu-
tion of chromatids between two daughter cells, with-
out loss of chromosomal material, which results in an 
increase in the number of DNA copies in one cell line 
and a decrease in another. Apparently, this is also as-
sociated with abnormalities in kinetochore orientation 
(i.e., their attachment to the spindle poles via micro-
tubules). A single-cell FISH analysis of 138 mosaic 
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cleavage-stage embryos revealed that 78% of mosa-
ic chromosomal abnormalities in chromosomes 5–8 
had to do with mitotic nondisjunction (monosomic 
and trisomic abnormal cell lines in the embryo), and 
that only 20% of abnormalities were associated with 
anaphase lag (only monosomic abnormal cell lines in 
the embryo) [52]. Opposite results were obtained in 
a recent study using 24-chromosomal FISH: a total 
of 35.21% of the chromosomes were characterized by 
monosomy, and only 5.64% were characterized by tri-
somy (tested chromosomes, n = 5,547; tested cells, 
n = 250; tested blastocysts, n = 17); i.e., the predomi-
nant mechanism of mosaicism could be presumed to 
be associated with anaphase lag and chromosome loss. 
Analysis of mosaicism using chromosome copy num-
bers revealed that trisomy occurs more often than 
monosomy only in sex chromosomes [53].

Less common is mosaicism in preimplanta-
tion embryos associated with other mitotic errors. 
Endoreplication (the cause of mosaicism in 1.4% of 
cases [52]), which implies repeated replication of 
chromosomes without cell division, leads to the for-
mation of tetraploid cells. Then, the chromosomes of 
tetraploid cells can be redistributed in subsequent 
divisions in various ways, but the number of chro-
mosome copies in most daughter cells exceeds the 
norm. Chromosome breakage and premature cell 
division before DNA replication lead to the oppo-
site situation when the chromosome copy number 
is decreased. In addition, abnormal tripolar spindles 
formed due to disturbances in the centrosomal regu-
lator PLK4 lead to massive chromosome loss in na-
scent cell lines [54].

Therefore, the occurrence of chromosomal mosa-
icism in early embryos may theoretically be associ-
ated with many different mechanisms. However, there 
is still no reliable data that allows us to draw clear 
conclusions about the predominance of one mecha-
nism over the other. For example, studies comparing 
the rates of anaphase lag and mitotic nondisjunction 
have a number of limitations. The rate of cell divi-
sion in different cell lines may vary. Upon an initially 
equal number of monosomic and trisomic cells, one of 
the cell lines under study may be more noticeable due 
to a high rate of cell division [55], or one of the cell 
lines may be more actively eliminated during embryo 
development.

HYPOTHESIS OF SELF-CORRECTION OF ABNORMAL 
EMBRYOS AT EARLY DEVELOPMENTAL STAGES
In clinical practice, there have been reported cases 
of mosaic embryo transfer to patients who had not 
produced euploid embryos in IVF cycles. Although, 
the risk of negative clinical outcomes upon mosa-

ic embryo transfer is higher than that upon euploid 
embryo transfer [56], in some cases, mosaic embryo 
transfer results in births of children with normal 
karyotypes. The first evidence-based study on this 
issue was published in 2015. Mosaic embryos were 
transferred to 18 female patients; there were 8 clin-
ical pregnancies which led to the birth of 6 healthy 
children. All pregnancies that got to term were con-
firmed, by means of sampling of the chorionic villi, to 
have a normal karyotype [57]. These results, as well as 
the Preimplantation Genetic Diagnosis International 
Society (PGDIS) recommendations stating the pos-
sibility of mosaic embryo transfer in the absence of 
euploid ones [58], enabled large sample size studies. 
One of the latest large studies provides data on the 
outcomes of 137 mosaic embryo transfers. For 8 of the 
37 registered live births, prenatal genetic testing was 
performed and normal chromosomal complement was 
detected [18]. Another publication reported 29 trans-
fers of low-level mosaic blastocysts, which resulted in 
clinical pregnancy; prenatal testing revealed a 100% 
euploidy rate [6]. Positive clinical outcomes were also 
obtained in 36 pregnancies after the transfer of em-
bryos with various levels and types of mosaicism: am-
niocentesis revealed a normal karyotype in each of 
these cases, and the pregnancies led to the birth of 
healthy children [59]. In addition, there were cases of 
mosaicism detected at prenatal testing which result-
ed in healthy live births with normal karyotypes [60]. 
Another interesting clinical case is the birth of a child 
after transfer of an embryo with 35% mosaicism of 
monosomy 2. A peripheral blood chromosome analy-
sis of this newborn revealed only 2% mosaic monos-
omy 2 [61].

Definitely, positive clinical outcomes of mosaic em-
bryo transfer may be partly explained by a low lev-
el of true biological mosaicism; i.e., by a false-posi-
tive diagnosis of mosaicism at preimplantation stages. 
However, an alternative explanation may be the elimi-
nation of the genetic aberrations detected at the blas-
tocyst stage at later stages of development [12, 13, 62]. 
Probably, self-correction processes are activated in 
order to prevent the consequences of associated gene 
imbalance [13].

There are three hypothetical models of self-correc-
tion: predominant distribution, clonal depletion, and 
correction through a second mitotic error (Fig. 2) [63]. 
The predominant distribution model suggests an un-
even allocation of aneuploid cells to the ICM and TE 
as the early embryo divides into these two cell lineag-
es. If most abnormal cells are allocated into the TE, 
the effect of mosaicism on fetal development is not 
that significant. The clonal depletion model presumes 
a higher division rate of euploid cells compared with 
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that of aneuploid cells, as well as apoptotic death and 
elimination of abnormal cells. According to the third 
self-correction model, a second mitotic error can cor-
rect the chromosome set in abnormal cells to a normal 
configuration.

Data that the rate of fetal mosaicism (~0.2% accord-
ing to amniocentesis results) is an order of magnitude 
less than that of placental mosaicism (~2% according 
to chorionic villi karyotyping results) [20, 64] may in-
dicate a predominant distribution of abnormal cells in 

the TE. On the other hand, the initial ratio of euploid 
and abnormal cells in the TE and ICM may be similar, 
but in the ICM, the mechanisms for eliminating an-
euploid cells work more efficiently. Even during nor-
mal development, a surge in programmed cell death 
is observed in the ICM of euploid embryos, which is 
associated with choosing the future by ICM cells and 
their division into the hypoblast and the epiblast [65]. 
Numerous studies comparing TE and ICM samples 
from human mosaic blastocysts have revealed no evi-

Fig. 2. Models of self-correction of the chromosomal status in mosaic embryos. Euploid cells are indicated in green, 
aneuploid cells are indicated in pink. Spindles (1.1) reflect an increase in the proliferative activity of euploid cell lines in 
mosaic embryos. Black crosses indicate apoptotic processes in aneuploid cells (1.2). А trisomal aneuploid embryonic 
cell (2.1) can undergo corrective mitotic division. One of the chromosomes remains at the mitotic spindle equator due 
to merotelic attachment of microtubules to kinetochores (2.2) and is not further included in the nuclei of daughter cells 
(2.3). (3.1, 3.2) Displacement of aneuploid cells to the embryo periphery, to the area of the nascent trophectoderm
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dence of predominant distribution of aneuploid cells 
in blastocyst TEs [66–69]. Time-lapse recording of 
embryo development in a mouse model of artificially 
induced chromosomal mosaicism did also not detect 
a predominant distribution of abnormal cells in the 
TE [12].

However, this study [12] revealed severe prolifera-
tive defects in the abnormal cell line in the TE and 
frequent apoptotic death of aneuploid ICM cells. The 
mechanisms of cell elimination in mammalian em-
bryos are activated at the late stages of preimplan-
tation development. Apoptotic cell death is first ob-
served at the blastocyst stage, with these processes 
being more marked in ICM cells than in TE cells [70]. 
Probably, this fact may explain the higher activity 
of self-correction mechanisms through clonal deple-
tion in fetal tissues. Experiments with chimeric em-
bryos showed that some mosaic embryos have full 
developmental potential, provided that they contain 
a sufficient percentage of euploid cells [12]. A similar 
study clarified that the elimination of aneuploid cells 
is based on p53-dependent processes involving both 
autophagy and apoptosis before, during, and after im-
plantation; on the other hand, euploid cells undertake 
compensatory proliferation during the implantation 
period [71]. In human embryos, proliferation and cell 
death levels are also increased in mosaic blastocysts 
compared with those in euploid blastocysts [67, 69]. A 
study conducted on rhesus monkey embryos demon-
strated that self-correction of mosaicism may involve 
cellular fragmentation of abnormal blastomeres [51]. 
Studies in the laboratory of I.N. Lebedev (Research 
Institute of Medical Genetics, Tomsk) have revealed 
that dead cells are present in the cavity of mosaic 
blastocysts, and that karyotype abnormalities in them 
are much more common than in ICM and TE cells of 
the same blastocysts [72, 73]. Similar results were re-
ported in a recent study that compared the chromo-
somal status of TE biopsies and samples consisting of 
cells left in the zona pellucida after blastocyst hatch-
ing (cellular debris). An abnormal karyotype was de-
tected in 85.7% of cellular debris samples (n = 18); in 
this case, aneuploid and euploid statuses in the corre-
sponding TE biopsies were detected in an equal ratio 
(9 : 9) [74]. Thus, the results of many studies argue for 
self-correction through clonal depletion of abnormal 
cells, and the mechanisms of action of this model may 
be different.

The model of self-correction through a second mi-
totic error is poorly supported by recent studies, at 
least in the case of whole-chromosome mosaic aneu-
ploidies. Trisomic cell populations are theoretically 
able to self-correct by losing an additional chromo-
some [62], but in this case, the percentage of unipa-

rental disomies should be quite high, whereas at the 
blastocyst stage, uniparental disomies are extreme-
ly rare (0.06%) [75]. However, the rate of uniparental 
disomies increases at the later development stages. 
A frequency of uniparental disomies of 2.1% was re-
ported in fetuses with a normal karyotype, for which 
preliminary karyotyping of chorionic villi showed the 
presence of mosaicism [64]. Thus, the possibility of 
self-correction of mosaic embryos through a second 
mitotic error cannot be completely excluded. In the 
case of segmental abnormalities, this pathway seems 
more likely. Acentric chromosome fragments are un-
able to attach to the mitotic spindle; therefore, they 
can be lost [76].

Interestingly, fetal mosaicism usually involves sex 
chromosomal abnormalities or trisomy of chromosomes 
21, 18, and 16 [20, 54], whereas individuals with com-
plete aneuploidy of these chromosomes are viable. This 
observation suggests that self-correction mechanisms 
are more effective in the case of mosaicism of chro-
mosomes whose aneuploid set more often leads to le-
thal outcomes. Another interesting fact is that transfer 
of mosaic embryos derived from the oocytes of young 
female patients provides better clinical outcomes com-
pared with transfer of mosaic embryos from patients 
of late reproductive age (≥ 34 years of age); i.e., self-
correction mechanisms may be more effective in the 
embryonic cells of young female patients.

CONCLUSION
The topicality of studying chromosomal aberrations 
in early embryos and their impact on normal devel-
opment has sharply increased as ART clinics have 
spread. The mechanisms of induction of complete 
embryonic aneuploidy are quite well studied, and 
aneuploidy has long been recognized as a factor that 
negatively affects the normal development of the 
embryo. The mechanisms of induction of chromo-
somal mosaicism have been less studied than those 
of complete aneuploidy. In addition, mitotic errors, 
unlike meiotic errors, can occur at different stag-
es of embryo development. Decisions about the fate 
of mosaic embryos identified at IVF clinics are still 
made “doubtfully” due to the lack of sufficient fun-
damental knowledge. From a biological point of view, 
the developmental potential of mosaic embryos may 
depend both on the proportion and location of ab-
normal cells and on the numbers of chromosomes 
involved in mosaicism [6, 20, 76–78]. However, data 
from different research groups vary, probably, due 
to the effect of laboratory and technical factors on 
the actual biological events associated with chromo-
somal mosaicism. Most diagnoses of mosaic embry-
os may be false-positives [68, 79], which means that 
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most of the accumulated data on clinical outcomes 
after mosaic embryo transfer are no longer relevant. 
To date, regarding available scarce data, one may 
unequivocally say that, in some cases, mosaic embryo 
transfer results in the birth of a healthy child. Some 
data, discussed in this review, on self-correction of 
mosaic embryos inspire confidence and give hope to 
patients who have failed euploid embryos [12, 71]. On 
the other hand, potential risks should be taken into 
account. All patients who planned to undergo mosa-
ic embryo transfer should receive thorough genetic 
counseling.

In this review, we have focused on the biological 
mechanisms of induction of chromosomal defects 

and combined data on the possible mechanisms of 
self-correction of abnormalities in embryo develop-
ment. However, it should be borne in mind that the 
array of studies reviewed has a number of limita-
tions, in particular embryo cultivation in vitro and 
differences in the techniques used for the diagnosis 
of the chromosomal status. Therefore, the data here 
address one aspect of the issue and are insufficient 
to understand the full picture. This mainly concerns 
such a controversial phenomenon as chromosomal 
mosaicism. Primarily, further research should focus 
more on a clear differentiation between “true” and 
“apparent in the PGT results” chromosomal mosa-
icism. 
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ABSTRACT Autophagy is the process of lysosomal elimination of the cell organelles, cytoplasmic sites, and 
pathogenic microorganisms that enter the cell. This process is associated with both cell death regulation and 
an increase in cell survival chances. Autophagy is involved in the development of various diseases (Crohn 
disease, cancer, atherosclerosis, etc.). For these reasons, it is of significant interest to establish the molecular 
targets involved in autophagy regulation and the factors that mediate its participation in pathogenesis. The 
review describes the potential molecular mechanisms involved in the regulation of autophagy, its contribu-
tion to the vital cell activity in a healthy organism, and pathologies.
KEYWORDS autophagy, apoptosis, cell death, lysosomes.
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INTRODUCTION
Autophagy is the mechanism of removal of non-re-
quired and damaged organelles and cell cytosol re-
gions. It is considered a compensatory response that 
is a result of the lack of nutrients in a cell, as well as 
a response to stress. In some cases, activation of auto-
phagy leads to cell death. Thus, autophagy, on the one 
hand, protects cells from unfavorable external and 
internal factors, and, on the other hand, leads to cell 
death if it is impossible to save the cell and in case of 
viral or bacterial infection.

1. Mechanisms of autophagy regulation
During autophagy, an autophagosome is formed 
around the target to be degraded and the target then 
undergoes lysis. The following autophagy stages are 
usually distinguished: initiation, elongation, autopha-
gosome formation, and formation of an autophagolys-
osome, followed by its degradation (Fig. 1).

Stage I. The initiation of autophagy begins with 
the extension of a section of the rough endoplas-
mic reticulum (ER) membrane, followed by its de-
tachment. During initiation, the ULK complex is 
recruited to the outer ER membrane, leading to a 

change in the membrane structure. The ULK com-
plex, which consists of the ULK1, Atg13, FIP200, and 
Atg101 proteins, is formed through dephosphoryla-
tion of the Atg13 and ULK1 proteins and simulta-
neous drop in the kinase activity of the mTORc1 
complex. Dephosphorylation of Atg13 and ULK1 
triggers the assembly of an active ULK complex [1]. 
Dephosphorylated Atg13, a ULK complex member, 
binds to Atg14, a member of the PI3KC3 complex 
(Vps34), while ULK1 phosphorylates the proteins 
Beclin1 (Atg6) and Vps34 and, thus, activates them 
(Fig. 1).

Beclin1 is the key protein for the PI3KC3 complex 
formation, while Vps34 is involved in the production 
of phosphoinositol triphosphate from the phosphoino-
sitol diphosphate (PI2P) on the ER membrane surface. 
PI3P is required for the recruitment of the other pro-
teins involved in phagophore formation and its subse-
quent transition to an autophagosome.

Stage II. The PI3KC3 complex (phosphatidylinosi-
tol-3-kinase class 3), together with the ULK complex, 
promotes the extension of the ER membrane frag-
ment and its subsequent detachment with the forma-
tion of a phagophore [1].
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Fig. 1. Schematic representation of autophagy. Autophagy is initiated by the inhibition of the mTORc1 complex, which 
prevents the ULK complex assembly (mTORc1 phosphorylates Atg13, which inhibits the assembly of the active ULK 
complex). Stage I – autophagy initiation. Stage II – endoplasmic reticulum membrane extension. Stage III – elongation. 
Stage IV – recruitment of the degradation target to the autophagosome. Stages V–VI – autophagolysosome formation 
and target lysis
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Stage III. Phagophore elongation includes modi-
fications of its structure (enrichment of the phago-
phore membrane with PI3P, recruitment of LC3II), 
which are required for the binding of the target to be 
degraded to the autophagosome membrane. At this 
stage, the major conjugate complex Atg12/Atg5/Atg16 
plays a key role. Conjugate formation begins with 
the processing of the ubiquitin-like protein Atg12, 
which is carried out by the ubiquitin-E1-like activat-
ing enzyme Atg7 [2] and the ubiquitin-E2-like en-
zyme Atg10 [3]. Atg5 and Atg16 then join the activat-
ed Atg12 (Fig. 1). The conjugate is also necessary to 
recruit the other proteins involved in elongation and 
ensure phagophore membrane extension [1–3].

Stage IV. At this stage, the target to be degraded 
is bound and positioned inside the autophagosome 
with the use of LC3II. LC3II is produced as a result 
of proteolytic cleavage of LC3 by the cysteine prote-
ase Atg4 with formation of the intermediate product 
LC3I. With the involvement of Atg7 and Atg3, LC3I 
interacts with phosphatidylethanolamine (PE) to form 
LC3II and anchor it on the phagophore membrane 
[2, 4, 5]. The Atg8 and GABARAP proteins possess 
functions that are similar to those of LC3II [5].

Simultaneously with LC3II processing, additional 
enrichment of the PI3P phagophore is carried out by 
the Atg9/Atg2/Atg18 conjugate, which transfers PI3P 
from the ER to the phagophore (Fig. 1, stage III) [6]. 
Atg13 initiates formation of the Atg9/Atg2/Atg18 con-
jugate.

For further autophagosome formation, the proteins 
that have already completed their function must de-
tach from the phagophore. LC3II is one of the few 
proteins that remains on the phagophore membrane. 
Adaptor proteins are required to bind the target to 
be degraded to LC3II. Protein p62 (SQSTM1) is one 
of the adaptor proteins. It is involved in the regula-
tion of various signaling pathways, since it can bind 
to polyubiquitinated proteins, which are components 
of a number of signaling pathways, and induce their 
degradation in the autophagosome [7].

Stage V. Autophagolysosomes are formed as a 
result of autophagosome and lysosome fusion with 
the participation of a complex of proteins. HOPS is 
the main complex. It is composed of the proteins 
VPS16, VPS41, VPS18, VPS11, VPS39, RILP, and 
Rab7. This complex is responsible for the fusion 
of autophagosome and the lysosome membranes 
[8]. The SNARE/SNAP25 complex, which consists 
of the proteins Syntaxin, SNAP25 (SNAP27), and 
Synaptobrevin, is also required for membrane fu-
sion.

Stage VI. At this stage, the target is degraded by 
the lysosomal enzymes inside the autophagolysosome. 

The same enzymes that performed substrate degrada-
tion eventually degrade the autophagolysosome.

1.1. Role of mTORc1
The mTORc1 complex, which consists of the proteins 
mTOR, PRAS40, Deptor, Raptor, and mLST8, is the 
main regulator of autophagy (Fig. 1). Multiple signal-
ing pathways, with PI3K/AKT/mTOR being the main 
one, regulate mTORc1 activity. Positive regulation of 
mTORc1 involves an active protein Rheb, which is re-
pressed by the TSC1/2 complex. AKT acts as a neg-
ative regulator of TSC1/2 and thus functions as one 
of the main kinases responsible for autophagy regu-
lation [9].

1.2. Role of calcium
Calcium can act as both an inducer and a repressor in 
autophagy regulation.

The inhibitory effect of Ca2+ ions is implemented 
through their ability to activate calpain, a calcium-de-
pendent cysteine protease that degrades autophagy-
initiating proteins (Atg5, Beclin1, and PTEN).

Activation of the PHLPP1β phosphatase due to an 
increased calpain level leads to the suppression of the 
ERK1/2 and AKT activities, which disrupts lysosome 
function. The intracellular protein calpastatin is a nat-
ural calpain inhibitor.

The action of Ca2+ ions on autophagy is imple-
mented through CaMKKβ kinase-mediated activation 
of AMPK. AMPK inhibits the mTORc1 complex and 
activates the TSC1/2 and ULK1 proteins. Calmodulin-
dependent protein calcineurin is another calcium tar-
get. This protein dephosphorylates the transcription 
factor TFEB, which results in its activation (Fig. 2). 
Activated TFEB regulates the expression of genes 
encoding such autophagy proteins as LC3, Beclin1, 
and p62. Calmodulin activates Vps34 and calmodulin-
dependent kinase DAPK, which is a direct inducer of 
Beclin1 [10].

The calcium ion level in the cytoplasm is regulated 
by the activity of calcium channels, including IP3R. 
IP3R is an ER calcium channel; its function directly 
depends on the level of IP3, which opens the channel. 
Channel opening leads to calcium release from the ER 
into the cytosol. IP3R has an anti-autophagic effect, 
since it can inhibit the dissociation of the Beclin1/
Bcl-2 complex, thereby reducing the level of active 
unbound Beclin1 in the cell. The PLC and IMPase 
proteins are involved in the regulation of the intracel-
lular concentration of IP3; they convert phosphoino-
sitol diphosphate (PI2P) to inositol triphosphate (IP3) 
and inositol monophosphate (IP1) to inositol, respec-
tively. Inositol can be converted to its original state, 
PI2P [10].
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The tumor suppressor p53 plays an important role 
in autophagy regulation. Depending on the molecular 
target it interacts with, p53 can act either as an au-
tophagy activator or an inhibitor. The direct interac-
tion of p53 with anti-apoptotic Bcl-2 family proteins 
(Bcl-2, Bcl-Xl, Mcl-1) inhibits their activity and induc-

es apoptosis. In particular, the interaction of p53 with 
Bcl-2 causes dissociation of the Bcl-2/Beclin1 complex, 
with subsequent Beclin1 release and autophagy ini-
tiation [11]. An example of p53-mediated autophagy 
induction is the activation of TSC1/2 and Beclin1 by 
direct interaction between p53 and DAPK, a Beclin1 
activator. The p53 protein can also interfere with au-
tophagy initiation by disrupting ULK complex assem-
bly through binding to the FIP200 protein. The p53 
protein can also inhibit AMPK, one of the important 
autophagy activators (Fig. 2) [12].

Autophagy, despite its adaptive function, can be the 
cause of autophagy-dependent cell death (lethal au-
tophagy), which is characterized by the appearance of 
a significant number of vacuoles in cells [13].

One of the possible mechanisms of lethal autoph-
agy is the activation of ceramide synthase 1 (CerS1), 
which forms ceramide on the outer mitochondrial 
membrane. This causes mitochondrial degradation, 
since ceramide interacts with the LC3II receptor an-
chored on the autophagosomal membrane. Excessive 
accumulation of ceramide on the mitochondrial mem-
brane was found to significantly increase the risk of 
lethal autophagy induction [13].

Target degradation can also occur without the 
formation of an autophagosome and other specific 
vesicles; this pathway is called chaperone-associat-
ed autophagy [14]. It begins with the formation of a 
transmembrane channel by the oligomeric lysosomal 
protein LAMP2A (CD107). This channel materiliazes 
upon the occurrence of a so-called misfolded protein, 
which has an abnormal conformation and contains 
a unique KFERQ motif, in the cytosol. To form the 
channel, the KFERQ motif of the misfolded protein 
must recruit a complex of proteins including HSC70, 
which acts as a chaperone [10, 14]. The misfolded pro-
tein then passes through the LAMP2A channel into 
the lysosome, where it is degraded.

2 . ROLE OF AUTOPHAGY IN DISEASE DEVELOPMENT
Autophagy is involved in the development of a num-
ber of human diseases (atherosclerosis, diabetes mel-
litus, ischemia of different localization, hepatocirrhosis, 
chronic obstructive pulmonary disease, etc.), including 
both disease onset and response to it.

2.1. Autophagy and neurodegenerative diseases
Neurodegenerative diseases form an extensive group 
of pathologies caused by neuronal cell death. The 
mechanisms underlying the development of these dis-
eases are not fully clear. However, it is known that 
they are usually associated with the production and 
accumulation of agglomerates of misfolded proteins 
with an abnormal structure both in the intercellular 
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space and in cells. Both central and peripheral nerv-
ous system cells can be involved in neurodegenera-
tion, which causes gradual impairment of motor, psy-
chological, and cognitive functions.

There are many mechanisms that aim to eliminate 
misfolded proteins in the cell, including autopha-
gy. Autophagy can be either triggered by ER stress 
induction, in particular, the PERK/eIF2A/ATF4-
signaling pathway, as a response to the production 
of misfolded proteins (Fig. 3) or mediated by chaper-
ones [15]. Autophagy can also participate in the elim-
ination of misfolded proteins characteristic of a spe-
cific neurodegenerative disease [1]. Impaired removal 
of misfolded proteins leads to their accumulation 
and further aggregation in bodies and plaques. Lewy 
bodies (α-synuclein) are formed in cells in Parkinson 
disease, while senile (β-amyloid) and neurofibrillary 
(tau protein) plaques are produced in Alzheimer dis-
ease.

Autophagy impairment in neurodegenerative dis-
eases is accompanied by the accumulation of lyso-
somes and immature autophagosomes in neurons. 
This phenomenon is associated with impaired inacti-
vation of the TFEB transcription factor, which regu-
lates the expression of many genes encoding autoph-
agy proteins (LC3, Beclin1, p62, etc.) and the proteins 
involved in lysosome biogenesis.

In normal conditions, the mTORc1 complex plays a 
significant role in the regulation of TFEB activity; it 
inhibits TFEB translocation to the nucleus by phos-
phorylating it, which results in the formation of the 
14-3-3σ/TFEB(P) complex in the cytoplasm. In neu-
rodegenerative diseases, the activity of the mTORc1 
complex drops, which results in TFEB release from 
the 14-3-3σ/TFEB(P) complex and its translocation to 
the nucleus (Fig. 3). Misfolded proteins were found to 
prevent TFEB inactivation, thus significantly increas-
ing the expression of the genes they regulate. In neu-
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Autophagy

Autophagy
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Fig. 2. Schematic presentation of the effect of 
Ca2+ ions on autophagy regulation
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rodegenerative diseases, this can be considered a cell 
compensatory response to a decrease in autophagy 
efficiency [16].

TFEB is also involved in the regulation of PINK1, 
a serine/threonine kinase responsible for the local-
ization of ubiquitin ligase Parkin on the mitochon-
drial outer membrane (MOM) due to a decrease in 
the membrane potential of damaged mitochondria. 
Parkin polyubiquitinates MOM proteins, leading to 
the formation of the OMM/polyUb/p62-LC3II protein 
complex. This complex is required to recruit autopha-
gosomes to mitochondra for the degradation of the 
latter in the autophagolysosome. Mitochondrial deg-
radation in the autophagolysosome is called mitoph-
agy. In normal conditions, PINK1 is transported to 
the mitochondrial matrix by TOM/TIM translocas-
es, where it is degraded by the proteases PARL and 
MRR (Fig. 3) [16].

2.1.1. Huntington disease. Huntington disease is an 
autosomal-dominant disease. Its early stage is char-
acterized by neurodegeneration of basal brain struc-
tures (striatum), while disease progression leads to 
complete atrophy of the cerebral cortex. The first 
symptoms appear at the age of 35–45 years. At early 
disease stages, motor functions are impaired, and cog-
nitive and mental abnormalities can also be observed. 
Mental disorders such as aggression, depression, pan-
ic attacks, etc. develop during disease progression. 
Memory impairment and motor disorders become 
pronounced; bradykinesia, ataxia, and decreased re-
flexes are observed. Death occurs 15–20 years after 
the diagnosis. To date, there are no drugs to treat 
Huntington disease.

The pathogenesis of Huntington disease is associ-
ated with the expansion of CAG trinucleotide repeats 
in the HTT gene, which codes for the huntingtin (Htt) 
protein. In normal conditions, the number of such re-
peats does not exceed three. The expansion of repeats 
has a cumulative nature; i.e., the more there are re-
peats in HTT, the higher the risk of disease develop-
ment is; however, ≥40 CAG repeats are considered a 
critical threshold [17, 18]. In normal conditions, Htt 
participates in the axonal transport and acts as an 
adaptor protein to kinesin. The mutant Htt protein 
(mHtt) lacks the ability to recruit kinesin to the vesi-
cle, resulting in impaired vesicular transport through 
the axon [19]. The mutant protein mHtt can interact 
with transcription factors such as CREB, CBP, TFIID, 
p53, and SP1 [19], disrupting their DNA-binding ac-
tivity. This leads to reduced production of vital pro-
teins. Unlike wild-type Htt, mHtt can induce autoph-
agy gene expression through the ER stress activation 
(the PERK/eIF2A/ATF4 signaling pathway) (Fig. 3) 

[15]. In addition, mHtt can enhance TFEB dephos-
phorylation, leading to an increased transport of the 
latter into the nucleus and expression of genes encod-
ing autophagy proteins (Fig. 3).

It was found that mHtt can directly bind to Beclin1 
thus impairing the PI3KC3 complex assembly and au-
tophagy initiation [18]. Thus, mHtt can affect autoph-
agy activity through different pathways. Disruption of 
mHtt degradation due to impaired autophagy leads to 
its accumulation in the cell cytoplasm with the forma-
tion of protein aggregates, which ultimately results in 
a more aggressive disease course [15, 19].

Accumulation of mHtt in the cytoplasm can result 
in its association with p62 and disruption of LC3II 
function on the autophagasome membrane. This af-
fects autophagosome formation around the target to 
be degraded, resulting in the formation of empty au-
tophagosomes, with a possibility to induce cell necrop-
tosis [19, 20].

2.1.2. Alzheimer disease and the role of autophagy in 
its development. Alzheimer disease (AD) is the most 
common type of senile dementia. Its early stages are 
characterized by impaired short-term memory and 
cognitive decline. As the disease progresses, a loss of 
communication functions, self-care ability, and speech 
impairment, up to complete aphasia, are observed.

The mechanisms of AD pathogenesis are not fully 
understood. There are several hypotheses describing 
the mechanisms underlying AD, including the tau hy-
pothesis and the hypothesis of the accumulation of se-
nile plaques. The role of mitochondria in AD has also 
been actively investigated.

The role of β-amyloid in AD pathogenesis has not 
been established yet; recent studies have questioned 
the theory of the leading role of senile plaques in neu-
rodegeneration [21]. Beta-amyloid (βA) is a polypep-
tide consisting of 42 amino acid residues; stacks of 
these polypeptides form senile plaques. Beta-amyloid 
is formed by amyloidogenic proteolytic cleavage of the 
β-amyloid precursor protein (APP), whose gene is lo-
cated on chromosome 21. APP participates in cell ad-
hesion and contributes to cell survival. APP cleavage 
resulting in βA formation is mediated by β-secretase 
(BACE1) and γ-secretase. The C-terminus of APP is 
cleaved by γ-secretase, while its N-terminus is cleaved 
by β-secretase. Proteolytic cleavage of APP yields 
βA monomers, which form extracellular protein con-
glomerates: so-called senile plaques [22]. These struc-
tures spatially interfere with the formation of syn-
aptic connections and initiate local inflammation due 
to the release of numerous pro-inflammatory factors 
by microglia cells. This inflammation is caused by the 
interaction of the transmembrane receptor TREM2 
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Fig. 3. Effect of ER stress-induced misfolded proteins on the regulation of TFEB activity and the mTORc1 complex in 
neurodegenerative diseases (α-synuclein, β-amyloid, and mHTT in Parkinson, Alzheimer, and Huntington diseases, 
respectively). The PERK/Bip heterodimeric complex is located on the ER membrane. The complex of chaperone Bip and 
PERK prevents ER stress activation. The Bip protein recognizes misfolded proteins and delivers them to proteasomes 
for degradation. Bip binds to misfolded proteins, leading to PERK release followed by its dimerization and activation. 
The PERK dimer phosphorylates the translation initiation factor eIF2, resulting in inactivation of the latter and inhibition of 
the translation of many proteins, except for the ATF4 transcription factor, which migrates to the nucleus and activates 
autophagy gene expression
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with amyloid plaques, resulting in the activation of the 
NF-κB and Syk-kinase proteins, which are involved in 
the activation of cytokines and other inflammatory fac-
tors (IL-2 and NO synthases), and neuronal death [23].

Tau protein, which is a member of the microtu-
bule-associated protein (MAP) family, is also involved 
in AD pathogenesis. MAP proteins provide microtu-
bule rigidity and stiffness. This is achieved through 
the ability of tau to bind to tubulin and form “stiff-
ening ribs” along microtubules. The efficiency of this 
binding depends on the tau phosphorylation level. The 
higher the phosphorylation level of the tau protein 
is, the lower its affinity for tubulin. In normal con-
ditions, two to three amino acid residues are phos-
phorylated in the tau protein. Some tau protein muta-
tions increase its phosphorylation level. For example, 
four missense mutations (G272V, P301L, V337M, and 
R406W) cause tau overphosphorylation and its de-
tachment from microtubules. Tau detachment results 
in its accumulation in the cytoplasm, followed by its 
export into the intercellular space and aggregation in 
neurofibrillary tangles [24]. The condition character-
ized by such aggregation is called tauopathy [25].

There has been a growing body of evidence of the 
involvement of mitochondria in AD. APP accumulates 
in mitochondria as a result of its transfer from the 
cytoplasm to the mitochondrial intermembrane space 
by translocase TOMM40, where APP inhibits the cy-
tochrome oxidase complex (complex IV of the elec-
tron transport chain), which reduces ATP production 
[26]. Beta-amyloid also binds to cyclophilin D, which 
is involved in the regulation of calcium levels in mi-
tochondria and mitochondrial gene expression. As a 
consequence, disruption of cyclophilin D function de-
creases mitochondrial gene transcription and impairs 
the mitochondrial functioning [27].

Beta-amyloid is known to affect mitochondri-
al fission. During mitochondrial fission, Drp1 pro-
teins form a ring-like structure around the organelle. 
Accumulation of βA triggers the production of induc-
ible NO synthase (iNOS) in the cell, which is involved 
in the S-nitrosylation of Drp1 (Drp1/SNO) (Fig. 3). 
This modification disrupts the regulation of Drp1 
oligomerization on the mitochondrial wall, resulting in 
abnormal fragmentation and increased mitochondrial 
number [28, 29]. Drp1 is recruited to the mitochon-
drial membrane through association with the adap-
tor transmembrane proteins Fis1, Mff, and Mid49/51 
(Fig. 3) [29].

Autophagy is involved in APP degradation in vesi-
cles. Autophagy impairment in AD is associated with 
the accumulation of a large number of immature au-
tophagosomes in neurons due to a dysfunction of 
the ESCRT-III complex (cytosolic protein complex) 

involved in the formation of multivesicular bodies 
(MVBs). This complex is responsible for the trans-
port of ubiquitinated membrane proteins to MVB. 
Inhibition of MVB formation makes their fusion with 
the autophagosome impossible. It also abrogates the 
formation of the late endosome and further destruc-
tion of APP in lysosomes [30, 31]. The direct effect 
of autophagy on AD pathogenesis is associated with 
Atg7, which is involved in βA transport to MVB. Atg7 
participates in the accumulation of amyloid agglomer-
ates in exosome vesicles and transportation of these 
agglomerates to the intercellular space. It was experi-
mentally shown that suppression of the Atg7 activity 
by small interfering RNAs decreases βA production 
in neurons. Atg7 deficiency was shown to lead to a 
significant accumulation of hyperphosphorylated tau. 
Thus, Atg7 is actively involved in tau protein degra-
dation and, therefore, can be directly involved in its 
turnover [31]. The evidence suggests that the proteins 
associated with autophagy regulation can be involved 
in AD development.

Another AD trait is the accumulation of reactive 
oxygen species (ROS) in neurons. ROS production is 
mediated by NADPH-oxidase 4 (NOX4), which is ac-
tivated by the interaction of the transmembrane pro-
tein RAGE with βA molecules. It is important to note 
that ROS can both activate and inhibit autophagy.

An example of a positive effect of ROS on autoph-
agy is the activation of the ROS-KEAP1-NRF2-p62 
signaling pathway. ROS oxidize cysteine residues in 
KEAP1, which forms the heterodimeric KEAP1/NRF2 
complex. Oxidation of KEAP1 residues leads to the 
release of the NRF2 transcription factor, which en-
hances the expression of the p62-encoding gene 
(Fig. 3) [32].

The negative effect of ROS on autophagy is asso-
ciated with a decrease in HIF-1α activity. In the ac-
tive state, this transcription factor enhances the tran-
scription of the LC3, BNIP3/NIX, and REDD genes 
by interacting with their enhancers. Upon ROS accu-
mulation in cells, the proline residues in HIF-1α are 
oxidized, resulting in HIF-1α polyubiquitination and 
its further proteolysis [33].

2.2. Autophagy and autoimmune diseases
There are numerous causes behind autoimmune dis-
eases. Their development is associated, on the one 
hand, with the formation of a pool of mature B cells 
(plasmocytes) producing autoreactive antibodies, and, 
on the other, with a decrease in either the activity or 
number of regulatory T cells [34]. The occurrence of 
a pool of autoreactive lymphocytes can be associated 
with a disrupted selection of the entire pool of lym-
phocytes in the major immune organs. The subse-
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quent defense response to autoreactive lymphocytes 
involves their elimination through interaction with 
the epithelial cells of the medullary region of the thy-
mus stroma. These cells produce tissue-specific anti-
bodies that interact with autoreactive lymphocytes, 
which ultimately leads to their death. This process is 
called autoresistance. Impaired autoresistance in au-
toimmune diseases is believed to maintain the pool of 
autoreactive lymphocytes.

In addition to maintaining a pool of autoreactive 
lymphocytes that are abnormally aggressive towards 
normal cells, the pathological immune response can be 
associated with impaired degradation of damaged or 
dead cell fragments, components of pathogenic micro-
organisms, and other antigens, followed by their accu-
mulation due to impaired autophagy [35].

Autophagy also promotes the assembly of the MHC 
complexes involved in antigen presentation on the cell 
membrane. These complexes act as immune response 
activation signals. Autophagy disruption leads to im-
paired MHC II assembly, since no pathogen fragmen-
tation in the autophagolysosome or interaction of the 
resulting fragments with MHC II takes place [35].

There are also mechanisms in which autophagy 
acts as a negative regulator of autoimmune processes. 
In particular, autophagy affects immune cell survival 
and differentiation. This is evidenced by the fact that 
Atg5 dysfunction in B lymphocytes leads to impaired 
differentiation of pro-B cells into pre-B cells. B cells 
with mutant inactive Atg5 are less viable than cells 
with wild-type Atg5. Autophagy can also affect the 
BCR signaling pathway required for B cell activation. 
Apoptotic B cells with an activated BCR signaling 
pathway are characterized by an abnormal increase in 
autophagosome formation, which leads to cell death. 
This evidence indicates that autophagy can be in-
volved in the inhibition of autoreactive B cells [36, 37].

Autophagy is one of the processes mediating T cell 
viability. Inhibited formation of components of the 
autophagy initiator complex PI3KC3-C1 in T cells is 
known to result in impaired removal of damaged or-
ganelles, impaired differentiation, and all-out death 
[38]. In addition, T cell survival is reduced in Atg7, 
Atg5, and Atg3 deficiency.

2.2.1. Crohn disease and the role of autophagy in its 
pathogenesis. Similar to many autoimmune diseases, 
the pathogenesis of Crohn disease, which is mani-
fested by chronic inflammation of the large intestine, 
has not been fully elucidated. The intestinal mucosa 
in Crohn disease resembles a cobblestone sidewalk 
and has characteristic thickened areas. Symptoms are 
similar to dyspeptic disorders; they include abdominal 
pain, diarrhea, anorexia, nausea, vomiting, and weight 

loss. The inflammation area can spread to the entire 
gastrointestinal tract, up to the oral mucosa. The ab-
sorption of nutrients in the intestine is impaired in 
disease. The molecular mechanism of Crohn disease 
has not been revealed; therefore, there are no effec-
tive ways to treat it [39].

To date, there are several hypotheses on the 
mechanism of Crohn disease onset and progression. 
According to one of them, mutations in the gene en-
coding the NOD2 receptor play a key role.

NOD2 is a cytosolic receptor protein located on the 
inner side of the cytoplasmic membrane. It is involved 
in the antibacterial immune response. NOD2 con-
tains three distinct domains: NOD, LRR, and CARD. 
Muramyl dipeptide (MDP), a component of bacterial 
cell wall peptidoglycan, is a NOD2-activaing ligand. 
Receptor activation leads to simultaneous interaction 
of MDP with the LRR domains of two NOD2 mol-
ecules, resulting in their dimerization (Fig. 4). This 
causes NOD2 activation and recruitment of two RIP2 
molecules to the CARD domain. An E3 ubiquitin li-
gase complex containing cIAP1/2 and XIAP associates 
with RIP2, leading to complex activation and polyu-
biquitin formation on RIP2. A complex consisting of 
the TAB1/2 and TAK proteins is formed on polyubiq-
uitin, initiating the assembly of the IKKα/β/γ com-
plex, which participates in the phosphorylation of Iκβ, 
which, in turn, forms a complex with NF-κβ. This 
leads to NF-κβ release and activation, followed by its 
migration to the nucleus [40]. NOD2 also regulates 
the activity of α- and β-defensins, which form “holes” 
on the bacterial membrane, eventually leading to cell 
death.

Mutations in the LRR domain have been found to 
impair the immune response and increase the chances 
of survival of intracellular pathogenic bacteria. It ulti-
mately results in increased production of the cytokine 
IL-23, leading to enhanced chemotaxis of Th17 cells to 
the intestinal mucosa [41, 42].

Association of Atg16L with NOD2 yields the Agt12/
Atg5/Atg16L complex, which is necessary for the for-
mation of an autophagosome surrounding the bacte-
rium and further bacterial lysis. This subtype of au-
tophagy is called xenophagy. If the LRR domain of 
NOD2 carries a mutation, Atg16L is not recruited to 
the membrane. This leads to impaired autophagosome 
formation and promotes the survival of pathogenic 
bacteria inside the cell [41, 42].

Another protein involved in Crohn disease patho-
genesis is the IRGM (immunity-related GTPase fam-
ily M) protein, which possesses GTPase activity. This 
protein binds to the MOM by interacting with the 
cardiolipin on its surface. IFN-γ synthesis in the cell, 
as well as cell infection with Gram-negative bacte-
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ria, enhances IRGM activity. IRGM is involved in the 
regulation of antibacterial immune mechanisms in the 
cell. Active IRGM initiates autophagy through its in-
teraction with the following autophagosome assembly 
proteins: Atg5, Atg10, Bif-1, LC3, SH3GLB1, UVRAG, 
Beclin1, and Vps34 (Fig. 4) [43].

Inactivating IRGM mutations are known to increase 
the risk of Crohn disease. Introduction of a deletion 
in the IRGM promoter region and an increase in the 
amount of microRNA-196 targeting IRGM mRNA 
were shown to reduce autophagy activity [44].

Fig. 4. Crohn disease and autophagy. Schematic presentation of intracellular receptor NOD2 activation and signaling 
pathways affecting autophagosome assembly and interaction with mitochondria (details can be found in the article)
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2.3. Autophagy and cancer
Similar to other diseases, autophagy has a dual effect 
on cancer development. On the one hand, autophagy 
serves as one of the sources of nutrients for rapidly 
dividing cancer cells. On the other hand, it can inhib-
it cell division and even cause cancer cell death [45].

Hypoxia develops in the tumor due to a lack of ad-
equate blood supply resulting from aggressive, un-
controlled growth of cancer cells. The metabolism of 
cancer cells is altered; glycolysis and subsequent an-
aerobic catabolism are activated. HIF-1α plays a key 
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role in cell adaptation to tissue hypoxia; the HIF-1α 
transcription factor enhances angiogenesis in tumor, 
triggers glycolysis, and activates cellular adaptation 
processes. Disruption of oxygen-dependent proteoly-
sis of HIF-1α in cancer cells impedes its degradation, 
which results in its accumulation in the cytosol. This, 
in turn, leads to increased expression of the genes 
encoding autophagy proteins (Beclin1 and BNIP3) 
[33, 45].

Depletion of energy reserves in cancer cells leads 
to the activation of the AMP kinase AMPK, which is 
induced by ATP deficiency. AMPK is a sensor of the 
lack of cell energy resources. Activated AMPK phos-
phorylates Beclin1 and ULK1 at S93, S96, and T388 
and at S467, S555, T574, and S637, respectively, lead-
ing to their activation. AMPK is also involved in the 
phosphorylation of mTORc1 complex proteins, causing 
complex inactivation (Fig. 2). These processes are an 
adaptation to nutrient deficiency; they lead to an in-
crease in autophagy activity and nutrient acquisition 
by eliminating cancer cell components [46].

The adaptor protein p62 is involved in the autopha-
gosome-mediated degradation of the toxic substances 
formed during metabolism in cancer cells (Fig. 1). A 
decrease in the p62 level impedes cancer growth. A 
high p62 level is detected in pancreatic, lung, and liv-
er cancer cells [47].

In addition to the positive effects of autophagy 
on cancer cell survival, there are also examples of 
its negative effect. For instance, autophagy can in-
hibit cancer cell growth and cause cancer cell death 
through the interaction of Beclin1 with a mutant 
EGFR tyrosine kinase which is involved in carcino-
genesis. The Beclin1–mEGFR interaction inhibits 
the mitotic activity of the mutant receptor, result-
ing in suppressed cancer cell growth. In addition, 
introduction of an inactivating mutation in BECN1, 
which codes for Beclin1, and experimental reduction 
of its expression lead to enhanced cancer cell growth 
[48]. A monoallelic deletion in BECN1 is often found 
in breast, prostate, and ovarian cancers. This muta-
tion is found in 40–75% of all the above pathologies 
and is most common in breast cancer. Beclin1 protein 
deficiency has also been observed in kidney cancer, 
non-small cell lung cancer, and cholangiocarcinoma. 
Hyperexpression of the gene encoding Bcl-2, which 
can form a complex with Beclin1 (Beclin1/Bcl-2) in-
hibiting autophagy, has been observed in various lym-
phomas [49].

2.3.1. Follicular lymphoma. Lymphoma is a lymphatic 
system disease; its development is caused by uncon-
trolled growth of lymphocytes in the major immune 

organs and lymph nodes. One variant of follicular 
lymphoma is non-Hodgkin lymphoma [50]. This dis-
ease is characterized by slow progression. Symptoms 
are observed at late disease stages and include en-
largement of lymph nodes in the groin region, neck, 
and armpits, as well as back pain and intoxication. 
Displacement of immunocompetent cells and develop-
ment of immunodeficiency take place during disease 
progression.

The pathogenesis of follicular lymphoma is associ-
ated with the t(14;18)(q32;q21) chromosomal trans-
location, which is characterized by a rearrangement 
between the chromosome 18 region encoding the anti-
apoptotic protein Bcl-2 and the chromosome 14 region 
encoding the enhancer region of the immunoglobu-
lin heavy chain. This translocation results in a fusion 
gene expressing Bcl-2 at an abnormally high rate. As 
noted above, Bcl-2 accumulation leads to excessive 
recruitment of Bcl-2 to Beclin1, BNIP3, and other au-
tophagy-associated proteins. This results in autopha-
gy inhibition in cells carrying the mutation [49]. One 
of the main characteristics of the Bcl-2 protein is its 
anti-apoptotic activity. Accumulation of this protein 
leads to a decrease in the apoptosis of transformed 
immature B cells and an enlargement of their pool. 
Another mutation, which is often detected in lympho-
mas, is associated with the Bcl-6 gene: t(3;14)(q27;q32). 
In this mutation, a rearrangement of fragments be-
tween chromosomes 3 and 14 takes place, which re-
sults in a gene sequence encoding mutant Bcl-6 that 
fails to function properly; i.e., it performs normal dif-
ferentiation of B cells [51].

In addition, the p62 and LC3II levels are decreased 
in follicular lymphoma cells, resulting in autophagy 
inhibition and autophagy-associated cell death [52].

CONCLUSION
Autophagy plays an important role in cells. Autophagy 
impairment is associated with the development of 
various diseases, while autophagy activity can affect 
the course of various diseases in different ways. It 
should be noted that, despite the active study of the 
role of autophagy in various cell processes and diseas-
es, the contribution of the individual signaling path-
ways related to autophagy remains poorly understood 
and is of great interest.  
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ABSTRACT The Rurikids were the reigning house of Rus’, its principalities and, ultimately the Tsardom of 
Russia, for seven centuries: from the IX to the end of the XVI century. According to the Primary Chronicle 
(the Tale of Bygone Years), the main chronicle of Rus’, the Rurik dynasty was founded by the Varangian 
prince Rurik, invited to reign in Novgorod in 862, but still there is no direct genetic evidence of the ori-
gin of the early Rurikids. This research, for the first time, provides a genome-wide paleogenetic analysis 
of bone remains belonging to one of the Rurikids, Prince Dmitry Alexandrovich (?–1294), the son of the 
Grand Prince of Vladimir Alexander Yaroslavich Nevsky (1221–1263). It has been established that his Y 
chromosome belongs to the N1a haplogroup. Most of the modern Rurikids, according to their genealogies, 
belonging to the N1a haplogroup, have the most similar variants of Y chromosomes to each other, as well 
as to the Y chromosome of Prince Dmitry Alexandrovich. Genome-wide data of the medieval and modern 
Rurikids unequivocally indicates that they belong to the N1a haplogroup of the Y chromosome, starting 
at least from the XI century (since the time of Prince Yaroslav the Wise). All the other alleged Rurikids, 
both ancient and modern, being carriers of other haplogroups (R1a, I2a), possess high heterogeneity of 
the sequence of Y chromosomes, meaning that we cannot confirm their common ancestry. The most prob-
able ancestors of Prince Dmitry Alexandrovich in the male line were the men who left the burial ground 
Bolshoy Oleny Island on the coast of the Kola Peninsula about 3,600 years ago. The reconstruction of the 
genome of Prince Dmitry Alexandrovich indicates the contribution of three ancestral components to his 
origin: (1) the early medieval population of the east of Scandinavia from the island of Oland, (2) represent-
atives of the steppe nomadic peoples of the Eurasian steppes of the Iron Age or the early medieval popu-
lation of central Europe (steppe nomads from the territory of Hungary), and (3) the ancient East-Eurasian 
component. Reliable statistics were also obtained when the Scandinavians were replaced with the Medieval 
Russian Slavic populations of the XI century. Thus, for the first time, we have shown the complex nature 
of interethnic interactions in the formation of the nobility of medieval Rus’ on the example of the ancient 
Rurikid. 
KEYWORDS the Rurikids, Prince Dmitry Alexandrovich, whole genome sequencing, N1a-haplogroup.
ABBREVIATIONS aDNA – ancient DNA; SNP – single-nucleotide polymorphism; PCA – principal component 
analysis.
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INTRODUCTION
The application of paleogenetic methods when stud-
ying the genetic identity and origin of the medie-
val Russian nobility is one of the most productive 
among many modern scientific approaches capable 
of expanding and verifying the existing knowledge 
about the Medieval Russian society, its ethnic com-
position, and political organization. Meanwhile, the 
remains of the Rurikids, the most ancient reigning 
family whose members were the major actors in the 
history of Russia in the IX–XVI centuries, remain al-
most untouched by paleogenetic researches. The XI–
XII centuries Rurikids’ haplogroups were reconstruct-
ed based on genetic materials of modern individuals 
whose genealogy, according to historical data, ascends 
to Rurik with different degrees of reliability [1]. The 
accuracy in the selection of these genetic materials 
and the possibility of verification of the historical and 
genealogical information on the basis of which the se-
lection was made remain debatable and are discussed 
by the authors – experts of absolutely different qual-
ifications and fields [2, 3]. 

The existence of a “blind spot” in the study of the 
genomes of the Medieval Russian nobility in many 
aspects is due to the complexity of personally iden-
tifying the remains of the Rurikids and other aristo-
cratic families in the necropolises of the X–XIV cen-
turies. It is well known that the names of the buried 
were not indicated in any way on funerary structures, 
sarcophagi, or tombstones until the beginning of the 
XV century. The location of princely burial grounds 
is established by annalistic messages, synodics of the 
XVI–XVII centuries, taking into account the later 
tradition of church veneration of many representa-
tives of the princely family. Archaeological research 
of burial grounds in Medieval Russian churches and 
the anthropological study of bones are the main ways 
of identifying noble burials, but the conditions of ne-
cropolises do not always allow for such identification. 
The long use of necropolises, the practice of placing 
new burials over old ones, moving the revered re-
mains during their examination in the XV–XIX cen-
turies, and, finally, the removal of relics in the course 
of the anti-religion campaigns in Soviet times led to 
part of the princely remains of the XI–XIV centu-
ries from the burial places in the Medieval Russian 
churches getting lost, or the remains not being reli-
ably matched with certain historical persons whose 
graves were disposed in these necropolises. One ex-
ample of the use of bone remains in order to conduct 
the genetic analysis of the Rurikids whose member-
ship in the princely ruling family cannot be veri-
fied by archaeological data is the study of the pre-
sumed remains of Prince Gleb Svyatoslavich from the 

Chernigov Transfiguration Cathedral – a skull found 
during repair works at the temple without archaeo-
logical documentation [4]. 

Thus, the few burial places of the Rurikids with 
bone remains that can be reliably attributed to the 
princely family, based on the archaeological data, an-
thropological definitions, and a set of historical evi-
dence acquire special significance. To such trustwor-
thy burial places belongs the burial site of prince 
Dmitry Alexandrovich, found in the southern altar 
apse in the south-eastern part of the Transfiguration 
cathedral in Pereslavl-Zalessky (Supplementary 1).

EXPERIMENTAL PART

DNA isolation and genomic library preparation 
All experiments with aDNA were carried out in 
“a clean room” – a room specially equipped for 
these purposes at the Federal Research Center 
“Fundamentals of Biotechnology” of the Russian 
Academy of Sciences (Skryabin Institute of 
Bioengineering).

DNA was isolated from the bone remains found in 
the ruined sarcophagus of the Transfiguration cathe-
dral in Pereslavl-Zalessky. According to the historical 
information on the burial place, archeological data 
and anthropological definitions, these remains belong 
to the son of Prince Alexander Yaroslavich Nevsky 
– Prince Dmitry Alexandrovich (Supplementary 1). 
The remains are characterized by good preservation 
of bone tissue, which is typical for remains found 
long after burial out of contact with the ground, sug-
gesting a rather late episode of destruction of the 
sarcophagus. To isolate aDNA from the samples pro-
vided for genetic analysis, we obtained three por-
tions of bone powder weighing 20, 50, and 80 mg 
from the metacarpal bone of the hand, rotula, and 
navicular bone of the foot, respectively. DNA was 
isolated by magnetic separation using buffer D – 
that of the Dabney method (5 M guanidine hydro-
chloride, 40% (v/v), isopropanol, 0.12 M sodium ac-
etate, and 0.05% (v/v) Tween 20) and silica-coated 
magnetic beads [5].

The resulting DNA was used to prepare librar-
ies of single-stranded DNA fragments using the 
ACCEL-NGS 1S Plus DNA Library Kit (Swift 
Biosciences, USA) according to the original protocol 
but with minor modifications: for the steps providing 
strand elongation and sample indexing, uracil-toler-
ant polymerase (KAPA HiFi HS Uracil+RM, USA) 
was used. To assess the content of endogenous DNA, 
test sequencing of the constructed libraries of low-
coverage DNA fragments was carried out, approxi-
mately 3–4 million single reads per sample (50 bp 
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long). For the sample with the best preservation of 
the genetic material (high endogeneity and the pres-
ence of C > T substitutions at the 5’ ends of DNA 
fragments), an additional library was prepared from 
the same DNA extract and pre-treated with a mix-
ture of uracil-DNA glycosylase (UDG) and endonu-
clease VIII [6]. The mixture of enzymes made it pos-
sible to remove uracil from the aDNA strands and 
turn the resulting abasic sites into single nucleotide 
breaks, while some of the uracils at the ends of the 
fragments were preserved, which is associated with 
the low efficiency of enzymes in these regions. The 
removal of uracils improved the quality of mapping 
and prevented a distortion of the results of the sub-
sequent statistical processing [7].

The MyBaits Expert Human Affinities Prime Plus 
Kit (Daicel Arbor Biosciences) was used for subse-
quent enrichment of the genome regions of interest. 
Biotinylated single-stranded DNA probes from the kit 
cover single nucleotide polymorphisms (SNPs) from 
the panel “1240K capture” [8], 46,000 additional unique 
SNPs of the Y chromosome of known haplogroups ac-
cording to the classifier of the International Society of 
Genetic Genealogy (ISOGG ) [9], and a set of MitoTrio 
probes for three different mitochondrial genomes: the 
Revised Cambridge Reference Sequence (rCRS), the 
Reconstructed Sapiens Reference Sequence (RSRS), 
and the Vindija Neanderthal sequence (Genbank 
NC_011137) [10]. Libraries were sequenced on a 
HiSeq 1500 instrument (Illumina, USA) in paired read 
mode 2 × 150 bp for genome-wide sequencing and 
in the mode of single readings 50 bp long for test li-
braries.

Bioinformatics analysis
To remove contaminating DNA reads from the se-
quencing data, we used the BBDuk software [11] in-
cluded in the BBMap package, and bacteria, fungi, 
plants, viruses, and other organism databases. The 
output of the BBDuk tool was analyzed using the 
PALEOMIX pipe-line (version 1.2.14) [12]. Sequencing 
adapters were trimmed using the Cutadapt v3.4 tool 
[13]. Sequences were aligned to the reference human 
genome sequence (hg19/GRCh37) using BWA (version 
0.7.17) [14].

Aligned reads were filtered to ensure a minimum 
display quality of 20 using samtools view (version 
1.9) [15]. Indexing, sorting, and removal of dupli-
cates (rmdup) were performed using the samtools 
tool (version 1.9) [15]. To call genotypes from aligned 
reads, a PileupCaller (https://github.com/stschiff/se-
quenceTools) with the “–randomHaploid” mode was 
used, which calls haploid genotypes by randomly 
selecting one high-quality base (phred base quality 

score ≥ 30) on the 1240K SNP panel (https://reich.
hms.harvard.edu/).

Postmortem DNA damage patterns were analyzed 
using the MapDamage2 software [16], which offers 
a series of tools for imaging and modeling postmor-
tem damage patterns observed in ancient samples. 
MapDamage2.0 also makes it possible to recalculate 
base quality scores in order to mitigate the impact of 
postmortem damage on further analysis.

To determine the genetic clustering of the NEV2.3 
sample among the ancient samples known at the time 
of the study presented in the Allen Ancient DNA 
Resource (AADR) panel [17], the ADMIXTURE v.1.3.0 
software [18] was used. SNPs were trimmed for 
sites with linkage disequilibrium using PLINK v1.9 
[19]. The sliding window was 50 SNPs; the step was 
5 SNPs; the r2 threshold was 0.2 (–in-dep-pairwise 
50 5 0.2). There were 10 runs with random starting 
values for a number of clusters (K) in the range of 
4–12; the run with the lowest cross-validation error 
was selected to plot the graph of population admix-
ture.

For principal component analysis (PCA), the smart-
pca tool from the EIGENSOFT package was used. 
Ancient samples were projected onto the first two 
components of the modern samples. A list of sam-
ples is presented in Table 1 of Supplementary 2. The 
following parameters were set by default: lsqpro-
ject: YES, numoutlieriter; 0, shrinkmode; and YES 
for the smartpca analysis. Mitochondrial haplotypes 
were determined using the HaploGrep program 
[20]. Determination of Y chromosome haplogroups 
was carried out by comparing alleles on the phylo-
genetic tree ISOGG version 15.73. F4-statistics were 
calculated using the qpDstat program from the 
ADMIXTOOLS software package with default pa-
rameters. All constructions were based on available 
data obtained from whole genome sequencing of the 
samples. To model the genome from the components 
of ancestral populations, we used the qpWave and 
qpAdmix programs with the “allsnps: YES” parameter 
and “Russia_Yana_UP,” “Russia_Sunghir,” “Bichon_
LP,” “Zagros_EN,” “Russia_DevilsCave_N,” “Alaska_
LP,” “Russia_Ust_Ishim.DG,” “Papuan.DG,” “Han.DG,” 
“Chukchi.DG,” “Russia_Kostenki14,” “ONG,” “Yoruba.
SDG,” “Mbuti.SDG,” and “Karitiana.SDG” were chosen 
as the right populations.

The HIrisPlex-S online tool [21–23] was used to 
predict eye, hair, and skin color.

DNA isolation and genomic library preparation 
from a modern human blood sample
To avoid the bias caused by the method of library 
preparation, we sequenced a sample of a modern 
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Rurikid (sample with an identifier Olgovich3), accord-
ing to his genealogy. Informed consent to participate 
in the genetic research was obtained from the mod-
ern Rurikid before the start of any research proce-
dures.

Genomic DNA was isolated from 200 µl of blood 
using a Magen DNA blood mini kit according to the 
protocol. Overall, 1 µg of genomic DNA was used 
to fragment the sample to an average DNA frag-
ment size of 200 nucleotides on a Covaris platform. 
The library for subsequent whole genome sequenc-
ing was prepared according to the instructions in 
the NEBNEXT DNA UltraII (NEB) kit. Sequencing 
was carried out on a HiSeq1500 platform (Illuimina, 
USA). In total, 115,564,028 reads of 150 nucleotides 
were generated. Mapping was performed using BWA 
(v0.7.17) on the hg19/GRCh37 reference human ge-
nome, followed by the removal of PCR duplicates. For 
further identification of SNPs, we used 104,109,318 
reads generated on the bcftools software.

Genetic testing of the alleged modern Rurikids 
was carried out in the commercial laboratory 
FamilyTreeDNA in Houston (USA), in the laboratory 
of human population genetics at the Research Centre 
of Medical Genetics named after the Academician 
N.P. Bochkov (Moscow) and in the laboratory of evo-
lutionary genetics at the Research institute of medi-
cal genetics (Tomsk). The results of the genetic test-
ing were provided by Seslavin A.N., Volkov V.G. and 
Maksimov N.G., the leaders of the international re-
search project “Rurikovichi. The genome of Russian 
princes.” Some of the results were presented as bam 
files (Olgovich1, Yurievich1, Mstislavich1, Mstislavich2, 
Yurievich2, Olgovich4, Mstislavich3, Mstislavich4, 
Yurievich3, Mstislavich5), part as a list of SNPs of the 
Y chromosome (Olgovich2 and Olgovich5). All par-
ticipants donated their genetic data to be used in this 
project.

RESULTS AND DISCUSSION

Discovery of the remains of Prince Dmitry 
Alexandrovich in the Transfiguration 
Cathedral in Pereslavl-Zalessky
The architectural and archaeological team of the 
Institute of Archeology of the Russian Academy 
of Sciences, led by V.V. Sedov, examined the al-
leged burial site of Prince Dmitry Alexandrovich 
in Pereslavl-Zalessky. Prince Dmitry Alexandrovich 
(?–1294) was the second son of Prince Alexander 
Yaroslavich, who inherited the Principality of 
Pereslavl after his father’s death (1263). At differ-
ent times Prince Dmitry possessed the Novgorod 
and the great Vladimir principalities. He died on 

Volok Lamsky on his way to Pereslavl from Tver, 
and he was buried in Pereslavl (Complete collec-
tion of Russian chronicles, vol. 1, 282 p.; Complete 
collection of Russian chronicles, vol. 3, 328 p.). At 
the same time, a number of chronicles (includ-
ing the 4th Novgorod chronicle, the Moscow chron-
icle of the late XV century, Voskresenskaya and 
Nikonovskaya chronicles) contain direct references 
to the fact that he was buried in the Transfiguration 
Cathedral of Pereyaslavl-Zalessky (Complete collec-
tion of Russian chronicles, vol. IV, 249 p.; Complete 
collection of Russian chronicles, vol. XXV, 157 p.; 
Complete collection of Russian chronicles, vol. VII, 
181 p.; Complete collection of Russian chronicles, vol. 
XIII, 170 p.) [24–28]. The identification of the remains 
from the sarcophagus in the southwestern part of 
the cathedral as the burial place of Prince Dmitry 
Alexandrovich is based on a combination of histori-
cal information on the burial, archaeological data, and 
anthropological definitions (Supplementary 1).

Paleogenetic analysis of bone 
remains from the sarcophagus
To isolate aDNA, bone samples (metacarpal, patella, 
and navicular bone of the foot) of an adult individu-
al, presumably Prince Dmitry Alexandrovich (identi-
fication number Nev2), were collected. Bone powder 
weights were obtained from the samples with the 
corresponding identification numbers Nev2.1, Nev2.2, 
and Nev2.3, from which DNA was isolated and li-
braries of single-stranded fragments were prepared 
for the initial shotgun sequencing in order to assess 
endogeneity. Sequencing results are presented in 
Supplementary 3.

The Nev2.3 sample was characterized by the high-
est proportion of endogenous DNA and the fre-
quency of cytosine to thymine substitutions at the 
5’ ends of aDNA fragments and was selected for 
further in-solution enrichment and sequencing. The 
frequency of C to T substitutions around the 5´ 
ends of the sequences are presented in the figure in 
Supplementary 4. 

As a result of genome-wide sequencing of the li-
brary of Nev2.3 aDNA fragments, more than 15 mil-
lion reads were generated and 532,154 single nucleo-
tide polymorphisms (SNPs) were identified. The data 
suggested that the genome belonged to a man, his 
mitochondrial haplogroup was F1b, and the Y chro-
mosome haplogroup was N1a (Table 1). As a result of 
assessing the level of contamination of the sample ac-
cording to such parameters as the degree of hetero-
zygosity of mtDNA and X chromosome (Tables 1–2 
of Supplementary 5), no contamination of the sample 
was detected.
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Prediction of the phenotypic traits of Prince 
Dmitri Alexandrovich based on genetic data
We have investigated the sample NEV2.3, presuma-
bly belonging to Prince Dmitry Alexandrovich, son of 
Prince Alexander Yaroslavich Nevsky, and managed 
to identify the single-nucleotide polymorphisms that 
allow us to predict his phenotype with a reasonable 
probability: hair color, skin color, and eye color. Eye 
color was most likely to be brown (P = 0.962), hair 
color was dark (P = 0.810) or brown (P = 0.555), and 
skin tone was intermediate (0.635), that is, neither 
light nor dark. Prediction results for the phenotyp-
ic properties of sample NEV2.3 are shown in Table 2.

Analysis of the Y chromosome sequences of 
Prince Dmitry Alexandrovich and other alleged 
later representatives of the Rurik family 
There are three possible variants of the Y chromo-
some haplogroup of Rurik and his descendants – N1a, 
R1a, and I2a. The hypotheses are based on the results 
of genetic studies of the alleged 43 modern Rurikids 
(who are representatives of 32 genera from different 
branches of the alleged direct descendants of Prince 
Yaroslav the Wise and the Polotsk Rurikids) and three 
ancient descendants of Rurik [1, 2, 29–32].

For the phylogenetic positioning of the Y chromo-
some, we used all the samples available in the Allen 
Ancient DNA Resource (AADR) database [17] carry-
ing the haplogroup N1a, as well as the results of ge-
notyping of the Y chromosomes of modern Rurikids 
with a similar haplogroup. The analysis did not aim 
at establishing a high-resolution haplogroup, but we 
concentrated on the analysis of all established poly-
morphisms of the Y chromosome of the sample (51017 
SNP, Supplementary 6).

As a result of phylogenetic positioning, the Y 
chromosome of Prince Dmitry Alexandrovich was 
clustered together with the Y chromosomes of al-
leged modern Rurikids (Fig. 1) originating from var-
ious noble families: Mstislavich2 (M), Mstislavich3 
(M), Mstislavich4 (M), Mstislavich5 (M), Yurievich1 
(Yu), Yurievich2(Yu), Yurievich3 (Yu), Olgovich2 (O), 
Olgovich3 (O), and Olgovich5 (O). M stands for the 
Mstislaviches, heirs of the branch of the princely 
Monomakh family descended from Prince Mstislav 
Vladimirovich (1076–1132); Yu, for the Yurieviches, a 
branch of the Rurikids derived from the great prince 
of Kiev Yurii Dolgorukii († 1157); and O, for the 
Olgoviches, the heirs of the middle line of Chernigov 
princes, the descendants of Oleg “Gorislavich” 
Svyatoslavich († 1115). Hereinafter we will use the 
symbols M, O, and Yu (these branches are repro-
duced in Supplementary 7) in order to attribute the 
samples to the genealogic branch of Rurikids. The 
detailed genealogy of the Rurikids is provided in 
Supplementary 8.

Table 1. Characteristics of the Nev2.3 sample sequencing

ID of 
the 

library

Original 
number 
of reads

Number 
of reads 

after 
filtering

Number 
of reads 
mapped 
on hg19

After 
removal 
of PCR 

duplicates

Cover-
age

Endoge-
nous of 
DNA, %

SNP 
(for 

analysis)

Genetic 
gender

mtDNA 
haplogroup

Y chromosome 
haplogroup

NEV_2.3 15001647 14976811 14299210 3025176 0.06 20.2 532154 M F1b1 N1a1a1a1a1a1a7a~

Table 2. Results of the prediction of the phenotypic traits 
of sample NEV2.3

Trait Probability (P)

Brown eye color 0.962

Dark hair color 0.810

Intermediate skin tone 0.635

Brown hair color 0.555

Black hair color 0.355

Fair skin 0.306

Light hair color 0.190

Light blond hair color 0.090

Dark skin 0.053

Intermediate eye color 0.035

Very light skin 0.005

Blue eye color 0.003

Very dark or black skin tone 0.001

Red hair color 0.000
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The three ancient alleged Rurikids, whose Y chro-
mosome haplogroups were previously determined by 
other scientific groups, include a sample allegedly be-
longing to Prince Gleb Svyatoslavich of Chernigov 
(O), published under the identification number VK542 
[4], a sample presumably belonging to Prince Izyaslav 
Ingvarevich Lutsky (M) with the identification num-
ber VK541 [4], and a sample belonging to Bela 
Rostislavovich (O), a large Hungarian feudal lord, a 
representative of the Chernigov line of the princely 
family of the Rurikids [33]. The Y chromosomal hap-
logroups established for these samples are as follows: 
Prince Gleb – I2a (whole genome sequence); Prince 
Izyaslav – R1a (whole genome sequence); and Prince 
Bela – N1a1a1a1a1a1a (according to STR mark-
ers). It is important to note that the belonging of the 
Chernigov and Lutsk burial places to the Rurikids 
cannot be substantiated by archaeological data, which 
calls into question the hypotheses that follow from the 
genetic analysis of these samples.

For carriers of the haplogroup R1a of the modern 
representatives of the Rurikids and samples from the 
AADR database, an analysis was carried out using the 
same algorithm as for carriers of the haplogroup N1a 
(Fig. 2). It turned out that the Y chromosome of the 
alleged prince Izyaslav Ingvarevich Lutsky, although 
it belongs to the haplogroup R1a, does not cluster to-
gether with the samples of contemporary represen-
tatives of the Rurikids: the samples of Mstislavich1 
(M), Olgovich1 (O), and Olgovich4 (O). Moreover, 
Mstislavich1 is clustered separately from Olgovich1 
and Olgovich4. We should mention that these samples 
do not cluster with other “Vikings” with haplogroup 
R1a whose remains were found in Gnezdovo (VK466), 
Staraya Ladoga (VK408, VK18), and Kurevanikha 
(VK160) [4].

Thus, all modern descendants of the legend-
ary Prince Rurik (according to their pedigrees) be-
longing to the N1a haplogroup and Prince Dmitry 
Alexandrovich have highly similar Y chromosomes. 

Fig. 1. Phylogenetic tree of 
the Y chromosome, reflect-
ing the family relationships 
between Prince Dmitry 
Alexandrovich (the sample 
is marked in orange), mod-
ern representatives of the 
Rurikids (marked in red), 
and samples from the da-
tabase “The Allen Ancient 
DNA Resource,” belonging 
to the haplogroup N1a
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The aggregate of genome-wide data on the medieval 
and modern Rurikids unequivocally indicates that 
they belong to the N1a haplogroup of the Y chromo-
some, starting at least from the XIth century (since 
the time of Prince Yaroslav the Wise). All the other 
prospective Rurikids, both ancient and modern, being 
carriers of other haplogroups (R1a, I2a), possess high 
heterogeneity of the sequence of Y chromosomes; we 
cannot, therefore, confirm their common ancestry.

Search for archaeological samples with 
the Y chromosome sequences closest 
to Prince Dmitry Alexandrovich
The Y chromosome of Prince Dmitry Alexandrovich, 
in addition to the modern Rurikids, is clustered in the 
same branch with the ancient people from Bolshoy 
Oleny Island (Russia_Bolshoy), a burial ground dat-
ing back to the middle of the 2nd millennium BC, 
located in the Kola district of the Murmansk region 
(Fig. 1). Previously, using these samples as an ex-
ample, the gene flow of the peoples of Siberia (East 
Eurasian component) to the North and East of Europe 
was shown [34]. A high degree of homology in the Y 

chromosome of a representative of the Russian no-
ble family and people of the early metal era led us to 
the hypothesis of the possible contribution of the East 
Eurasian gene pool to the formation of the northern 
European population of the early Middle Ages.

We studied the contribution of the genome of peo-
ple from Bolshoy Oleny Island to the formation of the 
medieval population living in the Baltic territories of 
modern Finland, Denmark, Sweden, and Norway. For 
this purpose, we used the genomes of the “Vikings” 
published in the 2020 Margaryan article [4] (we use 
this term not for historical purposes but for brevity 
of the reference to the population under study). All of 
these samples had a VK identifier and a digital code. 
F4-statistics of the form (VK, Test; Bolshoy Oleny 
Island, Yoruba) showed negative values (z > 10) only 
when the population of Finns (Finland_Levanluhta) 
or Saami were used as a test (Finland_Saami_IA.SG), 
but positive values were encountered when the popu-
lation of southern Europeans was used as a test: for 
example, sample Italy_Medieval_EarlyModern.SG 
(z > 13). The results are presented in Fig. 3 and in 
Table 1 of Supplementary 9.

Fig. 2. Phylogenetic tree of the 
Y chromosome, reflecting the 
relationship between the al-
leged modern Rurikids (marked 
in red) and samples from the 
database “The Allen Ancient 
DNA Resource,” belonging to 
the haplogroup R1a. The green 
color marks the sample of the 
alleged Prince Izyaslav Ing-
varevich Lutsky, the blue color 
marks the samples of “Vikings” 
from the territory of modern 
Russia
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Thus, when comparing the VK–Saami pair, genes 
flow from Bolshoy Oleni Ostrov individuals to the 
Saami. But when comparing the VK–Southern 
Europe pair, a significant contribution of Bolshoy-
related ancestry in the populations of the “Viking” 
was detected. Most likely, this gene flow occurred 
through the contacts of the “Vikings” with the Finno-
Ugric population of the Baltic region. 

The unexpected similarity of the Y chromosomes of 
Prince Dmitry Alexandrovich and the ancient people 
from Bolshoy Oleny Island made it possible to hy-
pothesize that the contribution of the East Eurasian 
genes might have been significantly higher in the 
“Vikings” with the N1a haplogroup compared to 
the “Vikings” with the R1a haplogroup. Indeed, F4-
statistics in the form (Vikings_R1a, Vikings_N1a; Big 
Deer Island, Yoruba2) indicated a significant flow of 
East Eurasian genes into the “Vikings” with the N1a 

haplogroup (F4 = -0.00032, Z = -3.46). The results are 
presented in Table 3. At the same time, the genome of 
Prince Dmitry Alexandrovich did not show a signifi-
cant difference in terms of the East Eurasian genetic 
component compared to other “Vikings” with hap-
logroup N1a.

The hypothesis that the people from Bolshoy 
Oleny Island are one of the optimal proxy popula-
tions for four-ways admixture was tested by repeat-
ing the modeling that was performed by Margaryan 
et al [4]. Some Viking populations, such as Ladoga 
and Estonia_IA, could not be modeled as a mixture of 
three ancestral populations: European hunter-gather-
ers, Neolithic farmers, and steppe pastoralists (Table 1 
of Supplementary 10). To achieve a successful mod-
eling, a fourth source was added, which was repre-
sented by the eastern samples of the Xiongnu Iron 
Age (about 100 BC–50 AD) or samples of the Bolshoy 
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Fig. 3. Values of F4-statistics in the form (“Vikings,” Test population; Bolshoy Oleny Island, Yoruba2). Test populations 
are plotted horizontally. The boxplot displays the F4-statistic values for the “Vikings” group. Statistically significant val-
ues are marked in gray for negative values of the F4-statistic and in yellow for positive values

Table 3. Values of F4-statistics in the form (Vikings_R1a, Vikings_N1a; Big Deer Island, Yoruba2)

H1 H2 X O D Z

Viking_R1a Viking_N1a BolOlen Yoruba2 -0.000315 -3.463

Viking_R1a Viking_N1a BolOlen Yoruba -0.000247 -2.737

Viking_R1a Viking_N1a BolOlen Mbuti -0.00019 -1.988
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Oleny Island. It turned out that the Scandinavian pop-
ulations were modeled equally effectively (p > 0.05) 
using both the Xiongnu [4] and Bolshoy Oleny Island 
samples (Table 2 Supplementary 10). Their genet-
ic contribution to these populations was as follows: 
to Ladoga – 4.7% Xiongnu and 4.7% Bolshoy Oleny 
Island; and to EstoniaIA – 6.5% Xiongnu and 8.4% 
Bolshoy Oleny Island.

Thus, it is clear that the gene pool of medieval 
“Vikings,” representing a significant part of Northern 
Europe (island and mainland), came into being partly 
through a flow of genes from Siberia, and the male 
ancestors of Prince Dmitry Alexandrovich were, 
with a high probability, men who left the Bolshoy 
Oleny burial ground island on the coast of the Kola 
Peninsula about 3,600 years ago.

Analysis of mtDNA of Prince Dmitry Alexandrovich 
The mitochondrial haplogroup of Prince Dmitry 
Alexandrovich was identified as F1b1. This hap-
logroup refers to the East Eurasian cluster, and its 
representation at different frequencies in the gene 
pools of most of the previously studied ancient and 
modern populations of the Baikal region and adjacent 
territories of Central Asia is noted [35–38]. Also, the 
mitochondrial haplogroup F was found in three Avars 
of the VII century in the Danube-Tiss interfluve 
(F1b1b and two samples with F1b1f). The genomic 
profiles of these individuals of the middle Avar pe-
riod correspond to the genomes of other members of 
the elite of the early Avar period in this region and 
consist of 90–98% of the ancestral component AR_
Xianbei_P_2c, which has an eastern steppe origin and 
acts as a genetic component of the ancient northeast 
Asians (ANA). Two of the three burial places (male 
burial places) were characterized by a rather rich in-
ventory of gold and gilded objects, which indicates 
their belonging to the nobility [39].

It is rather difficult to interpret the origin of 
the mitochondrial haplogroup of Prince Dmitry 
Alexandrovich, since for almost all historical epochs 
there is an increased variability and “diversity” of the 
mitochondrial composition of the female part of the 
groups of the ancient population. This is due to the 
fact that marriages of an official and unofficial na-
ture concentrated representatives of completely dif-
ferent genetic lines in one geographical locus. When 
examining the history of dynasties, it is important to 
keep in mind that the attraction of women of various 
backgrounds as a beneficial or forced political move is 
a widespread phenomenon. Thus, the F1b mitochon-
drial group of Prince Dmitry Alexandrovich can be 
associated both with the ancient northern flow from 
the territory of Siberia (East Eurasian component) 

[34] and with migration of early medieval nomads 
[39], while the source of this group can probably be 
the same. 

Results of PCA analysis
The principal component analysis (PCA) was used 
to assess the genetic affinities of the genome of 
Prince Dmitry Alexandrovich to other known ancient 
and modern populations. The results of the PCA-
analysis for 740 samples are shown in the figure in 
Supplementary 11 (the list of samples is presented in 
Table 1 of Supplementary 2). A simplified version of 
these results is reproduced in Fig. 4 (only 116 sam-
ples are displayed, the list of samples is presented 
in Table 2 of Supplementary 2). The location of an-
cient and modern genomes on the PCA map corre-
lates with the geographical coordinates of the cor-
responding archaeological sites (Pearson correlation 
0.76). The PC1 axis mainly coincides with the West–
East direction; and the PC2, with the North–South. 
The genome of Prince Dmitry Alexandrovich (sample 
coordinates PC1: -0.0071, PC2: 0.0062) holds an inter-
mediate position between the European and Central 
Asian clusters. The ancient samples closest in time to 
Prince Dmitry Alexandrovich belong to an early me-
dieval population of Central Europe, the Avars steppe 
nomads of the late period; for example, the Hungary_
LateAvar (ID I16741) [40] and Hungary_Transtisza_
LAvar (ID ARK-11) [41]. 

The Avars were a nomadic people originating from 
Central Asia who moved to Central Europe in the 6th 
century and created the state of the Avar Khaganate 
there (VI–IX centuries). Archaeologists often de-
fine the Avars as Caucasoids, suggesting that only a 
small ruling stratum, the elite, retained a pronounced 
Mongoloid feature. The recently published genomes 
of ancient individuals of the Avar period demonstrate 
their genetic heterogeneity; on the principal compo-
nent plot, the studied samples are scattered over the 
entire wedge from the populations of Western Eurasia 
to the populations of Northeast Asia [41]. Despite this 
heterogeneity, some patterns were identified: repre-
sentatives of the early Avar elite form a dense cluster 
with a high content of the “Ancient Northeast Asians” 
(ANA) component, while the samples of the Late Avar 
period are shifted towards Western Eurasia. In turn, 
representatives of the Avars who are not associated 
with the elite are quite diverse and have a signifi-
cantly smaller component of the “ancient northeast 
Asians” or it is completely absent. Hungary_Late Avar 
(I16741), an individual of the late Avar period with 
a mixed genomic profile consisting of ~20% of the 
Eastern Steppe component and ~80% of the compo-
nent most pronounced in the previous local inhabit-
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ants of the Carpathian Basin clustered next to Prince 
Dmitry Alexandrovich, belongs to this group of sam-
ples [41].

Admixture analysis
Analysis of the genetic origin of Prince Dmitry 
Alexandrovich was carried out using the Admixture 
method. Supplementary 12 presents the results of an 
Admixture analysis with parameters K from 6 to 12. 
The results of the Admixture analysis in simplified 
form with the number of ancestral populations equal 
to six (K = 6) are shown in Fig. 5. Representatives of 
ancient populations are shown whose genomes were 
used for modeling the genetic origin of the prince. 

When decomposing the genome of Prince Dmitry 
Alexandrovich into ancestral components, it should be 
noted its genetic similarity to representatives of the 
early medieval population of the east of Scandinavia, 
the “Vikings,” which may militate in favor of the ver-
sion of the “Vikings” (Scandinavian) origin of Rurik, 
the ancestor of the princely family called Rus’, which 
the Chronicle directly indicates. Here and below, we 
use the term “Vikings” in quotation marks to show 
that this is a heterogeneous and complex European 
population in its historical formation, united only by 
the way of life and habitat.

Comparison of the genome of Prince Dmitry 
Alexandrovich with the genomes of the Scandinavian 
populations of the “Viking” Age, including those 
from the territory of modern Russia [4], indicates 
the presence of an additional East Eurasian com-
ponent in a significant amount (indicated in dark 
blue color). The indicated component is maximal-
ly expressed among the Nganasans, an indigenous 
people in Siberia, the Finno-Ugric Mansi people, 
representatives of the indigenous Han people in 
China (East Asia), among the Avars elite from the 
Danube-Tisza Interfluve (Hungary_DanubeTisza_
MLAvar) [41], as well as among the Early Neolithic 
of Lake Baikal (Russia_Shamanka_Eneolithic.SG) 
[42] and Mongolia (Mongolia_North_N). To a less-
er extent, this component is present in samples of 
the early Middle Ages from the territory of mod-
ern Finland (Finland_Levanluhta), in a sample syn-
chronous with Prince Dmitry Alexandrovich from 
the Caspian steppe (Russia_Medieval_Nomad), as 
well as in more ancient Iranian-speaking steppe no-
mads of the Iron Age from the territories of modern 
Kazakhstan and Kyrgyzstan (Kazakhstan_TianShan_
Saka, Kyrgyzstan_TianShan_Hun). Due to the fact 
that the steppe and Finno-Ugric populations share a 
common origin, this type of analysis does not allow 
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Fig. 4. Principal component analysis. The genome of Prince Dmitry Alexandrovich was projected onto the ancient and 
modern populations of Eurasia
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us to specifically attribute this component to one of 
these groups, with all used K equal to 6–12.

Thus, based on PCA data, Admixture analysis, and 
information on mitochondrial DNA, it can be argued 
that Prince Dmitry Alexandrovich had a significant 
eastern component in his genome. This distinguishes 
him from the early medieval population of the east of 
Scandinavia, the “Vikings,” and the medieval Slavic 
sample from Vladimir (Sungir6), but it makes him 
closer to the ancient population of Finland, the Kola 
Peninsula, and the early medieval population of cen-
tral Europe, which includes a well-known component 
of steppe nomads. Probably, this contribution came 
from both the male and female lines, which corre-
sponds to the routes of ancient migration from Siberia 
to the north of Europe and migrations from Siberia 
in the first millennium BC – the first millennium AD 
along the Eurasian steppe corridor.

Modeling the genome of Prince Dmitry 
Alexandrovich from the genomes 
of ancestral populations
After analyzing the results of the PCA and 
Admixture analysis, as well as available historical in-

formation, we selected populations that could partici-
pate in the formation of the genome of Prince Dmitry 
Alexandrovich: the genomes of the early medieval 
population of the east of Scandinavia; representa-
tives of the Iranian-speaking nomads of the Eurasian 
steppes of the Iron Age, and the population of the 
early Middle Ages of Central Europe, which includes 
a well-known component of the steppe nomads and 
samples of individuals representing the ancient East 
Eurasian component. To assess the contribution of the 
Slavic component to the genome of Prince Dmitry 
Alexandrovich, samples of the Medieval Russian pop-
ulation of the XI century from the rural necropolis 
of the Shekshovo settlement in Suzdal Opolye and an 
individual of the XII century from the territory of 
modern Vladimir (Sungir6) were used [43, 44]. Several 
models were tested:

Modeling of the genome of Prince Dmitry 
Alexandrovich using the genomes of the “Vikings”. 
QpWave-analysis determined that a minimum of three 
ancestry sources were sufficient to model the genome 
of Prince Dmitry Alexandrovich (Supplementary 13). 
Exploring all possible combinations of three sourc-
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Fig. 6. The results of modeling the genome of Prince Dmi-
try Alexandrovich as a three-way admixture of “Vikings” 
(dark blue color), the early medieval population of Central 
Europe (orange), which includes a well-known compo-
nent of the steppe nomads, and the ancient East Eurasian 
component (green). Early “Vikings” from the territory of 
Sweden (A) and early “Vikings” from the territory of Esto-
nia (B) are shown as representatives of the “Vikings”

es from the selected list was accomplished using the 
qpAdm tool. Results of the modeling of the genome 
of Prince Dmitry Alexandrovich (p greater than 0.05) 
are presented in Supplementary 14 (Table 1). The ge-
nome of Prince Dmitry Alexandrovich can be suc-
cessfully modeled as a three-way admixture of the 
“Vikings,” steppe nomads, and ancient East Eurasian 
components. For example, one of such models includes 
46.6% of the early medieval population of the east 
of Scandinavia (Sweden_EarlyViking); 39.6% of the 
early medieval population of central Europe, which 
includes the known component of the steppe nomads 
(Hungary_LateAvar); and 13.8% of the Russia_IA 
source as the third component (Iron Age sample from 
the territory of the Republic Altai). Substitution of 
Russia_IA with Iron Age samples from the territo-
ry of Finland (Finland_Levanluhta) or the Bolshoy 
Oleny Island in the Kola district of the Murmansk 
region produced a reliable three-way admixture 
model. These third components (Russia_IA, Finland 
Levanluhta and Bolshoy Oleny) have the ancient 
East Eurasian component in common. According to 

recent studies, people of that ancestry arrived in 
the Kola Peninsula more than 3,500 years ago from 
Siberia [34] and mixed with local populations thus 
forming people who speak the Finno-Ugric lan-
guage today. The results are presented in Fig. 6A and 
in Supplementary 14 (Table 1). 

Among “Vikings” Sweden_EarlyViking was the 
largest contributing population to the genome of 
Prince Dmitry Aleksandrovich (46.6%). For oth-
er “Vikings” this proportion did not exceed 9%. The 
minimum contribution is made by the Estonia_
EarlyViking population: 2.7% (Fig. 6B). The Sweden_
EarlyViking population is represented by three sam-
ples from the village of Bode (Böde) on the island 
of Öland and dated around the period between the 
VII and VIII centuries AD (with ID’s VK379, VK382, 
VK359). The analysis of strontium isotopes for these 
samples [4] attributed them to the category of mi-
grants to the town of Bode, although the question of 
whether they were the original inhabitants of the is-
land of Oland remains open.

Our qpAdm analysis showed a significant genetic 
difference between the Oland_Sweden_EarlyViking 
group and other samples from Oland Island, designat-
ed as Oland_Sweden_Viking: the first one can be suc-
cessfully (p = 0.64) modeled as a three-way admix-
ture between European hunter-gatherers, Neolithic 
farmers, and steppe pastoralists (Supplementary 14 
Table 2), while the Oland_Sweden_Viking group could 
not be modeled as a mixture of these ancestral popu-
lations (p = 0.01). There are also significant differenc-
es in the modeling of these two groups of “Vikings” 
using a single source group, which are Iron Age pop-
ulations from the territory of Europe or a sample 
of the Medieval Russian population of the XI cen-
tury from the territory of modern Vladimir, Russia 
(Supplementary 14 Table 3). In an extended analy-
sis, all “Viking” population groups were used to test 
the single-source model for the Sungir6 sample 
(Fig. 7, Supplementary 14, Table 4). Those popula-
tions of “Vikings” that provide reliable values of 
F4-statistics for this model are concentrated in the 
northern part of Europe, Ireland and Iceland, while 
none of the southern populations fits into such a mod-
el. These results raised the question of the relation-
ship of the Scandinavian population groups to the 
Slavs in the period from the VI to the XI centuries.

Modeling the genome of Prince Dmitry 
Alexandrovich using the genomes 
of Iranian-speaking nomads of the 
Eurasian steppes in the Iron Age
A statistically reliable genetic model of the genome 
of Prince Dmitry Alexandrovich was also obtained 
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by replacing the early medieval population of Central 
Europe (including a component of steppe nomads) 
with Iranian-speaking nomads of The Eurasian 
steppes in The Iron Age (Kazakhstan_TianShan_Saka, 
Kyrgyzstan_TianShan_Hun). The results are shown in 
Fig. 8 and in Supplementary 14 (Table 5). The model 
provides a fits only with early Iron Age nomads from 
the Tien Shan region, perhaps, due to their genet-
ic profile: high proportion (70%) of the Late Bronze 

Age steppe pastoralists, 25% of the South Siberian 
hunter-gatherer component, and 5% of the compo-
nent associated with the Neolithic population of Iran 
[45]. This group of nomads, according to the results of 
f3-outgroup-statistics, is genetically closer to northern 
European populations compared to other nomads of 
the early Iron Age from the Asian cluster.

Modeling the genome of Prince Dmitry 
Alexandrovich using the genomes of the 
Medieval Russian Slavic population
We hypothesize that alternative models – replacing 
the population of “Vikings” with Medieval Russian 
Slavic populations – will likely also provide a fit. Since 
the pagan Slavic tradition practiced cremation un-
til the end of the X century, we used samples of the 
medieval Russian population of the XI century from 
the rural necropolis of the settlement of Shekshovo9 
in the Suzdal Opolye and an individual of the XI cen-
tury from the territory of modern Vladimir, Russia 
(Sungir6) [42, 43]. The  genomes of individuals from 
Shekshovo9 are the result of a mix of the Central 
European (Slavic) and local (Finnish) genetic compo-
nents, while Sungir6 is considered a pure Medieval 
Russian Slavic population. These features of the sam-
ples are confirmed in the PCA plot: Sungir is located 
in a cluster of European (Danish, Polish, Norwegian, 
Ukrainian, etc.) medieval samples, and Shekshovo9 is 
shifted to the “East” along the PC1 axis (Fig. 4).

We successful ly modeled Prince Dmitry 
Alexandrovich’s ancestry as being derived from pop-

Medieval
IronAge
EarlyMedieval
VikingAge
EarlyVikingAge

Fig. 7. The map shows the burial sites 
of “Vikings” who confirmed (green) 
or did not confirm (red) the model of 
one source for the Sungir6 sample. 
The shape of the label reflects the 
temporal classification of images; the 
decoding is given in the legend to the 
right of the figure
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Russia_IA

Ancestry proportions
0.0 0.5 1.0

Ancestry proportions
0.0 0.5 1.0

East_Eurasian
Kyrgyzstan_TianShan_Saka
Sweden_EarlyViking

pop

Fig. 8. The results of modeling the genome of Prince 
Dmitry Alexandrovich as a three-way admixture 
of “Vikings” (dark blue color), ancient East Eurasian com-
ponent (green), Early Iron Age nomads from the territory 
of Kyrgyzstan (A) and Kazakhstan (B) (orange)
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ulations related to the Sungir6 sample – 19.7%; Iron 
Age nomadic steppe peoples – 73.8% for Kyrgyzstan_
TianShan_Saka; and the Iron Age from the ter-
ritory of the present-day Altai Republic – 6.5% for 
Russia_IA (Fig. 8 and in Supplementary 14, Table 6). 
Replacing the Sungir6 with Shekshovo9 as a source, 
the proportion of the Medieval Russian Slavic popula-
tion amounts to 18.7%; the nomadic Iron Age steppe 
peoples (Kyrgyzstan_TianShan_Saka) – 78.2%; and 
Russia_IA_2 – about 3% (Fig. 9A). In the slightly dif-
ferent three-source modeling with the Hungarian 
Avars, Slavic Medieval Russian and Russia IA – the 
proportion reached 76,2%, 10,8%, and 13,1%, corre-
spondingly (Fig. 9B). The decrease in the Slavic pro-
portion can be explained by the partial compensa-
tion of Slavic origin by the Avars individuals who 
were used for modeling. Their origin suggests 80% of 
the local East European source and only 20% of the 
Central Asian one (ID I16741) [40].

Thus, modeling of the genome of Prince Dmitry 
Alexandrovich indicates the contribution of three 
ancestral sources to its origin: (1) the early medi-
eval population of the east of Scandinavia from the 
island of Oland, (2) the steppe nomadic peoples of 
the Eurasian steppes of the Iron Age or the early 
medieval population of central Europe (steppe no-
mads from the territory of Hungary), and (3) the East 
Eurasian component. Alternative models, replacing 
the population of “Vikings” with the Medieval Russian 
Slavic populations (Shekshovo9 and Sungir6) also pro-
vide a fit.

CONCLUSION
Paleogenetics and mathematical statistics provided an 
opportunity to discuss the origin of the Rurikids and 

design a reliable tool to attribute remains with dis-
rupted documentation to this ruling family. 

An analysis of the genealogical tree of the Rurikids 
showed that the modern individuals of this fam-
ily, who have a Y chromosome clustered with 
Prince Dmitry Alexandrovich’s Y chromosome, be-
long to three different branches – the Olgoviches, 
Mstislaviches, and Yuryeviches. Thus, the N1a hap-
logroup of the Y chromosome characterizes all three 
branches of the tree, suggesting that their first com-
mon ancestor, Prince Yaroslav the Wise, was a carrier 
of N1a haplogroup also. 

The mitochondrial haplogroup of Prince Dmitry 
Alexandrovich was determined as F1b1, which may 
point to the contribution of eastern populations to his 
genome. This hypothesis is also supported by autoso-
mal data (PCA and Admixture). Although the main 
genetic makeup of Dmitry Aleksandrovich can be at-
tributed to the Scandinavians/Slavic/European popu-
lations our results provide clear evidence of the input 
of the Eastern genetic component. This is in line with 
historical data: marriages of Russian princes with the 
daughters of the Polovtsian khans from the end of the 
XI century were a common practice that cemented al-
lied relations and political interaction [46, 47]. Dmitry’s 
mother, the wife of Alexander Nevsky, Alexandra 
Bryachislavna, came from the Polotsk Izyaslaviches 
family. Information about the wives of these princes is 
scarce, and the name and origin of Alexandra’s moth-
er is unknown. However, men of the Polotsk branch 
of the Rurikids did not avoid marriage alliances with 
Polovtsy women. From the Polovtsian family came 
the second wife of the Polotsk Prince Svyatopolk 
Izyaslavich (1050–1113), Elena, the daughter of Khan 
Tugorkan (Complete collection of Russian chronicles, 

Russia_IA_2

Finland_Levanluhta

Russia_IA_2

Russia_Bolshoy

Finland_Levanluhta

0.0 0.5 1.0

0.0 0.5 1.0

Ancestry proportions

Ancestry proportions
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B

East_Eurasian
Kyrgyzstan_TianShan_Saka
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pop
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Fig. 9. The results of modeling 
the genome of Prince Dmitry 
Alexandrovich as a three-way 
admixture of the Medieval 
Russian Slavic population 
(dark blue color), the ancient 
East Eurasian component 
(green), and (A) represent-
atives of the steppe nomads 
(orange) of the Early Iron 
Age or (B) the early medieval 
population of Central Europe 
(steppe nomads from the 
territory of Hungary)
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1997, vol. I, p. 231–232). The circulation of eastern mi-
tochondrial groups in this situation is quite expected. 
Alternatively, the origins of the eastern component in 
the genome of Dmitry Alexandrovich might be asso-
ciated with the marriages of the Rurikids with rep-
resentatives of the dynasties of Central and Southern 
Europe (Serbian Vukanovichi, Hungarian Arpads). 
Eastern genes brought by the migration of the first 
millennium AD [48] could be much better preserved 
within elites than within plebs. 

Our results raise some questions on Rurikids’ ge-
netic history. The most obvious of them are (i) how to 
explain the presence of the “Eastern component” in 
the genome of Dmitry Aleksandrovich and (ii) were 

there a genetic connection between Scandinavians and 
Slavs in the pre Rurik era? The answers may come 
after a systematic paleogenomic study of new, reliably 
documented paleoanthropological materials from the 
territory of Russia. 
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INTRODUCTION
Neoadjuvant chemotherapy (NAC) is considered the 
standard for the combination treatment of HER2-
positive (HER2+) breast cancer (BC). At the same 
time, the treatment of localized ER+/HER2-negative 
(HER2−) BC, which is characterized by poorer chem-
osensitivity compared to other clinical BC subtypes, 
can be challenging [1]. Pathological complete response 
(pCR) rates in HER2-negative (HER2−) BC are low, 
while the presence of residual disease does not have 
the same prognostic value as in other clinical sub-
types [2]. However, the rate of survival of patients 
who display complete or partial regression after NAC 
differs significantly from that of patients for whom 
the disease has stabilized or continues to progress 
[3, 4]. In this regard, in the case of HER2− BC, it is 

important that we search for predictive markers of 
complete and partial regression, in contrast to pCR 
markers in the triple-negative (TN) and HER2+ BC 
subtypes.

Several approaches to the treatment of HER2− and 
metastatic BC patients exist to date. However, no gold 
standard has been established for first-line treatment 
so far. Anthracycline- and taxane-based regimens are 
considered traditional systemic approaches to first-
line chemotherapy and neoadjuvant therapy in this 
disease subtype [5].

The presence of toxic side effects for anthracy-
cline-based NAC regimens (cardiotoxicity, leuke-
mogenic effects, and secondary malignancies) [6–8], 
along with the central medical ethics principle of “not 
to do harm”, makes it extremely arduous to not only 
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ment of biologically targeted therapeutics, but also implies the ability to select the patients likely to benefit 
from certain cytotoxic agents. Changes in the copy number aberration (CNA) landscape of luminal B HER2-
negative (HER2−) breast cancer (BC) during anthracycline-based neoadjuvant chemotherapy (NAC) regimens 
were studied in order to identify groups of potential CNA markers of objective response and CNA markers 
for predicting the development of hematogenous metastasis. Comparison of CNA frequencies depending on 
the response to NAC showed that objective response was observed in a larger number of deletions in the 
11q22.3 and 11q23.1 loci (p = 0.004). Comparison of CNA frequencies in groups of patients after treatment 
showed that hematogenous metastasis was observed with a greater number of amplifications in the 9p22.2 
locus (p = 0.003) and with a greater number of deletions in the 9p21.3 locus (p = 0.03). Potential predictive 
CNA markers of objective response and prognostic CNA markers of hematogenous metastasis in anthracy-
cline-based NAC regimens have been identified.
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identify patients with the highest positive response 
to chemotherapy, but also find the systemic approach 
with the highest possible therapeutic index and mini-
mal risk of significant long-term treatment-related 
toxicity.

In 2021, the National Comprehensive Cancer 
Network Guidelines removed the anthracycline-based 
therapy both from the list of preferred regimens for 
the treatment of early-stage HER2+ BC and from the 
“regimen of choice” category [9]. However, the results 
of meta-analyses available to date show that anthra-
cycline use is justified in luminal B ER+/HER2− BC 
[10].

Thus, there are problems involved in selecting a 
NAC approach in HER2− BC. The question of when 
and in which HER2− BC patients a certain NAC regi-
men should be used requires further discussion.

Anthracycline-based regimens are an important 
component of BC treatment, especially in TN BC 
with a high risk of recurrence (regardless of axillary 
lymph node involvement) and HER2−/ER+ BC with 
axillary lymph node involvement. For this reason, it 
is necessary to search for biomarkers that predict the 
response to anthracyclines during NAC in BC, includ-
ing both pCR and partial regression, which are associ-
ated with a favorable outcome.

In this work, we studied the changes in the copy 
number aberration (CNA) landscape of luminal B 
HER2− BC in the presence of anthracycline-based 
NAC regimens to identify groups of predictive CNA 
markers of objective (pCR + partial > 50% regression) 
response to treatment and potential CNA markers for 
predicting hematogenous metastasis.

EXPERIMENTAL

Material and methods
The study included 35 patients aged 25–68 years 
(mean age, 49.3 ± 0.1 years (Mean ± SE)) with mor-
phologically verified luminal B HER2− BC of the 
stages T1-4N0-3M0 (IIA–IIIB). Luminal B HER2− sub-
type was defined as ER +, PR + or −, Ki67 > 30%.

According to the Consensus Conference on 
Neoadjuvant Chemotherapy in Carcinoma of the 
Breast (April 26–28, 2003, Philadelphia, Pennsylvania), 
patients received 4–8 NAC courses using the follow-
ing regimens: FAC (fluorouracil, doxorubicin, and cy-
clophosphamide) AC (doxorubicin, cyclophosphamide), 
and CAX (cyclophosphamide, doxorubicin, and xelo-
da). The effectiveness of preoperative chemotherapy 
was evaluated based on the WHO and International 
Union against Cancer criteria using ultrasound and/or 
mammography, which were performed before treat-
ment, after two NAC courses, and before surgery. 

Complete regression (100% tumor reduction), partial 
regression (> 50% decrease in tumor volume), sta-
bilization (< 50% decrease or > 25% increase in tu-
mor volume), and progression (> 25% increase in tu-
mor volume) were recorded. All cases of complete 
regression were confirmed by morphological analysis. 
According to international recommendations, BC pa-
tients with disease course stabilization or progression 
are included in the group with no response to NAC, 
and patients with partial regression form the group 
with an objective response during preoperative che-
motherapy. It is impossible to obtain tumor samples if 
the tumor went into complete regression after NAC.

Table 1 presents the main clinical and morpho-
logical characteristics of the patients included in the 
study.

Tumor biopsy samples obtained before treatment 
under ultrasound guidance and surgical samples re-
sected after NAC were used in the study. DNA was 
isolated from 35 paired BC tissue samples obtained 
from each woman before and after NAC.

Microarray analysis was carried out using the 
high-density Affymetrix CytoScan HD Array (USA). 
Sample preparation, hybridization, and scanning were 
performed using an Affymetrix GeneChip® Scanner 
3000 7G (Affymetrix). The results were analyzed us-
ing Chromosome Analysis Suite 4.0 (Affymetrix).

A statistical analysis of the data was performed 
using the Statistica 8.0 package (StatSoft Inc., USA). 
The χ2 test was used to assess the differences be-
tween frequencies (http://vassarstats.net/index.html). 
The survival rate was analyzed using the Kaplan–
Meier method and logrank test.

Compliance with patients’ rights and bioethics prin-
ciples. The study was conducted in accordance with 
the 1964 Declaration of Helsinki (amended in 2013). 
The study protocol was approved by the Biomedical 
Ethics Committee of the Cancer Research Institute 
of the Tomsk National Research Medical Center of 
the Russian Academy of Sciences (protocol No. 1, 
01/14/2013). All patients provided an informed con-
sent to participate in the study.

RESULTS
At the first stage of the study, in order to evaluate the 
changes in the CNA landscape in the presence of an-
thracycline-based NAC, we described the tumor CNA 
landscape before and after treatment (Fig. 1) and as-
sessed the changes in the CNA frequency in tumor.

The highest amplification number (68.6%) was 
found in the tumor loci 1q32.1–32.2, 1q42.12–42.13, 
and 1q42.2 in the patients before treatment. The 
highest deletion number (68.6%) was observed in the 
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loci 17p13.3 and 17p13.1 (in the complete absence 
of amplifications). A total of 62.9% of amplifications 
were detected in the loci 8q21.3, 8q22.1–22.2, 8q23.3, 
8q24.11–24.12m, and 8q24.21 on an extended region of 
the long arm of chromosome 8 in a complete absence 
of deleted regions.

The highest amplification number (48.6%) in tumor 
after treatment was noted in the loci 1q21.3, 1q32.1-
1q32.3, 1q41, 1q42.11–1q42.13, 1q42.2–42.3, 8q22.3, and 
8q23.3; however, no deleted regions were found in 
the loci 1q21.3, 8q22.3, and 8q23.3. The highest rate of 
deletions (37.1%) was observed in the loci 16q21 and 
16q22.1. A total of 34.3% of the deletions were detect-
ed in the tumor loci 11q23.3 and 17p13.3 after NAC, in 
a complete absence of amplified regions.

Analysis of the number of CNAs resulting from the 
use of anthracycline-based NAC regimens revealed a 
statistically significant decrease in the frequency of 
deletions in the loci 17p13.3 and 17p13.1: from 68.6 
to 34.3%, which is 24/35 events before treatment and 
12/35 events after NAC, respectively (p = 0.002).

Figure 1 presents data on the amplification and de-
letion frequencies in each chromosome in BC patients 
before and after anthracycline-based NAC regimens.

Next, in order to search for potential CNA markers 
that could help predict an objective response to NAC 
during anthracycline-based regimens, we analyzed 
the distribution of CNA frequencies in tumor before 

treatment, depending on the response to preoperative 
chemotherapy.

Partial tumor regression was observed in 23 out of 
35 patients (group 1) after treatment. Disease stabili-
zation and progression were noted in 12 out of 35 pa-
tients (group 2) after therapy (Table 1).

Among group 1 patients, the highest amplification 
number (82.6%) was found in the loci 1q32.1–32.2, 
1q42.12–42.13, and 1q42.2 in the absence of deletions. 
The highest deletion number (78.3%) was observed in 
the loci 11q23.1, 11q23.3, and 17p13.1 in the absence 
of amplifications. Among group 2 patients, the high-
est amplification number (58.3%) was detected in the 
loci 1q23.3, 8q21.11–21.13, 8q21.2, 8q21.3, 8q22.1–22.3, 
8q23.1–23.3, 8q24.11–24.13, 8q24.21–24.23, and 8q24.3 
in the absence of deletions. The highest number of 
deletions (59.0%) was recorded in 16q21 and 16q22.1 
in the absence of amplifications.

Comparison of the CNA frequencies in these 
groups of patients demonstrated that an objective re-
sponse to NAC was observed in the higher deletion 
number (18/23 events, 78.3%) in the loci 11q22.3 and 
11q23.1 in group 1 compared to group 2 (3/12 events, 
25.0%) (p = 0.004). These loci could serve as predictive 
markers of objective response to anthracycline-based 
regimens in preoperative chemotherapy.

In order to illustrate the complete picture of the 
tumor CNA landscape during treatment, we analyzed 

Amplifications before treatment
Amplifications after NAC

Deletions before treatment
Deletions after NAC

100

90

80

70

60

50

40

30

20

10

0

100

90

80

70

60

50

40

30

20

10

0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Xp

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 Xp

Fig. 1. Frequency of amplifications and deletions in each chromosome in patients receiving anthracycline-based regi-
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the distribution of CNA frequencies depending on the 
response to preoperative chemotherapy in patients af-
ter treatment.

Groups with partial regression (group 3, after NAC) 
and stabilization/progression (group 4, after NAC) 
were also formed.

In group 3 patients, the highest amplification num-
ber (47.8%) was observed in the loci 1q32.1–32.3, 1q41, 
1q42.11–42.13, 1q42.2, 1q42.3, 8q22.3, and 8q23.3 in the 
absence of deletions; the highest number of deletions 
(34.8%) was found in the loci 8p23.2, 11q21, 11q22.1–
22.3, 11q23.1-23.3, 11q24.1, and 11q24.2.

Comparison of CNA frequencies in the group with 
partial tumor regression after anthracycline-based 
NAC regimens showed a statistically significant de-
crease in the amplification frequency, from 82.6% be-
fore treatment to 41.7% after treatment, in the loci 
1q32.1 and 1q32.2 (p = 0.0001). Furthermore, the fre-
quency of deletions in the loci 17p13.3 and 17p13.1 
decreased after NAC (78.3 and 30.4% before and after 
treatment, respectively; p = 0.0002).

In group 4 patients, the highest amplification rate 
(75.0%) was found in the loci 1q21.3, 1q22, and 1q23.1–
23.3 in the absence of deletions; the highest num-

Table 1. Clinical and morphological characteristics of the breast cancer patients included in the study

Clinical and morphological characteristic Number of patients (abs. number, %)

Age (years)
≤ 45 10 (28.6)

> 45 25 (71.4)

Menstrual status

Regular 22 (62.9)

Perimenopause 4 (11.4)

Menopause 5 (14.3)

Postmenopause 4 (11.4)

Histological type

Invasive ductal carcinoma 20 (57.1)

Invasive lobular carcinoma 3 (8.6)

Invasive unspecified carcinoma 5 (14.3)

Other type 7 (20.0)

Tumor size

T1 8 (22.8)

T2 25 (71.4)

T3 1 (2.9)

T4 1 (2.9)

Lymphatic metastasis

N0 16 (45.7)

N1 14 (40.0)

N2 1 (2.9)

N3 4 (11.4)

Histological type
Monofocal 23 (65.7)

Multifocal 12 (34.3)

Response to NAC

Progression 1 (2.9)

Stabilization 11 (31.4)

Partial regression 23 (65.0)

Median follow-up, months (M ± SE) 80.5 ± 1.1 (min–max: 24–148)

Metastasis rate 13 (37.1)

Median onset of metastasis, months (M ± SE) 45.7 ± 0.4 (min–max: 4–130)

Recurrence rate 4 (11.4)

Median recurrence rate, months (M ± SE) 72.5 ± 1.5 (min–max: 52–107)
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ber of deletions (58.3%) was observed in 16q21 and 
16q22.1.

Comparison of CNA frequencies in the group with 
tumor stabilization and progression after anthracy-
cline-based NAC regimens demonstrated an increase 
in the amplification rate in 6p12.2, from 0% to 25.0% 
before and after NAC, respectively (p = 0.001). The 
frequency of deletions in the loci 6p11.1 increased af-
ter NAC (0 and 25.0% before and after treatment, re-
spectively; p = 0.001).

Figure 2 presents the summarized data on CNA 
frequencies in BC patients before and after therapy, 
depending on the NAC effect.

Next, in order to identify potential prognostic 
CNA markers of hematogenous metastasis during 
anthracycline-based NAC regimens, we analyzed 
the distribution of CNA frequencies in tumor before 
treatment, depending on the status of hematogenous 
metastasis.

Hematogenous metastasis was registered in 13 
patients in the studied group. The following groups 
were formed: groups 5 and 6, which included patients 
without hematogenous metastasis before and after 

NAC, respectively, and groups 7 and 8, consisting of 
individuals with hematogenous metastasis before and 
after NAC, respectively. Table 1 presents data on the 
rate of hematogenous metastasis and the median on-
set of metastasis.

In group 5, the highest number of amplifications 
(59.1%) was registered in the loci 8q21.3, 8q22.1–22.3, 
8q23.1–23.3, 8q24.11–12, and 8q24.21 in the absence of 
deletions and in 1q32.1–32.2, 1q42.12–42.13, and 1q42.2 
with a deletion rate of 9.1%. The highest deletions 
rate (77.3%) was found in 17p13.3–13.1 in the absence 
of amplifications.

In group 7, the highest amplification rate (84.6%) 
was detected in 1q23.2–23.3, 1q24.1–24.3, and 1q25.1–
25.3 in the absence of deletions. The highest dele-
tion rate (76.9%) was observed in 11q23.3, 11q24.1, and 
11q24.2 in the absence of amplifications.

Comparison of CNA frequencies in these groups 
showed that hematogenous metastasis took place 
in the highest amplification rate in the loci 18q11.2, 
18q12.1, and 18q12.2. In particular, 23.0% of patients 
with diagnosed hematogenous metastasis had amplifi-
cations in these loci, while patients without hematog-
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Fig. 2. CNA frequency in breast cancer patients receiving anthracycline-based regimens before and after treatment as 
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enous metastasis demonstrated no amplifications in 
these loci (p = 0.035).

In group 6 patients, the highest amplifications rate 
(54.6%) was found in the 1q21.3 locus, while no de-
letions were observed. The highest deletions rate 
(40.9%) was found in loci 16q21 and 16q22.1.

In group 8 patients, the highest amplifications rate 
(69.2%) was detected in 8q21.13, 8q21.2, 8q21.3, 8q22.1–
22.3, 8q23.3, 8q24.13, 8q24.21, and 8q24.22; the highest 
deletion rate (69.1%) was observed in 13q14.11–14.13 
and 13q14.2, in the absence of amplifications.

Comparison of CNA frequencies in these groups af-
ter treatment showed that hematogenous metastasis is 
associated with a high number of amplifications in the 
9p22.2 locus: 0/22 events (0%) and 5/13 events (38.5%) 
in the absence/presence of hematogenous metasta-
sis, respectively (p = 0.002). Hematogenous metastasis 
was also developed in a greater number of deletions 
in 9p21.3 (0/22 events (0%) and 3/13 events (23.1%) in 
the absence/presence of hematogenous metastasis, re-
spectively) (p = 0.053). These loci could serve as prog-
nostic markers of hematogenous metastasis in patients 
with luminal B HER2− BC receiving anthracycline-
based NAC regimens.

Figure 3 shows CNA frequencies in BC patients re-
ceiving anthracycline-based regimens as part of pre-
operative chemotherapy before and after treatment, 

depending on the presence/absence of hematogenous 
metastasis.

To assess the metastasis-free survival (MFS) rate 
depending on the identified potential prognostic CNA 
markers of hematogenous metastasis after the use of 
anthracycline-based NAC regimens, we plotted sur-
vival curves using the Kaplan–Meier method.

Figure 4 presents the curves of the BC patients 
included in the study, depending on the presence of 
9p22.2 amplifications (p = 0.003) and 9p21.3 deletions 
(p = 0.03) in tumor.

DISCUSSION
It is important to note that results of numerous stud-
ies on the search for prognostic and predictive mark-
ers in various adjuvant and neoadjuvant chemother-
apy regimens against known molecular subtypes of 
BC have been published to date. The data of these 
studies are rather contradictory and aimed at a 
reevaluation of the use of available agents, including 
anthracyclines, while the attention is focused on the 
search for pCR markers.

In particular, centrosome duplication on chromo-
some 17 (CEP17 duplication) was studied as a marker 
of sensitivity to anthracyclines. An increased CEP17 
copy number is often found in BC [11, 12]. Analysis of 
BC samples for the presence of the CEP17 duplication 
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part of preoperative chemotherapy, depending on the presence of hematogenous metastasis
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at various rates (e.g. > 1.86 CEP17/cell, HER2/CEP17 
≥ 2.0) was performed by several research groups 
and yielded contradictory results; either the presence 
or an absence of a linear relationship between the 
HER2/CEP17 ratio and pCR [11, 13, 14].

The dynamic changes in the HER2− BC genetic 
landscape were also studied. In particular, a series of 
prospective molecular profiling of HER2− BC tumors 
was conducted during chemotherapy. Tumor biopsies 
were obtained before and after 2 weeks of chemo-
therapy (doxorubicin/cyclophosphamide, ddAC). The 
tumor samples were obtained during surgery, after 
8 weeks of combination therapy. To assess the sin-
gle nucleotide variants (SNVs) and CNAs of 440 tu-
mor-associated genes (ACTOnco®), NGS sequencing 
of the DNA of each patient (n = 34) was carried out 
at three time points. New mutations that developed 
due to therapy were found in 13% of cases (after one 
treatment cycle). A total of 72% of patients exhibited 
changes in variant allele frequencies (VAFs) of patho-
genic SNVs: 51% of these changes developed early 
(after 2 weeks of therapy) and persisted for 8 weeks. 
The changes in SNV VAF were mostly associated 
with the PI3K/mTOR/AKT pathway. Tumors with a 
poor response to treatment (50% events, [7/14]) were 
less likely to develop SNV VAF compared to tumors 
with a good response (15% events, [4/24], p = 0.029). 
No significant difference in the CNA was noted be-
tween patients with a good and poor response after 
2 weeks of therapy (22 [0–100] vs. 35 [0–106] events, 
respectively, p = 0.605). However, after 8 weeks, pa-
tients with a good response had a lower CNA load 

Fig. 4. Non-metastatic survival rates of breast cancer patients depending on the presence of amplifications in the 9p22.2 
locus (A) and deletions in the 9p21.3 locus (B) in tumor
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compared to patients with a poor response (12 [3–26] 
vs. 32 [15–73] events, respectively, p = 0.042) [15].

The results of an integrated multi-omics pro-
filing of high-grade HER2− BC were presented. 
Identification of metastatic candidate driver events 
in stage III ER+HER2− tumors based on prima-
ry (n = 270) and metastatic diseases after treat-
ment (n  = 243) revealed amplification of 8q24.13 and 
8q24.21 in 44.5% of metastatic cases [16].

We performed a search for potential predictive 
CNA markers of objective response to NAC and 
markers of hematogenous metastasis. In particular, 
we found deletions in the 11q22.3 and 11q23.1 loci as 
potential predictive markers of objective response to 
anthracycline-based NAC regimens as part of pre-
operative chemotherapy in patients with luminal B 
HER2− BC. Patients with deletions in these loci are 
statistically significantly more likely to develop an 
objective response to anthracycline-based NAC than 
those without deletions (p = 0.004).

In a study by Elin Barnekow et al., the 11q22.3 lo-
cus is considered one of the eight most important BC 
susceptibility loci [17]. This locus was identified as a 
new risk locus (the most significant SNP is rs228595, 
p = 7 × 10-6) in BRCA1 mutation carriers [18]. The 
11q22.3 locus contains several genes, including ACAT1, 
NPAT, and ATM (according to the data obtained using 
the genecards.org database).

It is important to note that recent studies indicate 
new and surprising functions for ACAT1, which en-
codes acetyl-CoA acetyltransferase. ACAT1 has lysine 
acetyltransferase activity, and it acetylates pyruvate 
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dehydrogenase, which contributes to the Warburg ef-
fect and tumor cell proliferation [19]. According to 
recent data, ACAT1-mediated acetylation of METTL3 
inhibits cell migration and invasion in TN BC [20]. It 
was also shown that inhibition of NPAT (nuclear pro-
tein, transcription coactivator) and p-NPAT prevents 
BC from entering the S phase of the cell cycle due to 
reduced DNA synthesis [21]. The common c.7271T>G 
mutation in ATM increases the risk of BC fourfold 
[22]. The role of ATM in BC has been studied in de-
tail. ATM mutations have been found to correlate with 
certain clinical characteristics of BC such as lymph 
node involvement and HER2+ phenotype. ATM muta-
tions are generally associated with a poor BC progno-
sis. In addition, since mutations in the ATM-encoding 
protein are involved in DNA repair mechanisms, ATM 
aberrations may also enhance the sensitivity of BC 
cells to platinum-based drugs and PARP inhibitors. 
Some data point to an association between ATM mu-
tations and resistance of luminal positive BC cells to 
CDK4/6 inhibitors [23]. In our study, deletion of the 
ATM gene locus resulted in increased sensitivity of 
HER2− BC cells to anthracyclines.

We also showed that 9p22.2 and 9p21.3 could be 
considered prognostic makers of hematogenous me-
tastasis in luminal B HER2− BC patients receiving 
anthracycline-based NAC regimens.

Both the amplifications in the 9p22.2 locus and de-
letions in the 9p21 locus (in contrast to its normal and 
amplified states) are considered unfavorable prognos-
tic markers (p = 0.03).

Deletions of the short arm of chromosome 9 were 
shown to be associated with such aggressive BC signs 
as a highly malignant phenotype and a shortened 
survival time. The 9p deletions usually involve large 
fragments or even the entire chromosome arm [24]. 

The 9p21 deletions are associated with an unfavor-
able BC phenotype. In particular, 9p21 was found in 
15.3% of 1,089 analyzed cases and associated with an 
unfavorable disease course, including a highly malig-
nant phenotype (p < 0.0001), lymph node metastasis 
(p = 0.0063), and a high Ki67 index (p < 0.0001). The 
presence of the 9p21 deletion was associated with a 
poor disease outcome (p = 0.0720) [25].

According to published data, a homozygous deletion 
of the 9p21.3 locus is found in 15% of all human can-
cer diseases [26]. Recently, Han et al. analyzed large-
scale genomic data presented in the Cancer Genome 
Atlas (TCGA) and showed that the 9p21.3 deletion is 
a marker of a poor prognosis in several cancers, in-
cluding BC. The study demonstrated a clear associa-
tion between homozygous 9p21.3 deletion and shorter 
overall survival time [27]. 

CONCLUSION
In the present study, we analyzed changes in the 
CNA landscape in breast cancer patients receiving 
anthracycline-based neoadjuvant chemotherapy reg-
imens. We found potential predictive CNA markers 
of objective response (frequencies of deletions in loci 
11q22.3 and 11q23.1) and prognostic CNA markers of 
hematogenous metastasis (amplifications in the 9p22.2 
locus and deletions in the 9p21.3 locus) in luminal B 
HER2− BC patients receiving anthracycline-based 
NAC regimens as part of preoperative chemotherapy. 
The obtained results are partially confirmed by the 
literature. However, validation of the obtained results 
is required in order to use the identified predictive 
and prognostic markers. 
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ABSTRACT Transforming growth factor-β1 (TGF-β1), a cytokine with immunosuppressive and pro-fibrogenic 
activity, is a potential marker of infection, liver transplant rejection, and fibrosis. Its levels in the blood and 
tissues depend on many factors; however, the role of gene polymorphism is still unclear. In this work, the 
distribution frequency of three single nucleotide polymorphism (SNP) variants of the Tgfb1 gene, namely 
rs1800469, rs1800470, and rs1800471, was studied in children with end-stage liver disease (ESLD). The study 
included 225 pediatric liver recipients aged 1 month to 16 years (median, 8 months), including 100 boys and 
125 girls, and 198 healthy individuals aged 32.7 ± 9.6 years, including 78 men and 120 women. The indication 
for liver transplantation in children was ESLD, which was mostly caused by congenital and inherited liver 
diseases. SNPs were detected by real-time polymerase chain reaction using TaqMan probes and DNA isolated 
from peripheral blood. SNP frequency distribution was in Hardy–Weinberg equilibrium and did not differ 
between children with liver diseases and the healthy ones. Analysis of the SNPs frequency based on allelic 
interaction models did not reveal any differences between patients and the healthy individuals. Evaluation 
of linkage disequilibrium for Tgfb1 polymorphic variant pairs revealed a statistically significant linkage be-
tween all studied variants. Seven haplotypes, which are variants of SNP combinations, were observed in the 
studied groups of patients and healthy individuals. A total of 80% of the group had three haplotypes, whose 
frequencies did not differ between patients and the healthy individuals. Significant differences were found in 
the frequency of the haplotypes A-A-C, G-G-C, and G-A-G (at rs1800469, rs1800470, and rs1800471, respec-
tively), which were observed up to 11 times more often in recipients compared to the healthy individuals. It 
is possible that these haplotypes are ESLD-predisposing variants, which may also contribute to the develop-
ment of complications after liver transplantation in children.
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liver transplantation.
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INTRODUCTION
Liver transplantation is the only effective treatment 
for children with end-stage liver disease (ESLD) [1]. 
Despite advances in organ transplantation and the 
high survival rates of recipients, the period after 
transplantation can be accompanied by such compli-

cations as infections, transplant rejection, and fibro-
sis. Prevention of complications requires the use of 
accurate approaches to their prediction and diagno-
sis using molecular and genetic markers.

Transforming growth factor-β1 (TGF-β1), an im-
portant component of the immune system with im-
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munosuppressive and pro-fibrogenic activities, plays 
an essential role in the development of complications 
after organ transplantation [2, 3].

A series of studies, including our work, showed that 
the TGF-β1 cytokine level in pediatric liver recipients 
correlates with the graft function and has a prognos-
tic and diagnostic significance [4–6]. TGF-β1 levels in 
recipient’s blood and tissues are determined by nu-
merous factors, including genetic ones. Considering 
that ESLDs in children are mainly congenital and he-
reditary, this genetic factor can play some role in both 
the progression of the disease and emergence of post-
transplant complications.

Tgfb1 contains a series of single nucleotide poly-
morphisms (SNPs), which can be associated with var-
ious pathologies [7–9]. The greatest interest of re-
searchers specializing in the field of solid organ 
transplantation has been drawn to the following three 
SNPs in Tgfb1: rs1800469 with a C > T substitution 
in the promoter region (C(–509)Т); rs1800470 with 
a T > C substitution in codon 10 of the first exon 
(Т(+869)C), resulting in Leu-to-Pro substitution in 
the protein; and rs1800471 with a C > G substitution 
in codon 25 of the first exon (C(+915)G), leading to a 
Arg-to-Pro substitution in the protein. The rs1800469 
polymorphism is located in the promoter region and 
affects the recruitment of transcription factors, thus 
disrupting transcription regulation. SNPs rs1800470 
and rs1800471 are located in the first exon and affect 
protein expression. These SNPs are considered to be 
the cause of the differences in the TGF-β1 activity 
level in tissues and can be associated with the devel-
opment of post-transplant complications [10–12]. The 
role of the Tgfb1 polymorphism in pediatric liver dis-
eases is still unknown.

The aim of this study is to evaluate the frequencies 
of three Tgfb1 SNPs in young children with ESLD.

Establishment of the role of the polymorphism of 
the genes determining the activity of pro- and an-
ti-inflammatory cytokines, including TGF-β1, in the 
pathogenesis of various diseases in solid organ re-
cipients will make it possible to both predict the risk 
of developing the disease and its severity and select 
a therapeutic approach for an individual patient. An 
example of polymorphism analysis in clinical practice 
is the genotyping of human major histocompatibility 
complex genes and further selection of a recipient-
compatible donor organ for transplantation. Another 
example is the polymorphism of CYP3A5, which en-
codes a member of the cytochrome P450 superfamily 
that can disrupt functional protein synthesis and ex-
ert a significant effect on the clearance of the immu-
nosuppressive drug tacrolimus. Selection of a tacro-
limus daily dose that takes into account the CYP3A5 

genotype allows one to attain the desired drug con-
centration.

EXPERIMENTAL
The study protocol was approved by the local eth-
ics committee of the V.I. Shumakov National Medical 
Research Center of Transplantology and Artificial 
Organs. Either patients or their guardians signed a 
written informed consent to participate in the study. 
The consent is stored in the patient’s medical records.

The study included 225 pediatric liver recipients 
(100 boys and 125 girls) aged 1–192 months (16 years; 
median, 8 months) and 198 healthy individuals aged 
32.7 ± 9.6 years (78 males and 120 females). This sam-
ple was considered an open Russian population, since 
the ethnicity of the study participants was not iden-
tified.

Liver diseases in patients included the following 
pathologies: biliary atresia (BA), Caroli disease, bili-
ary hypoplasia (BH), Alagille syndrome, Byler disease, 
and other rare liver diseases like Crigler–Najjar syn-
drome, von Gierke disease, alpha-1 antitrypsin defi-
ciency, tyrosinemia, fulminant autoimmune hepatitis, 
cryptogenic cirrhosis, etc. The demographic and clini-
cal characteristics of the pediatric liver recipients in-
cluded in the study are presented in Table 1.

The patients included in the study underwent 
transplantation of a liver fragment from a living re-
lated donor. Recipients received two- and three-com-
ponent immunosuppressive therapy, which included 
tacrolimus, corticosteroids, and mycophenolate drugs. 
Routine examination and treatment of patients were 
conducted in accordance with the clinical recom-
mendations of the Russian Transplant Society and 
the protocols of the V.I. Shumakov National Medical 
Research Center of Transplantology and Artificial 
Organs.

Table 1. Patients included in the study

Characteristic Value
Number of patients, n 225

Age, months 8 (1–192)
Male/female ratio (%) 100(44)/125(56)

Disease, number of cases (%)

BA
BH

Caroli disease
Alagille syndrome

Byler disease
Others

107(48)
24(11)
11(5)
12(5)
10(4)
61(27)

Note: BA – biliary atresia; BH – biliary hypoplasia.
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Genomic DNA was isolated from peripher-
al blood using a QIAamp DNA Blood Mini Kit 
(Qiagen, Germany) on an automated QIAcube™ sys-
tem (Qiagen, Germany) according to the manufac-
turer’s instructions. The Tgfb1 polymorphic variants 
rs1800469, rs1800470, and rs1800471 were analyzed 
by real-time polymerase chain reaction using TaqMan 
probes (Applied Biosystems, USA) on a CFX96™ real-
time PCR detection system (Bio-Rad, USA) according 
to the manufacturer’s instructions.

The statistical analysis was performed using the 
Microsoft Excel software. The distribution of the 
studied SNP genotype frequencies, haplotype struc-
ture, and pairwise linkage disequilibrium were ana-
lyzed using the SNPstats software [13]. In order to 
confirm the independent distribution of the stud-
ied polymorphic alleles, we tested them for compli-
ance with the Hardy–Weinberg law. Allele frequen-
cy was calculated using the following formula: allele 
frequency = ((2 × number of homozygotes) + number 
of heterozygotes))/2 × total number of individuals. 
The frequencies of the genotypes and individual al-
leles were compared between different groups using 
the Pearson χ2 criterion. To quantitatively represent 
the impact of a possible genotype on a certain char-
acteristic, odds ratios (ORs) and their 95% confidence 
intervals (CI) were calculated. To assess the linkage 
disequilibrium, D-statistics and the correlation coeffi-
cient r were calculated. The critical significance level 
was considered 0.05.

RESULTS
Three Tgfb1 polymorphic variants (rs1800469, 
rs1800470, and rs1800471) were genotyped in the 
DNA of the studied patients. The frequencies of 
the various genotypes and alleles were calculated. 
Figure 1 presents the distribution of the genotypes 
and alleles in children with liver diseases and healthy 
individuals.

A comparative analysis of the frequencies of the 
studied genotypes and alleles in the children with 
liver diseases and healthy donors did not reveal any 
statistically significant differences.

No gender-related statistically significant differenc-
es in the distribution of the studied SNPs were found 
between the patients and healthy individuals. At the 
same time, significant differences were observed in 
the frequency of the rare genotype C/G rs1800471 
between young female patients and healthy women; 
this genotype was 3.96 times more common in girls 
than in healthy women (OR, 3.96, 95% CI 1.09–14.43, 
p = 0.01).

The frequency distribution of the studied geno-
types of all three polymorphic variants was in agree-

ment with the Hardy–Weinberg equilibrium in both 
the patients and healthy individuals (Table 2).

A comparative analysis of the distribution of the 
genotype and allele frequencies of three Tgfb1 SNPs 
using different models of allelic interactions (codomi-
nant, dominant, recessive, and superdominant) was 
conducted in healthy individuals and pediatric liv-
er recipients. For each model, OR and the error rate 
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Fig. 1. Frequency distributions of Tgfb1 SNPs rs1800469 
(A), rs1800470 (B), and rs1800471 (C) in children with 
liver diseases and healthy individuals
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were calculated by comparing children with liver dis-
eases and healthy individuals (Table 3).

No statistically significant differences were found 
in the distribution of the studied Tgfb1 variant fre-
quencies between patients and healthy individuals 
using different allelic interaction models. In addition, 
no significant gender-related differences in genotype 
distribution were noted.

Since the analyzed loci are located on the same 
chromosome, linkage disequilibrium (LD), i.e., linked 
locus inheritance and haplotype formation, can be ob-
served. Table 4 presents the results of the statistical 
analysis of pairwise linkage of the studied Tgfb1 vari-
ants as D, D’, and r-statistics, including the error rate.

A statistically significant linkage was found be-
tween all studied variants. The strongest linkage 

Table 2. Compliance of Tgfb1 polymorphism distributions with the Hardy–Weinberg law

Group
rs1800469 rs1800470 rs1800471

χ2 p χ2 p χ2 p

Healthy individuals 0.4779 0.54 0.0166 0.898 0.0842 0.772

Patients 0.0013 0.971 2.6579 0.120 0.3925 0.531

Note: p < 0.05 do not meet the Hardy–Weinberg equilibrium.

Table 3. Comparison of Tgfb1 polymorphism distributions in children with liver diseases and healthy individuals using 
different inheritance models

Model Genotype Frequency,  
recipients

Frequency, healthy 
individuals OR (95% CI) p

rs1800469

Codominant

G/G 85 (38%) 74 (39.8%) 1.00

0.71A/G 106 (47.3%) 90 (48.4%) 1.02 (0.67–1.55)

A/A 33 (14.7%) 22 (11.8%) 1.29 (0.69–2.41)

Dominant
G/G 85 (38%) 74 (39.8%) 1.00

0.73
A/G-A/A 139 (62%) 112 (60.2%) 1.07 (0.72–1.60)

Recessive
G/G-A/G 191 (85.3%) 164 (88.2%) 1.00

0.41
A/A 33 (14.7%) 22 (11.8%) 1.27 (0.71–2.28)

Superdominant
G/G-A/A 118 (52.7%) 96 (51.6%) 1.00

0.83
A/G 106 (47.3%) 90 (48.4%) 0.96 (0.65–1.41)

rs1800470

Codominant

A/A 91 (40.8%) 74 (39.8%) 1.00

0.49A/G 94 (42.1%) 87 (46.8%) 0.87 (0.57–1.33)

G/G 38 (17%) 25 (13.4%) 1.23 (0.68–2.22)

Dominant
A/A 91 (40.8%) 74 (39.8%) 1.00

0.81
A/G-G/G 132 (59.2%) 112 (60.2%) 0.95 (0.64–1.42)

Recessive
A/A-A/G 185 (83%) 161 (86.6%) 1.00

0.32
G/G 38 (17%) 25 (13.4%) 1.32 (0.76–2.28)

Superdominant
A/A-G/G 129 (57.9%) 99 (53.2%) 1.00

0.33
A/G 94 (42.1%) 87 (46.8%) 0.82 (0.56–1.22)

rs1800471

Codominant
C/C 205 (91.9%) 180 (96.3%) 1.00

0.063
C/G 18 (8.1%) 7 (3.7%) 2.26 (0.92–5.53)
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was observed for the first pair of loci (rs1800469–
rs1800470); the weakest linkage was found between 
the other two pairs.

Seven combinations of the studied SNPs were 
found in the studied groups. Table 5 presents the 
identified haplotypes in order of decreasing frequen-
cy, frequencies of various groups, the OR between 
healthy individuals and recipients, and the OR error 
rate.

Table 5 shows that the combination of G-A-C al-
leles is the most prevalent (about 50% of cases in pa-
tients and 60% of cases in healthy individuals), whose 
distribution does not differ significantly between the 
groups. The second most common haplotype, A-G-C, 
is present in approximately 30% of the studied groups; 
its frequency also did not differ between the patients 
and healthy individuals. The frequencies of the fifth 
most common haplotype, G-G-G, also did not differ 
between the groups: there were about 2% of cases in 
both groups. In general, about 80% of the studied in-
dividuals had three out of seven haplotype variants 
with the same frequencies in recipients and healthy 
individuals.

Statistically significant differences in the fre-
quency of the least common haplotypes were found. 
These haplotypes are more prevalent in recipients 
compared to healthy individuals. Haplotypes No. 3 
(A-A-C), No. 4 (G-G-C), and No. 6 (G-A-G) are 3.12 

(p = 0.0002), 2.88 (p = 0.0008), and 11.18 (p = 0.025) 
times more prevalent in patients than in healthy in-
dividuals, respectively. In general, the less common 
haplotypes No. 3, 4, and 6 were found in 26.84% of 
the patients and 7.71% of the healthy individuals. The 
least common haplotype A-G-G (No. 7) was practical-
ly absent in healthy individuals, while its frequency in 
recipients was <1%, which made it impossible to com-
pare the groups for this parameter.

DISCUSSION
The development of approaches to the non-invasive 
diagnosis of post-transplant complications is impor-
tant in relation to pediatric liver recipients due to the 
high risk of invasive procedures. Gene diagnosis has 
such important advantages over other methods as in-
dependence from the physiological state, immutabil-
ity, and the possibility to perform only a single test. 
The results of genetic tests can provide information 
on a patient’s predispositions and allow for the use of 
personalized therapy by selecting drugs based on an 
individual patient’s characteristics.

In this work, we analyzed the frequencies of the 
three most prevalent Tgfb1 SNPs in children with 
ESLD and healthy individuals in an open Russian 
population. We showed that the distribution of these 
SNPs does not differ between patients and healthy 
individuals and meets the Hardy–Weinberg equilib-
rium.

The data we obtained did not reveal an associa-
tion between different Tgfb1 SNPs and pediatric liv-
er diseases. We have not found publications on the 
study of the Tgfb1 genetic polymorphism in young 
children with congenital and hereditary liver dis-
eases in Russian and other populations. The role of 
Tgfb1 SNPs in the development of various liver pa-
thologies has been studied in adult patients; however, 
the results of these studies are inconclusive [7–12]. 

Table 4. Statistical assessment of the linkage disequilibrium 
for pairs of polymorphic variants of the Tgfb1 gene

SNP pair D D’ r p

rs1800469–rs1800470 0.1447 0.6259 0.6184 0

rs1800469–rs1800471 -0.0113 0.9934 -0.136 0.0001

rs1800470–rs1800471 0.0089 0.4628 0.1062 0.0021

Table 5. Tgfb1 haplotype frequencies in children with liver diseases and healthy individuals

No.
Nucleotide Frequency

Odds ratio (95% CI) p 
rs1800469 rs1800470 rs1800471 total patients healthy 

individuals
1 G A C 0.5236 0.4680 0.5864 1.00
2 A G C 0.2841 0.2410 0.3190 1.05 (0.75–1.47) 0.76
3 A A C 0.0862 0.1340 0.0374 3.12 (1.72–5.67) 0.0002*

4 G G C 0.0754 0.1170 0.0371 2.88 (1.56–5.32) 0.0008*

5 G G G 0.0180 0.0154 0.0176 1.54 (0.51–4.65) 0.44
6 G A G 0.0127 0.0174 0.0026 11.18 (1.37–91.18) 0.025*

7 A G G 0.0038 0.0073 0 – –

*p < 0.05.
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On the one hand, there is data indicating an asso-
ciation between these SNPs and transplant rejection 
and chronic dysfunction [10–12]. On the other hand, 
there are also studies that did not uncover any as-
sociation between the Tgfb1 polymorphism and both 
transplant rejection and donor liver fibrosis in adult 
patients [14–16].

The frequencies of SNPs rs1800469, rs1800470, 
and rs1800471 in healthy individuals identified in our 
study are consistent with the data of other domes-
tic authors [17, 18]. A comparison of the distribution 
of the allele frequencies studied in our work with 
the data deposited into the U.S. National Center for 
Biotechnology Information (NCBI) also did not re-
veal significant differences from that of Tgfb1 in the 
European population: rs1800469 – A(37%)/G(63%); 
rs1800470 – A(56%)/G(44%); and rs1800471 – 
C(94%)/G(6%).

The TGF-β1 cytokine is a vital protein involved in 
the regulation of the key cellular processes; there-
fore, a significant impairment of its function can be 
fatal [19]. It is possible that individual single nucleo-
tide substitutions have a limited effect on the protein 
function, while a combination of several substitutions 
can have a pronounced effect. Therefore, analysis of 
the haplotypes of several SNPs can be more informa-
tive than a study of a single nucleotide substitution.

We noticed a linkage disequilibrium of SNPs 
rs1800469, rs1800470, and rs1800471, which form sev-
en haplotype variants, in patients and healthy indi-
viduals. The prevalence of the three most common 
haplotypes did not vary significantly between pa-
tients and healthy individuals. The analysis of the 
same Tgfb1 haplotypes conducted by other authors 
showed a similar prevalence of the most common 
haplotype, G-A-C, in healthy individuals, which was 
about 50–60% [17, 20].

The least common haplotypes identified in our 
study were more prevalent in ESLD patients com-
pared to the healthy individuals. This suggests in-
volvement of these haplotypes in the predisposition to 
liver diseases. A significant number of diseases in the 
studied patients are congenital and hereditary, while 
the genetic nature of the majority has not been stud-
ied in detail. Therefore, a search for disease-associat-
ed haplotypes can be of scientific and practical value 
in transplantation. It is possible that the identified 
haplotypes not only predispose children to the liver 
disease, but also contribute to the complications that 
emerge after liver transplantation. However, further 
studies are required to unambiguously establish such 
a causal relationship.

The study design is based on the case–control 
method, which imposes certain limitations on the le-

gitimacy of establishing a causal relationship between 
the identified associations. It should be noted that it is 
not always possible to unambiguously determine the 
haplotype based on the genotype using PCR. Only se-
quencing allows for accurate haplotype identification.

The limitation in the conclusion on a possible as-
sociation between the studied haplotypes and pre-
disposition to ESLD is also due to the fact that some 
pathologies can be determined by numerous genet-
ic factors/polymorphisms, each of which makes only 
a small contribution to the overall risk of develop-
ing the disease, while their significance is difficult to 
evaluate when analyzing a small patient sample. For 
instance, the functional activity of TGF-β1 can be de-
termined by not only the gene polymorphism, but also 
by the genetic variants of the other factors partici-
pating in the cytokine pathway, such as binding pro-
teins and receptors. The risk of developing hepatitis 
C after transplantation in patients was shown to be 
associated with the frequency of the SNP rs868 lo-
cated in the non-coding 3′-UTR region of the TGF-β1 
receptor gene (Tgfbr1) [21]. In addition, the interac-
tion of different genes can have a clinical significance. 
An association between HLA genes and the genes of 
various cytokines, including TGF-β1, was found in pa-
tients with such a multifactorial autoimmune disease 
as type 1 diabetes mellitus, in which polymorphisms 
of the human major histocompatibility complex genes 
may play an important role [22]. Some combinations 
of polymorphic variants of the cytokine TNF-α, IFN-γ, 
IL-6, and TGF-β1 genes were shown to be less com-
mon in patients with type 1 diabetes mellitus com-
pared to the control, which suggested a protective 
role for these haplotypes [22]. Linkage disequilibrium 
of the TNF-α variant characteristic of the protective 
haplotype with two polymorphic HLA variants was 
also noted.

Predisposition to various polygenic diseases can 
also be determined by an individual’s ethnicity, which 
points to the need to study ethnically homogeneous 
groups. However, we did not determine the ethnic-
ity of the individuals in our study. Therefore, the ob-
tained results can be considered valid for an open 
Russian population.

CONCLUSION
The level of the multifunctional cytokine TGF-β1 is a 
potential biomarker of infection, transplant rejection, 
and fibrosis. In this work, we studied the distribution 
of the three most significant Tgfb1 polymorphisms 
(rs1800469, rs1800470, and rs1800471) in pediatric pa-
tients with congenital and hereditary liver diseases. 
We demonstrated that the frequency of each individ-
ual polymorphism does not differ significantly from 
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that of healthy individuals and meets the Hardy–
Weinberg equilibrium.

However, the frequency of haplotypes of the three 
studied Tgfb1 polymorphisms differs statistically sig-
nificantly between patients and healthy individuals. 
Seven different haplotypes were found in the studied 
group. Of them, three were observed 3 to 11 times 
more often in recipient children compared to healthy 

ones. These haplotypes, namely A-A-C, G-G-C, and 
G-A-G, which correspond to rs1800469, rs1800470, 
and rs1800471, respectively, can be associated with 
predisposition to end-stage liver disease in children. 
Additional studies are warranted in order to further 
elucidate the role of these haplotypes in post-trans-
plant complications. 
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ABSTRACT Among the nonvirion proteins of the vaccinia virus (VACV), a 94-kDa long protein is most abun-
dantly present; the protein is a truncated form of the 150-kDa A-type inclusion (ATI) protein of the cowpox 
virus encoded by the ati gene. This VACV protein does not form intracellular ATIs, being as it is a major 
immunogen upon infection/immunization of humans or animals with the VACV. Antibodies specific to this 
protein are not virus-neutralizing. The present study focused on the effect of the production of this nonstruc-
tural major immunogenic VACV protein on the manifestation of pathogenicity and immunogenicity of the 
virus in the BALB/c mouse model of infection. In order to introduce a targeted deletion into the VACV LIVP 
genome, the recombinant integration/deletion plasmid p∆ati was constructed and further used to generate 
the recombinant virus LIVP∆ati. The pathogenicity of the VACV LIVP and LIVP∆ati strains was studied in 
3-week-old mice. The mice were intranasally infected with the viruses at a dose of 107 pfu; 50% of the ani-
mals infected with the parent LIVP strain died, while infection with the LIVP∆ati strain led to the death of 
only 20% of the mice. Intradermal vaccination of mice aged 6–7 weeks with the LIVP∆ati virus statistically 
significantly increased the production of VACV-specific IgG, compared to that after intradermal vaccination 
with VACV LIVP. Meanwhile, no differences were noted in the cell-mediated immune response to the vac-
cination of mice with VACV LIVP or LIVP∆ati, which was assessed by ELISpot according to the number of 
splenocytes producing IFN-γ in response to stimulation with virus-specific peptides. Intranasal infection of 
mice with lethal doses of the cowpox virus or the ectromelia virus on day 60 post-immunization with the 
studied VACV variants demonstrated that the mutant LIVP∆ati elicits a stronger protective response com-
pared to the parent LIVP.
KEYWORDS orthopoxviruses, vaccinia virus, ati gene, intradermal injection, immunogenicity, protectivity.
ABBREVIATIONS CPXV – cowpox virus; ECTV – ectromelia virus; VACV – vaccinia virus; pfu – plaque-form-
ing units; dpi – day post immunization; i.d. – intradermal; i.n. – intranasal.
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INTRODUCTION
The vaccinia virus (VACV) belongs to the ge-
nus Orthopoxvirus (family Poxviridae), which also 
comprises such virus species as the variola vi-
rus (VARV), monkeypox virus (MPXV), cowpox vi-
rus (CPXV), camelpox virus (CMLV), and others 
[1, 2]. Orthopoxviruses are the largest DNA-containing 
mammalian viruses whose entire life cycle occurs in 
the cytoplasm of infected cells. The members of this 
genus are morphologically indiscernible in terms of 
virion structure and antigenically close to each other; 
therefore, infection with one orthopoxvirus species af-
fords immunity against other members of this genus 

[3]. For this very reason, smallpox has been eradicated 
using the live vaccine based on different VACV stains 
[1, 4].

Like for other orthopoxviruses, there exist two in-
fectious forms of VACV. Intracellular mature virions 
(IMVs) make up the overwhelming majority of virus 
progeny, while a much smaller portion is represented 
by extracellular enveloped virions (EEVs) [5, 6].

The so-called LS antigen (an antigen complex con-
sisting of the thermolabile (L) and thermostable (S) 
antigenic components), against which antibodies are 
intensely produced, was discovered in early studies 
focusing on the immune response elicited by intra-
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dermally (i.d.) infecting rabbits with VACV [7]. The 
highly immunogenic LS antigen, which is a nonvirion 
protein and is abundantly present, is isolated from the 
extracts of infected animal tissue. The antibodies pro-
duced after the animals are immunized with LS anti-
gen exhibit no virus-neutralizing activity but react to 
clinical samples collected from patients with smallpox 
and monkeypox in the complement binding and gel 
immunoprecipitation assays [2].

It was demonstrated later that the 94-kDa LS an-
tigen of VACV is the truncated form of the protein 
that forms intracellular A-type inclusion bodies (ATIs) 
in CPXV infected cell. The ATI protein of CPXV is 
150 kDa in size [8], is encountered in large quantities in 
infected cells during the later stage of the virus repli-
cation cycle (up to 4% of total cell protein), and is ag-
gregated to yield gel-like bodies that may incorporate 
mature virions in their cytoplasm [9, 10]. C-terminally 
truncated forms of this protein 92–96 kDa in size are 
synthesized in large quantities by VARV, MPXV, CMLV, 
and VACV, without forming ATIs (Fig. 1).

It was demonstrated that immunization of labora-
tory animals or human volunteers with VACV results 
in the production of antibodies against a broad range 

of virion proteins, including the highly immunogenic 
nonvirion ATI-like protein [11]. The T-cell-mediated 
immune response to a VACV infection is mainly in-
duced against early nonvirion proteins [6]. The only 
exception is the truncated ATI protein synthesized 
during the late stage of the virus replication cycle; 
nevertheless, a strong immune response is elicited 
to it [12]. A plausible reason is that the truncated ati 
gene (A29L in the case of VACV-LIVP, see Fig. 1) is 
one of the most intensely expressed VACV genes, and 
that the protein encoded by it is produced in the larg-
est quantities among nonvirion proteins [9].

The ati gene is not among the essential genes for 
the VACV, since natural variants of the virus with 
this gene deleted have been discovered [13, 14]. It was 
also demonstrated for CPXV that ati gene deletion 
affects viral replication ability neither in vitro nor in 
vivo [15, 16]. However, the effect of ati gene deletion 
on the immunogenic properties of VACV still remains 
unclear.

This study focused on the impact of the deletion of 
the ati gene, which encodes the major immunogenic 
protein of VACV (antibodies specific to it exhibit no 
virus-neutralizing activity), on the pathogenicity and 
immunogenicity of the virus.

MATERIALS AND METHODS

Bacteria, viruses, and cell culture
The Escherichia coli XL2-Blue strain and LIVP VACV 
cl. 14 obtained previously by finite dilution in agarose 
gel [17], as well as the cowpox virus (CPXV) strain 
GRI-90 and the ectromelia virus (ECTV) strain K-1, 
obtained from the virus collection, were used in this 
study. The passaged African green monkey kidney 
cell culture CV-1 was procured from the Cell Culture 
Collection of the State Research Center of Virology 
and Biotechnology VECTOR, Rospotrebnadzor. The 
viruses were grown and titrated using a monolayer 
CV-1 culture according to the procedure described in 
[18].

The Animals
BALB/c inbred mice procured from the husbandry 
of the Institute of Cytology and Genetics, Siberian 
Branch of the Russian Academy of Sciences 
(Novosibirsk, Russia) were used for the study. The 
experimental animals were fed the standard diet with 
a sufficient amount of water, in compliance with the 
veterinary legislation and requirements for humane 
care and use of laboratory animals (State Standard 
GOST 33216-2014 “Guidelines for Accommodation 
and Care of Animals. Species-specific Provisions 
for Laboratory Rodents and Rabbits”). The studies 

ati p4c
A26L A27L

150900 156400 bp 

125416 130748 bp

CPXV-GRI

A25L A26LA27L       A28L            A29L

VARV-IND

A26L                A27L            A28L

134649 139542 bp MPXV-ZAI

VACV-WR

A27L

A27L A28L

A28L
A29L

A29L

A30L

A30L

A31L

134637 139992 bp

136655 142008 bp VACV-LIVP

Fig. 1. Comparison of the potential orthopoxvirus open 
reading frames (ORFs) within the ati (ORF A26L) and 
p4c ((A27L) CPXV-GRI) genes. Gray arrows indicate the 
size and direction of the respective ORFs; their names 
are provided above these arrows for the CPXV-GRI, 
VARV-IND, MPXV-ZAI, VACV-WR [2], and VACV-LIVP 
viruses. Numbers to the right and left of white boxes 
denote the positions of the respective regions of the viral 
genomes. Thin lines indicate deletions in the viral genomes 
with respect to the CPXV-GRI DNA sequence. The trun-
cated form of the ATI protein is encoded by ORF A29L 
VACV-LIVP and the respective ORFs of other viruses
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and manipulations involving animals were approved 
by the Bioethics Committee of the State Research 
Center of Virology and Biotechnology VECTOR, 
Rospotrebnadzor (Protocol No. 02-06.2022 dated June 
28, 2022).

Pathogenicity assessment of the VACV strains
Three-week-old BALB/c mice (10 animals per group) 
were used in the study focusing on the pathogenicity 
of the VACV LIVP and LIVP∆ati viruses (for intra-
nasal (i.n.) infection). After inhalation anesthesia with 
diethyl ether, the mice received either a virus-con-
taining fluid (50 µL, 107 plaque-forming units (pfu)) or 
saline into the nasal cavity. The animals were followed 
up for 22 days; clinical manifestations of infection and 
animal death were documented.

The following scoring system for disease symptoms 
was used: 0 – no disease signs; 1 – slightly unkempt 
hair coat; 3 – significantly unkempt hair coat, as well 
as back-arching or conjunctivitis; 4 – hard breathing 
or immobility; and 5 – death.

Each mouse was weighed individually every two 
days. The arithmetic mean body weights of the mice 
in each group at a given time point were calculated 
and expressed as a percentage of the initial weight.

Immunization of mice and sample 
collection for analyses
BALB/c mice aged 6–7 weeks were immunized with 
the LIVP and LIVP∆ati VACV strains by making an 
intradermal (i.d.) injection into the dorsal side of the 
tail (~ 1 cm from the tail base), according to the pro-
cedure described earlier [19] using a virus dose of 
105 pfu/20 µL/mouse. The mice that had received sa-
line were used as negative controls.

The humoral immune response in the mice was 
analyzed on days 7, 14, 21, 28, 42, and 56 post immu-
nization (dpi). At each time point specified above, six 
mice per group were taken for analysis. Mouse blood 
samples were intravitally collected from the retro-or-
bital venous sinus using a 23G needle. Blood sampling 
from the retro-orbital sinus does not cause visual or-
gan injury. Blood sampling is a short-lasting but pain-
ful procedure; however, no analgesia was used, as it 
has been demonstrated that the known analgesic or 
anesthetic techniques may affect the immunological 
parameters of the animal’s blood.

Sera were obtained from individual animal blood 
samples by precipitation of blood cells via centrifuga-
tion at a relative centrifugal force of 1,000 g during 
10 min. The sera were exposed at 56°C during 30 min 
and stored at –20°C.

On 7, 14, and 21 dpi, after blood collection, the mice 
were euthanized by cervical dislocation; spleens were 

isolated from each out of six mice in the study groups 
under sterile conditions.

Splenocyte separation
Splenocytes were separated by passing individual 
spleens through a cell strainer (BD Falcon™, USA) 
using a syringe plunger. After red blood cells had 
been removed using a ACK lysing buffer (Thermo 
Fisher Scientific, USA), the splenocytes were washed 
and resuspended in a RPMI-1640 medium supple-
mented with 10% fetal bovine serum and gentamicin 
(50 µg/mL).

Quantification of IFN-γ-producing cells by ELISpot
The intensity of the T-cell-mediated immunity 

in the vaccinated mice was quantified by ELISpot 
according to the number of splenocytes producing 
IFN-γ. The assay was carried out using MABTECH 
kits (Sweden) in accordance with the manufacturer’s 
instruction. Cells were stimulated using a mixture of 
VACV-specific peptides SPYAAGYDL, SPGAAGYDL, 
VGPSNSPTF, KYGRLFNEI, GFIRSLQTI, and 
KYMWCYSQV immunodominant for BALB/c mice 
(20 µg/mL of each peptide) [20, 21]. The counts of 
IFN-γ-producing cells were determined using an 
ELISpot reader (Carl Zeiss, Germany).

Enzyme-linked immunosorbent assay of murine sera
Enzyme-linked immunosorbent assay (ELISA) of 
mouse sera was carried out according to the proce-
dure described in [18]. A preparation of LIVP VACV 
virions purified by sucrose cushion centrifugation was 
used as an antigen. All the analyzed mouse serum 
samples were titrated using a series of twofold di-
lutions (from 1 : 100 to 1 : 12,800). Titration was re-
peated the next day when conducting ELISA. The 
IgM and IgG titers were determined using solutions 
containing peroxidase conjugates of anti-mouse IgM 
and anti-mouse IgG (Sigma, USA), respectively. The 
IgM and IgG titers were determined in each analyzed 
serum sample (individually for each repeat and then 
averaged). The geometric mean logarithms of inverse 
titer of VACV-specific IgG or IgM were calculated for 
the study groups, and 95% confidence intervals were 
determined.

Assessment of protective efficacy in immunized mice
On 60 dpi, the groups of animals immunized with 
VACV LIVP or LIVP∆ati or the ones in the control 
group were i.n. infected with CPXV GRI-90 at a dose 
of 2.0 × 106 pfu/50 µL/mouse (six animals per group) 
or ECTV K-1 at a dose of 2.2 × 103 pfu/50 µL/mouse 
(six animals per group). The animals were followed 
up for 14 days; clinical manifestations of infection and 
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deaths were documented. Each mouse was weighed 
every 2 days. The arithmetic mean body weights of 
the mice in each group at each time point were cal-
culated and expressed as a percentage of the initial 
weight.

The data were obtained for the animal groups i.d. 
immunized with VACV LIVP or LIVP∆ati, as well 
as the groups of non-immunized and non-infected 
mice (negative control) or mice infected with CPXV 
GRI-90 or ECTV K-1 (positive control).

Statistical analysis
Statistical analysis and data comparison were per-
formed using the standard methods, employing the 
Statistica 13.0 software package (StatSoft Inc. 1984–
2001). Р < 0.05 were considered statistically signifi-
cant.

RESULTS

Construction of the LIVP∆ati virus
Targeted deletion in the VACV LIVP genome 
(GenBank: KX781953.1) was performed in accord-
ance with the scheme shown in Fig. 2. At the first 
stage of constructing the recombinant integrative/de-
letion plasmid p∆ati, we calculated and synthesized 
oligonucleotide primers for PCR and the amplification 
of flanking VACV LIVP DNA sequences adjacent to 
the left or right border of the viral genome region 
to be deleted (ORF A28L–A29L, position on the ge-
nome, 137618–140470 bp) using the Oligo software 
(version 3.3) (Borland International, USA) (Figs. 1, 2).

The left-border flanking fragment (L) was syn-
thesized using the primer pair 5’-AAGCTTGTT T-
G GTAGTAGATACATATCAATATCATC-3’ (HindIII) 
and 5 ’-CTGCAGGCTGACTCAATTGCATGA-
AGAT-3’ (PstI); the right-border flanking fragment 
(R) was synthesized using the primers 5’-CTGCAGG-
GGTAATTATAAGATCGTAGATCTCC-3’ (PstI) and 
5’-CC CGG GATGGCGAACATTATAAATT TAT GG-3’ 
(XmaI) and Platinum Taq DNA high-fidelity proof-
reading polymerase (Invitrogen, USA); DNA of 
LIVP VACV cl. 14 was used as the DNA template. 
The resulting target fragments L and R were puri-
fied using a QIAquick Gel Extraction Kit (QIAGEN, 
Netherlands) inserted into the vector HindIII–XmaI 
fragment pMGC20-gpt (Fig. 2) and cloned employ-
ing the transformation of competent E.  coli cells 
(XL2-Blue strain) and ampicillin as a selective marker. 
Sequence correctness of the recombinant plasmid 
p∆ati was confirmed by sequencing.

At the next stage of the study, the monolayer cul-
ture of CV-1 cells was infected with VACV LIVP and 
transfected with the recombinant plasmid p∆ati, with 

simultaneous gpt selection of VACV recombinant ac-
cording to the procedure described earlier [17]. Single 
crossover of the integrative plasmid and viral DNA 
gave rise to a recombinant viral genome carrying 
both the selective gpt gene and sequences represent-
ed by a viral genome segment carrying the target 
deletion and the same segment without the deletion 
(Fig. 2). This genetic construct carrying the long for-
ward repeats R, R’ and L, L’ is unstable and can exist 
only under selective pressure [15, 16]. Withdrawal of 
selective pressure on the gpt gene and intramolecular 
recombination at R-R’ led to the formation of the re-
combinant virus LIVP∆ati (Fig. 2). Clones of this viral 
variant were identified by PCR followed by sequenc-
ing of viral DNA.

VACV DNA

A27L    A28L    A29L       A30L

A26L A27L
CPXV (GRI-90)

PCRPCR

HindIII         PstI PstI        XmaI

L R

HindIII+XmaI

Apr ORI

P
7.5

gpt

XmaIHindIII

pMGC20-gpt

DNA ligase

Apr ORI

P
7.5

gpt

XmaIRPstI

L

HindIII p∆ati

∆

A28L A29L
LIVP

L’ R’

gpt-selection

∆ati                 gpt P7.5   Apr                 A28L    A29L

L             R                                         L’                                       R’

intramolecular recombination

∆ati                                                          A28L     A29L

L             R                                           L’                                        R’

LIVP∆ati LIVP

Fig. 2. Scheme for constructing the plasmid p∆ati and 
VACV LIVP∆ati (see explanation in the text). L and R – 
left and right flanking ati gene regions
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Assessment of the pathogenicity of the LIVP and 
LIVP∆ati viruses upon intranasal infection of mice
The pathogenicities of the VACV LIVP and LIVP∆ati 
strains were studied using 3-week-old BALB/c mice. 
The mice (10 animals per group) were i.n. infect-
ed with the viruses at a dose of 107 pfu. The ani-
mals were followed up during 22 days; each mouse 
was weighed; clinical manifestations of infection and 
deaths were documented. In mice infected with VACV 
LIVP, profound clinical manifestations of the infection 
were visible starting on day 4; the maximum was at-
tained on day 6; and the animals had recovered after 
day 10 (Fig. 3B). Illness was accompanied by signifi-
cant body weight reduction (Fig. 3A). Under the same 
conditions, the LIVP∆ati virus caused less profound 

clinical manifestations of the infection (Fig. 3B) and 
less significant body weight loss compared to mice in-
fected with LIVP (Fig. 3A), although the differences 
were statistically insignificant. Infection of mice with 
the LIVP strain led to the death of 50% of the ani-
mals, while only 20% of the mice infected with the 
LIVP∆ati strain died (Fig. 4).

These findings are indicative of a reduced patho-
genicity of the VACV LIVP with ati gene deletion 
(Fig. 2).

Analysis of the development of a cell-
mediated immune response to vaccination 
of mice with VACV variants
The intensity of the cell-mediated immune response 
in mice i.d. immunized with LIVP or LIVP∆ati was 
determined on 7, 14, and 21 dpi by IFN-γ ELISpot, 
according to the number of splenocytes producing 
IFN-γ in response to stimulation with virus-specific 
peptides. Six animals per group were analyzed at each 
time point. The results shown in Fig. 5 demonstrate 
that a high level of cell-mediated immune response 
was observed already on 7 dpi, peaking on 14 dpi and 
significantly dropping by 21 dpi. The dynamics and 
level of cell-mediated immune response coincided for 
both VACV strains.

Comparison of the dynamics of emergence 
of a humoral immune response to the vaccination 
of mice with the LIVP and LIVP∆ati viruses
The levels of VACV-specific IgM and IgG in the sera 
of mice i.d. immunized with LIVP or LIVP∆ati were 
determined by ELISA on 7, 14, 21, 28, 42, and 56 dpi.
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A relatively high IgM level was observed on 7 dpi; 
it reached its maximum on 14 dpi and then dropped. 
Both VACV strains did not differ in terms of the dy-
namics and level of production of virion-specific IgM 
(Fig. 6A).

An intense synthesis of VACV-specific IgG was ob-
served on 14 dpi; the antibody level subsequently in-
creased on 21–28 dpi and remained high throughout 
the entire follow-up period (up to 56 dpi, Fig. 6B) 
in mice immunized with LIVP∆ati but declined in 
mice immunized with LIVP. In terms of the geomet-
ric mean of inverse IgG titers on 28, 42, and 56 dpi, 
LIVP∆ati was noticeably superior to LIVP; these dif-
ferences were statistically significant on 42 and 56 dpi 
(Fig. 6B).

Assessment of the protective effect of immunization 
of mice with the VACV variants against challenge 
with lethal doses of heterologous orthopoxviruses
On 60 dpi, mice i.d. immunized with VACV LIVP or 
LIVP∆ati, as well as the control (non-immunized) 
mice, were i.n. infected with either CPXV (at a dose 
of 2.0  ×  106 pfu/mouse) or ECTV (at a dose of 
2.2 × 103 pfu/mouse) (six animals per group). During 
the 14-day follow-up period, we monitored clini-
cal manifestations and deaths of mice. The criterion 
of VACV infection development according to body 
weight loss was used.

All the mice in the control group infected with 
CPXV died after 6 days, while the animals immu-
nized with both VACV variants survived. Weight loss 
and clinical manifestations were less acute in mice 
vaccinated with LIVP∆ati compared to those vacci-

nated with LIVP (Fig. 7). Differences in body weight 
loss between the groups of vaccinated mice were sta-
tistically significant on days 10–14 after infection with 
CPXV (Fig. 7A).

Intergroup differences were more significant after 
the infection of immunized mice with the ECTV vi-
rus. All control mice died 12 days after infection with 
ECTV; 83% of the animals vaccinated with LIVP sur-
vived, while all the animals survived in the LIVP∆ati 
group (Fig. 8). In the LIVP∆ati group, manifestations 
of infection were very mild and were almost never 
accompanied by body weight loss (Fig. 9). Meanwhile, 
in mice vaccinated with LIVP, clinical signs of infec-
tion were observed on days 6–12 after infection with 
ECTV. The body weight of the animals had substan-
tially dropped; statistically significant differences in 
this parameter were observed on days 8–14 after in-
fection with ECTV compared to the group of mice 
vaccinated with LIVP∆ati (Fig. 9A).

DISCUSSION
The truncated form of the ATI protein (the 94-kDa 
protein that does not form intracellular ATIs but is 
a major immunogen upon infection/immunization of 
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humans or animals with VACV) is synthesized most 
abundantly among nonvirion VACV proteins [11]. 
Meanwhile, antibodies specific to this protein do not 
exhibit any virus-neutralizing activity. The effect of 
the production of this nonstructural major immuno-
genic protein on the manifestation of pathogenicity 
and immunogenicity of VACV still needs research. 

Therefore, this work aimed to produce the VACV car-
rying a targeted deletion of the ati gene and investi-
gate the properties of this virus in mice.

The previously characterized clonal variant of LIVP 
VACV [17] was used as the study object. In LIVP, the 
ati gene (A26L in CPXV-GRI) falls into three short 
potential open reading frames (ORFs); of those, the 
A29L gene encodes the major immunogenic protein 
A29 (94 kDa) (Fig. 1).

The integrative/deletion plasmid p∆ati, and subse-
quently the LIVP∆ati strain, were constructed accord-
ing to the scheme shown in Fig. 2.

The pathogenicities of the LIVP and LIVP∆ati 
strains were compared at the first stage. The sensi-
tivity of mice to orthopoxviruses depends largely on 
their age [2]; therefore, young (3-week-old) BALB/c 
mice were used. The animals (10 mice per group) 
were i.n. infected with the viruses, since this method 
mimics the natural route of infection transmission and 
is responsible for the fact that mice are most sensitive 
to this very infection [22, 23].

It turned out that upon i.n. infection of young mice, 
the LIVP strain at a dose of 107 pfu induced the de-
velopment of a clinically apparent infection (Fig. 3) 
and death of 50% of the animals (Fig. 4), while the 
LIVP∆ati strain led to the appearance of less appar-
ent illness signs in mice (Fig. 3) and caused the death 
of 20% of the animals (Fig. 4). Hence, the ati gene de-
letion in VACV LIVP caused its attenuation compared 
to the original viral strain. That is consistent with the 

Fig. 7. The dynamics of changes in body weight (A) and 
clinical manifestations of the infection (B) after i.n. infec-
tion of mice vaccinated with LIVP (2) or LIVP∆ati (3) with 
CPXV-GRI on day 60 post-immunization. The data are 
presented for groups consisting of six animals. The con-
trols were groups of non-vaccinated mice, both non-in-
fected (1) and infected with CPXV-GRI (4). An asterisk 
shows the time points at which the mean body weights 
(expressed as a percentage of the initial weight) in the 
group of mice immunized with LIVP∆ati differ statistically 
significantly from those in the group of mice immunized 
with LIVP. Comparison was performed using the Student’s 
t-test for independent samples
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Fig. 8. The dynamics of deaths of mice vaccinated with 
LIVP (2) or LIVP∆ati (3) after i.n. infection with ECTV-K1 
on day 60 post immunization. The data are presented for 
groups consisting of six animals. The controls were groups 
of non-vaccinated mice, both non-infected (1) and infect-
ed with CPXV-ECTV-K1 (4)
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previously held assumption that the reduced patho-
genicity of some natural VACV strains can be caused 
by a spontaneous deletion of the ati gene in them [13], 
although experimental evidence to support this has 
not been provided.

The immunogenicity of VACV LIVP and LIVP∆ati 
was studied in adult mice (aged 6–7 weeks) with 
a mature immune system. The development of a 
VACV-specific cell-mediated immune response to i.d. 
vaccination of mice was assessed by ELISpot, accord-
ing to the number of splenocytes producing IFN-γ in 
response to stimulation with peptides. A strong cell-
mediated immune response was observed already on 
7 dpi, reaching a maximum on 14 dpi and significantly 
declining by 21 dpi (Fig. 5). Meanwhile, deletion of the 
ati gene in VACV LIVP affected neither the dynam-
ics nor the strenght of the cell-mediated immune re-
sponse to vaccination in mice.

The antibody response is known to make the great-
est contribution to the eliciting of the adaptive im-
mune response to vaccination with VACV [3, 24]. 
Therefore, the dynamics of synthesis of IgM and IgG 
specific to the virion proteins of the VACV after i.d. 
vaccination of mice with the LIVP or LIVP∆ati strain 
at doses of 105 pfu were assessed by ELISA.

A relatively high IgM level was detected on 7 dpi, 
attaining its maximum on 14 dpi and then declining. 
Both VACV strains did not differ in terms of the dy-
namics and the level of production of virion-specific 
IgM (Fig. 6A).

Intense synthesis of VACV-specific IgG was ob-
served starting on 14 dpi; the antibody level subse-
quently increased on 21–28 dpi. LIVP∆ati was no-
ticeably superior to LIVP in terms of the geometric 
means of inverse IgG titers on 28, 42, and 56 dpi; 
this superiority was statistically significant on 42 and 
56 dpi (Fig. 6B). One of the plausible reasons for this 
is that the absence of synthesis of the major, late non-
structural protein A29 in LIVP∆ati does not distract 
the immune system from synthesizing IgG specific to 
this protein and ensures a more intense synthesis of 
antibodies specific to the virion proteins of VACV.

A number of studies have demonstrated that the 
humoral immune response makes the greatest con-
tribution to the protection against a challenge with 
orthopoxviruses [3, 6, 24, 25]; therefore, it was impor-
tant to assess the protective immunity that had de-
veloped in response to i.d. vaccination of mice with 
VACV LIVP and LIVP∆ati. For this purpose, six mice 
in each group were i.n. infected with lethal doses of 
CPXV GRI-90 or ECTV K-1 on 60 dpi. In both cases, 
the protective effect of vaccination with LIVP∆ati 
was stronger than that for vaccination with the par-
ent LIVP strain (Figs. 7–9), which supports the earlier 

Fig. 9. The dynamics of changes in body weight (A) and 
clinical manifestations of infection (B) after i.n. infection 
of mice vaccinated with LIVP (2) or LIVP∆ati (3) with 
ECTV-K1 on day 60 post immunization. The data are pre-
sented for groups consisting of six animals. The controls 
were groups of non-vaccinated mice, both non-infected 
(1) and infected with ECTV-K1 (4). An asterisk shows 
time points at which the mean body weight (expressed 
as a percentage of the initial weight) in the group of mice 
immunized with LIVP∆ati differs statistically significant-
ly from that in the group of mice immunized with LIVP. 
Comparison was performed using the Student’s t-test for 
independent samples
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conclusions about the crucial role of the antibody re-
sponse in the development of a body’s defense against 
a orthopoxvirus infection.

A conclusion can be drawn that deletion of the ge-
nomic region of VACV LIVP comprising the ati gene 
weakens the pathogenic properties of the LIVP∆ati 
virus upon i.n. infection of BALB/c mice and increas-
es the production of virion-specific IgG in response to 
i.d. vaccination of mice with this mutant virus, thus 
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ensuring stronger  protection for mice (compared to 
the parent LIVP) against the subsequently induced 
lethal infection with the heterologous orthopoxvirus-
es CPXV and ECTV. Therefore, the LIVP∆ati strain 
can be considered a promising vector for construct-
ing polyvalent recombinant vaccines against various 
infectious diseases.
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ABSTRACT Neuronal CX3CL1 suppressed microglial inflammation by binding to its receptor CX3CR1 ex-
pressed on microglia. Neuronal autophagy was prominently activated by cerebral ischemia, whereas CX3CL1 
expression in autophagic neurons was conversely down-regulated to exacerbate microglial inflammation. 
Accordingly, this study was meant to investigate whether ischemia-activated microglial inflammation could be 
repressed by promoting CX3CL1 expression via the attenuation of neuronal autophagy. Immunofluorescence 
showed that autophagy predominantly occurred in neurons but barely in microglia. Western blot and immu-
nofluorescence demonstrated that attenuating HT22 autophagy significantly increased its CX3CL1 expression 
and subsequently mitigated the BV2-mediated inflammatory responses, as indicated by decreased inflam-
matory factors of NF-κB-p65, IL-6, IL-1β, TNF-α, and PGE2. Meanwhile, CCK-8, Nissl staining, and FJC 
staining showed that an OGD (Oxygen-glycogen deprivation)-created neuronal injury was greatly alleviated 
by CX3CL1-suppressed microglial inflammation. Contrarily, elevating HT22 autophagy markedly decreased 
its CX3CL1 expression, which consequently worsened microglial inflammation and the neuronal injury. Our 
data suggests that attenuating neuronal autophagy may be an effective method to alleviate a microglial in-
flammatory injury after an ischemic stroke.
KEYWORDS Ischemic stroke, neuronal autophagy, CX3CL1 expression, microglial inflammation, neuroprotection.

INTRODUCTION
Cerebral stroke, a serious cerebrovascular disease, re-
mains the main cause of disability and the second 
leading cause of death worldwide. Approximately 87% 
of patients suffer from an ischemic stroke [1]. The 
pathogenesis of cerebral ischemia has been investi-
gated for decades, but means to alleviate post-stroke 
neurological injury remain troublingly few. A cascade 
of pathological processes causes neuronal death af-
ter an ischemic stroke, such as nutrient and energy 
depletion, release of reactive oxygen species, intra-
cellular calcium overload, neuro-excitotoxicity, etc. [2]. 
Cerebral ischemia simultaneously activates a micro-
glial inflammation and autophagic signaling. Microglia 
maintain cellular homeostasis by monitoring the mi-
croenvironment for responding to an injurious stim-
ulus, such as ischemia. However, microglia-medicat-
ed inflammatory responses have been confirmed to 
be excessively amplified and, thereby, to accelerate 
the pathological aftershocks of an ischemic stroke [3]. 
A growing body of evidence demonstrates that au-

tophagy remains prominently activated at the acute 
phase of a stroke. Yet this activated autophagy is pre-
dominantly displayed in neurons but seldom in micro-
glia at the penumbra [4]. Recent studies have shown 
that there are close interactions between neuronal 
autophagy and a microglial inflammation [3]. Thus, 
understanding the mutual regulations between them 
might offer more clues for stroke treatment.

The chemokine fractalkine/CX3CL1 is a unique 
member of the CX3C family of chemokines. It is cru-
cial in mediating the inflammatory response in the 
central nervous system [5]. Studies have revealed that 
communication between neurons and microglia is es-
tablished via CX3CL1–CX3CR1 signaling [6]. CX3XL1 
is only expressed on the membranes of neurons, while 
its receptor CX3CR1 is for the most part located on 
microglia [7]. Microglia are native inflammatory cells 
in the brain and are kept quiescent through conjuga-
tion with neurons by the CX3CL1–CX3CR1 contact 
under physiological conditions [8]. Thus, microglial 
activity is kept at an appropriate level to avoid trig-
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gering an excessive inflammatory response that can 
lead to neurological injury [9]. Thus, the CX3CL1–
CX3CR1-mediated interaction between neurons and 
microglia was critical in maintaining normal brain 
function [10]. However, the inhibitory effects of neu-
rons on the microglial inflammation are likely disrupt-
ed if the CX3CL1 and/or CX3CLR expressions are 
altered under a pathological state, such as cerebral 
ischemia [11]. Therefore, this study is meant to inves-
tigate what and how the CX3CL1-repressed microgli-
al inflammation is disturbed, using an ischemia model 
of a co-culture of HT22 neurons with BV2 microglia.

Autophagy is a metabolic process by which damaged 
organelles, old proteins, superfluous cytoplasmic ingre-
dients, and waste substrates to lysosomes are delivered 
for degradation [12]. At the same time, excessive au-
tophagy accelerates cell death due to the uncontrolled 
autophagy initiation [13]. Autophagic/lysosomal signal-
ing is prominently activated by cerebral ischemia [14]. 
Meanwhile, both reported studies and our previous in-
vestigations demonstrated that autophagy in neurons is 
excessively elevated by ischemic ischemia, leading to a 
massive accumulation of autophagic cargo within cells. 
Ultimately, the neurons at the penumbra suffer from 
autophagic cell death [15]. Intriguingly, more evidence 
shows that autophagy predominantly occurs in neu-
rons, but seldom in microglia after an acute ischemic 
stroke [1]. Based on the CX3CL1–CX3CR1-mediated 
crosstalk mechanism, we asked ourselves whether the 
CX3CL1 expression could be changed in autophagic 
neurons, thereby subsequently weakening the sup-
pressive effect of neurons on a microglial inflammation 
[5]. Consequently, the microglia-triggered inflammation 
response can be amplified to increase neuronal death 
[16]. To verify this hypothesis, a rat model of ischemic 
stroke was prepared to attempt to better understand 
the correlation between neuronal autophagy and mi-
croglial inflammation in our previous study [16]. The 
results showed that ischemia-induced neuronal auto-
phagy leads to a reduction of the CX3CL1 expression. 
Moreover, further autophagy decreases the CX3CL1 
expression and, consequently, aggravates the microglial 
inflammation and neurological injury. Conversely, at-
tenuating autophagy significantly elevates the CX3CL1 
expression of neurons, which in turn alleviates the mi-
croglial inflammatory injury and brain damage. These 
data support the contention that neuronal autophagy 
aggravates the microglial inflammatory injury by 
down-regulating the CX3CL1 expression on neurons. 
However, the study failed to elucidate the direct regu-
lative mechanism of neuronal autophagy on a microgli-
al inflammation after cerebral ischemia.

To investigate the direct crosstalk mechanism be-
tween neuronal autophagy and a microglial inflamma-

tion, an OGD co-culture of HT22 neurons with BV2 
microglia was first prepared in this study. Thereafter, 
the culture condition was made to meet the require-
ment that autophagy is mostly induced in HT22, but 
rarely in BV2. Based on this understanding, the au-
tophagy level in the neurons is pharmacologically al-
tered to reveal the exact effect of neuronal autophagy 
on the microglial inflammatory response. The effect 
of a autophagy-regulated microglial inflammation on a 
neuronal injury is correspondingly explored. Through 
our study, the correlative regulation between neuronal 
autophagy and a microglial inflammation after cere-
bral ischemia ought to be fully elucidated.

1 . MATERIAL AND METHODS

1.1. Cell culture
Mouse hippocampal neuron (HT22) and mouse micro-
glial cells (BV2) were purchased from Wuhan Procell 
Life Technology Co., Ltd (Wuhan, China). HT22 and 
BV2 cells were firstly cultured in a high glucose 
DMEM medium (Hyclone, UT, USA) containing 10% 
fetal bovine serum (Biological Industries, CT, USA), 
respectively. After 2 days of separated culture, the 
HT22 and BV2 cells were collected and counted, and 
they were seeded into T25 culture flasks at a ratio 
of 9 : 1 for co-culture. After 24 h of co-culture, the 
model of oxygen-glucose deprivation/reoxygenation 
(OGD/R) was ready.

1.2. Oxygen-glycogen deprivation/reoxygenation 
(OGD/R) 
To prepare the model of cell ischemia in vitro, the 
complete co-culture medium of HT22 with BV2 was 
replaced with a serum-free, sugar-free medium (glu-
cose deprivation). The culture plates were placed in 
95% N2 and 5% CO2 chambers (oxygen deprivation). 
After 1.5 h of OGD, the culture medium was replaced 
with a complete DMEM medium (resupply of glucose) 
and the plates were moved into the incubator with 5% 
CO2 (reintroduction of oxygen). In this way, a OGD cell 
model mimicking the microenvironment in the ischem-
ic brain tissues was created. The main objective of our 
study was to establish the correlation between neu-
ronal autophagy and a microglial inflammation. For this 
reason, the culture conditions had to be adjusted to 
account for the fact that autophagy is mostly induced 
in neurons but little in microglia. Following this, the au-
tophagy level in the HT22 and BV2 cells, respectively, 
was measured by double immunofluorescence. 

We investigated how neuronal autophagy affects 
its CX3CL1 expression, which subsequently regu-
lates the microglial inflammatory response by altering 
CX3CL1–CX3CR1 signaling. The autophagy inducer 
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Tat-Beclin1 and inhibitor 3-methyladenine (3-MA, 
15 µM) were additionally added into the co-culture 
medium. Our preliminary study had confirmed that a 
dose of 15 µM Tat-Beclin1 could further promote au-
tophagy in HT22 cells upon OGD, whereas the same 
dose of Tat-Beclin1 had little effect on the autophagy 
level in BV2 in the co-culture. 

1.3. Western blot 
The total proteins of the co-cultured cells were 
extracted using a protein extraction kit (Beyotime 
Biotechnology, Shanghai, China). After quantification 
by the BCA method, the proteins were separated by 
molecular weight using a polyacrylamide gel before 
being transferred onto PVDF membranes (Millipore 
Corporation, Ma, USA). Nonspecific proteins were 
blocked with 10% nonfat milk for 2 h at room 
temperature. After washing with TBST, the PVDF 
membranes were incubated with rabbit primary 
antibodies against mouse LC3 (1 : 10000, Sigma, MO, 
USA), beclin1 (1 : 1000, ABclonal, Wuhan, China), 
CX3CL1 (1 : 2000, GeneTex, CA, USA), NF-κB-p65 
(1 : 1000, GeneTex, CA, USA), and β-actin (1 : 10000, 
Abclonal, Wuhan, China) overnight at 4°C. After the 
washing step, the secondary antibodies were labeled 
for 2 h at room temperature. The fluorescence signal 
intensity was analyzed by Image J, and the band 
density values were normalized to β-actin.

1.4. Immunofluorescence
The co-cultured cells were seeded onto six-well plates 
coated with polylysine. Thereafter, the cells were 
permeabilized with 0.2% Triton-X100 for 5 min and 
washed with PBS. After blocking with 10% BSA 
(Beyotime Biotechnology, Shanghai, China) for 1 h 
at room temperature, the rabbit primary antibodies 
against rat LC3 (1 : 400, Sigma, MO, USA), NeuN 
(1 : 400, Abcam, Cambs, UK), Iba-1 (1 : 400, Abcam, 
Cambs, UK), CX3CL1 (1 : 400, GeneTex, Texas, USA), 
and NF-κB-p65 (1 : 400, GeneTex, TX, USA) were 
incubated overnight at 4°C. After washing, they 
were labeled with Alexa Fluor-coupled secondary 
antibodies (1  :  1000, Jackson ImmunoResearch 
Laboratories, INC. PA, USA) in the dark. Finally, the 
cells were washed and fixed with DAPI (1 : 2000, 
Sigma, MO, USA). The results were represented 
in the form of fluorescence intensity. Under high 
magnification (×200), the fluorescence density was 
calculated by Image J and the fluorescence density 
values required background removal.

1.5. Enzyme-linked immunosorbent assay (ELISA) 
The HT22 and BV2 co-cultured cells were collected 
by centrifugation, and the culture medium was 

also obtained for the measurement of inflammatory 
factors. The concentrations of TNF-α, IL-6, IL-1β, 
and PGE2 in the co-culture medium were measured 
by an ELISA kit (Biotech & Jingmeibio, Beijing, 
China), according to the instructions provided by the 
manufacturer. The detected values were quantified 
according to the standard curve.

1.6. Nissl staining
The co-cultured cells seeded on the six-well plates 
were firstly fixed with 4% paraformaldehyde and then 
dehydrated by 70% ethanol for 1 min. Following that, 
they were immersed in a Cresyl violet Stain solution 
(Leagene, Beijing, China) at 56°C for 1 h and then 
rinsed with deionized water. Thereafter, the Nissl 
Differentiation solution (Leagene, Beijing, China) was 
added to incubate for 2 min. Finally, rapid dehydration 
using ethanol, as well as verification using xylene, 
was conducted. The staining was observed and 
photographed with a stereoscopic microscope (Nikon 
Instruments Co., Ltd., Tokyo, Japan). The result 
was expressed as the number of Nissl bodies in 10 
randomly selected non-overlapping fields under high 
magnification (×200). Five plates had to be counted 
for each group.

1.7. Fluoro-Jade C (FJC) staining
A Fluoro-Jade C (FJC) Staining Kit (Thermofisher, 
MA, USA) was used to detect the necrotic neurons, 
according to the instructions provided by the 
manufacturer. The co-cultured cells were processed 
with sodium hydroxide from Solution A for 5 min and 
incubated with 70% ethanol for 2 min, then washed 
in distilled water for 2 min. The cells were further 
incubated with potassium permanganate from the 
working solution B for 10 min. After washing with 
distilled water, the cells were stained with Fluoro-
Jade C from the working solution C for 10 min. After 
the washing, the cells were permeabilizated with 
xylene and examined with a fluorescent microscope 
(Nikon Instruments Co., Ltd., Tokyo, Japan). The 
result was expressed in the number of FJC-stained 
cells in 6 randomly selected non-overlapping fields 
under high magnification (×200). Five plates had to be 
counted for each group.

1.8. Cell Counting Kit-8 (CCK-8) kit
The cell viability was measured by a CCK-8 kit 
(Beyotime Biotechnology, Shanghai, China), according 
to the instructions provided by the manufacturer. 
Absorbance at a 450-nm wavelength was detected 
using a microplate reader. Cell viability was calculated 
using the formula of the survival rate: [(As – Ab)/
(Ac – Ab)] ×  100%. Meanwhile, the inhibition 
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rate was calculated using the formula [(Ac – As)/
(Ac – Ab)] × 100%. As: Autophagy intervention group, 
Ac: OGD group, Ab: Sham group.

1.9. Statistical analysis
All the data in this study were subjected to one-way 
ANOVA or the t-test for statistical differences by 
SPSS 24.0, and values of P < 0.05 were considered 
statistically significant. The statistical analyses 
were expressed as a mean ± SEM. Western blot 
strips were analyzed using Image J, bar statistical 
histograms were drawn using GraphPad Prism 9, and 
immunofluorescence graphs were processed using 
Adobe Photoshop CC 2022.

2 . RESULT

2.1. The condition of autophagy predominantly 
occurs in neurons but barely so in microglia 
An OGD co-culture model of HT22 neurons with 
BV2 microglia was prepared. In order to establish 

the correlation between neuronal autophagy and 
a microglial inflammation, a culture condition 
was created firstly so as to meet the requirement 
that autophagy is mostly induced in HT22, while 
scarcely so in BV2 cells. Double immunofluorescence 
demonstrated that 1.5 h of OGD, followed by 2 h of 
reoxygenation, was the appropriate culture condition 
in which autophagy is predominantly induced in HT22 
cells but barely so in BV2 (Fig. 1A–D). 

2.2. OGD-induced neuronal autophagy decreased its 
CX3CL1 expression
Autophagy was for the most part induced in HT22 
neurons 2 h after OGD, as mentioned above. Thus, 
the variation in CX3CL1 expression could be directly 
observed in the HT22 neurons that had suffered 
from autophagy. Western blot showed that the ratio 
of LC3-II/LC3-I and the Beclin1 expression were 
prominently high in the co-cultured cells of HT22 with 
BV2 (Fig. 2C,D), whereas the CX3CL1 expression was 
conversely low (Fig. 2E) in the OGD group compared 

Fig. 1. Immunofluorescence was performed to identify the co-culture condition g that meets the requirement that 
autophagy is mostly induced in HT22 cells but barely in BV2 upon OGD. By Screening, 1.5 h of OGD followed by 
2 h of reoxygenation was recognized to meet the requirement that autophagy mainly occurs in neurons but seldom 
in microglia. (A, C) Immunofluorescence images of LC3 (green) / NeuN (red), and Iba-1 (red) / DAPI (blue) co-
localization. (B, D) Cell fluorescence of LC3. Bar: 50 μm, n = 6. ***p < 0.001, ns 

A B

C D

(НТ22)

(ВV2)
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with those in the control group. Furthermore, 
double immunofluorescence demonstrated that OGD 
significantly elevated the autophagy level in the HT22 
cells. However, the CX3CL1 expression was contrarily 
decreased in the OGD HT22 neurons (Fig. 2A,B). These 
results seem to indicate that neuronal autophagy down 
regulates CX3CL1 expression.

2.3. Attenuating HT22 autophagy suppresses BV2 
inflammatory activation
The OGD-elevated autophagy in HT22 cells resulted in 
decreased CX3CL1 expression, which likely weakened 
the efficacy of their suppressive action on the 
microglial inflammatory response, due to a disruption 
of the CX3CL1–CX3CR1 cross-talk. We, therefore, 
inquired whether the BV2-mediated inflammation 
could be abated by increasing the CX3CL1 expression 
via the attenuation of autophagy in HT22 cells. To 
alter the autophagy level, the autophagy inducer 
Tat-Beclin1 and its inhibitor 3-MA, respectively, 

were added into the co-culture medium upon OGD. 
Western blot showed that both the Beclin1 expression 
and the ratio LC3-II/LC3-I could be effectively altered 
by the autophagic agents (Fig. 3A,B). The promoted 
autophagy further decreased CX3CL1 expression in 
the OGD+Tat group, compared with that in the OGD 
group (Fig. 3C). By contrast, decreasing autophagy 
increased the CX3CL1 expression in our example (Fig. 
3C). Meanwhile, western blot demonstrated that 15 µM 
of Tat-Beclin1 greatly boosts autophagy in HT22 
neurons (Fig. 3A,B). Moreover, Tat-Beclin1-promoted 
HT22 autophagy markedly reduced its CX3CL1 
expression (Fig. 4C). Conversely, 3-MA-inhibited 
autophagy greatly increased its CX3CL1 expression 
in the OGD+3-MA group (Fig. 3C), compared with 
that in the OGD group. We further investigated the 
effect of the altered CX3CL1 expression in the HT22 
neurons on microglial inflammatory signaling. The 
result indicates (Fig. 4A–D) that the inflammatory 
signaling of NF-κB-p65 was prominently reinforced 

Fig. 2. OGD-induced autophagy in HT22 led to decreased CX3CL1 expression. (A) Immunofluorescence images of 
CX3CL1 (green) / DAPI (blue) localization. (B) Cell fluorescence of CX3CL1 (green) from image. (C–E) Western blot 
images of LC3, Beclin1, CX3CL1, and β-actin expression. Quantitative analysis of the immunoblotted proteins by Image 
J. Bar: 50 μm, n = 6. *p < 0.05, **p < 0.01, ***p < 0.001
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by the autophagy-decreased CX3CL1 (Fig. 4C,D). 
Contrarily, the increased CX3CL1 expression through 
autophagy inhibition proved effective in mitigating the 
microglial activation. 

2.4. Inhibiting neuronal autophagy repressed the 
microglial inflammatory response
To explore whether the microglial inflammatory 
response could be suppressed by inhibiting neuronal 
autophagy, the presence of the inflammatory factors 
IL-6, IL-1β, TNF-α, and PGE2 was assessed by 
measuring their concentrations in the OGD co-culture 
medium. The results (Fig. 5A–D) showed that Tat-
Beclin1-elevated autophagy in HT22 cells noticeably 
aggravated the OGD-induced microglial inflammatory 
response, as was reflected by increased concentrations 
of IL-6, IL-1β, TNF-α, and PGE2. By contrast, 
inhibiting autophagy in HT22 cells proved effective 
in suppressing the inflammation in the OGD+3-MA 
group, compared with that in the OGD+Tat group or 
OGD group.

Fig. 3. Inhibiting HT22 autophagy suppressed BV2 
inflammatory activation. (A–D) Western blot images 
of LC3, Beclin1, CX3CL1, NF-κB-p65, and β-actin 
expression. Quantitative analysis of the immunoblotted 
proteins by Image J. n = 6. *p < 0.05, **p < 0.01, 
***p < 0.001, ns

A

B

C D

Fig. 4. Reducing HT22 autophagy suppressed BV2 
inflammatory activation. (A, B) Immunofluorescence 
images of CX3CL1 (green) / NeuN (red), NF-κB-p65 
(green) / Iba-1 (red), and DAPI (blue). (C, D) Cell 
fluorescence of CX3CL1 and NF-κB-p65 (green).  
Bar: 50 μm, n = 6. *p < 0.05, **p < 0.01, ***p < 0.001 
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Fig. 5. Attenuation of autophagy in HT22 cells repressed 
the BV2-mediated inflammatory response. ELISA analysis 
of inflammatory factors including IL-1β (A), IL-6 (B), TNF-α 
(C), and PGE2 (D) converted from the standard curve 
by measurement of the OD

450nm
 value. n = 6. *p < 0.05, 

**p < 0.01, ***p < 0.001, ns

2.5. Autophagy inhibition-suppressed microglial 
inflammation benefited neuron survival
To determine whether the CX3CL1-suppressed 
microglial inflammation could alleviate the OGD-
induced neuronal injury, with the CCK-8 kit, Nissl 
staining and FJC staining were performed to 
evaluate cell viability, neuron survival, and cell death, 
respectively. The results showed that cell viability 
(Fig. 6A,C) and neuron survival (Fig. 6E,F) were 
significantly improved, while the cell death rate was 
correspondingly decreased in the OGD+3-MA group, 
compared with those in the OGD+Tat group, or in the 
OGD group. Conversely, the OGD-induced neuronal 
injury was further aggravated in the OGD+Tat group 
(Fig. 6B,D), compared with that in the OGD group. 

3 . DISCUSSION
Ischemic stroke caused by cerebrovascular occlusion 
is a fatal disease that threatens human beings [17]. 
The pathological mechanism underlying ischemic 
stroke has been extensively investigated in recent 
years, and yet the recombinant tissue plasminogen 
activator (rtPA) remains the only approved agent 
for stroke treatment [18]. Its clinical application can 

reduce the likelihood of disability by 25%. However, 
the therapeutic efficacy of rtPA rapidly drops past 
the 4.5 h that follow an ischemic stroke [19]. Besides, 
rtPA administration frequently increases the risk of 
a hemorrhage, which, as we know, aggravates brain 
injury [19]. Thrombectomy is another efficacious 
way to remove an infarction, but it may lead to 
more serious damage to the brain than the cerebral 
ischemia itself, because of the ischemia/reperfusion 
injury induced by the instantaneous complete 
blood resupply [20]. The neurons at the ischemic 
core rapidly die within several minutes after an 
ischemic stroke, but the cell death at the penumbra 
(the peripheral area around the core) lags, due 
to the milder ischemia by the blood supply with 
the arterial collateral anastomoses [21]. Mounting 
evidence points to the fact that neurons that have 
suffered from autophagy can be rescued back to 
life by modulation targeting at autophagic/lysosomal 
signaling [22]. However, neurons and glial cells coexist 
within penumbra tissues. Thus, this study particularly 
concerned itself with whether the fate of autophagic 
neurons is regulated by microglia, using a co-culture 
of neurons with microglia in vitro. This study might 
provide more clues as to how to improve stroke 
treatment.

Microglia are native immune cells that are respon-
sible for neuroinflammation and are prominently acti-
vated by cerebral ischemia to maintain cellular home-
ostasis [23]. A modest microglial inflammation benefits 
neuroprotection, while an amplified immune response 
leads to neurological injury. CX3CL1, a chemokine an-
chored to the membranes on neurons, is efficacious 
in suppressing a microglial inflammation by binding 
to its receptor CX3CR1 expressed on microglia [6]. 
Under normal conditions, the microglial inflammato-
ry response can be limited by neurons through the 
CX3CL1–CX3CR1 signaling pathway [24]. Studies 
have shown that neuronal autophagy at the penumbra 
is excessively activated, resulting in aggravated is-
chemic brain damage [25]. Furthermore, our previous 
study [16] established that the CX3CL1 expression 
was significantly reduced on autophagic neurons. We, 
therefore, looked into whether this reduced CX3CL1 
on neurons weakened its suppressive effects on the 
microglial inflammatory response, resulting in the 
worsened neurological injury after an ischemic stroke. 
Based on the CX3CL1-CX3CR1 regulative mecha-
nism, the correlation between neuronal autophagy and 
the microglial inflammation was investigated using an 
OGD co-culture of HT22 neurons with BV2 microglia.

Our study demonstrated that 1.5 h of OGD fol-
lowed by 2 h of reoxygenation was the ideal culture 
condition under which autophagy was mostly induced 
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in HT22 cells but barely in BV2 (Fig. 1A,B). The same 
study also indicated that neurons were more suscep-
tible to ischemia than microglia, similarly to what was 
reported in [16]. CX3CL1 was uniquely expressed on 
neurons. We wondered whether its expression was al-
tered in autophagic neurons. The results demonstrated 
that the significantly elevated autophagic activity was 
coupled with a markedly reduced CX3CL1 expression, 
suggesting that CX3CL1 expression is negatively reg-
ulated by autophagy in OGD HT22 neurons. Studies 
have indicated that a microglial inflammation could 
be suppressed by neurons through CX3CL1–CX3CR1 
signaling [25]. Therefore, we discussed whether the 
microglial inflammatory injury was aggravated by the 
down-regulated CX3CL1 expression in OGD HT22 
cells. Under OGD condition, the co-cultured cells were 

treated with the autophagy inhibitor 3-MA and the 
inducer Tat-Beclin1, respectively. The results showed 
that attenuation of HT22 autophagy significantly re-
stored CX3CL1 expression (Fig. 3C). Consequently, 
the microglial inflammatory signaling of NF-κB-p65 
was greatly suppressed (Fig. 3D). Meanwhile, the in-
flammatory factors of IL-6, IL-1β, TNF-α, and PGE2 
were also attenuated (Fig. 5). By contrast, promot-
ing HT22 autophagy further reduced its CX3CL1 ex-
pression and, in turn, exacerbated the inflammatory 
response. Moreover, the neuronal autophagy-wors-
ened microglial inflammation led to increased death 
amongst HT22 cells (Fig. 6B). Conversely, down-regu-
lation of autophagy alleviated the inflammatory injury 
and subsequently promoted neuron survival in OGD 
HTT cells (Fig. 6A). Our data collectively suggest that 

Fig. 6. Autophagy inhibition-suppressed microglial inflammation alleviated the neuronal injury after OGD. (A) Nissl 
staining images of pyknotic neurons (red arrows) and viable neurons (yellow arrows). (B) FJC staining images of 
degenerative neurons. (C) The number of FJC-positive cells was statistically analyzed. (D) The number of viable cells 
was statistically analyzed. (E) Statistical analysis of the cell survival rate detected by the CCK-8 kit. n = 6. *p < 0.05, 
**p < 0.01, ***p < 0.001 
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neuronal autophagy aggravated the microglial inflam-
matory injury by reducing its CX3CL1, due to the 
disruption in CX3CL1–CX3CR1 communication that 
took place after ischemia. Contrarily, promotion of 
CX3CL1 on neurons by attenuating autophagy could 
have enhanced its suppressive effects on the micro-
glial inflammatory response and, thereby, alleviate the 
ischemic injury in the neurons. 

 In summary, the main purpose of our study was 
to investigate the correlation between neuronal au-
tophagy and microglial inflammation in a co-culture 
of neurons with microglia, based on the suppressive 
impact of neurons on the microglial inflammatory 
response through CX3CL1–CX3CR1 signaling. The 
results showed that the OGD-induced neuronal au-
tophagy significantly decreases its CX3CL1 expres-
sion, which consequently exacerbates the microgli-
al inflammatory response and neurological injury. 
Furthermore, promoting neuronal autophagy upon 
OGD further lessens its CX3CL1 expression and, in 
turn, worsens the microglial inflammation. Conversely, 
inhibiting autophagy effectively alleviates the micro-
glial inflammatory injury by up-regulating CX3CL1 
expression and, thereby, improving neuronal survival. 

Our data suggest that inhibiting neuronal autophagy 
might be a reliable way to alleviate the microglial in-
flammatory injury after an ischemic stroke. 
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ABSTRACT Tumor cells endure continuous DNA replication stress, which opens the way to cancer develop-
ment. Despite previous research, the prognostic implications of DNA replication stress on lung adenocar-
cinoma (LUAD) have yet to be investigated. Here, we aimed to investigate the potential of DNA replication 
stress-related genes (DNARSs) in predicting the prognosis of individuals with LUAD. Differentially expressed 
genes (DEGs) originated from the TCGA-LUAD dataset, and we constructed a 10-gene LUAD prognostic 
model based on DNARSs-related DEGs (DRSDs) using Cox regression analysis. The receiver operating char-
acteristic (ROC) curve demonstrated excellent predictive capability for the LUAD prognostic model, while the 
Kaplan-Meier survival curve indicated a poorer prognosis in a high-risk (HR) group. Combined with clinical 
data, the Riskscore was found to be an independent predictor of LUAD prognosis. By incorporating Riskscore 
and clinical data, we developed a nomogram that demonstrated a capacity to predict overall survival and 
exhibited clinical utility, which was validated through the calibration curve, ROC curve, and decision curve 
analysis curve tests, confirming its effectiveness in prognostic evaluation. Immune analysis revealed that in-
dividuals belonging to the low-risk (LR) group exhibited a greater abundance of immune cell infiltration and 
higher levels of immune function. We calculated the immunopheno score and TIDE scores and tested them 
on the IMvigor210 and GSE78220 cohorts and found that individuals categorized in the LR group exhibited 
a higher likelihood of deriving therapeutic benefits from immunotherapy intervention. Additionally, we pre-
dicted that patients classified in the HR group would demonstrate enhanced sensitivity to Docetaxel using 
anti-tumor drugs. To summarize, we successfully developed and validated a prognostic model for LUAD by 
incorporating DNA replication stress as a key factor.
KEYWORDS DNA replication stress, lung adenocarcinoma, prognostic model, immunotherapy response, an-
ti-tumor drug prediction.

INTRODUCTION
Lung cancer (LC) is a highly heterogeneous and le-
thal malignancy, representing a significant contribu-
tor to cancer incidence and mortality rates [1]. Lung 
adenocarcinoma (LUAD) stands as the predominant 
subtype of LC [2]. Surgery and radiation therapy of-
fer hope for curing LUAD patients, while chemo-
therapy, targeted therapy, and immunotherapy can 
maximize the improvement of tumor prognosis. 
However, the prognosis for patients with LUAD still 
poses a significant challenge, with a relatively low 
long-term survival rate [3]. Parameters such as tu-
mor size, TNM staging, and tumor grading cannot 
meet the demands of prognosis prediction and more 
precise treatment guidance, and finding new evalu-
ation methods is a pressing need for precision med-

icine. The establishment of robust prognostic risk 
models holds the potential to significantly enhance 
our ability to forecast the prognosis of individuals 
diagnosed with LUAD.

The preservation of genome integrity heavily re-
lies on the integrity and accuracy of DNA replication. 
However, the DNA replication process constantly 
faces challenges from various intrinsic and extrinsic 
stresses, including DNA damage and other factors, 
which can pose threats to overall genomic stability 
[4]. Various obstacles that delay, prevent, or termi-
nate DNA replication are defined as DNA replication 
stress [5]. DNA replication stress activated by onco-
gene abnormalities is an important factor affecting 
cancer progression. On the one hand, it abets genom-
ic instability, advancing cancer development. On the 
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other hand, it retards cell proliferation and triggers 
anti-cancer defense mechanisms to induce cell ap-
optosis or senescence [6]. Tumor cells frequently ex-
hibit a prominent characteristic of chronic replication 
stress, which arises from the persistent presence of 
replication stress sources due to impaired replication 
stress responses, diminished repair protein activity, 
and ongoing proliferation signal transduction. This 
chronic replication stress contributes significantly 
to the genomic instability and aberrant cell prolif-
eration observed in tumor cells [7]. Previous studies 
have found that the DNA replication stress-related 
genes POLQ, PLK51, RAD6, CLASPIN, and CDC14 
can predict the prognosis of early and mid-stage 
non-small cell LC (NSCLC) patients [8]. Additionally, 
DNA replication stress is an important mechanism 
for the chemotherapy and targeted therapy of LC. 
The integration of immunotherapy with these ther-
apies represented a compelling strategy to augment 
the efficacy of LC treatment [9]. Therefore, the value 
of DNA replication stress-related genes (DNARSs) 
lies in their potential to be valuable prognostic mark-
ers and aid in predicting drug efficacy in the context 
of LUAD.

The proportion of immune cell infiltration in the 
tumor microenvironment (TME) affects cancer patient 
survival and the immunotherapy response [10, 11]. 
The expression levels of immune checkpoint inhibitors 
(ICIs) like cytotoxic T lymphocyte-associated protein 4 
(CTLA4) and programmed cell death protein 1 (PD1)/
programmed cell death ligand 1 (PD-L1) are usually 
significantly increased in hypoxic malignant tumors, 
and ICIs are more effective for a small proportion of 
LC patients [12]. However, there are currently no tools 
available for forecasting the efficacy of immunothera-
py in LUAD individuals.

We hereby used bioinformatics analysis to assess 
LUAD feature genes related to DNA replication stress 
and analyzed their roles in predicting the prognosis 
and drug efficacy for LUAD individuals.

MATERIALS AND METHODS

Data collection
Gene expression datasets of LUAD with complete 
clinical data, including age, gender, tumor grade, and 
TNM staging, were provided by The Cancer Genome 
Atlas (TCGA, https://portal.gdc.cancer.gov/) and Gene 
Expression Omnibus (GEO, https://www.ncbi.nlm.nih.
gov/) databases. The TCGA-LUAD dataset (539 cancer 
tissue samples and 59 normal tissue samples) was uti-
lized as the training set, while the GSE26939 dataset 
(116 LUAD cancer tissue samples, platform number 
GPL9053) was used as the validation set.

Twenty-one DNA replication stress features were 
obtained from references, including 982 DNARSs 
(Table 1) [13, 14].

We collected the gene sequencing data of 119 tu-
mor samples from individuals with urothelial can-
cer treated with atezolizumab (anti-PD-L1) from 
the IMvigor210 immune therapy cohort [15]. The 
GSE78220 dataset (platform number GPL11154) con-
tained tumor samples from melanoma patients treated 
with anti-PD-1 therapy and was supplied by the GEO 
database [16].

Differential analysis
The R package “edgeR” [17] was used to conduct a 
differential analysis on LUAD tissue specimens and 
normal tissue specimens in the training set, and the 
differentially expressed genes (DEGs) of LUAD were 
selected along the criteria of standard FDR < 0.05 and 
|log(FC)| > 1. The intersection of DEGs and DNARSs 
was used to obtain the LUAD differential genes asso-
ciated with DNA replication stress (DRSDs).

Prognostic model construction and evaluation
We first screened LUAD tumor patient specimens 
with a survival time greater than 30 days from the 
training set based on clinical data. Then, the univar-
iate Cox regression analysis was tapped utilizing the 
R package “survival” (https://CRAN.R-project.org/
package=survival) to select the genes in DRSDs sig-
nificantly associated with the overall survival (OS) of 
LUAD individuals. To mitigate the risk of overfitting 
in the statistical model, we employed the LASSO Cox 
analysis to identify a subset of feature genes from the 
larger pool of identified genes, utilizing the R pack-
ages “glmnet” [18] and “survival.” Feature genes were 
subjected to a multivariate Cox regression analysis to 
establish the LUAD prognostic model, using R pack-
ages “survival” and “survminer” (https://rdocumenta-
tion.org/packages/survminer/versions/0.4.9). The for-
mula for calculating the Riskscores was

Riskscore = Σ Coefficient (gene) × 
Expressionvalue (gene).

Coefficient is the coefficient of the gene. 
Expressionvalue is the relative expression level of 
gene standardized by Z-score.

Riskscore was calculated for each LUAD patient 
sample in both the training and validation sets, and 
the samples were separated as high-risk (HR) and 
low-risk (LR) groups as per the median value. The 
distribution of Riskscore scores, patient survival sta-
tus, and expression levels of feature factors in the two 
risk groups of LUAD patient specimens in the train-
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ing set were analyzed. Kaplan-Meier survival curves 
were constructed utilizing the R package “survival” to 
compare the difference in the survival rates between 
the patients in the two groups. Receiver operating 
characteristic (ROC) curves were constructed using 
the R packages “timeROC” [19] and “survival” to cal-
culate the area under the curve (AUC) and test the 
prognostic performance of the model.

Independent prognostic analysis, nomogram 
construction, and evaluation
The Riskscore from the training set was used as the 
single feature and combined with clinical data to per-
form univariate Cox and multivariate Cox regres-
sion analyses, evaluating the independent ability of 
the model to predict the patient survival chances. A 
LUAD prognostic nomogram was constructed using 
clinical factors and Riskscore, and a calibration curve 
was utilized to evaluate the disparity between the 
predicted event rate and the actual event rate. The 
R packages “rms” [20] and “survival” were used for 
this analysis. The ROC curves were depicted utiliz-
ing the R packages “timeROC” [19] and “survival” to 
evaluate the performance of the model in forecasting 
the prognosis of LUAD patients based on nomogram, 
Riskscore, age, gender, tumor grade, and TNM stag-
ing. The standardized net benefit of the nomogram 
was analyzed using the decision curve analysis (DCA).

Tumor immune analysis
Immune infiltration analysis was done utilizing the 
R packages “GSVA” [21] and “estimate” (https://R-
Forge.R-project.org/projects/estimate/). The ssGSEA 
method was used to analyze immune cell infiltration 
and function in the HR and LR groups, and the ex-
pression of human leukocyte antigen (HLA)-related 
genes was evaluated. The differences between differ-
ent risk groups were compared using the Wilcoxon 
test.

Prediction of immunotherapy response
To forecast the response of the HR and LR groups 
to immunotherapy, a series of studies were conduct-
ed. Immune checkpoints expression was analyzed in 
the two groups. The immunophenoscore (IPS) demon-
strates high accuracy in predicting the response to 
anti-CTLA-4 and anti-PD-1 therapies, making it a 
valuable tool for determining the tumor’s likelihood 
of responding to ICI therapy. The IPS score of each 
patient was obtained from The Cancer Immunome 
Atlas (TCIA, https://tcia.at), and the differences in 
IPS scores between the two groups were compared. 
Tumor Immune Dysfunction and Exclusion (TIDE) 
can forecast the response to immunotherapy by simu-

lating the main mechanisms of tumor immune escape. 
We employed TIDE score to predict the response of 
the two groups to ICI immunotherapy.

Furthermore, we used the Imvigor210 immune 
therapy cohort of individuals with urothelial cancer 
treated with the anti-PD-L1 inhibitor atezolizumab 
and the GSE78220 transcriptome dataset of melano-
ma individuals treated with anti-PD1 to test the ef-
fectiveness of the model in predicting the response 
to immunotherapy, including treatment efficacy and 
survival.

Anti-tumor drug screening
To identify potential targets and effective drugs, we 
used the CellMiner database (https://discover.nci.nih.
gov/cellminer/) and R package “pRRophetic” (https://
github.com/paulgeeleher/pRRophetic/) to screen for 
anti-tumor drugs related to the IC50 of feature genes. 
Different drug IC50 values were predicted in the two 
groups, with lower IC50 values indicating a more ef-
fective cancer treatment [22].

RESULTS

Identification of DRSDs
This study’s training set included expression data 
from 539 LUAD cancer tissue specimens and 59 nor-
mal tissue specimens. DEGs of the LUAD differen-
tial gene sets were obtained through   a differential 
analysis, including 6,005 genes. Among the analyzed 
genes, we observed differential upregulation in 4,217 
genes and differential downregulation in 1,788 genes 
(Fig. 1A, Table 2). Intersection of the DNARSs with 
982 genes and DEGs was taken to obtain the Venn di-
agram of DRSDs, which contained 279 genes (Fig. 1B).

Establishment of a prognostic model
To develop robust risk features for clinical use, a se-
ries of Cox regression analyses were conducted. First, 
163 genes that may affect OS were identified from 
the 279 genes in DRSDs through univariate Cox anal-
ysis. Then, 10 candidate genes were determined us-
ing LASSO regression (Fig. 2A,B). Multivariate Cox 
analysis showed that the coefficients of 10 feature 
genes were non-zero, with NT5E being a prognostic 
risk factor and GTF2H4 being a protective factor. The 
model was established ground on 10 genes (Fig. 2C). 
The 10-gene LUAD prognostic risk model based on 
DNA repair stress is shown below:

Riskscore = 0.05 × HMMR + 0.03 × TEX15 +  
0.04 × PLK1 + 0.10 × EX01 + 0.09 × H2BC4 +  

0.21 × H2AX - 0.08 × GTF2H4 + 0.19 × NME4 +  
0.09 × UCK2 + 0.16 × NT5E
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Fig. 1. Screening 
of DRSDs. (A) 
Volcano plot of 
DEGs related 
to LUAD. (B) 
Venn diagram of 
the intersection 
between DEGs 
and DNARSs, 
corresponding 
to DRSDs

A B

A

C

B Fig. 2. Construc-
tion of a LUAD 
prognostic mod-
el using DRSDs . 
(A) Cross-val-
idation plot of 
the logarithmic 
(λ) sequence 
in the LASSO 
model, with the 
selection of the 
best parame-
ter (lambda) 
indicated by the 
first black dotted 
line. (B) LASSO 
coefficient 
spectrum of 
10 OS-related 
genes. (C) For-
est plot of the 
multivariate Cox 
regression analy-
sis based on the 
10 feature genes 
in DRSDs
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Evaluation of the prognostic model
The Riskscore of LUAD samples in both the train-
ing and validation sets were computed by utilizing 
the LUAD prognostic risk model, and specimens 
were divided into HR and LR groups accordingly. 
The distribution of Riskscore values and survival 
status within the training set revealed that patients 
in the HR group exhibited a higher mortality rate 
(Fig. 3A,B). The heatmap of feature gene expression 
in the training set samples showed that all genes 
except GTF2H4 were highly expressed in the HR 
group (Fig. 3C). From the training set, we found 
that the survival rate of HR patients was lower 
(P < 0.05), indicating better overall prognosis for LR 
individuals (Fig. 3D). The ROC curve of the train-
ing set showed that the AUC values for 1-, 3-, and 
5-year were between 0.67 and 0.74, indicating good 
sensitivity and specificity of the risk model (Fig. 3E). 
External validation of the validation set showed that 
patients in the HR group had a lower survival rate 
than those in the LR group (P < 0.05) (Fig. 3F). The 
ROC curve of the validation set showed the AUC 
values for 1-, 3-, and 5-year were between 0.69 and 
0.73, proving that the risk model also did well in 
the validation set (Fig. 3G). In summary, the LUAD 
prognostic model based on DRSDs exhibits high ac-
curacy and reliability in predicting patient likelihood 
of survival.

Independent prognostic analysis
To examine the independent impact of Riskscore on 
the survival of LUAD patients, we conducted both 
univariate and multivariate Cox analyses. These anal-
yses involved incorporating the patients’ Riskscore 
along with other relevant clinical-pathological indi-
cators. The findings revealed that Riskscore inde-
pendently served as a prognostic factor for LUAD 
patients’ OS (Fig. 4A,B). Then, we combined Riskscore 
with prognostic clinical features to construct a nomo-
gram for a more comprehensive prediction of patient 
chances of survival (Fig. 4C). According to the calibra-
tion curve, the nomogram predicted the OS of LUAD 
individuals at 1-, 3-, and 5-year with little difference 
from the ideal model (Fig. 4D–F). The ROC curve il-
lustrated that the AUC values of Riskscore and the 
nomogram were 0.7 and 0.73, respectively, higher than 
those of other clinical factors, indicating good prog-
nostic predictive ability (Fig. 4G). We analyzed the 
clinical net benefit of the nomogram via DCA curve 
analysis, which showed that the nomogram was of 
clinical utility in forecasting the prognosis of LUAD 
individuals (Fig. 4H). Therefore, the nomogram estab-
lished here helped predict the survival probability of 
LUAD patients.

Tumor immune cell infiltration
Tumor immune cell infiltration is tightly linked to tu-
mor progression [23]. By analyzing the immune cell 
infiltration and immune-related functional pathways 
between the two groups, we probed the disparities in 
the immune activity status between the two groups 
(Fig. 5A,B). The proportions of immune cell infiltration 
of dendritic cells (aDCs, iDCs), B_cells, Mast_cells, 
Neutrophils, T_helper_cells, and TIL were tellingly 
downregulated in the HR group (P < 0.05) (Fig. 5A). 
The immune-related pathway APC_co-inhibition was 
notably upregulated, while HLA and Type_II_IFN_
Response were significantly downregulated in the 
same group (P < 0.05) (Fig. 5B). In addition, most 
HLA genes were significantly downregulated in the 
same group (P < 0.05) (Fig. 5C). In summary, the pro-
portion of immune cell infiltration in HR LUAD pa-
tients was lower compared to that in the LR group.

Prediction of immunotherapy response
The Riskscore of LUAD individuals is tightly linked 
to their immune function, suggesting that the HR and 
LR groups may have different responses to immuno-
therapy. Therefore, we further explored the ability of 
the prognostic model to predict the immunotherapy 
response of cancer individuals. Expression of most im-
mune checkpoints was notably higher in the LR group, 
with significant differences (P < 0.05) (Fig. 6A). The 
IPS score indicated that individuals in the LR group 
exhibited a better response to CTLA-4 and anti-PD-1 
treatment, denoting that LR LUAD individuals had 
stronger immunogenicity and were more likely to 
benefit from immune therapy (P < 0.05) (Fig. 6B). LR 
LUAD individuals with lower TIDE scores indicated a 
weaker inclination to evade the immune system and 
a stronger inclination to benefit from immune ther-
apy, with significant differences (P < 0.05) (Fig. 6C). 
Since there is currently no transcriptome data on the 
response of LUAD individuals to ICI treatment, we 
used other cancer data to ascertain the performance of 
the model in predicting the immunotherapy response. 
Using the IMvigor210 and GSE78220 datasets to verify 
the response of the HR and LR groups, we found that 
the samples responsive to immunotherapy in the LR 
group were higher than those in the HR group (Fig. 
6D–E), and that OS of the LR group was tellingly bet-
ter than that of the HR group, showing a better surviv-
al trend (Fig. 6F–G). In summary, LR LUAD patients 
displayed a greater likelihood of responding to immu-
notherapy than HR patients and had a better prognosis.

Prediction of potential anti-cancer drugs
To mine the response of LUAD patients to anti-can-
cer drug treatment, we dissected the linkage between 
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Fig. 3. Performance evalua-
tion of the prognostic model in 
predicting the prognosis risk of 
LUAD patients. (A) Distribution 
of Riskscore values in the TCGA 
training set, with the dotted line 
indicating the optimal threshold 
between the LR and HR groups. 
(B) Distribution of survival status 
in the TCGA training set, with the 
dotted line indicating the optimal 
threshold between the LR and HR 
groups. (C) Heatmap of the ex-
pression levels of the 10 feature 
genes in the TCGA training set. 
(D) Kaplan-Meier survival curve 
in the TCGA training set. (E) ROC 
curve in the TCGA training set. 
(F) Kaplan-Meier survival curve in 
the GEO validation set. (G) ROC 
curve in the GEO validation set
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Fig. 4. Independent prognosis analysis of Riskscore in LUAD patients in the TCGA training set. (A) Forest plot of the 
univariate Cox regression analysis combining Riskscore with clinical information. (B) Forest plot of the multivariate Cox 
regression analysis combining Riskscore and clinical information on LUAD patients. (C) Nomogram constructed by com-
bining Riskscore and clinical information. (D), (E), and (F) Calibration curves for predicting the risk of 1-, 3-, and 5-year 
death, respectively. (G) Clinical features, Riskscore, and ROC curve used to diagnose Nomograms. (H) DCA curve for 
diagnosing Nomograms
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the expression of prognostic feature genes and the 
IC50 values of drug antagonists, with results display-
ing a significant positive linkage between the expres-
sion of the PLK1 and IC50 value of 5-Fluoro deoxy 
uridine 10mer (cor = 0.510), while the expression 
level of NT5E showed a significant negative linkage 
with the IC50 values of Idarubicin (cor = -0.510), XR-
5944 (cor = -0.501), and Fluorouracil (cor = -0.499) 
(Fig. 7A). Furthermore, we investigated the association 
between the prognostic risk and drug sensitivity. The 
findings revealed that the HR group, characterized 
by a poor OS, exhibited heightened sensitivity to the 
drugs FTI-277, JNK Inhibitor VIII, CCT018159, and 
Docetaxel (P < 0.001) (Fig. 7B).

CONCLUSION
Despite the availability of various treatments like 
surgery, radiotherapy, chemotherapy, targeted thera-
py, and immunotherapy, the mortality rate of LUAD 
remains high. DNA replication abnormalities are the 
main cause of genomic instability leading to tumor 
initiation and progression [24]. DNA replication stress 
not only affects the autonomous cell response of can-
cer patients, but also alters the cellular microenvi-
ronment, activates innate immune responses, and 

helps the organism to protect itself against proliferat-
ing damaged cells [25]. Here, we developed a LUAD 
prognosis model grounded in DNARSs. In the train-
ing and validation cohorts, our novel LUAD prognosis 
model showed a reliable prognostic prediction perfor-
mance and can serve as an independent prognostic 
tool for LUAD patients. The nomogram grounded in 
the Riskscore and clinical factors exhibits reliability 
and accuracy in forecasting the survival probability of 
LUAD individuals. The LR group of LUAD patients is 
characterized by high anti-tumor immune cell infiltra-
tion and high immune activity status.

Based on the Cox regression analysis, we obtained 
ten DNA replication stress biomarkers that impact the 
prognosis for LUAD individuals, including HMMR, 
TEX15, PLK1, EXO1, H2BC4, H2AX, NME4, UCK2, 
NT5E, and GTF2H4. The expression levels of HMMR, 
TEX15, PLK1, EXO1, H2BC4, H2AX, NME4, UCK2, 
and NT5E increased with increase in Riskscore. High 
expression of HMMR fosters malignant behaviors 
in LUAD individuals [26]. PLK1 mediates the phos-
phorylation of SKA3 and enhances the stability of 
the SKA3 protein, thereby promoting the malignant 
progression of LC [27]. The high expression of the 
EXO1 gene is an independent risk factor for a poor 

A

C

B

Fig. 5. Analysis of immune cell infiltration and immune 
function between the high-risk and LR groups of LUAD 
patients using ssGSEA. (A) Analysis of immune cell infil-
tration. (B) Analysis of immune function. (C) Expression 
level analysis of HLA genes
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prognosis of LUAD, and EXO1 can also predict the 
response to chemotherapy [28–30]. Phosphorylated 
γH2AX at Ser-139 is a cellular response to DNA dou-
ble-strand breaks and DNA damage, which features 
in tumor cell apoptosis. Studies have reported that the 
expression of γH2AX can predict the efficacy of ICI 
treatment in LUAD [31, 32]. NME4 affects NSCLC 
by overcoming cell cycle arrest and enhancing cell 
proliferation [33]. UCK2 is a rate-limiting enzyme in 

A

C D

G

E

F

B

Fig. 6. Analysis of the immunotherapy response in the HR and LR groups of LUAD patients. (A) Boxplot of immune 
checkpoint expression levels in the HR and LR groups of LUAD patients. (B) Violin plot of IPS scores in the HR and LR 
groups of LUAD patients. (C) Violin plot of TIDE scores in the HR and LR groups of LUAD patients. (D) ICI treatment re-
sponse of the HR and LR groups of LUAD patients in the iMvigor210 cohort. (E) ICI treatment response of the HR and LR 
groups of LUAD patients in the GSE78220 cohort. (F–G) Kaplan-Meier survival curve of the HR and LR groups of LUAD 
patients in the iMvigor210 (F) and GSE78220 cohorts (G), respectively

the pyrimidine salvage synthesis pathway, which pro-
motes LC cell proliferation and migration [34, 35]. The 
NT5E gene encodes CD73, which promotes LUAD 
proliferation and metastasis via the EGFR/AKT/
mTOR axis [36, 37]. Additionally, an upregulation in 
the expression of GTF2H4 results in a correspond-
ing decrease in Riskscore. As research has revealed, a 
decreased expression of GTF2H4 is associated with a 
decreased DNA repair capacity. Genetic variations in 
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A B

Fig. 7. Prediction of the response of LUAD patients to anticancer drug inhibitors. (A) Correlation between the expres-
sion levels of feature genes in LUAD and the IC

50
 values of patients to drug inhibitors. (B) Prediction of the treatment 

response of LUAD patients to FTI-277, JNK Inhibitor VIII, CCT018159, and Docetaxel in the HR and LR groups of LUAD 
patients

GTF2H4 raise the risk of LC, and GTF2H4 is a poten-
tial predictor of clinical outcomes of platinum-based 
chemotherapy in NSCLC patients [38, 39]. Although 
the effects of TEX15 and H2BC4 on LUAD are un-
known, the effects of other DNA replication stress bi-
omarkers on the risk of LUAD patient prognosis echo 
the findings of this study.

ICI therapy has greatly improved the dilemma of 
cancer treatment, but the probability of a response to 
ICI therapy in LUAD individuals remains compara-
tively low, while the majority of cancer patients may 
not derive substantial benefits from immunotherapy 
drugs [40]. Compared with HR LUAD patients, LR 
individuals have higher IPS and significantly lower 
TIDE scores, indicating that LR LUAD individuals 
display a greater likelihood of benefiting from immu-
notherapy. In addition, based on prognostic genes and 
prognostic risk grouping, it is helpful to highlight the 
efficacy of chemotherapy drugs widely used in the 
clinical treatment of LUAD. Idarubicin is an anthracy-
cline chemotherapy drug commonly used to treat ma-
lignant tumors like LC and leukemia [41]. Our results 
showed that LUAD patients with high expression of 
NT5E were more sensitive to Idarubicin. Docetaxel be-
longs to the taxane class of chemotherapy drugs and 
is utilized to treat non-small cell lung cancer. They 
stabilize microtubules by preventing depolymerization 

and cause cell death [42]. Research has shown that 
LUAD individuals with a high Riskscore are more 
sensitive to Docetaxel. In addition, research found 
that the DNA-targeted drugs XR5944 [43], HSP90, 
and DDX39B inhibitor CCT018159 [44], farnesyl trans-
ferase inhibitor FTI-277 [45], and the JNK inhibitor 
VIII [46] with potential cancer therapeutic effects are 
related to the risk score of LUAD individuals. In sum-
mary, the LUAD prognostic risk score calculated using 
DNA replication stress biomarkers had the potential to 
predict the drug treatment response.

In conclusion, we have established a new DRSDs 
feature with the potential to forecast the immuno-
therapy response of LUAD individuals. Undeniably, 
limitations exist. Although the prognostic value of the 
DRSDs feature we established has been fully validat-
ed in the TCGA and GEO cohorts, the retrospective 
and potential biases of this study still need attention. 
Secondly, this study only conducted analyses based on 
public databases, and it is necessary to attempt more 
in vitro and in vivo experiments to study the mo-
lecular mechanisms of DNARSs affecting LUAD. In 
addition, external clinical studies are needed to deter-
mine the potential estimation accuracy of the DRSDs 
feature for the prognosis of LUAD individuals who 
have not received or have received immunotherapy. 
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