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Bulky Adducts in Clustered DNA Lesions: 
Causes of Resistance to the NER System
N. V. Naumenko, I. O. Petruseva, O. I. Lavrik
The nucleotide excision repair (NER) system removes a wide range of bulky 
DNA lesions that cause significant distortions of the regular double helix 
structure. In this review, we analyzed data on induction of clustered lesions 
containing bulky adducts, the potential biological significance of these lesions, 
and methods for quantification of DNA lesions and considered the causes for 
inhibition of NER-catalyzed excision of clustered bulky lesions.

XPC
DNA damage

DNA damage recognition by 
the XPC protein

The Fallout of Catastrophic Technogenic Emissions of Toxic Gases 
Can Negatively Affect Covid-19 Clinical Course

G. Succi, W. Pedrycz, A. P. Bogachuk, A. G. Tormasov, A. A. Belogurov, A. Spallone
The coronavirus D-19 (Covid-19) pandemic has shaken almost every country 
in the world. In the first wave of the pandemic, Italy suffered an abnormally 
high death toll. This inexplicably high mortality rate in conditions of a very 
well-developed health care system such as the one in Lombardy, certainly 
cries for a convincing explanation. In 1976, the small city of Seveso, Lom-
bardy, experienced a release of dioxin into the atmosphere after a massive 
technogenic accident. The immediate effects of the industrial disaster did 
not become apparent until a surge in the number of tumors in the affected 
population in the subsequent years. In this paper, we endeavor to prove our 
hypothesis that that release of dioxin was a negative cofactor that contrib-
uted to a worsening of the clinical course of COVID-19 in Lombardy.

Covid-19 map spread in Italy

Flow-Seq Method: Features and Application 
in Bacterial Translation Studies
E. S. Komarova, O. A. Dontsova, D. V. Pyshnyi, M. R. Kabilov, P. V. Sergiev
The Flow-seq method is based on using reporter construct libraries, where a 
certain element regulating the gene expression of fluorescent reporter proteins is 
represented in many thousands of variants. Reporter construct libraries are intro-
duced into cells, sorted according to their fluorescence level, and then subjected 
to next-generation sequencing. Therefore, it turns out to be possible to identify 
patterns that determine the expression efficiency, based on tens and hundreds of 
thousands of reporter constructs in one experiment. In the presented review, a 
comparative analysis of the Flow-seq method and other alternative approaches 
used for translation efficiency evaluation of mRNA was carried out; the features 
of its application and the results obtained by Flow-seq were also considered.

The scheme of the Flow-
seq method
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D. S. Kaplun, D. N. Kaluzhny, E. B. Prokhortchouk, S. V. Zhenilo
DNA methylation is the most important epigenetic modification 
involved in the regulation of transcription, imprinting, establish-
ment of X-inactivation, and the formation of a chromatin struc-
ture. In this review, the latest research into the DNA methylation 
landscape in the genome has been summarized to discuss why 
some DNA regions avoid methylation and what factors can af-
fect its level or interpretation and, therefore, can be considered 
a therapy target.
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INTRODUCTION
Cytosine is referred to as the fifth DNA base, and 
cytosine residue methylation is the most common 
DNA modification in mammalian cells. Cytosine resi-
dues in CpG dinucleotides are most often subject 
to methylation. However, the methylated cytosines 
outside CpG dinucleotides may account for 25–50% 
of all mC in stem cells and neurons [1]. In mam-
mals, about 70–80% of cytosines in CpG dinucleo-
tides are methylated [2]. De novo DNA methylation 
is catalyzed by the DNMT3a/3b DNA methylatrans-
ferases responsible for methylation in different ge-

nome regions and that are not interchangeable [3, 4]. 
DNA methylation during replication is maintained 
by DNMT1 DNA methyltransferase. DNA demeth-
ylation occurs both passively, during cell division, 
and actively, due to enzyme activity. The key fac-
tors involved in active demethylation are TET1,2,3 
dioxygenases. TET proteins oxidize methylcytosine 
to hydroxymethylcytosine and, then, formylcytosine 
and carboxycytosine, which then produce cytosine as 
a result of excision repair by thymine-DNA glycosyl-
ase (TDG/NEIL) (Fig. 1) [5]. Methylcytosine deriva-
tives are not only considered as intermediate states 
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ABSTRACT DNA methylation is the most important epigenetic modification involved in the regulation of 
transcription, imprinting, establishment of X-inactivation, and the formation of a chromatin structure. DNA 
methylation in the genome is often associated with transcriptional repression and the formation of closed 
heterochromatin. However, the results of genome-wide studies of the DNA methylation pattern and tran-
scriptional activity of genes have nudged us toward reconsidering this paradigm, since the promoters of many 
genes remain active despite their methylation. The differences in the DNA methylation distribution in nor-
mal and pathological conditions allow us to consider methylation as a diagnostic marker or a therapy target. 
In this regard, the need to investigate the factors affecting DNA methylation and those involved in its inter-
pretation becomes pressing. Recently, a large number of protein factors have been uncovered, whose ability to 
bind to DNA depends on their methylation. Many of these proteins act not only as transcriptional activators 
or repressors, but also affect the level of DNA methylation. These factors are considered potential therapeu-
tic targets for the treatment of diseases resulting from either a change in DNA methylation or a change in 
the interpretation of its methylation level. In addition to protein factors, a secondary DNA structure can also 
affect its methylation and can be considered as a therapy target. In this review, the latest research into the 
DNA methylation landscape in the genome has been summarized to discuss why some DNA regions avoid 
methylation and what factors can affect its level or interpretation and, therefore, can be considered a therapy 
target.
KEYWORDS DNA methylation, DNA methyltransferases, G-quadruplexes, TET dioxydenases, methyl-DNA 
binding proteins.
ABBREVIATIONS TF – transcription factors.
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between methylated and non-methylated bases, but 
also as DNA modifications affecting the binding of 
transcription factors, as they are involved in gene 
expression regulation (Methylcytosine derivatives are 
discussed in survey [6]). 

The key changes in DNA methylation during the 
organism’s development are associated with cell dif-
ferentiation. Differentiated cells are typically charac-
terized by stable DNA methylation patterns, which 
can still vary due to external stimuli, various patho-
logical processes, and ageing [7–11]. Dynamic DNA 
methylation changes in differentiated cells are also 
observed during memory formation and training in 
neural cells [12, 13]. DNA methylation in differentiat-
ed cells turns out to be stable in the remaining cases. 
Thus, DNA methylation can be considered as a target 
for therapy and the diagnostics of various pathoge-
netic conditions based on DNA methylation abnor-
malities affecting gene transcription.

The key features of DNA methylation distribution 
in the genome are presented in this survey. The fac-
tors affecting DNA methylation onset, maintenance, 
and demethylation are analyzed based on recently 
published data. The possibility for therapeutic use of 
these factors is discussed.

1. THE DNA METHYLATION DISTRIBUTION 
PATTERN IN MAMMALIAN CELLS
About 90% of all methylated CpG sistes in mammali-
an genomes are located in various repeating sequenc-
es, such as satellite repeats and mobile elements [14]. 
The largest number of CpG-rich repeating elements 

are found in structural chromosomal regions: cen-
tromere, pericentromere, and subtelomere (Fig. 2A). 
Genome-wide nonopore sequencing in humans has 
made it possible to not only read the sequences of re-
peating elements, but also to analyze their methyla-
tion in the genome: so, a significant degree of meth-
ylation has been observed under normal conditions 
[2, 15]. It is of note that methylation of the dupli-
cated/repeating sequences located in various chro-
mosomal regions may differ significantly [2]; i.e., a 
specific methylation pattern of repeating sequences 
is not only determined by the sequence repeating it-

Fig. 1. Cytosine methylation and demethylation scheme
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Fig. 2. Landscape of the DNA repetitive sequences. (A) Location of various repeating sequences on a chromosome. 
(B) DNA methylation profile in the genome, depending on the activity of promoters and enhancers and the presence 
of CpG islands
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self, but by its chromosomal surroundings as well. 
Hypomethylation of various repeating elements is 
characteristic of various pathological conditions, in-
cluding oncogenesis, immunodeficiency, as well as au-
toimmune, neurological, and mental disorders [7–9, 
16, 17]. The necessity of satellite repeat methylation 
in centromere and pericentromere regions is associ-
ated with the correctness of chromosome disjunction 
in replication [18]. In contrast, methylation of mobile 
elements, transposons, and retrotransposons is aimed 
at suppressing their transcription. Demethylation of 
these repeats results in their active transcription and 
transposition, which fosters genome instability. It is 
possible that this is a redundant mechanism, because 
early transposons and retrotransposons are typically 
characterized by mutations and deletions in the se-
quences coding for transposase, which leads to inac-
tive protein formation. 

The mammalian genome includes CpG dinucleo-
tides that avoid methylation. These CpG sites are 
usually included in the so-called CpG islands that 
are DNA regions where the GC pair content ex-
ceeds 50%, while the expected-to-observed CpG con-
tent is above 0.6. About 60% of the promoters in-
clude CpG islands. Lysine 4 residue trimethylation 
in the histone H3 molecule (H3K4me3) is an active 
chromatin modification typical for these regions, re-
gardless of promoter activity [19]. Active chromatin 
is a DNA region where histone modifications, such 
as acetylation and H3K4me3, lead to DNA accessi-
bility for transcription activators. The presence of 
Н3К4me3 in the promoter regions of inactive genes 
facilitates transcription initiation but not mRNA syn-
thesis. Meanwhile, there is a series of inactive gene 
promoters, including non-methylated CpG islands, 
where H3K4me3 is not detected. The genes located 
in clusters with three or more homologous genes 
coding for olfactory receptors, keratins, apolipopro-
teins, interleukins, and leukocyte antigens are most 
commonly attributed to this class [19]. Methylation 
of CpG islands in the promoter regions correlates 
with transcription suppression and may occur both 
under normal (e.g., during organism development) 
and pathological conditions [20]. For instance, malig-
nant cell transformation and metastasis are typically 
characterized by hypermethylation of CpG islands in 
the promoters of oncosuppresor genes; i.e., the pro-
teins involved in cellular adhesion and DNA repair. 
In most cases, such hypermethylation results in tran-
scription suppression. However, it should be noted 
that promoter hypermethylation in tumors may oc-
cur in the genes considered transcriptionally inactive 
in the same tissue under normal conditions. In other 
words, their hypermethylation has no effect on ex-

pression suppression but, rather, reinforces their in-
active status [21].

Promoters that include a small quantity of CpG 
dinucleotides are typical of tissue-specific genes 
and the genes involved in organism development. 
Methylation in these promoters does not always cor-
relate with transcription suppression [22]. Inn a com-
parative analysis of brain and retinal cells, methyla-
tion of 66% of differentially methylated promoters 
correlated negatively with transcription. Thus, meth-
ylation in these promoters corresponds to transcrip-
tion suppression. At the same time, promoter meth-
ylation was observed in 34% of transcriptionally 
active genes in [22]. 

The CpG islands that do not overlap with pro-
moter regions are called orphan islands. The num-
ber of such islands is about half that of the promot-
er islands. Orphan islands often include H3K4me3 
active chromatin modification and can initiate new 
transcripts [23]. Many orphan islands are subject to 
methylation during organism development, which 
makes them lose active chromatin modifications. 
Methylation in an orphan island inside a gene pre-
vents the occurrence of transcription initiation sites 
inside the gene and correlates with active tran-
scription [24]. Methylation inside genes may pre-
vent Polycomb protein binding in the PRC2 repres-
sor complex, which facilitates active transcription as 
well [25]. About 90% of orphan islands may act as 
tissue-specific enhancers [26]. The presence of a CpG 
island amplifies the enhancer’s regulatory activity 
[27]. Active enhancers that include orphan islands 
are hypomethylated, while the classical enhancers 
operating in all tissue types show variable methyla-
tion [27] (Fig. 2B).

Methylation maps created for the whole genomic 
DNA in various cell types and the information reg-
ulatory activity of the elements make it possible to 
consider DNA methylation as a tool for transcription 
activity regulation with regard to correction or iden-
tification of the various pathogenetic states associated 
with changes in DNA methylation.

2. DNA METHYLATION HOMEOSTASIS
DNA methylation homeostasis is based on a complex 
regulatory network that balances methylation and 
demethylation. The key mechanisms maintaining ho-
meostasis in cellular proliferation and differentiation 
are as follows: 1) passive genome-wide demethyla-
tion and maintainance of the methylation pattern by 
DNMT1 during replication and 2) targeted de novo 
methylation and active demethylation in specific re-
gions. The factors involved in homeostasis are dis-
cussed in the present Chapter. 
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2.1. Maintaining the non-methylated 
state in DNA regions
About 20% of CpG dinucleotides, most of them CpG 
islands, avoid methylation. The main factors prevent-
ing their methylation include histone modifications, 
DNA intercations with certain transcription factors 
(TF), and the DNA primary and secondary structure. 

2.1.1. Н3 lysine 4 trimethylation. The presence of tri-
methylated H3K4 is among the reasons explaining 
the stability of CpG islands against de novo methyl-
ation regardless of the transcriptional activity of the 
region. H3K4me3 prevents the attraction of de novo 
DNA methyltransferases DNMT3a/3b and their reg-
ulator, DNMT3L, showing no own catalytic activity to 
the DNA [28]. DNA methyltransferases DNMT3a/3b 
include a catalytic domain showing methyltransferase 
activity (MTase), as well as ADD and PWWP domains 
involved in chromatin binding. DNA methyltrans-
ferases, when in their DNA-unbound form, are in-
active due to autoinhibition: the ADD domain inter-
acts with the catalytic domain hindering its activity 
(Fig. 3). The ADD domain is unable to interact with 
Н3К4me3. At the same time, non-modified H3K4 in-
teracts with the ADD domain of DNMT3a/3b, there-
by disrupting ADD binding to the catalytic domain 
and facilitating the manifestation of methyltrans-
ferase activity [28, 29]: Thus, DNA methylation and 
H3K4 methylation are mutually exclusive phenomena 
(Fig. 3A). 

The case when DNA methylatransferase DNMT1 
is maintained is different. DNMT1 is localized in pro-
moter regions, including non-methylated CpG islands, 

and is not involved in their methylation. DNMT1 in-
cludes the following domains: RFTS (replication fo-
ci-targeting sequence), ZF-CxxC, two BAH- (bro-
mo-adjacent homology) domains, and the catalytic 
domain. The CxxC domain of DNMT1 may bind to se-
quences including non-methylated CpG dinucleotides. 
Meanwhile, the BAH1 domain physically intervenes 
through the interaction between the catalytic domain 
and the DNA, thereby preventing de novo methyla-
tion (Fig. 3B) [30].

A particular feature of CpG islands is their ability 
to bind to TF and enzymes containing the ZF-CxxC 
domain (CFP1, MLL1/2, KDM2A/2B, TET1/TET3, 
DNMT1) [31]. Many of these factors are represent-
ed by or bind to the histone methyltransferases that 
modify Н3К4, which hinders the attraction of DNA 
methyltransferases. It should be noted that the lower 
the gene promoter activity, the higher the need for 
Н3К4me3 to maintain its non-methylated state [32, 
33].

2.1.2. TET dioxygenases. ТЕТ dioxygenases (ten-elev-
en translocation) are the enzymes that oxidize methyl-
cytosine for the subsequent excision repair. ТЕТ 
proteins are attracted to the DNA through various 
mechanisms. TET bind to the CpG islands by their 
СххС domain or other transcription factors with a 
CxxC domain. ТЕТ proteins may also be attract-
ed to DNA without the involvement of CpG islands, 
through messenger proteins, such as Klf4, Nanog, 
REST, GADD45, CEBPa, etc.; e.g., TET1 and TET2 
are attracted to DNA by binding to the TF Nanog, 
leading to the demethylation of the regulatory gene 

Fig. 3. Binding scheme (A) DNMT3a/3b to unmodified H3K4, the presence of H3K4me3 prevents the ADD domain from 
binding to DNA, which leads to autoinhibition of the enzyme; (B) DNMT1 to DNA, the interaction with unmethylated 
DNA leads to inhibition of the catalytic domain [29, 30]
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regions involved in the maintenance of the pluripo-
tent cellular state [34]. Notably, ТЕТ proteins, simi-
lar to many CxxC-containing proteins, affect Н3К4 
trimethylation. TET interact with OGT transferase 
(O-GLCNac transferase), which in turn forms a com-
plex with SET1 and MLL histone methyltransferases 
trimethylating H3K4 [35].

The so-called pioneer factors play a major part 
in DNA demethylation by TET dioxygenases [36]. 
They interact with closed, inactive chromatin and 
change its accessibility for transcription activators. 
They show their peak activity during organism de-
velopment, immune system maturation, oncogen-
esis, and somatic cell reprogramming. Pioneer fac-
tors include FOXA1, FOXO, Sox, Pax, GATA, Oct4, 
PU1, CEBPα, and other TF [37]. The key feature of 
these factors is their ability to recognize not just 
a DNA sequence, but a DNA region in a nucleo-
some context as well [38, 39]. This explains why 
DNA methylation is not always critical for pioneer 
factor attraction. In fact, many pioneer factors are 
methylation-insensitive or have recognition sites 
that do not contain CpG dinucleotides, which is il-
lustrated by the cases of ASCL1 and FOXA1 [40, 
41]. Nevertheless, the pioneer factors Oct4 and Klf4 
interact both with sequences not containing CpG 
and sites containing CpG. In the latter case, Oct4 
and Klf4 only bind to the methylated sites [42]. 
The pioneer factors capable of forming complexes 
with TET dioxygenases include Klf4, CEBPa, and 
TFCP2l1 [37]. The functional significance of TET2 
interaction with Klf4 and CEBP in the process of 
somatic cell reprogramming has been demonstrat-
ed: e.g., the pioneer factors Klf4 and CEBPa attract 
TET2 dioxygenase to methylated enhancer sequenc-
es, which leads to their demethylation and acti-
vation [37]. Here, methylation decrease in certain 
chromatin regions, including in the Klf4 binding 
sites, is followed by chromatin remodeling. TET2 
knockout cells are not subject to reprogramming 
[37]. Thus, DNA demethylation by TET enzymes is 
among the key stages of cellular reprogramming. 

Despite the involvement of TET proteins in de-
methylation in many regions, their removal does not 
lead to catastrophic changes in the genome-wide 
DNA methylation level. The main DNA methyla-
tion changes in the case of TET knockout have to 
do with distal regulatory elements and enhancer 
sequences [43].

2.1.3. DNA secondary structure. Changes in confor-
mation – aka DNA secondary structure – are among 
the factors contributing to the maintenance of a 
non-methylated state in CpG islands. 

One of these factors is an R-loop, which is an RNA-
DNA hybrid and a displaced DNA strand. GADD45A 
binding to an R-loop in the promoter of the tumor 
suppressor gene TCF21 attracts TET1, facilitating lo-
cal demethylation in the region [44]. Thus, the DNA 
secondary structure may affect DNA demethylation 
by binding to TET dioxygenases.

G-quadruplexes can also have an effect on the 
methylation of CpG islands and the CpG dinucleo-
tides not included in the islands. It is an established 
fact that the GC-rich regulatory regions of eukary-
otic genomes are capable of changing local DNA 
conformation by arranging themselves into alter-
native structures in the form of G-quadruplexes 
(G4) [45]. The secondary G-quadruplex (G4) struc-
ture is formed by guanine-rich sequences. The G-G 
base-paired Hoogsteen interaction results in gua-
nine quartet formation, and stacks of such quartets 
stabilized by potassium cations form the G4 core. 
The thermodynamic stability of these structures 
depends on the nucleotide sequence and sometimes 
exceeds that of the DNA double helix. There are 
several theoretical and experimental approach-
es to determining potential G4 regions. Stable G4s 
formed in the genomic DNA in the presence of po-
tassium ions act as the barrier for DNA polymerase. 
It often becomes an obstacle for PCR amplification 
in genome regions including GC-rich sites prone to 
the formation of G4 structures [46]. The approach 
based on high-performance sequencing of the er-
rors occurring in the presence of potassium ions 
is currently considered the best in the experimen-
tal prediction of the G4 refolding potential in ge-
nomic DNA [47]. A change in the DNA conforma-
tion affects its physical and chemical properties and 
the affinity of various proteins specific to a certain 
nucleotide sequence. Methylation in the CpG con-
text may change the energy barrier for a transition 
between the DNA double helix and non-canonical 
DNA structures, in particular G4 [48]. About 30% of 
CpG islands include nucleotide sequences capable 
of forming G4 structures (Fig. 4A). Intragenic CpG 
islands are relatively rich in quadruplex sequences, 
while the probability of their occurrence in inter-
genic CpG islands is low. The highest G4 density 
significantly above the average for all promoters 
(Fig. 4C) is detected in promoter CpG islands (Fig. 
4B). The maximum G4 density is observed near the 
transcription start site (TSS). Decreasing G4 occur-
rence in promoter regions with no CpG islands may 
be related to the differences in the GC-contents be-
tween the promoters overlapping with CpG islands 
and those removed from them (Fig. 4D). The prob-
ability of encountering a potential G4-quadruplex 
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depends significantly on the GC-content, even in a 
randomly generated nucleotide sequence. The prob-
ability of encountering a potential G4 in a random 
sequence with a GC-content of 40% is about one 
G4 per a million base pairs, while increasing the 
GC-content in a random sequence to 70% increases 
the G4 occurrence probability to one per one thou-
sand base pairs [49]. The probability of encounter-
ing a G4 sequence in a higher organism genome is 
above average. These sequences may have an im-
portant regulatory role, which is somewhat con-
firmed by positive evolutionary selection [50]. The 
presence of G4 in promoters is often associated 
with transcription suppression [51]. Nevertheless, 
G4 in stem cells is detected in active promoters 
and the sites interacting with them; i.e., enhancers, 
superenhancers, and TF binding sites determining 
the cell type. In addition to active regulatory ele-

ments, G4s are found in regions with bivalent chro-
matin modifications; i.e., the ones containing both 
active and inactive chromatin modifications. A de-
crease in the detected G4 structures associated with 
cell differentiation correlates with the occurrence 
of a closed chromatin [48, 52]. Quadruplex struc-
tures may interact with DNA-methyltransferases 
DNMT1, DNMT3A, and DNMT3B in vitro [53, 54]. 
Indeed, non-methylated sequences in CpG islands 
containing quadruplexes are rich in DNMT1 bind-
ing sites. Meanwhile, interaction between DNMT1 
and G4 leads to its DNA methyltransferase inacti-
vation [53]. Thus, G4 formation hinders DNA meth-
ylation. This is confirmed by the correlation be-
tween the presence of stable quadruplexes in open 
chromatin and DNA hypomethylation. This correla-
tion is primarily characteristic of sites with a low 
GC content. Relatively low methylation is also typi-

Fig. 4. Distribution of potential G4 sequences in CpG islands. (A) The proportion of CpG islands with G4, (B) the distri-
bution density of G4 near CpG islands depending on the localization in the genome. (C) G4 density and (D) GC compo-
sition in promoter regions depending on the presence of CpG islands
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cal for CpG islands in a closed chromatin containing 
quadruplexes, compared to regions free of quadru-
plexes [55]. 

It is still unclear what DNMT1 activity – specifi-
cally the binding to non-methylated CpG sites, when 
domain positioning hinders the catalytic activity, or 
interactions with non-canonical DNA structures – 
is critical in maintaining the non-methylated status 
of CpG islands. Notably, there are genome regions 
where DNMT1 binding to DNA manifests de novo 
methyltransferase activity. These regions include 
LTR-retrotransposons enriched with H3K9me3 and 
TRIM28. Here, DNMT1 de novo activity is regulated 
by UHRF1 [56]. Thus, the presence of co-factors is 
also critical for the manifestation of DNMT1 de novo 
activity, in addition to domain positioning.

2.1.4. Competition between transcription factors and 
DNA methyltransferases. TF binding to DNA can 
occur with attraction of DNA methylatransferases, 
thereby protecting DNA from methylation. Sp1 is the 
classic example of this competition between TF and 
DNA methyltransferase binding. Sp1 interacts with 
the non-methylated sequences CCGCCC CpG islands 
are enriched with and intervenes, with attraction 
of DNA methyltransferase [57]. Mutation in an Sp1 
binding site leads to its increased methylation and 
reduced transcription [58]. Thus, Sp1 is considered 
as TF obstructing the methylation of CpG islands. 
However, unavailability of a recent genome-wide anal-
ysis of DNA methylation with Sp1 removed makes it 
impossible to confirm whether Sp1 is necessary for 
maintaining the non-methylated status in multiple 
CpG islands.

CTCF is another factor contributing to the main-
tenance of a non-methylated DNA state. CTCF is 
identified as TF binding to non-methylated sequenc-
es and capable of acting both as transcription acti-
vator and repressor. CTCF also acts as insulator; i.e., 
it blocks enhancer action on promoters and, there-
fore, is involved in chromatin structure formation 
[59]. CTCF binds to non-methylated alleles in im-
printed loci, disrupting the enhancer-promoter in-
teraction. CTCF binding to the non-methylated ma-
ternal allele in the H19/Igf2 locus is not only critical 
in terms of enhancer-promoter interaction, it also 
affects the maintenance of the maternal allele in a 
non-methylated state. Mutations in the CTCF bind-
ing sites in this locus resulted in increased methyla-
tion of the maternal allele after ovum fertilization, 
but methylation in the H19/Igf2 locus in germ cells 
was not disrupted in [60]. CTCF reduction in the oo-
cytes mediated by RNA interference (RNAi) resulted 
in increased maternal allele methylation in the locus 

of interest in  [61, 62]. Thus, CTCF turns out to be 
critical in maintaining the maternal allele in the H19/
Igf2 locus in a non-methylated state. CTCF loss in 
cancer cells leads to hypermathylation in the protein 
binding sites as well [63]. According to the genome-
wide analysis, CTCF is primarily localized in the 
non-methylated or poorly methylated regions in the 
stem cells of mice. Nevertheless, some CTCF binding 
sites are found to be highly methylated [64]. It turns 
out that methylation intervenes with the CTCF-DNA 
interaction only at specific positions of the binding 
site [65]. Mutation in the methylated CTCF binding 
sites does not cause changes in the methylation level, 
despite the fact that the presence of CTCF in meth-
ylated sequences correlates with lower methylation 
compared to the regions lacking CTCF recognition 
sites [66]. Thus, the interaction between CTCF and 
methylated sequences has nothing to do with main-
tainance of the methylation level in these regions. It 
should be noted that DNA methyltransferase knock-
out cells with a reduced DNA methylation level 
showed no redistribution of CTCF binding sites onto 
demethylated regions in [67]. Thus, the DNA meth-
ylation, on its own, is not an obstacle to CTCF bind-
ing. The sites were found in the imprinted H19/Igf2 
locus, which CTCF can bind to in vitro regardless of 
their methylation level. It is possible that CTCF is 
not detected on the methylated allele in vivo due to 
competing binding of methyl-sensitive proteins [68]. 
Thus, CTCF shows varying DNA binding activity 
but binding to non-methylated sequences maintains 
the sequences’ low methylation level. 

The search for factors protecting DNA from hyper-
methylation, akin to CTCF or Sp1, could make it pos-
sible to study new mechanisms for maintaining the 
DNA in a non-methylated state and consider them as 
targets for manipulating DNA methylation and the 
transcription activity of genes in conditions associated 
with DNA methylation abnormalities.

2.2. Maintaining DNA regions in methylated state
In this chapter, the processes of DNA methylation 
onset and maintenance are discussed. They are crit-
ical to various repeating sequences, imprinted sites, 
and regulatory elements. De novo DNA methylation 
involves the DNMT3a and DNMT3b methyltrans-
ferases, but, as mentioned above, DNMT1 may mani-
fest de novo activity as well. DNMT3a DNA methyl-
transferase is responsible for methylation onset in the 
repeating sequences, regulatory elements, and gene 
bodies acting as Polycomb protein targets. DNMT3b 
is critical for methylation onset in the regions of sat-
ellite repeats and sequences on inactivated X chro-
mosomes [3, 4]. Histone modifications and interac-
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tions with transcription factors are important for 
DNA methytransferase attraction. Long non-coding 
RNA and PIWI-interacting non-coding RNA can act 
as messengers regulating de novo methyltransferase 
binding to DNA as well [69].

2.2.1. Histone modifications. DNMT3 attraction to 
DNA is achieved using various mechanisms, in-
cluding histone modifications. As mentioned above, 
non-modified H3K4 facilitates the binding of DNA 
methyltransferases through the ADD domain and 
amplifies their catalytic activation. In addition, DNA 
methylation is regulated by H3K36me3/me2 his-
tone modifications. DNMT3 methylates the CpG-
rich intragenic sequences of actively transcribed 
genes in the regions characterized by the presence 
of Н3К36me3-modified histones. DNA binding and 
DNMT3a-mediated methylation in intergenic regions 
requires H3K36me2. The PWWP domain of DNMT3 
is responsible for the interactions with H3K36me2/
me3 [70, 71].

DNMT3 binding to heterochromatin and repeating 
sequences is mediated by H3K9 methylation. DNA 
methyltransferases are attracted to DNA due to inter-
action with the histone methyltransferases methylat-
ing H3K9 (Suv39h1/2, G9a/GLP, Setdb1) and binding 
to the HP1α and HP1β proteins recognizing methyl-
ated H3K9 [72]. 

2.2.2. Transcription factors attract DNMT to DNA. 
DNMT3a and DNMT3b are not interchangeable, and 
their mutations and deletions result in methylation 
changes in general and specific regions [3, 4]. This 
has to do with the fact that they are attracted to 
DNA through interaction with various TFs. As of 
now, a lot of TFs are being discovered which are ca-
pable of interacting with one or both DNA methyl-
transferases or can be included in a complex with 
them without interacting directly [73]. Interestingly, 
these TFs only affect methylation in a limited num-
ber of direct targets, which are in many cases re-
stricted to individual target genes. As a result, these 
TFs may be considered as targets for selective reg-
ulation of target gene methylation. Let us discuss 
some of these factors.

GCNF
GCNF (germ cell nuclear factor) participates 
in methylation onset and maintenance in vari-
ous promoter regions by directly interacting with 
DNMT3a/3b methyltransferases [74]. In addition, 
GCNF may indirectly attract DNMT3 methyltrans-
ferases. GCNF in stem cell differentiation binds to 
the Oct4 promoter and interacts with MBD2 and 

MBD3, which in turn are included in a single com-
plex with DNMT3. This leads to Oct4 methylation 
and its transcription suppression in differentiated 
cells. Since MBD2/MBD3 cannot bind to Oct4 during 
stem cell differentiation with GCNF knockout, the 
gene remains active [75]. GCNF ability to regulate 
Oct4 methylation may be used to analyze a cellular 
pluripotency status. For instance, GCNF promoter 
demythilation is observed in somatic cell reprogram-
ming, which enables gene activation during cell dif-
ferentiation that effectively suppresses Oct4 tran-
scription. These pluripotent cells are mature, but if 
their reprogramming is not completed, then GCNF 
promoter methylation is maintained, gene activation 
does not occur during cell differentiation, and Oct4 
remains active in differentiated cells, rendering them 
potentially oncogenic. Thus, GCNF, or more specifi-
cally its promoter methylation, can be considered a 
maturity marker for pluripotent cells.

Kaiso (ZBTB33)
Proteins containing a zinc finger domain often act 
not only as methyl-DNA-binding proteins, but also 
as factors contributing to DNA methylation home-
ostasis [42, 76]. A particular feature of these pro-
teins is their ability to recognize both methylat-
ed and non-methylated regions often different in 
terms of their nucleotide sequences. The zinc fin-
ger structure makes it possible to specifically rec-
ognize a methylated CG site, most often in a cer-
tain context for each TF [77]. The first established 
proteins to include zinc finger domains interacting 
with methylated sequences were Kaiso-like pro-
teins: Kaiso (ZBTB33), ZBTB4, and ZBTB38. In ad-
dition to zinc fingers, they include the BTB/POZ 
domain responsible for the protein-protein interac-
tion at their N-end [78–80]. Later, other zinc-finger 
proteins capable of interacting with the methylated 
DNA were discovered, including Znf57, CTCF, Klf4, 
Wt1, and Egr1. The strongest affinity to the meth-
ylated DNA is demonstrated by Kaiso and Znf57, 
binding to methylated sequences over 20 times bet-
ter than to non-methylated sequences. At the same 
time, the sensitivity to methylated sequences in the 
remaining zinc-finger proteins is only 1.5-3 times as 
high or equal to that for non-methylated sequenc-
es [81, 82]. 

Kaiso binds to methylated sequences and regions 
including CTGCNA [78, 80]. This protein can act as a 
transcription repressor, with the BTB/POZ domain at 
the N-end attracting the NcoR and SMRT corepres-
sor complexes, and as transcription activator [83–
85]. Imprinted H19/Igf2 locus is a target for Kaiso 
that binds to the methylated allele of the locus, and 
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its removal results in ICR1 methylation decrease in 
the locus [86, 87]. It is possible that methylation de-
crease following Kaiso removal is due to competition 
with CTCF, which in turn can bind to methylated 
sequences and cause their demethylation. In case of 
Kaiso knockout, methylation decrease is observed in 
the Oct4 promoter in the embryonic fibroblasts of 
mice and the TRIM25 promoter in human embry-
onic renal cells, gene bodies, enhancers, and regions 
not containing histone modifications [83, 88, 89]. It is 
shown that TRIM25 promoter demethylation caused 
by Kaiso removal is reversible by the expression of 
exogenous Kaiso, which can be included in a com-
plex with DNMT3a/3b [83, 89]. Notably, Kaiso re-
moval in cancer renal cells in humans causes a slight 
genome-wide methylation increase. This uniform 
distribution may be associated with the decrease in 
TET1 dioxygenase transcription; i.e., Kaiso can shift 
DNA methylation in both directions. Thus, Kaiso not 
only maintains the required methylation level, but 
also participates in methylation onset in various loci 
by interacting with DNA methyltransferases 3a and 
3b [89]. 

The regulating role of Kaiso in DNA methyla-
tion may also be associated with its ability to in-
teract with the ubiquitin-like proteins SUMO1,2,3. 
The SUMO proteins covalently bind to lysine resi-
dues in the target proteins, similarly to ubiquitin. 
Unlike ubiquitination, SUMOylation usually does 
not cause protein degradation, while affecting cel-
lular localization, activity, and interaction with other 
factors. Kaiso SUMOylation affects its transcription 
properties [83]. The presence of six SIM-SUMO in-
teracting motifs in the Kaiso amino acid sequence 
and non-covalent interaction between Kaiso and 
SUMO1 allow us to assume that Kaiso can act as 
a Е3 SUMO ligase. SIM sites are sequences of sev-
eral hydrophobic amino acid residues surrounded 
by serine or acidic amino acid residues. The so-
called non-canonical E3 SUMO ligases include SIM 
and non-covalently interact with SUMO [90]. Many 
proteins are SUMOylated in so-called PML and/
or PcG bodies [90, 91]. Kaiso is localized in PcG 
bodies in the case of exogenous SUMO expression 
[92]. This allows us to assume that Kaiso not only 
participates in transcription regulation and DNA 
methylation maintenance, but may also participate 
in activity regulation of other factors by affecting 
their post-translation modifications. For example, 
SUMOylation of DNA methyltransferases increases 
their catalytic activity, thereby facilitating an in-
crease in DNA methylation [93]. On the other hand, 
SUMOylation of the XRC11 excision repair pro-
tein is required for effective removal of 5-formyl- 

and 5-carboxycytosines in stem cell differentiation 
and subsequently effective DNA demethylation [94]. 
That is why studying Kaiso in terms of Е3 SUMO 
ligase and searching for its potential targets makes 
it possible to uncover new activity regulation mech-
anisms for various factors, including the proteins 
contributing to DNA methylation.

Znf57
Unlike Kaiso, Znf57 contains a KRAB (Krueppel-
assoсiated box) domain at the N-end. Znf57 binding 
to methylated sequences using the KRAB domain at-
tracts the TRIM28 (KAP1) corepressor, which forms 
a complex with H3K9 histone methyltransferase 
SETDB1 and DNA methyltransferases DNMT1 (main-
tenance) and DNMT3a/3b (de novo) [95]. This repres-
sor complex is formed in the transposon region, im-
printed loci, and on inactive enhancers [96, 97]. Znf57 
removal causes demethylation in imprinted loci and 
embryonic death [96]. It should be noted that Znf57 
is responsible for methylation maintenance, but not 
onset.

UHRF1
UHRF1 plays a key role in DNA methylation main-
tenance in replication. This explains its expression 
pattern: UHRF1 is only detected in actively divid-
ing cells (for example, spinal cord cells), where DNA 
methylation onset in the daughter strand is required 
in replication, and not detected in terminally differ-
entiated cells (neurons, hepatocytes). UHRF1 binds 
to methylated and semi-methylated DNA using the 
SRA domain (SET and RING- associated domain). 
UHRF1 also includes several domains participating 
in protein-protein interactions: UBL (ubiquitin-like 
domain), TTD (tandem tudor domain), PHD (plant 
homeodomain), and RING (a really interesting new 
gene domain). These domains ensure interaction 
with maintenance DNA methyltransferase DNMT1, 
PCNA, histone deacetylase HDAC1, histone meth-
yltransferases G9a, and SUV39H1, PARP1, etc. [98]. 
UHRF1 binding to semi-methylated DNA in repli-
cation ubiquitinates H3K18 and H3K23 and attracts 
DNMT1 methyltransferase for methylation estab-
lishment in the daughter DNA strand. DNMT1 ac-
tivity is regulated by interaction with H3K18ub and 
H3K23ub [99]. In pathogenetic tumor conditions, 
UHRF1 may also affect methylation onset in the pro-
moters of some genes [100]. UHRF1 removal leads 
to genome instability, G2/M phase arrest, and apop-
tosis. The absence of double strand break repairs is 
observed in cells as well [101]. Thus, UHRF1 contrib-
utes to DNA methylation establishment and mainte-
nance.
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MBD proteins
Methyl-DNA binding proteins with MBD (methyl 
DNA binding domain) are found among proteins 
not only recognizing methylated DNA, but also con-
tributing to the binding site methylation. Most MBD 
proteins are involved in the formation and func-
tioning of the nervous system. There are only four 
factors in this family (MBD1, MBD2, MBD4, and 
MeCP2) capable of binding to methylated DNA. 
These MBD proteins show the strongest affinity to 
methylated CpG islands [102]. In most cases, these 
proteins act as interpreters of methylation: i.e. they 
attract corepressors or compete with transcription 
activators for DNA binding. However, some recent 
studies show that these factors can also contrib-
ute to DNA methylation establishment and mainte-
nance. It was shown that MeCP2 knockout leads to 
the occurrence of both hypo- and hypermethylated 
regions in various types of neurons in mice [103]. 
The mechanism behind the effect of MBD proteins 
on the methylation level is yet to be studied. MBD1 
regulates methylation in the promoters of the Htr2c 
serotonin receptor gene and bFGF growth factor 
[104, 105]. MBD1 knockout leads to Htr2c reacti-
vation, which is considered among the causes of 
deviations in hippocampal neurogenesis, learning 
disorders, and occurrence of autism symptoms as-
sociated with social behavioral changes, attention 
deficit, and serotonin activation abnormalities in 
gene-knockout animals [104]. Reactivation of the 
bFGF growth factor in the case of MBD1 knockout 
affects the ability to maintain the pluripotent state 
of stem cells, whose regulation is important for the 
subsequent differentiation into cells of the nervous 
system [105]. 

Thus, there are factors, such as UHRF1, that con-
tribute to genome-wide methylation maintenance 
and ones (MBD, Kaiso, and GCNF proteins) that reg-
ulate methylation in a specific variety of targets. The 
latter are of special interest, since identification of 
their binding sites, whose methylation level is affect-
ed by the inactivation or mutations of these factors, 
could make it possible to manipulate the methyla-
tion levels in their targets by changing their activity. 
Interestingly, the desired changes in DNA methyla-
tion may also be regulated by activity modulation of 
DNA methyltransferase using post-translation modi-
fications: Kaiso is a potential Е3 SUMO ligase. 

3. DNA METHYLATION EDITING
Using advanced DNA editing methods to change 
methylation levels in certain regions is one of the 
ways used to alter their transcription activity. This 
approach makes it possible to alter promoter and 

enhancer activity using mutated dCas9 endonu-
clease incapable of DNA cutting. To ensure DNA 
hypermethylation, dCas9 is bound to the catalytic 
domain of DNMT3, whose methyltransferase activ-
ity is targeted on the region of interest [106]. The 
TALEN and zinc finger domain may be used instead 
of dCas9, but the editing system based around dCas9 
remains the most accessible one. The main problems 
with this editing technique are as follows: 1) the 
methylation level is not high enough, and 2) DNA 
demethylation occurs after a certain number of cell 
divisions. To solve these problems, DNMT3L acting 
as a cofactor amplifying DNA methylation is added 
to the catalytic domain of DNMT3. A high methyla-
tion level is maintained during a lasting cell division 
by introducing the chimeric construct dCas9-Ezh2 
or dCas9-KRAB into the cells. Ezh2 trimethylates 
Н3К27, and the KRAB domain of Znf57 acts as a 
base that can be used to assemble a repressor com-
plex that modifies histones and methylates DNA 
[107]. It is also necessary to identify which factor – 
Ezh2 or KRAB – would be more effective in sup-
pressing the transcription activity in the region of 
interest [107]. 

To ensure DNA demethylation, dCas9 is bound 
to the catalytic domain of TET proteins [108]. 
Introduction of the catalytic domain of TET causes 
not only demethylation, but also 5-hydroxymethylcy-
tosine formation, which contributes to TF attraction 
[109]. To achive a more reliable DNA demethylation 
impact (without cytosine intermediates), dCas9 may 
be bound to the catalytic domain of ROS1 DNA gly-
cosylase Arabidopsis [110].

The key advantage of DNA methylation editing, 
compared to DNA editing, is that the nucleotide se-
quence remains intact while only DNA modification 
changes. These changes are reversible, and almost 
any sequence in the genome can be edited.

4. DNA METHYLATION AND 
PATHOGENETIC CONDITIONS
In recent years, the relationship between the regu-
latory mechanism of DNA methylation and various 
pathogenetic conditions, especially oncogenesis, rheu-
matoid arthritis development, and various neurolog-
ical diseases, has been uncovered [11, 111]. Two cat-
egories of clinical significance of the changes in the 
DNA methylation level can be identified. The first one 
includes the cases where DNA methylation may act 
as a marker for a developing pathogenetic condition. 
The second one includes cases where changes in DNA 
methylation and the activity of methyl-DNA binding 
proteins affect the course and progression of the con-
dition. 
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4.1. DNA methylation as a diagnostic and 
predictive marker of disease progression
The DNA regions whose methylation changes can be 
detected in damaged organs or tissues, blood genom-
ic DNA, DNA from various body fluids, and circu-
lating-free DNA are selected as markers of disease 
progression. Markers making it possible to quite accu-
rately predict oncological diseases at their early stag-
es, evaluate the effect of therapy, detect recurrent 
cases, and even identify tumor types in some cases, 
have been selected [112–114].

4.2. DNA methylation as a target for therapy 
in various pathogenetic conditions
Hypermethylation in the CpG islands located in sup-
pressor gene promoters, leading to their inactiva-
tion, is often detected during oncogenesis. Tumor 
suppressor genes can be activated, albeit inconsist-
ently, through promoter demethylation. For instance, 
5-azacitidine reducing DNA methylation is used as 
an active substance in decitabine used as therapy 
in acute myeloid leukemia and myelodysplastic syn-
drome. However, instead of targeting a specific gene, 
this drug affects the whole genome, causing its insta-
bility and damaging the DNA, which may have se-
vere consequences for the patient [115]. Methylation 
in the promoters of tumor suppressor genes may be 
reduced by inactivation of the catalytic activity of the 
maintenance DNA methyltransferase. Inhibitors of 
DNMT1 DNA methyltransferase RG108 and SG102 
are less toxic than 5-azacitidine. They do not change 
methylation in satellite repeats but affect promoter 
demethylation, including in some suppressor genes 
[116, 117]. The key limitation of these inhibitors is 
the small quantity of targets; i.e., the regulatory ele-
ments of suppressor genes. The catalytic activity of 
DNMT1 may also be suppressed using oligonucleo-
tides that form quadruplex structures [53]. Attempts 
are made to manipulate DNA methylation using the 
editing system. The bottleneck of this approach is 
the delivery of dCas9 or its analogues to target or-
gans and tissues [118]. Hepatocytes, where the edit-
ing system can be delivered via injection (for exam-
ple, tail vein injection in mice), are one of the most 
accessible targets. Attempts to reduce methylation 
in the Fgf21 promoter in the liver of mice have been 
described. Fgf21 codes for the factor participating in 
glucose and cholesterol metabolism. Introduction of 
dCas9 with the catalytic domain of TET1 resulted in 
a short-term methylation decrease in the promoter 
on the sixth day after injection, and as early as the 
14th day the methylation level was restored in [119]. 
Thus, stable DNA methylation editing in a living or-
ganism is yet to be achieved.

4.3. Methyl-DNA binding proteins 
as new targets for therapy 
When selecting a therapy target, one should take 
into consideration how critical is the inactivation of 
a factor to the organism. Knockout or mutations in 
the methyl-DNA binding proteins MBD1, MBD2, 
MeCP2, and Kaiso result primarily in behavioral de-
viations not disrupting vital processes, which may 
be reversed upon restoration of protein expression 
as in the case of MeCP2 [120, 121]. Inactivation of 
these proteins changes the general methylation lev-
el insignificantly and does not lead to genome insta-
bility and reactivation of repeating elements. Hence, 
the MBD proteins Kaiso and their homologue ZBTB4 
enjoy an advantage as potential targets. The search 
for the target genes of these factors associated with 
pathogenetic conditions seems a promising line of 
research.

For instance, investigation of the binding sites in 
methyl-DNA binding proteins made it possible to 
identify the gamma globin gene as a methyl-de-
pendent target. A gradual transition of hemoglo-
bin types occurs during the human organism’s de-
velopment: the epsilon globin gene is transcribed in 
the embryonic period; gamma globin – at birth; and 
beta globin – in adulthood. Patients with the sickle-
cell disease and beta thalassemia show an abnor-
mal expression of or mutations in the beta globin 
gene, leading to severe consequences. Reactivation 
of the normal form of gamma globin would make 
it possible to restore a normal hemoglobin level in 
the blood. The methyl-DNA binding protein MBD2 
regulates the attraction of the NuRD corepressor 
complex to the promoter of the gamma globin gene 
in blood cells and maintains it in an inactive state 
in adults [122]. MBD2 removal leads to a 20-fold in-
crease in the expression of the gamma globin gene 
[123]. Transcription of the gamma globin gene may 
be activated by disrupting MBD2 binding to the 
NuRD corepressor complex and its components using 
inhibitors (Fig. 5). Various models have shown that 
exclusive inactivation of MBD2 does not affect the 
body function. MBD2-knockout mice demonstrate 
disrupted maternal behavior while nurturing and 
feeding their offspring [120, 124]. Aside from this, 
MBD2 removal does not cause any pronounced neu-
rological deviations. Therefore, we can expect MBD2 
inhibition to not cause severe side-effects in humans. 
Thus, the methyl-DNA binding repressor activity 
of MBD2 may be used for hemoglobin level resto-
ration in patients with sickle-cell disease and beta 
thalassemia. However, inactivating the methyl-DNA 
binding protein case cited above is not always nec-
essary. For instance, mutations in or inactivation of 
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the methyl-DNA binding protein MeCP2 lead to Rett 
syndrome development. MeCP2 knockout in mice, 
similarly to mutations in this gene in humans, causes 
neurological changes. Notably, changes occurring in 
nerve cells due to MeCP2 removal or mutation are 
reversible [125]. The MeCP2 mutations identified in 
patients with Rett syndrome include, among others, 
point mutations causing MeCP2 degradation but not 
affecting the structure of its DNA-binding and re-
pressor domains [126]. When stabilized, this protein 
can still fulfill its functions [127]. A search for small 
molecules binding to MeCP2 ubiquitination sites 
could make it possible to prevent its ubiquitination, 
with subsequent degradation, and restore the pro-
tein’s functional activity. 

Thus, the search for and characterization of the 
binding sites in methyl-DNA binding proteins are 
necessary for the identification of potential targets 

whose activity is regulated by DNA methylation and 
the formation of repressor complexes. Further analy-
sis of the various pathogenetic conditions associated 
with the target genes of methyl-DNA binding pro-
teins allows us to consider methyl-DNA binding pro-
teins as targets for therapy, while investigation of the 
mutations in methyl-DNA binding proteins makes 
it possible to understand when functional changes 
caused by mutations can be compensated, and when 
that is impossible.

CONCLUSIONS
DNA methylation is a regulatory element critical to 
gene expression, genome stabilization, inactivation 
of repeating sequences, establishment of imprint-
ing, and X-inactivation. Advanced genome-wide se-
quencing methods allowed us to determine the DNA 
methylation pattern across the whole genome, in-

Fig. 5. Model of the 
functional significance of 
the interaction between 
the MBD2 protein 
and the NuRD repres-
sion complex in the 
regulation of the gamma 
globin gene in beta-
telassemia [122, 123]
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cluding various repeating sequences. It opened new 
opportunities in terms of the identification and char-
acterization of regulatory elements whose activity 
may be disrupted by various pathogenetic condi-
tions. As of now, a lot of TFs participating in meth-
ylation onset and maintenance, demethylation, or 
interpretation of methylated DNA have been dis-
covered. Methylation can facilitate TF attraction or 
interfere with it; i.e., the DNA methylation level af-
fects selection of the protein factors interacting with 
DNA and alternating between attraction of tran-
scription activators and repressors. Discovery of new 
DNA methylation-dependent factors and investiga-
tion of the activating and repressor complexes they 
are included in allow us to consider these factors as 

new therapy targets to be manipulated to achieve 
a more nuanced effect compared to genome-wide 
inhibition of DNA methylation. Thus, the study of 
new methyl-DNA sensitive proteins could make it 
possible to identify new approaches and therapeutic 
targets for the management of various pathogenetic 
conditions associated with DNA methylation onset 
and regulatory changes. 
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ABSTRACT The Flow-seq method is based on using reporter construct libraries, where a certain element re-
gulating the gene expression of fluorescent reporter proteins is represented in many thousands of variants. 
Reporter construct libraries are introduced into cells, sorted according to their fluorescence level, and then 
subjected to next-generation sequencing. Therefore, it turns out to be possible to identify patterns that de-
termine the expression efficiency, based on tens and hundreds of thousands of reporter constructs in one ex-
periment. This method has become common in evaluating the efficiency of protein synthesis simultaneously 
by multiple mRNA variants. However, its potential is not confined to this area. In the presented review, a 
comparative analysis of the Flow-seq method and other alternative approaches used for translation efficien-
cy evaluation of mRNA was carried out; the features of its application and the results obtained by Flow-seq 
were also considered.
KEYWORDS Flow-seq, NGS, high-throughput sequencing, flow cytometry, translation, bacteria.
ABBREVIATIONS TIR – translation initiation region; RBS – ribosome binding site; SD – Shine–Dalgarno se-
quence; 5’ UTR – 5’ untranslated region; ORF – open reading frame; NGS – next-generation sequencing; 
Flow-seq – flow cytometry and next-generation sequencing.
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INTRODUCTION
Translation is the key process in the vital activity of 
all organisms, during which proteins are synthesized 
in cells using a macromolecular ribonucleoprotein 
complex known as the ribosome. It decodes the infor-
mation in mRNA and translates it into the sequence 
of amino acids that form the protein [1]. Moreover, not 
only does mRNA participate in this process as a pas-
sive information carrier, but it also predetermines the 
translation efficiency [2].

The 5’ untranslated region (5’ UTR) of mRNA is 
one of the sites responsible for its translation efficien-
cy (Fig. 1A) [3]. The 5’ UTR contains the ribosome 
binding site (RBS) carrying the Shine–Dalgarno (SD) 

sequence [4–13] complementary to the 3’ terminus 
of 16S rRNA in canonical mRNAs [14, 15]. To en-
sure high efficiency of the protein synthesis, the SD 
sequence needs to be located at an optimal distance 
from the start codon and have an optimal length 
[16–18]. Sometimes a single 5’ UTR can carry several 
Shine–Dalgarno sequences [2, 17]. For efficient trans-
lation, the translation initiation region (TIR) needs to 
be either fully single-stranded or folded into the se-
condary structure that can be easily disturbed [19–
22]. Other elements capable of affecting the transla-
tion efficiency are known, such as the adenine- and 
uracil-rich (AU-rich) mRNA region that the riboso-
mal protein bS1 interacts with [23–25], as well as the 
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initial portion of the coding region immediately down-
stream of the start codon [26–28]. The 5’ UTRs of ef-
ficiently translated mRNAs are characterized by low 
abundance of cytidine residues and the presence of 
purine repeats (AG repeats) [2].

Today, there are various methods that allow one to 
study the functional significance of individual mRNA 
sites for protein synthesis. These methods involve 
site-directed mutagenesis [29] or randomization [30, 
31] of 5’ UTR motifs (usually upstream of the fluores-
cent protein gene), and assessment of its fluorescence 
intensity in vitro (or in vivo), which is indicative of 
translation efficiency. The in silico thermodynamic 
simulations [18, 32–36], which estimate the strength 
of molecular interactions between the 30S complex 
and the mRNA transcript and predict the transla-
tion initiation rate, can be used to determine the va-
lues related to the translation efficiency. The simula-
tion results can be selectively verified experimentally 
using reporter constructs. The emergence of the flow 
cytometry method has made it possible to simultane-
ously assess different parameters of a large number 
of cells in vivo and isolate individual fractions based 
on the similarity of certain parameters (e.g., accord-
ing to the expression level of the fluorescent protein 
gene) [37]. Advancements in next-generation sequenc-
ing (NGS) have contributed to the development of 
novel, comprehensive approaches to genome research 
and to the determination of the genotype–phenotype 
correlation (e.g., whole genome sequencing, sequenc-
ing of plasmid DNA libraries, RNA sequencing for 
single-cell transcriptome profiling and isolation of effi-
ciently translated mRNA, as well as ChIP sequencing 
for identifying the binding sites of DNA-associated 
proteins) [38, 39].

THE VARIETY OF APPROACHES TO STUDYING THE 
ROLE OF 5’ UTRS IN TRANSLATION EFFICIENCY
Comprehensive analysis of E. coli genes has shown 
that most mRNAs carry the Shine–Dalgarno (SD) 
sequence (Fig. 1B), which was discovered in sever-
al bacterial mRNAs in the 1970s [4] and is essential 
for efficient translation initiation [16–18]. The SD se-
quence is the best studied regulatory element. It re-
sides 5–8 nucleotides upstream of the start codon (or 
8–11 nucleotides when starting counting from the 
central G base in the SD sequence [7]) and acts as 
a binding site to the bacterial 30S subunit, unlike in 
the eukaryotic ribosome, which binds to the 5’ ter-
minus of mRNA for scanning initiation [6]. Different 
E. coli mRNAs contain SD sequences of different 
lengths, varying between four and eight nucleotides. 
The most plausible composition of the SD sequence 
is agGa.

The dependence between the protein synthesis ef-
ficiency and the length of the SD sequence and its 
distance from the start codon was studied using vari-
ous methods (e.g., using a dual genetically engineered 
construct (Fig. 1C) carrying the genes of two fluores-
cent proteins, where one of the proteins, RFP (red 
fluorescent protein), was an internal control and the 
other one, CER (cyan fluorescent protein), acted as a 
sensor of the effects associated with variations in the 
mRNA 5’ UTRs) [17]. The ratio between the measured 
fluorescence intensities of the two proteins (CER/RFP) 
in vivo was calculated, making it possible to neutra-
lize the effects caused by the bacterial cell size and 
fluctuations in the abundance of the reporter plas-
mid. This approach, based on molecular cloning with 
the use of 16 reporter constructs with four SD se-
quences (2, 4, 6 and 8) of different lengths residing at 
different distances from the start codon of the CER 
protein gene (7, 10, 13 and 16) and another control 
construct carrying no sites complementary to the an-
ti-SD sequence, allowed the researchers to experi-
mentally study the effect of the SD sequence length, 
the distance between the SD sequence and the start 
codon, and their combinations on the synthesis of the 
CER protein. Therefore, it was demonstrated that the 
translation efficiency of mRNA carrying the 8-nucle-
otide SD sequence declines with increasing distance 
between the start codon and the SD sequence. For the 
6-nucleotide SD sequence, the optimal distance is 10 
nucleotides. The same dependence was observed for 
the medium-length SD sequence (four nucleotides), as 
in the case of a long SD sequence (eight nucleotides). 
For the short SD sequence (two nucleotides), the ef-
fect of distance was negligible, while the role of this 
SD sequence in the protein synthesis efficiency was 
preserved: it ensured an efficiency that was one order 
of magnitude greater than that when using the con-
trol construct without the SD sequence. By varying 
these parameters, one can change the translation le vel 
by up to four orders of magnitude, which indicates 
that they are important for determining the level of 
many proteins in the cell [17].

Numerous variants of the motif in 5’ UTR pro-
duced by site-directed mutagenesis based on use of 
the polymerase chain reaction (PCR) can be employed 
to perform a rapid, and fairly simple, quantitative 
analysis of gene expression in vitro. The PCR pro-
duct containing the T7 promoter sequence, the test-
ed 5’ UTR variant, and the eGFP fluorescent protein 
gene are directly used in the coupled transcription–
translation in vitro system from E. coli cells [29]. The 
translation efficiency in this system can be assessed 
according to eGFP fluorescence intensity. This method 
was used to produce 54 variants of 5’ UTR sequences 
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Fig. 1. (A) – Structural fea-
tures of mRNA in bacteria. 
5’ and 3’ UTR – the 5’ and 
3’ untranslated regions, 
respectively. RBS – the 
ribosome binding site on 
mRNA. ORF – the open 
reading frame contain-
ing the protein-coding 
sequence. SD and an-
ti-SD – Shine–Dalgarno 
and anti-Shine–Dalgarno 
sequences, respective-
ly. (B) – An example of 
5’ UTR mRNA sequence 
alignment used in a large-
scale analysis of untrans-
lated gene regions with 
the SD motif highlighted. 
(C) – An example of a du-
al-reporter construct with 
control 5’ UTR upstream 
of the RFP fluorescent pro-
tein gene and a variable 
5’ UTR upstream of the 
second CER fluorescent 
sensor protein gene to 
assess the effect of the 
features of the variable 
region on the translation 
efficiency. (D) – The 
scheme of affinity isolation 
of ribosomes with efficient-
ly translated mRNA. Selec-
tion was carried out by 
limiting the time of in vitro 
translation. The mRNA 
contains 5’ UTR, the cod-
ing region that includes 
the region encoding the 
FLAG epitope interacting 
with the synthesized mal-
tose-binding protein and 
TolA allowing the epitope 
to exit the ribosome tunnel 
and fold properly. There 
is no stop codon in the 
mRNA construct, so the ri-
bosome remains on it. The 
drawing was executed in 
the Inkscape software
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(18 and 36 of those having modified SD- and AU-rich 
sequences, respectively), which ensured a 0.1–2.0 
range of relative expression levels and revealed the 
effects of different ribosome binding sites (RBSs) on 
the translation efficiency [29]. However, this pointwise 
approach is substantially confined to the small set of 
variants being tested, making it impossible to apply 
it to the entire variety of natural 5’ UTRs lying up-
stream of the genes (their number in E. coli being 
~ 4 × 103) [8].

An experimental system (Fig. 1D) [30] based on in 
vitro translation was subsequently developed, which 
allowed one to select the most efficiently translated 
mRNAs from a large sample of synthetic sequences. 
A model mRNA containing an 81-nucleotide 5’ UTR 
was used for this purpose; 18 of these nucleotides, 
residing upstream of the start codon, were complete-
ly randomized: so, a library consisting of ~6.9 × 1010 
different sequences was successfully obtained. The 
model mRNA encoded a fusion protein containing a 
maltose-binding domain approximately in its center 
and the FLAG epitope, which allowed one to perform 
affinity purification of the ribosomes that synthesized 
this fusion protein. The TolA protein fragment resid-
ed downstream of the domain used for affinity puri-
fication; this fragment acted exclusively as a spacer 
sufficient for affinity domain exposure from the pep-
tide tunnel once the full-length fusion protein was 
synthesized. This mRNA did not carry the stop codon; 
therefore, it remained bound to the ribosome after 
the synthesis had been completed in that experiment. 
Therefore, mRNA could have been extracted from af-
finely bound ribosomes and subsequently amplified. 
The limited translation time was the key parameter 
of mRNA selection: only rapidly translated mRNAs 
could be affinely purified and used in the next selec-
tion round [30]. Surprisingly, 76% of the selected se-
quences ensuring the most rapid translation in the in 
vitro system carried no SD sequences and had C-rich 
short sites complementary to 16S rRNA. However, a 
high expression level of mRNAs with these C-rich se-
quences was not observed in vivo, which, potentially, 
was caused by different average ratios in the in vit-
ro and in vivo ribosomal systems and mRNAs, which 
competed with C-rich RBS for ribosome binding [30]. 
The same experiment was conducted using a library 
of shorter mRNAs with a 40-nucleotide 5’ UTR [31], 
which are the most abundant in E. coli mRNA [40, 
41]. Next-generation sequencing and statistical tools 
made it possible to identify the mRNA–ribosome 
binding motifs. The mRNAs selected from a library 
with shorter 5’ UTRs according to the translation rate 
were more likely to contain SD sequences, along with 
G/U-rich ones [31]. The results of this study are also 

indicative of the fact that the 5’ UTR length affects 
the efficiency of protein synthesis initiation.

The sequence of mRNA 5’ UTRs can be respon sible 
for folding variations in the region upstream of the 
start codon. The association between the stabil ity of 
the secondary structures in the TIR and the transla-
tion efficiency was confirmed by a large-scale compu-
tational analysis [19], which revealed that prokaryotic 
and eukaryotic genes, especially those characterized 
by high expression levels, tend to de stabilize the 
mRNA secondary structure near the start codon [20]. 
By varying the stability (< -12 kcal/mol) of the hairpin 
structure carrying the RBS by site-directed mutage-
nesis, followed by an in vivo analysis of the protein 
yield, it was discovered that the higher the stability of 
the secondary structure carrying the ribosome binding 
site, the lower the translation efficiency. Therefore, it 
has been demonstrated that it is possible to vary the 
expression 500-fold by making a single nucleotide sub-
stitution, which stabilizes the mRNA secondary struc-
ture. As a result, translation initiation was entirely 
dependent on the spontaneous unfolding of the entire 
mRNA initiation site [21]. However, this spontaneity 
had to do with the fact that all the essential elements 
of the initiation complex were present [22]. This analy-
sis of 12 mRNAs characterized by different levels 
of secondary structure stability and carrying SD se-
quences of different lengths (or without SD sequen-
ces) revealed that the SD sequence per se, the start 
codon, the initiator tRNA with formylated methio-
nine, and the GTP-bound translation initiation factor 
2 (IF2), in a complex with the 30S ribosomal subunit, 
are required for the unfolding of the mRNA second-
ary structure. The contribution of each individu al ele-
ment to the disruption of TIR mRNA folding process 
was assessed using the dissociation constant of the 
mRNA fragment carrying a 6-nucleotide SD sequence 
[22]. FRET analysis of the same fragment labeled with 
Cy3 and Cy5 at the 5’ and 3’ termini, in the presence 
of the 30S subunit and all other elements required 
for translation initiation, was subsequently conducted. 
The assessment was performed with respect to con-
trol mRNA that carried no SD sequence but whose 
secondary structure was characterized by a similar 
level of stability. The analysis revealed the significant 
role played by the SD sequence in the unfolding of the 
mRNA secondary structure. FRET analysis was shown 
to be highly efficient for the folded mRNA whose ter-
mini were involved in a complementary interaction 
between the SD and anti-SD sequences; poor efficien-
cy of the FRET analysis was demonstrated for the un-
folded mRNA [22].

The efficiency of the binding of ribosomal subunits 
to a particular 5’ UTR mRNA sequence is assessed 
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using the so-called toeprinting method (Fig. 2A). It 
is based on the use of fluorescent- or isotope-labeled 
primers complementary to the 3’ terminus of mRNA. 
The reverse transcription reaction is performed af-
ter the assembly of the initiation complex on mRNA, 
followed by an electrophoretic analysis of elongated 
cDNA in the reaction mixture. Reverse transcriptase 
reaches the 5’ terminus of mRNA if it is not bound to 
the ribosome and forms shorter products in the case 
when reverse transcriptase stops once it has encoun-
tered the ribosome. The ratio between long and trun-
cated toeprints allows one to estimate the proportion 
of mRNAs bound to the ribosome [42, 43].

As the experimental results are acquired and 
methods for analyzing them are developed, bioinfor-
matic approaches allowing one to work with large 
datasets start to play an increasingly important role. 
Translation initiation of prokaryotic mRNAs (where 
the SD sequence has not been detected in 5’ UTR) 
observed in the experiments occurs independently 
of any interactions with the anti-SD sequence and is 
mediated by the ribosomal protein bS1. A bioinfor-
matic analysis showed that the stability of the secon-
dary structures of such 5’ UTR sequences was re-
duced, thus facilitating the formation of the initiation 
complex and compensating for the lack of SD and an-
ti-SD interactions [44, 45].

There exist the so-called prokaryotic leaderless 
mRNAs, which carry neither the 5’ UTR nor the SD 
sequence. However, a large-scale in silico analysis of 
the macroevolution revealed that the number of such 
genes in bacteria has declined over time. The trans-
lation initiation sites of all the genes in 953 bacterial 
and 72 archaeal genomes have been examined and 
categorized into groups, according to the distance to 
the root (between bacteria and archaea) on the 16S 
rRNA-based phylogenetic tree. The average propor-
tion of leaderless genes in each group was calculated: 
first, it drops rapidly and subsequently fluctuates at a 
low level [46].

Intense development of next-generation sequenc-
ing methods and the accumulated skills in working 
with the translation system have made it possible 
to develop the ribosome profiling (Ribo-seq) method 
(Fig. 2B), which is based on high-throughput sequenc-
ing of mRNA fragments protected by the translating 
ribosome [47]. This approach proved to be effective 
for studying gene expression, simultaneously at both 
the transcriptional and translational levels, includ-
ing in response to various impacts [48–50]. The Ribo-
seq technique provides information about the location 
of ribosomes on mRNA with a single-nucleotide re-
solution. This accuracy allows one to detect transla-
tion of mRNA sites outside of the annotated reading 

frame, as well as detect translation of the overlapping 
reading frames and semantic stop codon decoding. 
The translatable reading frames were identified using 
Ribo-seq in RNAs that had been previously consi-
dered non-coding. It was also possible to evaluate the 
effect of various conditions and factors on mRNA 
translation in cells (e.g., different environments, modi-
fications of proteins and antibiotics) [51–56].

The extensive use of the Ribo-seq method has un-
earthed a number of challenges and artifacts related 
to the experimental methodology and data analysis 
[57–59]. The promising ribosome profiling technique 
used to study the ribosome decoding rate is charac-
terized by infrequent high peaks in the ribosome 
footprint density and by long alignment gaps of the 
respective mRNA sequences. In order to reduce the 
impact of data heterogeneity, a normalization method 
has been elaborated. This method is efficient in the 
presence of heterogeneous noise and has revealed sig-
nificant differences in read distribution across mRNA 
and the determinants of ribosome footprint frequen-
cies in 30 publicly available ribosome profiling data-
sets, thereby casting doubt on the reliability of this 
method as an accurate representation of local ribo-
some density without prior quality control [57]. This 
observation suggests an incomplete understanding of 
how the protocol parameters affect the ribosome foot-
print density.

The most likely reason for this observation probab-
ly consists in the sequence shifting that occurs during 
the construction of the ribosome footprint library and 
its conversion into cDNA, followed by sequencing [58]. 
The aforementioned steps involve a number of reac-
tions using sequence-specific enzymes such as nucle-
ases [60]. Meanwhile, some antibiotics used to treat 
ribosomes prior to profiling have the same sequence 
specificity [61–63], which must be taken into account 
in experiment setting.

It has been shown using ribosome profiling in bac-
teria that ribosome occupancy downstream of the 
Shine–Dalgarno sequences occurring randomly in the 
coding region is significantly increased [64]. Whereas 
the SD sequences upstream of the start codon play 
a well-characterized role in translation initiation, the 
findings indicate that elongation is slowed down by 
the formation of transient base pairs between the SD 
motifs within the open reading frames and the an-
ti-SD sequence in 16S rRNA, such pauses accounting 
for over 70% of the strong pauses throughout the ge-
nome; they are considered to be the main determi-
nant of translational pausing in bacteria [64].

Later, the modified high-resolution Ribo-seq me-
thod was used to demonstrate that the previously 
observed enrichment of the ribosome occupancy at 
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Fig. 2. (A) – The principle of the toeprinting technique. Stable ribosome complexes stop reverse transcriptase at a spe-
cific mRNA position, thus generating short cDNA products of a specific length. Primers for reverse transcriptase can be 
radioactively or fluorescently labeled. (B) – The scheme of the ribosome profiling method (Ribo-seq). After translation 
initiation, mRNA is cut by a specific nuclease at the sites where it is not protected by ribosomes. In parallel, the original 
mRNA library is prepared for sequencing by random fragmentation. It will be used as a reference sequence. All obtained 
ribosome footprints are used to prepare a DNA library, which is further deeply sequenced. Based on the NGS results, 
footprint sequence reads are mapped to full-length mRNA. (C) – The thermodynamic model of bacterial translation initi-
ation. Changes in free energy during the initiation stage depend on the five types of molecular interactions defining the 
initial and the final states of the system. The drawing was executed in the Inkscape software
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the SD motifs can be attributed to pauses at glycine 
codons and the impossibility of isolating the entire 
population of ribosome-protected mRNA fragments. 
A conclusion has been drawn that the SD motifs are 
probably not the main cause of the multiple pauses 
noted during translation in vivo [65].

The biophysical models allow one to assess the ef-
ficiency of biomolecule interactions, including the 
mRNA–ribosome ones. The thermodynamic model 
can be used as an example (Fig. 2C) [32]; this model 
simultaneously estimates the strength of the molecu-
lar interactions of the 30S complex with the mRNA 
transcript, calculates the Gibbs free energy for each 
element within a particular mRNA, and predicts the 
translation initiation rate: the higher energy needs 
to be spent to unfold mRNA elements, the lower the 
translation initiation rate is. The presented model can 
be used both to predict the relative translation initi-
ation rate of an existing 5’ UTR with the identified 
RBS and to design an RBS sequence ensuring the re-
quired translation initiation rate [18, 32].

The Flow-seq method used for a library of plas-
mids carrying the fluorescent protein genes (the first 
one acting as an internal control, and expression of 
the second varying depending on the impact of the 
sequences obtained by randomization of 30 nucleo-
tides in the coding region of the gene immediately 
downstream of the start codon) allowed one to divide 
the resulting library (over 30 × 103 mRNA variants) 
according to translation efficiency [28]. Further ana-
lysis showed that the translation efficiency of mRNAs 
carrying the SD-like sequences was reduced, and that 
the proportion of such mRNAs in the set of efficiently 
translated mRNAs also declined, being indicative of 
the negative effect of the SD sequences in this mRNA 
region on the protein synthesis and, in turn, support-
ing earlier findings obtained for a limited set of model 
mRNAs [66].

Interestingly, the distribution of the binding ener-
gies of the anti-SD sequences among efficiently trans-
lated mRNAs is similar to that in natural E. coli genes. 
Moreover, individual constructs carrying the SD se-
quences in the sliding window of the initial coding re-
gion immediately downstream of the start codon and 
having similar energies of secondary structure folding 
have been designed, and their translation efficiency 
has been evaluated. Hence, the findings obtained are 
consistent with the results of the data analy sis per-
formed after using the Flow-seq method [28].

THE SCHEME OF THE FLOW-seq TECHNIQUE, 
THE FEATURES AND RESULTS OF ITS APPLICATION
Thousands of reporter constructs are often used to 
determine the effect of a certain factor or a set of 

factors on the expression level of a particular gene 
by sorting various promoter variants, 5’ untranslat-
ed regions, and the individual sites in them (includ-
ing the ribosome-binding sites (RBSs), the upstream 
regions (standby sites) or the downstream spacer 
sites), as well as the initial ramp regions of the cod-
ing sequence, either individually or simultaneously 
(Table 1). These plasmids typically carry two fluores-
cent protein genes: the first one acting as a sensor 
whose expression is sensitive to variable sites and the 
second one being used as an invariant internal control. 
The resulting sets of constructs are used to transform 
the bacterial strain suitable for further expression 
and sorting. Next, the fluorescence intensities of the 
two proteins in the cell pool are estimated using flow 
cytometry and cell groups/fractions characterized by 
approximately identical ratios of the measured fluo-
rescence levels of these proteins are formed. Once the 
number of collected cells is increased, plasmids are 
isolated from the cells; the variable site is amplified 
and subjected to high-throughput sequencing in order 
to determine the DNA/RNA sequences in the par-
ticular fraction ensuring a particular level of reporter 
gene expression (Fig. 3). 

This approach was applied to design a number of 
constructs simultaneously carrying different combi-
nations of ribosome binding sites and promoters. The 
amounts of RNA and green fluorescent protein (GFP) 
synthesized by the cells transformed with each con-
struct were compared to the amount of respective 
DNA, thus determining the transcription and trans-
lation efficiencies. The mCherry fluorescent protein 
gene, which was used as an internal control and car-
ried a conserved promoter and ribosome binding site 
(RBS), was also inserted into the construct [67]. A set 
consisting of 12,653 plasmids with various combina-
tions of 114 promoters and 111 RBS variants was 
eventually obtained. In order to estimate the steady-
state DNA and RNA levels, deep sequencing of DNA 
(DNA-seq) and RNA (RNA-seq) from the cells in this 
phase was carried out. To assess the levels of the two 
fluorescent proteins, the cells were sorted according 
to the ratio between the GFP/mCherry fluorescence 
intensities. Plasmid DNA was isolated from cell popu-
lations with similar GFP/mCherry fluorescence in-
tensity ratios and subjected to deep sequencing. The 
extracted sequences belonging to a particular group 
were tagged with group-specific barcode sequences, 
which were further used for searching for and sort-
ing sequences into previously defined groups during 
the analysis of sequencing reads. The levels of two 
fluorescent proteins in the groups were then assessed; 
the GFP/mCherry ratio was defined as a measure of 
translation efficiency; the cells were subdivided into 
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Table 1. Application of the Flow-seq method to the analysis of the translation efficiency

mRNA elements
Number of variants in 
the generated libraries 

after Flow-seq
Variant types Results Reference

Promoters and ribosome 
binding sites (RBS)  

in 5’ UTR

11,894 (94%) out of 
12,653 possible variants 
with combinations of 

114 promoters and 111 
RBSs (one combination 
resulted in the incom-
patible restriction site)

Taken from the 
available databases 
and generated using 
the RBS Calculator

The range of expression variations – four 
orders of magnitude. Promoter choice has 
the greatest effect on the RNA level and a 
smaller one on protein level, since its trans-
lation efficiency is also affected by the choice 
of the ribosome binding site and, potentially, 
other factors. 55% out of several hundreds of 
tested individual colonies were unmistakably 

identified during the Flow-seq analysis

[67]

Promoters and ribosome 
binding sites (RBS)  

in 5’ UTR 

~ 500 combinations 
of 14 promoters and 

22 RBSs for two 
detect able fluorescent 

proteins and more than 
1,200 combinations from 
the randomized library

Specific variants and 
variants with ran-
domized sequences 

in the elements 
under study

The dynamic range of expression – three 
orders of magnitude. The resulting combina-
tions lead to the expression of a random gene 

(twofold variation in the expression level) 
with 93% reliability

[75]

Six nucleotides in the 
spacer region downstream 
of the SD sequence in the 
5’ UTR and upstream of 

the start codon and the first 
six nucleotides following it 
(codons at positions +2 and 
+3 of the coding sequence 

(CDS))
…-SD-GAC-6N-AUG-

6Nsyn-…

13,914 (56%) variants 
for one protein and 
25,861 (53%) variants 

for another protein out 
of 24,576 and 49,152 
possible variants, 

respectively

Randomized spacer 
regions and codons 
at positions +2 and 
+3 with synony-

mous substitutions 
not changing the 

coding sequence of 
two sensor proteins

The range of expression variations – three 
orders of magnitude. The low GC-content and 
reduced stability of the secondary structure 
of the studied elements are important for the 

high expression level not limited by these 
determinants. The distribution of the protein 
fluorescence levels measured in several dozen 

colonies using a plate reader is consistent 
with the Flow-seq data

[71]

Four nucleotides in the 
spacer region downstream 
of the SD sequence in the 

5’ UTR and upstream of the 
start codon 

…-SD-C-4N-CAU-AUG-…

249 (97%) out of the 
256 possible variants Randomized

The range of expression variations – two 
orders of magnitude. The predominant 
adenosine content and reduced cytidine 

content in efficiently translated variants. The 
low GC-content and reduced stability of the 
secondary structure of the studied elements 
are important for a high expression level. 

The SD-like sequences also occur only in the 
highly expressed variants

[39]

Six-nucleotide SD sequence 
in the 5’ UTR

4,066 (99%) out of the 
4,096 possible variants Randomized

The measured levels of proteins (fluorescent 
and five natural ones) for 91% of the 

sequence variants lay within the twofold 
range of variations in the expression level 

predicted using the EMOPEC tool that takes 
into account the context of the SD sequence, 
which minimized variations in the secondary 

structure

[76]

Standby sites of different 
lengths (20–164 nucleotides) 

upstream of the SD 
sequence, distal  
in the 5’ UTR

136 5’ UTRs with 
different lengths and 
secondary structures, 
shapes, and number of 

modules

Modeled variants

The range of variations in translation efficien-
cy – two orders of magnitude. The rate of 
mRNA translation initiation is controlled by 
the surface area of single-stranded regions, 
partial unfolding of the RNA structure for 

minimizing the ribosome binding free energy 
penalty; there is no cooperative binding and, 

possibly, ribosome sliding in the analyzed 
region. The biophysical model for predicting 

the translation initiation rate has been 
deve loped and experimentally tested. The 
ribosome can easily bind to the modules of 
standby sites that are remote from the start 
codon and ensure high translation efficiency

[34]
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mRNA elements
Number of variants in 
the generated libraries 

after Flow-seq
Variant types Results Reference

The ribosome binding site 
(RBS) in the 5’ UTR with 
a fixed SD sequence (five 

nucleotides) and the variable 
standby site (four nucleo-

tides) and the six-nucleotide 
spacer region 

RRRV-AGGAG-R-6N-
AUG (R: A/G, V: A/G/C, 

N:A/U/C/G)

More than 20,000 (10%) 
out of ~ 200,000 pos-
sible variants for two 
fluorescent proteins

Randomized and 
partially specific 
positions with 

incomplete varia-
tions

The range of variations in translation 
efficiency – four orders of magnitude. 

The translation efficiency is significantly 
affected by conservation of the SD sequence, 
whereas the AC-rich spacer region is weakly 
dependent on the context. Low stability of the 
secondary structure of the studied region was 
observed for high expression. Replacement of 
the reporter protein with another one often 

had no effect on the overall trend in the 
distribution of the sequences defining a given 

protein synthesis level

[74]

Almost complete 5’ UTR 
sequence (22 or 32 nucleo-

tide long) 
GG-20N/30N-AUG…

11,692 (10-6% out of 
the possible variants), 
11,889 (10-12%) for 20N 
and 30N, respectively; 

48 natural variants 
with variations

Randomized,  
natural, and specific

The range of variations in translation efficien-
cy – four orders of magnitude. Low stability 
of the secondary structure and conservation 
of the SD sequence in highly expressed vari-
ants were observed. The presence of AU-rich 
enhancers at the 5’ terminus in the standby 
site, the low cytidine content, multiple SD 

sequences, and AG repeats in mRNA 5’ UTRs 
ensure high translation efficiency in a number 

of cases

[2]

5’ UTR sequences (2–60 
nucleotides long) of the first 

genes of E. coli operons 
with GG at the 5’ terminus 

retained during transcription
GG-natural 5’ UTR

648 (91%) out of the 
713 possible variants 
2–60 nucleotide long, 
(45%) out of all the 

1,451 natural 5’ UTRs 
of the first operon 

genes

Natural

The range of variations in translation efficien-
cy – 30-fold. The RNA secondary structure 
and SD sequence affected the translation 

efficiency, but with lower variability compared 
to the randomized libraries. The low secon-
dary structure stability and conservation of 

the SD sequence in highly expressed variants. 
The results of an estimation of the translation 
efficiency for individual 5’ UTRs correlated 

with the ribosome profiling data

[77]

Sites in the promoter region, 
the standby site 10/20/30 

nucleotides long, the 
8-nucleotide spacer region 

10N/20N/30N-SD-8N

~ 12,000 (a very small 
percentage of the 
possible variants)

Randomized

The range of variations in translation 
efficiency – five orders of magnitude. At a 
high expression level, low stability of the 

secondary structure of the studied region was 
observed

[72]

Promoters, ribosome 
binding sites (RBS), the 

first 13 amino acids of the 
protein-coding region

14,234 combinations of 
two promoters, four 

ribosome binding sites 
(RBSs), and sequences 
of N-terminal peptides 
corresponding to the 
first 13 amino acids 
in 137 natural E. coli 

genes

Natural

The range of variations in translation effi-
ciency – more than two orders of magnitude. 

The use of rare codons at the N-terminus 
can increase expression 14-fold regardless 
of RBSs, ensuring a degree of translation 

efficiency. Reduction of secondary structure 
stability, rather than codon rarity itself, is 

responsible for increasing the expression level

[78]

The first six codons down-
stream of the start codon in 

the coding sequence
10 Natural

Reduction of secondary structure stability, 
rather than codon rarity itself, is responsible 

for increasing translation efficiency. Rare 
codons are often A/T-rich at position 3, which 

is more likely to correlate with increased 
expression than the synonymous G/C-ending 

codons

[81]

The first 10 codons down-
stream of the start codon in 

the coding sequence
More than 30,000 Randomized

Reduction of secondary structure stability, 
rather than codon rarity itself, is responsible 
for increasing translation efficiency. Codons 

located closer to the start codon have a 
significant effect on expression. Additional 
start codons in the reading frame facilitate 
translation. The presence of amino acids for 
the synthesis of which the cell expends a lot 
of resources, in the N-terminal motif of the 
protein negatively affected protein synthesis 

efficiency

[28]

Table 1 (continued)
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three types according to this ratio: weak, medium and 
strong, and the corresponding sequences were identi-
fied. As anticipated, the cells in the library contained 
approximately identical levels of the mCherry protein, 
whose fluorescence intensities were characterized by 
the normal (Gaussian) distribution and varied with-
in one order of magnitude, whereas the expression 
levels of the gfp gene varied by four orders of mag-
nitude. A total of 282 individual colonies were veri-
fied by sequencing; 55% of these colonies were appro-
priate (i.e., contained error-free invariable sites, and 
the expected promoter variants and ribosome binding 

sites were identified for them without mutations). The 
fluorescence levels of most of these 55% appropriate 
promoter and RBS combinations were measured and 
subsequently used as a control set.

The results obtained by large-scale sequencing of 
DNA and RNA and the measured gene expression 
levels of the fluorescent proteins were used at the 
next stage as a platform for constructing the repre-
sentative maps. When these maps were constructed, 
the transcription and translation levels were deter-
mined for each construct type with specific promoter 
and ribosome binding site variants (Fig. 4). Further 

Fig. 3. The scheme of the Flow-seq method (as exemplified by working with randomized 5’ UTR upstream of the CER 
protein gene and control 5’ UTR upstream of the RFP protein gene). The stages of plasmid library construction, trans-
formation, sorting, and sequencing are presented. (A) – Cloning of a randomized DNA fragment into a reporter vector 
upstream of the CER protein gene. A constant 5’ UTR is retained upstream of the RFP protein gene. (B) – Electropo-
ration of the entire plasmid library into E. coli cells. (C) – Cell separation based on the CER/RFP fluorescence intensity 
ratio by a cell sorter. (D) – Cell fraction collection (e.g., F1–F6) according to the CER/RFP ratio. (E) – DNA isolation 
and randomized region amplification followed by high-throughput sequencing (NGS). The drawing was executed in the 
Inkscape software

А
T5 T5

ter terRFP  CER

XbaI  NcoI  SacI  HindIII  SacII  NdeI KpnI
BamHI

Control  
5’ UTR

5’ UTR with randomized 
regions

Plasmid  
library

B

C

Cells after transformation

FACS

R
FP

 fl
uo

re
sc

e
nc

e
, 

a.
u

CER fluorescence, a.u

F1 F2 F3 F4 F5 F6105

104

103

102

101

100

100 101 102 103 104 105

D

Cells after sorting

Sequence variants 
obtained after NGS  
and corresponding  

to fractions

E



30 | ACTA NATURAE | VOL. 14 № 4 (55) 2022

REVIEWS

analysis allowed one to estimate the most efficient 
and inefficient combinations contained in the result-
ing construct library (Table 2) [67]. A comprehensive 
analysis of the variance (ANOVA) [68] of RNA and 
protein levels determined independently by both the 
promoter and the ribosome binding site was carried 
out. This approach also helped one to make allowance 
for the effects showing the association between the 
RNA level and the translation rate.

The programs written in R [69] and Python [70] 
and adapted to working with large datasets were used 
to visualize the resulting estimates. The ANOVA data 
made it possible to attribute the differences in RNA 
levels to the choice of promoter in 92.5% of cases, the 
choice of ribosome binding site in 3.8% of cases, while 
the remaining 3.7% of the differences could not be 
attributed to the choice of a variable element. The 
differences in the GFP protein levels were attribut-
ed to the promoter choice in 53.8% of the cases; the 
RBS choice, in 29.6% of cases; and the remaining per-
centage could be attributed to none of these two vari-
able factors. Therefore, it was inferred that promoter 
choice had the greatest effect on the RNA level, while 
having a smaller impact on the protein level, since the 
translation efficiency is also affected by the choice of 
the ribosome binding site and, presumably, other fac-
tors as well [67].

A number of studies employing the Flow-seq 
method have investigated the effect of the sequences 

of 5’ untranslated regions of different lengths and 
their individual sites on the efficiency of the reporter 
fluorescent protein synthesis [2, 39, 71–74].

Variation in the spacer regions residing between 
the Shine–Dalgarno sequence and the start codon en-
abled the construction of small-sized libraries, where 
four and six nucleotides in a given site were random-
ly generated. A 100- [39] and 1,000-fold [71] difference 
between the highest and lowest produced protein level, 
respectively, was successfully obtained. In the former 
case, the most efficient and inefficient sequences 
included the following spacer sequences: cAAAAcau, 
cGAAAcau, cAUAAcau, cAUAUcau and cCCGCcau, 
cCUCUcau, cCGCUcau, cCCGUcau, respectively, by SD 
sequence (GAGG) flanking at the 5’ terminus and by 
the start codon (AUG) at the 3’ terminus. In the latter 
case, among the sequences residing downstream of the 
SD sequence (AAGAAGGA) and upstream of the start 
codon (AUG) and ensuring the highest expression, one 
can distinguish the gacUAGAGC, gacUGUAAG, ga-
cAAAACC, and gacGUGGUU sequences. Interestingly, 
the CAAAAC sequence emerges as one of the most ef-
fective sequences in both cases.

In the former case, single-stranded oligonucleo-
tides with four random nucleotides in the spacer re-
gion and the restriction sites required for subsequent 
insertion of the fluorescent protein CER gene into 
the vector upstream of the start codon were used 
for library generation. The resulting set of cells was 

RNA level Protein level

Pr
o

m
o

te
r

Pr
o

m
o

te
r

RBS RBS

RNA/DNA 
ratio  
(left)

Flow-seq 
estimate 

(right)

Bin 1

Bin 2

Bin 3

Bin 4

Bin 5

Bin 6

Bin 7

Bin 8

Bin 9

Bin 10

Bin 11

Bin 12

2-10

2-8

2-6

2-4

2-2

20

22

24

26

Fig. 4. A schematic image of the exemplary representative maps of RNA and protein synthesis efficiency levels. RNA 
(left) and protein (right) levels for a small set of constructs are gridded according to the identity of the promoters (the 
Y axis) and ribosome binding sites (RBS, the X axis). Promoters and RBSs are sorted in ascending order of the average 
efficiency of RNA and protein synthesis, respectively. Gray cells indicate constructs corresponding to levels below an 
empirically defined threshold. Scales of RNA levels (the RNA to DNA ratios) and protein levels (ratios of GFP (green) to 
RFP (red) fluorescence proteins) are shown to the right of their respective maps. The drawing was executed based on 
the source [67] in the Inkscape software
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Table 2. Examples of the sequences of promoters and ribosome binding sites (RBS) ensuring inefficient and efficient 
expression

No. Expression 
efficiency Promoter RBS

1

Inefficient 
expression

GGCGCGCCTCGACATTTATCCCTTGCGGCGA
ATACTTACAGCCATAGCAA CACCATACACATATG

2 GGCGCGCCCTGATAGCTAGCTCAGTCCTAGG
GATTATGCTAGCAGATG ATCTTAATCTAGCGCGGGACAGTTTCATATG

3 GGCGCGCCTCGACAATTAATCATCCGGCTCG
ATACTTACAGCCATCGATT TCTAGAGAAAGACCCGAGACACCATATG

4 GGCGCGCCCACGGTGTTAGACATTTATCCCTT
GCGGCGAATACTTACAGCCATGTGAA ATCTTAATCTAGCTTTGGAGTCTTTCATATG

5 GGCGCGCCTTGACAGCTAGCTCAGTCCTAGG
GATTGTGCTAGCCAATC TCTAGAGAAAGATTAGAGTCACCATATG

6 GGCGCGCCCACGGTGTTAGACAATTAATCAT
CCGGCTCGATACTTACAGCCATGATTC ATCTTAATCTAGCCCGGGAGCATTTCATATG

7 GGCGCGCCTCGACATCAGGAAAATTTTTCTG
ATACTTACAGCCATGCGGA TCTAGAGAAAGACAGGACCCACCATATG

8 GGCGCGCCCACGGTGTTAGACATCAGGAAAA
TTTTTCTGATACTTACAGCCATCGACC TCTAGAGAAAGAGCCGACATACCATATG

9 GGCGCGCCTTTATAGCTAGCTCAGCCCTTGGT
ACAATGCTAGCGCCTG ATCTTAATCTAGCCTGGGATCGTTTCATATG

10 GGCGCGCCTTTATGGCTAGCTCAGTCCTAGGT
ACAATGCTAGCCATAC ATCTTAATCTAGCCCAGGAACGTTTCATATG

1

Efficient 
expression

GGCGCGCCTTGACATCGCATCTTTTTGTACCT
ATAATGTGTGGATAGAGT

AATCTCATATATCAAATATAGGGTGGATCA
TATG

2 GGCGCGCCAAAAAGAGTATTGACTTCAGGAA
AATTTTTCTGTATAATGTGTGGATGTTCA

AATCTCATATATCAAATATAAGGCGGATCA
TATG

3 GGCGCGCCAAAAAGAGTATTGACTATTAATC
ATCCGGCTCGTATAATAGATTCATTGAAG ATTAAAGAGGAGAAATTACATATG

4 GGCGCGCCTTGACATCGCATCTTTTTGTACCT
ATAATAGATTCATGATGA AAAGATCTTTTAAGAAGGAGATATACATATG

5 GGCGCGCCTTGACATAAAGTCTAACCTATAG
GATACTTACAGCCATACAAG AAAGAGGAGAAATTACATATG

6 GGCGCGCCTTGACATCAGGAAAATTTTTCTG
TAGATTTAACGTATAGGTA

AATCTCATAAATCAAATATAAGGGGGATC
ATATG

7 GGCGCGCCAAAAAGAGTATTGACTTCGCATC
TTTTTGTACCTATAATAGATTCATTGCTA GAATTCATTAAAGAGGAGAAAGGTCATATG

8 GGCGCGCCAAAAAGAGTATTGACTTCGCATC
TTTTTGTACCCATAATTATTTCATTCACA

AATCTCATATCTCAAATATAAGGGGGATCA
TATG

9 GGCGCGCCAAAAAATTTATTTGCTTTTTATCC
CTTGCGGCGATATAATAGATTCATCTTAG

AATCTCATAGATCAAATATAGGGGGGATC
ATATG

10 GGCGCGCCAAAAAATTTATTTGCTTTCGCAT
CTTTTTGTACCTATAATGTGTGGATAATAA ATCTTAATCTAGCGGGGGAGAATTTCATATG

Note: examples of the combinations of promoter and ribosome binding site sequences were selected with allowance 
for the maximum and minimum RNA and translation levels, respectively, for efficient and inefficient protein expression; 
the sequences of restriction sites are underlined; the last five nucleotides in the promoter sequences act as the unique 
barcode for identification of the transcription initiation site. The sequences are shown in the 5’→3’ orientation.
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subjected to sorting, and the selected variable plas-
mid regions were used for next-generation sequenc-
ing [39].

In the latter case, to optimize the synthesis of two 
specific proteins encoded by the araHWT and narKWT 
genes, their coding sequences were bound to the re-
gion encoding the TEV-GFP-His8 additional sequence, 
where TEV is the recognition site of the tobacco etch 
virus protease (BTM/TEV); His8 is a tag composed of 
eight His residues for further purification. Therefore, 
the measured GFP fluorescence can be indicative of 
the expression levels of the genes of interest. A vec-
tor comprising the aforedescribed complex coding re-
gion under the control of the T7 promoter, and two 
primers (the reverse one being invariant and the for-
ward one containing six variable nucleotides upstream 
and downstream of the start codon; these nucleotides 
met the criteria of synonymous codon substitutions) 
was used for library construction. Expression was in-
duced by IPTG; the cells were then sorted into se-
parate fractions by FACS according to the intensity of 
the GFP protein fluorescence. Plasmid DNA libraries 
were then isolated from these fractions and subjected 
to high-throughput sequencing [71].

An analysis of the sequencing data for several tens 
of thousands of different mRNA variants obtained in 
the two experiments described above showed that the 
low GC-content and the absence (or minimization) of 
the mRNA secondary structure in the spacer region 
under study increased the amount of the synthesized 
protein [39, 71]. Therefore, it seems reasonable to use 
oligoadenylate or other A-rich spacers between the 
SD sequence and the start codon to increase the pro-
tein synthesis yield, while avoiding the use of cyti-
dine bases, although one should not rule out certain 
specific mRNAs with A-rich spacer regions, which 
can mask the translation initiation site in their secon-
dary structure if the beginning of the coding region 
is U-rich.

These results should be taken into account when 
designing reporter plasmids when there is a need for 
the expression levels of exogenous genes to be tuned 
according to specific biotechnological needs. For the 
coexpression of the genes whose products are sup-
posed to be synthesized in a given stoichiometric ra-
tio (e.g., when proteins are subunits of the hetero-
multimeric complex), the expression levels of these 
genes can be regulated by a judicious choice of the 
spacer regions.

Determining the sensitivity to minor variations 
in the sequence of the regulatory elements in the 5’ 
UTR, such as the Shine–Dalgarno sequence, is rather 
challenging, since minor variations in the 5’ UTR may 
lead to unpredictable changes in the gene expression 

level [34, 75]. The dependence of the translation effi-
ciency on the 5’ UTR sequence enables efficient and 
multiplex engineering, provided that the models being 
built can adequately predict these changes [73].

EMOPEC (Empirical Model and Oligos for Protein 
Expression Changes), another tool for predicting gene 
expression levels in bioengineering, has been deve-
loped; it is a nearly complete database of gfp expres-
sion levels measured using the Flow-seq method, de-
pending on the presence of a particular SD sequence 
[76].

It is well known that the effect of a particular SD 
sequence largely depends on its genetic context [32]. 
Accordingly, special care should be taken when reap-
plying the measured expression levels in the bioen-
gineering of metabolic pathways or synthetic biology, 
since the ribosome binding site depends in large part 
on the local secondary structure of mRNA. However, 
whereas the Shine–Dalgarno sequences can be 
modified by making minimal changes to the secon-
dary structure in a given mRNA region, the relative 
order of expression level of a particular SD sequence 
will probably remain intact [73]. These features are 
taken into account when using the algorithm in the 
EMOPEC database, which allows one to test a wide 
range of gene expression levels, with minimal chan-
ges in the SD sequence. Therefore, parallel and effi-
cient genome editing tuning gene expression levels 
becomes possible.

The Flow-seq method has been repeatedly used 
to gain insight into how the nucleotide sequences of 
different motifs of 5’ UTRs affect the translation ef-
ficiency. In particular, the ribosome binding sites with 
a fixed SD sequence [74], 5’ UTRs of different fixed 
lengths [2], or natural 5’ UTRs of different lengths 
[77], as well as standby sites and spacer regions [72], 
were studied. An analysis of tens of thousands of 
tested variants showed that the variation in the effi-
ciency of the reporter protein synthesis can amount 
to four, and even five, orders of magnitude. Moreover, 
replacement of one reporter protein with another one 
often did not affect the general trend of sequence 
distribution, which sets a particular level of protein 
biosynthesis, indicating that these changes are deter-
mined specifically by variable mRNA regions. Similar 
observations relating to the low stability of the se-
condary structure and the conservation of the SD se-
quence were made for the variants determining a 
high translation efficiency [2]. The same factors were 
found to be significant for the translation efficien-
cy of the reporter gene preceded by a set of natural 
5’ UTRs; however, in this case, the variability of the 
translation efficiency was much lower than it was for 
the library of fully randomized 5’ UTR sequences [77]. 
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There were also individual cases being indicative of 
the presence of AU-rich enhancers at the 5’ termi-
nus at the standby site, low abundance of cytidine 
bases, multiple SD sequences, and AG repeats in the 
mRNA 5’ UTRs, which provide the high reporter pro-
tein level [2].

A similar approach was also used to elucidate the 
effect of rare codons at the beginning of the mRNA 
coding region on the translation efficiency [78]. 
According to observations, rare codons are more fre-
quently found at the beginning of the coding region 
of natural genes, especially the highly expressed ones, 
which may be important for ensuring the high pro-
tein synthesis level [64, 79–82]. According to other 
data, codon rarity at the beginning of the coding re-
gion is simply a consequence of a selection driven by 
the urge to minimize the secondary structure at the 
beginning of the mRNA coding region [19, 78, 82]. In 
the research literature, there is an ongoing discus-
sion about the causes and consequences of rare codon 
clusters at the beginning of coding regions and how 
these clusters affect the translation efficiency. The po-
tential reasons for the diverging opinions can lie in 
the collection peculiarities of the data on which these 
opinions are based. In particular, different research 
groups used natural [79–84] or synthetic sequences 
[80, 85–90], as well as slightly different methods of 
analysis [79–90], in drawing their conclusions.

In order to elucidate the reasons for the increased 
abundance of rare codons at the beginning of the 
coding region of bacterial genes and its functional role, 
a large library comprising 14,234 combinations of two 
promoters (strong and weak ones), four ribosome 
binding sites (strong, medium, weak, and natural ones), 
and sequences of the first 13 codons of 137 E. coli 
genes was constructed based on an oligonucleotide 
array. These regulatory elements were placed 
upstream of the gene encoding the super-folder green 
fluorescent protein (sfGFP) in the plasmid from which 
the mCherry protein is constitutively coexpressed [78]. 
The DNA, RNA, and protein levels were measured 
in the entire constructed library using DNA-seq, 
RNA-seq, and Flow-seq, respectively.

According to the “codon ramp” hypothesis, the first 
N-terminal codons in the coding region are slow-
ly translated, which subsequently reduces ribosome 
stalling during protein synthesis [79, 88, 89]. The in-
crease in the translation efficiency in the presence 
of rare codons at the beginning of the coding region 
can be attributed to changes in the mRNA secondary 
structure rather than to codon rarity [78]. Finally, the 
ribosome occupancy profiles have demonstrated that 
tRNA concentration, which actually is responsible for 
the efficiency of codon usage, does not correlate with 

the translation rate. Specific rare codons can create 
internal motifs similar to the SD sequence; in turn, 
they can affect the translation efficiency in E. coli 
cells [64]. Searching for an association between the 
internal SD-like motifs and variations in expression 
has revealed a weak but statistically significant rela-
tionship.

A study focusing on the effect of synonymous mu-
tations on the translation efficiency has led to the 
following conclusion: the presence of rare codons in 
E. coli, often A/T-rich at position 3, is more likely to 
correlate with increased expression than the presence 
of synonymous G/C-ending codons, being indicative 
of an association with the mRNA secondary structure 
[85]. It has also been shown that reduction of GC con-
tent correlates with increased protein expression [78]. 
By predicting the RNA secondary structure for the 
first 120 bases of each transcript using the NUPACK 
software specializing in nucleic acid folding [91], it 
was found that the increase in strength of the se-
condary structure correlated with a reduction in the 
expression level, which explained why variation was 
more significant than any other change assessed pre-
viously [78].

More than 30 × 103 codon variants at positions 2–11 
of the coding region of the reporter fluorescent pro-
tein obtained by randomization of the first 30 nuc-
leotides downstream of the start codon were sub-
sequently analyzed. The gene encoding the se cond 
fluorescent protein remained unchanged and was 
used as an internal control. The constructed plasmid 
library was examined using the Flow-seq method [28], 
making it possible to confirm that the mRNA secon-
dary structure has a negative effect on the translation 
efficiency, while no positive role of the rare codons at 
the beginning of the coding region in gene expression 
was observed.

Meanwhile, the following patterns have been re-
vealed. Some codons residing at the beginning of the 
coding region have a positive (AUG, AGA, GUA, GCA, 
CAC, CGA, UAC, AAA encoding additional Met along 
with the initiator one, the positively charged amino 
acids Arg, Lys, His, hydrophobic aliphatic Ala, Val 
and aromatic Tyr), while some others have a nega-
tive (CUC, CCC, CCG, CUG, GGA, GGG, GGC, GCC 
encoding hydrophobic aliphatic amino acids and ami-
no acids with more or less conformational freedom 
compared to the rest of the amino acids Leu, Pro, 
Gly, and Ala) effect on the expression level. The clos-
er the respective codon is to the initiator codon, the 
stronger the influence it has. Additional start codons 
in the reading frame facilitate translation. The pres-
ence of amino acids (the cell spends a lot of resources 
for synthesizing them) in the N-terminal motif of the 
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protein negatively affects the synthesis efficiency of 
such proteins in a depleted environment.

Application of the Flow-seq method is not limited 
to the provided examples. This technique is also em-
ployed to evaluate (using reporter constructs as bio-
sensors in various bacterial strains, including knock-
out ones [92]) the effects on the glycolytic processes, 
assess terminator sequences [93], identify the genes 
involved in the changes in a particular metabolic 
pathway (using biosensor constructs [94]), and solve 
other problems (e.g., study splicing) [95].

THE CONTRIBUTION OF THE FLOW-seq 
METHOD TO SYNTHETIC BIOLOGY
Synthetic biology is a recent scientific discipline that 
deals with designing and creating living organisms or 
individual processes occurring in natural organisms 
[96–98]. This discipline has emerged and has been de-
veloping through a combination of genetic engineer-
ing and recombinant DNA technologies with compu-
tational modeling. Therefore, synthetic biology seeks 
to identify the behavior of organisms and the proces-
ses occurring in them in order to subsequently modi-
fy and combine them to solve complex specific prob-
lems. For synthetic multicomponent systems to work 
reliably, the proteins comprising the system need to 
form at customized ratios [97].

Three calculator programs have been developed for 
estimating the translation efficiency based on the 5’ 
UTR mRNA sequences, since the overall translation 
rate is believed to be proportional to the translation 
initiation rate. These calculators were shown to ade-
quately estimate the protein synthesis level.

The RBS Calculator was the first one to appear 
among the three calculators [33, 99]. It relied upon the 
thermodynamic model studied previously and was 
a predictive design method for ensuring controlled 
translation initiation and protein synthesis in bacteria 
[32, 33]. This method allows one to vary the transla-
tion efficiency within the range of five orders of mag-
nitude [33, 34]. However, the predictions made using 
the RBS Calculator are not always consistent with the 
experimental data obtained by Flow-seq or by testing 
individual reporter constructs [2].

The UTR Designer (or UTR Library Designer) is 
another computational method for modeling 5’ UTR 
sequences capable of predicting the translation effi-
ciency according to the mRNA sequence carrying a 
particular 5’ UTR [100, 101]. Being similar to the RBS 
Calculator, this method employs a thermodynamic pa-
rameter defined as the difference in the Gibbs free 
energies before and after the assembly of the 30S 
translation initiation complex on mRNA and takes 
into account the affinity of ribosome interaction, as 

well as the availability of mRNA and ribosome. Like 
the RBS Calculator, this software has two engineer-
ing modes: in the forward-engineering mode, it gene-
rates a 5’ UTR with a specified translation efficiency 
le vel of the target protein sequence. In the reverse- 
engineering mode, the calculator predicts the level of 
protein synthesis from the inserted mRNA sequence 
carrying the 5’ UTR and the first 35 nucleotides of 
the protein-coding region. The operational principle 
of the described method of constructing the mRNA 
library with different 5’ UTRs is to generate 5’ UTR 
sequences by generating random nucleotide sequen-
ces and combinatorial enumeration of construction 
variants with a choice of those capable of providing 
the desired protein translation level. Moreover, there 
is a constant portion of the 5’ UTR which must be 
present in the resulting sequence: in this case, the 
combinatorial enumeration will refer exclusively to 
its environment. This method was validated for two 
libraries of 5’ UTRs carrying 16 sequences charac-
terized by different translation levels lying in a given 
range using a fluorescent reporter; the in silico pre-
dictions agreed well with the in  vivo data [100]. 
However, the predictions made using this approach 
are sometimes far from correlating with the in vivo 
results obtained for other 5’ UTR sequence samples 
in the selected range of protein synthesis efficiencies.

Like the previous two calculators, the third one, 
RBS Designer, calculates the free energies but differs 
in the method used for predicting the translation rate. 
Relying on the steady-state kinetic model, this calcu-
lator estimates the probability of binding between a 
particular mRNA and the ribosome (translation effi-
ciency), according to the chances for availability of the 
RBS-carrying mRNA region and affinity of ribosome 
binding. Each calculator is characterized by similar 
prediction accuracy [97].

Several prediction models have been reported thus 
far. They were constructed due to the vast amount 
of data obtained by large-scale sequencing, the ana-
lysis of various libraries, and the findings obtained 
using other genetic engineering techniques. A good 
example is the potential prediction of translation ini-
tiation sites, which is useful for localizing protein- 
coding gene sites during computer-assisted annotation 
of bacterial and archaeal genomes [102], and predic-
tion of putative genomic sequences that correspond 
to functional RNA motifs [103], or prediction of gene 
expression levels with new combinations of genetic 
elements [75].

Even experimental verification of the translation 
efficiency determined by any binding site in a model 
system cannot guarantee that an identical efficien-
cy will be achieved if the coding region sequence is 
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replaced. Such is the case due to secondary struc-
ture formation when the coding region and the 5’ 
UTR are complementary. A study using specially de-
signed bicistronic constructs was conducted in order 
to increase the predictability of the expression level 
of any gene expressed in a heterologous system. In 
that study, a conventional short open reading frame 
was located upstream of the reporter coding region 
whose expression efficiency was measured by flow 
cyto metry. The reading frames overlapped within the 
randomized translation re-initiation site. Therefore, it 
was found that re-initiation eliminates the depend-
ence of the translation efficiency on the coding region 
of the second gene. Both gfp and rfp were used as the 
second gene in this synthetic operon. The resulting 
expression levels of these different genes correlated 
well with each other [75].

Hence, experimental determination of the expres-
sion efficiency by flow cytometry or Flow-seq can be 
directly and reliably employed for generating expres-
sion constructs in synthetic biology.

CONCLUSIONS
The Flow-seq technique combines flexible genetic bio-
engineering approaches and cell sorting based on flow 
cytometry and high-throughput sequencing of DNA 
to comprehensively assess genotype–phenotype asso-
ciations. One of the applications of Flow-seq is in the 
study of the effect of specific regulatory elements on 

protein synthesis (Table 1). Designing tailored chan-
ges based on reporter constructs using the fluorescent 
protein genes allows one to quickly and efficiently 
elucidate the contribution of specific variants of re-
gulatory sequences to the protein synthesis efficiency. 
Like other methods used to study the effect of 5’ un-
translated region elements in mRNA on the transla-
tion efficiency, this approach has its own peculiarities 
that should be taken into account when planning a 
complex multi-step experiment. Although the method 
discussed in this review has great potential, its appli-
cation has some limitations, primarily caused by the 
challenges arising at different stages, such as DNA 
library cloning, sorting of cells with different ratios 
of fluorescence intensities of the reporter proteins, 
high-throughput sequencing, analysis of the reads ob-
tained, and further calculations. Another limitation is 
that only two fluorescent proteins or other detectable 
reagents of such type are used, since there is a risk 
of fluorescence spectral overlapping for these proteins 
and, therefore, signal registration errors. Nonetheless, 
the Flow-seq method is widely used in various re-
search fields and has remained relevant for many 
years. 
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INTRODUCTION
The nucleotide excision repair (NER) system elimi-
nates various DNA lesions, most of which are bulky 
adducts that introduce significant distortions into the 
regular double-stranded DNA structure. NER can be 
initiated via two pathways: the global genome (GG-
NER) and transcription-coupled (TC-NER) ones. The 
transcription-coupled pathway recognizes lesions in 
the transcribed strands of active genes [1, 2]. TC-NER 
is triggered by stalling of the RNA polymerase II 
complex when the enzyme encounters a bulky lesion 
in the transcribed DNA strand. The GG-NER path-
way removes lesions throughout the genome, includ-

ing its non-transcribed regions and silent chromatin. 
In GG-NER, XPC factor complexes act as damage 
sensors. Starting from the second step of repair (dam-
age verification), GG-NER and TC-NER involve the 
same set of protein factors and enzymes. DNA lesions 
are eliminated together with a 24–32-bp surrounding 
region. The resulting gap is filled by repair synthesis 
(Fig. 1) [3, 4].

Totally, NER involves more than 30 enzymes and 
protein factors that successively form in the DNA 
damage area variable on composition and structure 
complexes, which interact with DNA over two or 
three of the helix turns.
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ABSTRACT The nucleotide excision repair (NER) system removes a wide range of bulky DNA lesions that 
cause significant distortions of the regular double helix structure. These lesions, mainly bulky covalent DNA 
adducts, are induced by ultraviolet and ionizing radiation or the interaction between exogenous/endogenous 
chemically active substances and nitrogenous DNA bases. As the number of DNA lesions increases, e.g., due 
to intensive chemotherapy and combination therapy of various diseases or DNA repair impairment, clustered 
lesions containing bulky adducts may occur. Clustered lesions are two or more lesions located within one 
or two turns of the DNA helix. Despite the fact that repair of single DNA lesions by the NER system in eu-
karyotic cells has been studied quite thoroughly, the repair mechanism of these lesions in clusters remains 
obscure. Identification of the structural features of the DNA regions containing irreparable clustered lesions 
is of considerable interest, in particular due to a relationship between the efficiency of some antitumor drugs 
and the activity of cellular repair systems. In this review, we analyzed data on the induction of clustered le-
sions containing bulky adducts, the potential biological significance of these lesions, and methods for quan-
tification of DNA lesions and considered the causes for the inhibition of NER-catalyzed excision of clustered 
bulky lesions.
KEYWORDS nucleotide excision repair, bulky DNA lesions, clustered DNA lesions.
ABBREVIATIONS AP site – apurinic/apyrimidinic site; B[a]P-dG – benzo[a]pyrene-guanine adduct; BER – base 
excision repair; BHD – β-hairpin domain of the XPC protein; CPD – cyclobutane pyrimidine dimer; ICL – 
interstrand DNA crosslink; IR – ionizing radiation; nAnt – non-nucleotide fragment of a DNA strand con-
taining a bulky anthracenylcarbamoyl residue; nFlu – non-nucleotide fragment of a DNA strand containing 
a bulky fluorescein residue; NER – nucleotide excision repair.
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Fig. 1. Scheme of the global genome nucleotide excision repair

Several lesions within one or two DNA heli-
cal turns are called a clustered lesion (cluster) [5]. 
Clusters include various lesions: oxidized nitrogenous 
bases, AP sites, other non-bulky lesions, DNA strand 
breaks, and DNA fragments containing bulky ad-
ducts [5–7]. In recent years, great progress has been 
made in understanding NER repair of single lesions 
[8]. In contrast, the mechanism for the removal of 
clustered bulky lesions is much less studied. A num-
ber of studies have shown that the formation of an 
additional DNA lesion near a bulky adduct often re-
duces the efficiency of its removal by the NER sys-
tem [9–11]. In addition, simultaneous excision of le-
sions in the opposite DNA strands may lead to the 
formation of double-strand breaks that are poten-
tially lethal for the cell [12]. On the other hand, high 

activity of repair systems towards induced DNA le-
sions in tumor cells reduces the efficiency of anti-
tumor drugs [13, 14]. Therefore, exploration of the 
mechanisms of interaction between repair proteins 
and clustered lesions and elucidation of any relation-
ship between the structure of therapy-induced DNA 
lesions and their resistance to repair is of practical 
importance.

In this review, we analyzed data on the formation 
of clustered lesions containing bulky adducts and the 
potential biological significance of these lesions, con-
sidered inhibition of excision of bulky DNA lesions 
due to NER’s unproductive binding of the XPC factor 
to damaged DNA, and addressed the structural fea-
tures of the DNA regions containing clustered lesions 
resistant to NER.
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THE ORIGIN AND TYPES  
OF NER-REPAIRABLE DNA LESIONS
Bulky DNA lesions, mainly covalent base adducts 
(Fig. 2), are induced by exposure to ultraviolet radia-
tion (pyrimidine-(6,4)-pyrimidine photoproducts and 
cyclobutane pyrimidine dimers (lesion structures are 
shown in Fig. 2A) and strong ionizing radiation (IR) 
(e.g., oxidized 8,5’-cyclo-2’-deoxypurines, Fig. 2B, left; 
adducts of oxidized estrogen metabolites, Fig. 2B, 
right) [15–17]. Bulky DNA lesions are also induced 
by chemically active or cellular metabolism-activat-
ed substances: incomplete fuel combustion products 
(e.g., benzo[a]pyrene derivatives, Fig. 2C, left), tobac-
co smoke components (tobacco-specific nitrosamines, 
Fig. 2C, right [18–20]), DNA–protein crosslink-in-
ducing agents [21], and some natural substances (e.g., 
aristolochic acids) [22]. Many of these lesions are dif-
ficult to repair and tend to accumulate in the body 
[10, 23, 24].

The cytostatic effect of many chemotherapeutic 
drugs is based on their ability to form bulky ad-
ducts upon interaction with DNA. These drugs in-
clude Pt-containing drugs (carboxyplatin, oxalipla-
tin, cisplatin; the structure of interstrand cisplatin 
crosslinked DNA is shown in Fig. 2D, top) [14, 25], 
alkylating nitrogen mustards (mechlorethamine, cy-
clophosphamide, and acylfulvene) [25, 26], minor 
groove ligands, mitomycins [27], and anthracycline 
drugs capable of forming covalent adducts with 
DNA in the presence of endogenous formaldehyde 
(Fig. 2D, bottom) [28].

METHODS FOR QUANTIFICATION OF BULKY LESIONS
Quantification of DNA lesions is a challenge, because 
the content of damaged nucleotides in total DNA 
is relatively small, and their structure and proper-
ties are diverse. A wide range of methods are used 
to detect and quantify bulky DNA adducts. Apart 
from the well-known single-cell electrophoresis un-
der alkaline conditions (alkaline DNA-comet assay) 
[29], there are methods based on radioactive labe-
ling, which are characterized by limited specificity 
but high sensitivity to detect one adduct per 109–1010 
nucleotides [30–32]. In addition, there are more se-
lective techniques based on the use of lesion-specific 
antibodies (the detection threshold is one adduct per 
108 nucleotides) [18, 33, 34] and new variants of the 
polymerase chain reaction [35]. Quantification of le-
sions by atomic absorption spectrometry requires a 
10–50 µL sample with an expected analyte concen-
tration of 10–3 to 10–6 M [36].

Mass spectrometric techniques provide the high-
est quantification accuracy and specificity for lesions. 
The only limitation of mass spectrometry is that ac-

DNA DNA DNA

DNA

DNA

DNA DNA

DNADNA

DNA

DNA

DNA

DNA strand 1

DNA strand 2
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Fig. 2. Examples of DNA lesions removed by the NER 
system. (A) UV-induced lesions: a pyrimidine-(6,4)-py-
rimidine photoproduct (left) and a cyclobutene pyrimidine 
dimer (right). (B) IR-induced lesions: 8,5’-cyclo-2’-de-
oxyadenosine (left) and a 4-hydroxyequilenin-guanine 
adduct (right). (C) DNA modifications induced by reactive 
environmental molecules: a benzo[a]pyrene diol epox-
ide-guanine adduct (left) and a (pyridyloxobutyl)guanine 
adduct (right). (D) Chemotherapy-induced lesions: a cis-
platin-DNA adduct (top) and a doxorubicin-DNA adduct 
(bottom)
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quisition of quantitative data requires the use of an 
isotopically labeled internal standard to allow for the 
formation and loss of lesions during sample process-
ing [37–41].

In some cases, quantification results are discrep-
ant, which may be due to both the imperfection of 
the used techniques and the structural features of the 
explored lesions [42]. These discrepancies are very 
typical of samples from patient tissues, tumor tis-
sues, grafted tumors, cultured patient cells, and pa-
tient liquid biopsies, especially in cases of comprehen-
sive (combination) therapy [25]. Further improvement 
of the methods for the quantification of DNA lesions 
is important both for identifying undesirable toxic 
effects on a living organism’s DNA and for gaining 
therapeutic effect data in terms of the amount of per-
sistent DNA lesions.

THE MECHANISMS OF INDUCTION OF CLUSTERED 
LESIONS CONTAINING BULKY ADDUCTS
According to rough estimates, 104–106 lesions are 
formed daily in the human cellular DNA [12]. 
Therefore, only ~0.0002–0.02% of the human genome 
is damaged. However, DNA lesions are nonuniform-
ly distributed throughout the genome and are often 
concentrated at specific positions called mutation hot-
spots. Their location is indicative of both the proper-
ties of the mutation process (the predominant muta-
gen; efficiency of repair and replication machineries) 
and the structural and functional features of the cel-
lular DNA [43].

The severity of a lesion in certain genome regions 
is related to many factors: the structure and amount 
of chemically active molecules to which the body is 
exposed, the mechanism of interaction between these 
molecules and DNA, the nucleotide sequence and 
local structure of DNA, and the level of chromatin 
compaction [43]. The small molecule–DNA interac-
tion modes include intercalation, insertion into the 
minor and major DNA grooves, binding to single-
stranded DNA regions, combinations of different in-
teractions, and subsequent formation of covalent ad-
ducts with nitrogenous nucleotide bases [44].

Many substances inducing NER-repairable ad-
ducts are electrophilic compounds that interact 
with the nucleophilic atoms in DNA. The most re-
active sites are the guanine positions N7, N2, C8, 
and O6; adenine positions N1, N3, and N7; thy-
mine positions O2 and O4; and cytosine positions 
O2 and N4 [45]. For example, benzo[a]pyrene-7,8-
diol-9,10-epoxide preferentially reacts with the 
guanine exocyclic (N2) amino group in the minor 
DNA groove. The difficult-to-repair benzo[a]py-
rene adducts in this location are supposed to be 

the ones most often found in mammalian cellular 
DNA [46]. An activated aflatoxin B1 metabolite, af-
latoxin B1 exo-8,9-epoxide, preferentially interacts 
with dG:dC-rich DNA regions and forms an adduct 
with (N7) guanine [47, 48]. The well-known carci-
nogenic aromatic amine N-2-acetylaminofluorene 
forms adducts at the (C8) position of guanine [49, 
50]. Following metabolic activation, platinum-based 
chemotherapeutic agents preferentially interact 
with dG-rich DNA regions [51].

The risk of clustered DNA lesions significantly in-
creases in cells under severe exposure, e.g., during 
intensive chemotherapy and combination therapy in-
cluding exposure to radiation or additional chemo-
therapy drugs [5, 52, 53]. Most often, combination 
therapy protocols are used when essential drugs are 
platinum derivatives whose use is usually associated 
with congenital or acquired resistance. In these cases, 
combination therapy may include antimitotic agents 
terminating nucleoside analogs, topoisomerase inhibi-
tors, and recent drugs such as paclitaxel, hemicitabine, 
and doxorubicin, which preferentially intercalates at 
the dG:dC-rich sites and forms a hydrogen bond with 
dG on one strand and, in the presence of formalde-
hyde, covalent adducts with dG on the opposite strand 
(Fig. 2D, bottom) [28].

Increased accumulation of oxidative lesions is char-
acteristic of tumor [54, 55] and inflamed tissues [56]. 
Ionizing radiation induces DNA lesions both through 
direct ionization (30–40% of IR-induced lesions) and 
through exposure to free radicals generated during 
water radiolysis [57]. Exposure to γ- and X-ray ra-
diation was found to lead to the formation of two or 
more AP sites, oxidized derivatives of nitrogenous 
bases, and DNA strand breaks within two or three 
turns of the DNA helix [58, 59]. Exposure to IR in-
duces clustered lesions, such as AP sites and oxidized 
bases, about 4-fold more often than double-strand 
breaks [60, 61].

AP sites, one of the most numerous oxidative 
DNA lesions induced by exposure to various factors 
[62, 63], can exist as two forms in equilibrium: an 
open-ring aldehyde and a closed hemiacetal. The al-
dehyde form is highly reactive, which promotes the 
formation of additional lesions near AP sites. The re-
action between the aldehyde form of an AP site and 
the exocyclic amino group of an adenine or guanine 
residue located in the opposite strand may result 
in dangerous DNA lesions – interstrand crosslinks 
(ICLs) [64]. A level of 20–40 ICLs per cell is lethal to 
repair-deficient mammalian cells [65]. These lesions 
block the separation of two DNA strands, which is 
required for transcription and replication. Therefore, 
ICLs act as absolute blockers of major cellular pro-
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cesses and are particularly detrimental to rapidly 
dividing cells. This has led to the widespread use 
of crosslinking agents as anticancer drugs. ICL re-
pair pathways have not yet been definitively identi-
fied; NER proteins are believed to be involved in ICL 
repair in resting cells [65]. In addition, reactions of 
the aldehyde form of an AP site induce bulky ad-
ducts, such as intrachain crosslinks, mono-adducts, 
and DNA–protein crosslinks [64, 65].

The effect of radiomimetic agents, which are used 
in the chemotherapy of tumors, on DNA is similar to 
that of radiation. They promote the induction of mul-
tiple DNA lesions, such as single- and double-strand 
breaks and AP sites [66, 67]. One of these agents is 
bleomycin, a glycopeptide with pronounced cyto-
toxic and mutagenic properties, which is produced 
by Streptomyces verticillus bacteria. One part of the 
bleomycin molecule binds to the minor DNA groove 
and modifies its nitrogenous bases, while the other 
part is able to react with metal ions (e.g., Fe (II)) and 
oxygen and form reactive oxygen species that induce 
additional oxidative lesions in the adjacent DNA re-
gions [66, 68].

Induction of clustered lesions is also affected by 
the accessibility of specific DNA regions to a damag-
ing agent. Chromatin proteins protect DNA from the 
damaging effects of IR, free radicals, and genotoxic 
chemical compounds [69–71].

On the contrary, bulky lesions induce a significant 
local weakening of the Watson-Crick interactions and, 
thus, facilitate the accessibility of DNA to oxidative 
and other damaging agents and increase the likeli-
hood of spontaneous glycosidic bond hydrolysis and 
AP site formation. Therefore, the presence of sponta-
neous or induced bulky adducts increases the risk of 
clustered lesions in the surrounding DNA region [62, 
72]. For example, exposure of DNA containing plati-
num adducts to even low radiation doses was shown 
to increase the risk of clustered lesions 1.5 to 2.5-fold 
[73, 74]. Given that clustered lesions are often difficult 
to repair, this exposure during combination therapy 
may promote the accumulation of platinum adducts in 
the DNA of cancer cells, despite the fact that, in some 
cases, cancer cells are characterized by an increased 
activity of DNA repair systems [75, 76].

RECOGNITION OF DNA LESIONS 
BY GLOBAL GENOME NER
During the global genome NER process, the primary 
recognition of a DNA region containing a bulky lesion 
occurs without direct contact between the XPC sen-
sor protein and the lesion [3, 77, 78]. As already noted, 
bulky lesions induce changes in the regular dsDNA 
structure, which are often accompanied by a desta-

XPC
DNA damage

Fig. 3. DNA damage recognition by the XPC protein. 
DNA damage (pink), the transglutaminase (TGD) domain 
of XPC (purple), the BHD1 domain (yellow), the BHD2 
domain (blue), and the BHD3 domain (green)

bilization of the molecule and the formation of mo-
bile single-stranded regions with increased affinity 
for XPC. During the search for lesions, XPC moves 
along the DNA molecule in a repeated association-dis-
sociation manner, forming many short-lived complex-
es with DNA, which allows XPC to bypass obstacles: 
proteins associated with DNA [79].

A more detailed understanding of the first NER 
step has been gained from biochemical experiments, 
such as photoaffinity modification and steady-state 
fluorescence titration with a recombinant human 
XPC protein and its yeast orthologue Rad4, as well 
as X-ray diffraction analysis of the Rad4 protein as-
sociated with DNA containing a cyclobutane pyrim-
idine dimer [77, 80]. XPC comprises three β-hairpin 
domains: BHD1, BHD2, and BHD3 (Fig. 3) [77]. At 
the first step of lesion recognition, the BHD1 and 
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BHD2 domains of the XPC factor recognize DNA 
regions with weakened hydrogen bonds. Regions 
with a weakened regular DNA duplex structure 
are recognized via sequential interactions between 
an aromatic sensor (the amino acid residues Trp690 
and Phe733 located in the BHD2 domain) and aro-
matic heterocyclic nitrogenous bases [81, 82]. The 
XPC subunit comprising the aromatic sensor is sim-
ilar to the oligonucleotide/oligosaccharide-binding 
motif typical of proteins that preferentially interact 
with single-stranded DNA; e.g., RPA [81–83]. The 
BHD1 and transglutaminase domains of XPC bind 
to an 11-bp segment of undamaged DNA at the 3’-
end of the lesion, harboring the protein from DNA 
[82].

Then, a more specific XPC–DNA complex is 
formed in the immediate vicinity of the lesion. In 
this complex, two β-hairpin domains, BHD2 and 
BHD3 (Fig. 3), interact with a 4-nucleotide segment 
of the undamaged strand, which is located oppo-
site the lesion (Fig. 3) [77, 84]. Structural studies of 
a complex between the yeast orthologous protein 
Rad4 and damaged DNA [77] revealed that bind-
ing of BHD2/3 results in the extrusion of both the 
damaged nucleotide and two undamaged nitroge-
nous bases in the complementary strand from the 
DNA duplex that occurs in a flipped-out open con-
formation. A long β-hairpin protruding from BHD3 
is inserted into DNA, thereby stabilizing the struc-
ture formed during nucleotide flipping-out. In this 
case, the DNA backbone is kinked by about 40°. An 
XPC–DNA complex of a specific structure is formed, 
which involves a rather extended DNA region near 
the lesion (Fig. 3).

The selectivity of a search for lesions is controlled 
by a ratio of the time of DNA–XPC complex forma-
tion and its lifetime. Usually, NER-productive com-
plexes are characterized by a shorter formation time 
and an optimal lifetime [85, 86]. Calculations per-
formed using a model of stochastic reversible nucleo-
protein NER complex formation revealed that the ini-
tial recognition of a lesion-containing DNA region is 
the slowest NER step that limits the rate of lesion re-
moval [87]. The efficiency of the first NER step, rec-
ognition of damaged bases in a huge intact DNA, con-
trols the rate of the entire repair process [85, 88, 89].

In the cell, XPC occurs as XPC–RAD23B and 
XPC–RAD23B–Cen2 complexes. The RAD23B sub-
unit stabilizes the XPC protein and promotes its in-
teraction with DNA. Following XPC binding to a 
damaged DNA region, the RAD23B subunit dissoci-
ates from the complex. The function of the Cen2 sub-
unit in these complexes is not fully understood; in 
vitro, it is not required for NER [90]. However, it is 

known that Cen2, although not in contact with DNA, 
stimulates NER as a whole and is required for ef-
fective recruitment of the TFIIH factor to the repair 
process [91, 92].

Following the initial step of lesion recognition and 
XPC–DNA complex formation, a bulky DNA lesion 
is verified by the TFIIH factor. The TFIIH com-
plex comprises a seven-subunit core (Core7), which 
is composed of the ATP-dependent helicases XPB 
and XPD and non-enzymatic subunits p62, p52, p44, 
p34, and p8, and the so-called CDK-activating ki-
nase (CAK) complex that involves the MAT1, cyclin 
H, and Cdk7 subunits [93, 94]. In the presence of 
the CAK complex, XPB, and XPD subunits are con-
nected via a long α-helix of the MAT1 protein, with 
TFIIH being in a rigid ring-like conformation that 
limits their enzymatic activity. After recruitment of 
TFIIH to NER, the CAK heterotrimer is released 
from the complex and Core7 forms a more flexible 
horseshoe-shaped structure, with XPB and XPD 
being located at each end of the horseshoe (Fig. 1) 
[8, 95].

Core7 binds to the repair complex through the 
interaction between its XPB and p62 subunits and 
the XPC factor associated with a damaged DNA 
region [96, 97]. The interaction between the XPB 
subunit and the XPC C-terminus located at the 5’-
end from the lesion stimulates the ATPase activity 
of XPB and leads to the conformational rearrange-
ment of Core7 and its binding to a DNA substrate 
[98, 99]. This conformational rearrangement enables 
XPD to bind to the damaged DNA strand on the 5’-
side from the lesion.

XPD acts as a molecular sensor that verifies a 
bulky lesion in a DNA strand. Due to the 5’-3’-heli-
case activity stimulated by the p44 subunit, the pro-
tein moves to the lesion and forms an asymmetric 
bubble. During XPD activity, the damaged strand 
passes through a pore formed by the FeS, Arch, and 
HD1 domains of XPD and each base of the strand 
comes into contact with a sensor pocket on the pro-
tein surface. When XPD encounters damage, its heli-
case activity is inhibited and XPD is immobilized on 
DNA, thus marking the damage for its subsequent re-
moval by the proteins of the incision complex (Fig. 1) 
[100, 101].

THE INFLUENCE OF THE DNA STRUCTURE ON 
THE REPAIR OF CLUSTERED BULKY LESIONS
Significant progress in understanding the recogni-
tion and removal of clustered lesions by the NER 
system has been achieved thanks to in vitro studies 
using synthetic oligodeoxyribonucleotides with le-
sions at specified positions of DNA strands [10, 11, 
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102]. Figure 4 presents a schematic of DNA contain-
ing clustered lesions of various structures: in par-
ticular natural and synthetic bulky lesions used in 
these studies.

There is a direct correlation between the effi-
ciency of the repair of some bulky DNA lesions by 
NER and the affinity of the XPC–RAD23B factor 
for these DNAs: e.g., single aminofluorene adducts 
located in DNA of the same sequence [88]. However, 
increased affinity of XPC–RAD23B for bulky lesion-
containing DNAs is not always associated with a 
high efficiency of their excision in the case of both 
single, bulky lesions and clustered lesions [10, 11, 
63, 86, 103]. For example, a benzo[a]pyrene adduct, 
R-cis-B[a]P-dG, is removed by NER proteins 5-fold 
more efficiently than the S-trans-B[a]P-dG isomer, 
despite the fact that the affinity of XPC–RAD23B 
for the corresponding DNA duplexes is the same 
[103]. Also, with minimal differences in the affinity 
of XPC-RAD23B for DNA with single, synthetic le-
sion analogs nAnt (a non-nucleotide insert with a 
bulky anthracenylcarbamoyl substituent) and Fap-
dC (cytosine with a fluoro-chloro-azidopyridyl group 
introduced at the exocyclic nitrogen), the former le-
sion is repaired by NER proteins, while the latter is 
unrepairable [104].

DNAs containing clustered lesions, in particu-
lar bulky adducts, are usually characterized by 
increased affinity of the XPC factor for them. 
However, repair of such lesions by NER is partially 
or completely inhibited in many cases [10, 11, 63]. In 
[86], the real-time monitoring surface plasmon res-
onance technique was used to investigate interac-
tions between XPC–RAD23B and DNAs containing 
single and cluster adducts formed by active metab-
olites of a fluorinated acetylaminofluorene deriva-
tive and C8 guanine. These adducts, forming a clus-
tered lesion, were located in the same DNA strand 
and were separated by two or fewer nucleotides 
(Fig. 4A). The XPC factor was shown to form sig-
nificantly more stable complexes with DNA contain-
ing clustered lesions compared with DNA contain-
ing single acetylaminofluorene adducts. In this case, 
NER excision activity towards DNAs with clustered 
lesions was lower than that towards DNAs with sin-
gle lesions (in some cases, it was lower than the de-
tection ceiling). Inhibition of specific excision in this 
case is supposed to be the result of disturbances in 
the assembly of the protein complexes responsible 
for the verification of DNA damage, which is due to 
extremely strong binding of XPC to the damaged 
site [86]. At KD values of 10–11–10–12 M, the XPC 
factor can compete for binding even with a single-
stranded DNA sensor, the RPA protein, which, to-

      DNA bulge

Aminofluorene-dG adduct

Non-nucleotide bulky insert nAnt

Non-nucleotide bulky insert nFlu

AP site analog

Cyclobutane pyrimidine dimer

B[a]P-dG adduct

A

B

C

D

E

Fig. 4. Schematic of model DNAs containing clustered 
lesions. (A) Circular plasmid DNA containing fluorinated 
aminofluorene mono- or di-adducts separated by one 
or two nucleotides. (B) DNA containing synthetic bulky 
lesions in both strands: non-nucleotide inserts containing 
a bulky anthracenylcarbamoyl (nAnt) or fluorescein car-
bamoyl (nFlu) residue; the length of a model DNA duplex 
is 137 bp; the interlesion distance is ≤ 20 bp. (C) DNA 
duplexes (~200 bp) containing CPD and an AP site 
analog in the same strand or CPD and a bulge in the com-
plementary strand. (D) A 135-bp DNA duplex containing 
a benzo[a]pyrene diol epoxide-guanine adduct and an 
opposite AP site analog. (E) DNA containing an nFlu 
bulky lesion and an AP site analog in the opposite strand; 
the length of a model DNA duplex is 137 bp; the inter-
lesion distance is ≤ 6 bp
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gether with XPA, is part of the NER pre-incision 
and incision complexes [3, 105–107].

NER activity is also hindered by synthetic lesion 
analogs located in both DNA strands, whose bulky 
fragments are connected to the DNA backbone by 
extended flexible linkers (Fig. 4B) [102]. These link-
ers allow bulky aromatic groups of adducts to come 
into contact with the DNA regions adjacent to the 
lesion, which may induce additional destabilized 
DNA regions that stimulate XPC binding. A site 
with weakened Watson–Crick pairing near the DNA 
damage is supposed to be able both to inhibit and 
to enhance the efficiency of NER, depending on its 
location. The presence of this destabilization site on 
the 3’-side from the lesion may induce a DNA–XPC 
complex unproductive for subsequent NER steps: 
in this case, the encounter of TFIIH with the le-
sion is excluded [104, 108–110]. On the contrary, a 
DNA destabilization site on the 5’-side from the le-
sion may stimulate the NER process. For example, 
introduction of an AP site analog shifted relative to 
the CPD position towards the 5’-end of a damaged 
DNA strand was shown to stimulate excision of the 
CPD-containing fragment by NER [111]. A bulge in 
the DNA duplex on the 5’-side from CPD also in-
creases the efficiency of its excision manifold (model 
DNAs are schematically shown in Fig. 4C). The ob-
served effects are also associated with the features 
of the mechanism of lesion recognition by the TFIIH 
factor; namely, with the 5’-3’-direction of its move-
ment along DNA from the primary binding site and 
strand unwinding direction.

Of particular interest is the investigation of the 
repair mechanism of clustered lesions composed of 
bulky DNA adducts and oxidative lesions to DNA ni-
trogenous bases [10, 11]. As mentioned above, a DNA 
region destabilized by a bulky lesion is more suscep-
tible to reactive oxygen species, thus increasing the 
risk of clustered lesions. These clustered lesions can 
attract nucleotide excision repair and base excision 
repair (BER) proteins.

The repair of a clustered lesion composed of a 
bulky B[a]P adduct and an AP site analog, which are 
located in the complementary strands of the DNA 
duplex, was analyzed in [10] (model DNA is shown in 
Fig. 4D). Evaluation of the NER excision activity to-
wards B[a]P-dG and the ability of AP endonuclease 
1 to hydrolyze the AP site showed that NER was in-
hibited in these clusters, while the AP sites were re-
paired by BER. Therefore, the NER system is sensi-
tive to oxidative AP site-like lesions in the immediate 
vicinity of B[a]P-dG [8, 10]. A further detailed study 
of the interaction between this model structure and 
repair proteins revealed that XPC stimulated the en-

donuclease activity and inhibited the 3’-5’-exonuclease 
activity of AP-endonuclease 1, thereby increasing the 
efficiency of BER [63].

Liu et al. [10] used NMR spectroscopy, measure-
ments of the DNA duplex thermal stability, and 
computer simulation to demonstrate that DNA con-
taining an AP site opposite a B[a]P-dG adduct is 
characterized by strong stacking interactions be-
tween B[a]P aromatic rings and neighboring nitroge-
nous bases of the complementary strand, which may 
inhibit XPC–DNA complex formation. In this case, 
the flipping of neighboring nucleotides, insertion of a 
β-hairpin of the BHD3 domain, and extrusion of the 
lesion from the DNA helix are impeded. Moreover, 
the XPC factor was characterized by increased af-
finity for the tested DNAs a containing clustered le-
sion [63].

A benzo[a]pyrene adduct also became unrepairable 
by NER upon deletion of its complementary dC nu-
cleotide. NMR spectroscopy and computer simulation 
studies [9, 112] demonstrated that deletion of dC sig-
nificantly enhances stacking interactions between the 
B[a]P aromatic ring and the surrounding nitrogenous 
bases, which prevents the formation of a productive 
open XPC–DNA complex [112].

Naumenko et al. [11] explored the effect of an AP 
site analog located on different sites of the comple-
mentary DNA strand on the removal of a non-nucle-
otide insert comprising a bulky fluorescein carbamoyl 
fragment (nFlu) by NER (Fig. 4E). The XPC factor 
and DNA formed unproductive complexes in which 
the nFlu bulky lesion and the AP site analog were 
separated by less than 6 bps. There was an inverse 
correlation between the relative efficiency of excision 
of nFlu-containing fragments from these model DNAs 
and the affinity of XPC for the model DNAs. The lo-
cation of the AP site and nFlu in opposite positions of 
the DNA duplex, as well as similar localization of oth-
er lesions (B[a]P-dG/AP site, nAnt/nFlu), completely 
inhibited the excision of the bulky damage by NER 
proteins (Fig. 4B, D) [10, 102].

Structural DNA changes associated with inhibited 
nFlu excision in the presence of an AP site analog in 
the complementary strand (Fig. 4E) were revealed 
using molecular dynamics. Simulation of molecular 
dynamics trajectories showed that DNA with nFlu 
and an AP site analog, which were located opposite 
each other in the complementary strands, was in 
a “compressed” conformation of the duplex at the 
lesion site: the bases adjacent to the lesion were 
characterized by effective stacking interactions with 
each other most of the time, and both lesions were 
flipped out of the strands. The fluorescein moiety 
(Flu) occurred in the minor groove, oriented towards 
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the 5’-end of the damaged strand, which had the 
potential to sterically hinder binding of XPC to a 
destabilized DNA region located on the 5’-side from 
the lesion. In this case, an unproductive XPC bind-
ing site on the 3’-side from nFlu became more ac-
cessible [11], which has the potential to lead to the 
formation of an XPC–DNA complex unproductive 
for NER. For a short time, Flu may be oriented to-
wards the 3’-end of the damaged strand and inter-
act with the AP site analog on the opposite side of 
the DNA helix.

Therefore, an additional non-bulky lesion of a ni-
trogenous base (e.g., an AP site) or a deletion in the 
complementary strand, opposite a bulky DNA adduct, 
may induce local stabilization of the damaged site [9–
11, 112], which prevents binding of the XPC factor, 
thus excluding the subsequent NER steps.

The verification step may also affect the efficien-
cy of NER lesion removal. Affinity of XPD for mod-
el DNAs containing single bulky lesions with similar 
XPC affinity (KD = 1.5–3 nM) was recently shown to 
depend on the structure of bulky lesions and vary 
significantly, being correlated with the efficiency of le-
sion removal in vitro [104, 113]. The number of stud-
ies on the verification of clustered DNA lesions is 
rather small. For example, introduction of an AP site 
into a DNA substrate (either into the strand scanned 
by XPD helicase or into the complementary strand, 
“invisible” for XPD) was shown not to significantly 
affect the helicase and ATPase activity of recombi-
nant Core7 [106]. Thus, the verification step is unlike-
ly to promote significant differences in the efficiency 
of NER in DNAs containing clustered lesions of this 
composition.

It should be noted that obstacles to a successful 
repair of a bulky adduct from a clustered lesion may 
also include steric hindrances during excision of a 
damaged DNA fragment by the XPF and XPG endo-
nucleases and the lack of an undamaged DNA tem-

plate of the complementary strand. However, this top-
ic has not been well addressed and requires further 
research.

CONCLUSION
Due to differences in the chemical properties of ni-
trogenous DNA bases and the type and strength of 
genotoxic factors, lesions are unevenly distributed 
over cellular DNA, concentrating in certain regions 
of the genome. Clustered lesions are often difficult to 
repair, which leads to their accumulation in DNA, es-
pecially if the repair status of the cell is reduced. On 
the other hand, hindered DNA repair of induced le-
sions should promote their cytotoxic effect on cancer 
cells. Model DNA studies have shown that removal of 
bulky lesions during global genome NER may be in-
hibited at the initial recognition step due to the struc-
tural features of a cluster-containing DNA region. In 
the clustered DNA lesions formed by a bulky adduct 
and an opposite AP site, the AP site was shown to be 
processed by BER enzymes rather efficiently, while 
NER excision of a bulky lesion from these structures 
was difficult. Sequential removal of lesions from clus-
ters is supposed to be of adaptive value, because it 
excludes simultaneous initiation of NER and BER. 
Understanding the mechanisms of removal of clus-
tered DNA lesions containing bulky adducts should 
help develop rational and efficient approaches to the 
maintenance of therapy-induced DNA lesions in can-
cer cells with increased activity of DNA repair sys-
tems. 
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ABSTRACT This brief review focuses on the properties of bioaerosols, presenting some recent results of 
metagenomic studies of the air microbiome performed using next-generation sequencing. The taxonom-
ic composition and structure of the bioaerosol microbiome may display diurnal and seasonal dynamics and 
be dependent on meteorological events such as dust storms, showers, fogs, etc., as well as air pollution. The 
Proteobacteria and Ascomycota members are common dominants in bioaerosols in different troposphere lay-
ers. The microbiological composition of the lower troposphere air affects the composition and diversity of the 
indoor bioaerosol microbiome, and information about the latter is very important, especially during exacer-
bated epidemiological situations. Few studies focusing on the bioaerosol microbiome of the air above Russia 
urge intensification of such research.
KEYWORDS bioaerosol, microbiome, troposphere, atmospheric transport, biodiversity.

INTRODUCTION
Microorganisms are found ubiquitously in the envi-
ronment and play a crucial role in almost all ecosys-
tems [1]. Since many pathogens spread through the 
airborne route, including the SARS-CoV-2 coronavi-
rus that has caused the current COVID-19 pandemic, 
it is especially relevant to study, monitor, and control 
the composition of outdoor and indoor air [2, 3]. Much 
data have been gained about the correlation between 
outdoor air pollution and the more severe course of 
COVID-19: for example, in India, a lower mortality 
rate from COVID-19 was observed in cities with bet-
ter air quality [4]. We would like to emphasize that 
the term “bioaerosol” covers a broad range of particu-
late organic matter contained in the atmosphere, orig-
inating from various living and dead organisms [5]. 
Along with particulate matter of microbial, plant, or 
animal origin, bioaerosols usually also contain a broad 
range of antigenic compounds, microbial toxins, and 
viruses [6, 7]. Understanding the processes of bioaer-
osol formation, their  distribution patterns, migration, 
structure, etc., especially under the harsh conditions 
of the upper atmosphere, is required for many fun-
damental and applied scientific disciplines [8], such as 
physics, chemistry, meteorology, and atmospheric hy-
drology; research into the content of allergy-inducing 
particles and microorganisms pathogenic to humans, 
farm animals, and plants; as well as aerobiology, bio-

geography, biodiversity, and general ecology. The key 
trends in bioaerosol research include (a) assessment 
of their sources and flows, (b) spatial distribution and 
its changes over time, (c) aging of biological particles, 
(d) metabolic activity, (e) urbanization of allergies, (f) 
pathogen transport, and (g) the impact on climate [8].

This review aims to briefly describe the bioaero-
sol microbiota, with special focus placed on the mi-
crobiome composition and structure. Air is an ex-
tremely dynamic (and, therefore, very challenging) 
environment for collecting and analyzing bioaerosol 
samples, identifying the aerosolization sources and 
transport pathways, so the methodological aspects of 
sample collection are undoubtedly of great signifi-
cance for data interpretation and comparison. The 
microbiome analysis techniques are also very impor-
tant. Nevertheless, since these two trends are rather 
extensive, we will touch upon them only briefly in 
this review.

THE MAIN PROPERTIES OF BIOAEROSOLS
Bioaerosols are an important component of atmos-
pheric aerosols. Calculations show that bioaerosols ac-
count for 10–28 vol.% [9] and 16–80 wt.% of all the 
particulate matter found in the air [1].

The airborne transmission of microorganisms is 
ubiquitous, being an essential part of the life cycle 
for some of them [10]. Various natural sources such as 
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soil, forests, deserts, oceans, seas, etc. [11], as well as 
anthropogenic ones (agriculture, food industry, land-
fills, etc.), contribute to bioaerosol formation (Fig. 1) 
[6, 11, 12].

Once microorganisms get into the atmosphere (i.e., 
are aerosolized), they are much more likely to be ex-
posed to the stress caused by drying, UV radiation, 
low temperatures, low carbon content, and low ener-
gy compared to their natural habitats (the sources of 
aerosol): so, many microorganisms may die [13].

The size of bioaerosol particles varies from 3 nm 
[14] to 100 µm, depending on their source: the di-
ameter of pollen is 17–58 μm; that of fungal spores, 
1–30 μm; the diameter of bacterial cells usual-
ly is 0.25–8 μm [15]; and that of viruses, < 0.3 μm. 
Meanwhile, the biological material does not necessar-
ily consist of individual particles: most bacteria are 
associated with particles with a diameter > 2 µm [16, 
17], 2–3 µm [18], and 3–4 µm [19, 20]. In some cases, 
bacteria were found to be characterized by a bimodal 
bioaerosol particle size distribution with the peaks at 
1–2 µm and 4–7 µm [21]. Bacteria can also occur as 
cell agglomerates or be associated with plant, animal, 
or soil particles, as well as pollen or spores. Airborne 
bacterial cells and fungal spores can have concentra-
tions as high as ~ 103÷104 and ~105 per m3 [17, 21] and 
be found at altitudes up to 40 km above sea level; 
i.e., up in the stratosphere [22]. In the near-surface 
layer of the troposphere, the concentration of bacte-
rial particles capable of forming colonies on labora-
tory culture media ranged from 65 to 355 CFU/m3 in 

urban areas in southern Poland [19] and from 300 to 
1350 CFU/m3 in urban and rural areas in Thailand 
[18]. In the latter case, the number of CFUs decreased 
rapidly with altitude (twofold when proceeding from 
1–3 m to 7 m above ground level). Laboratory culti-
vation revealed that spore-forming bacteria Bacilli/
Firmicutes were significantly dominant in the near-
surface and higher layers (several thousand meters) 
of the troposphere over the south of West Siberia [23, 
24], while non-spore-forming bacteria were dominant 
over the northern part of this region [25].

Bioaerosol distribution in the air depends on the 
particular season [19, 26]. Thus, the concentration of 
bacterial cells in the air of the coastal region of China 
determined microscopically was higher in winter than 
in summer [21]. The bioaerosol load with pathogenic 
microbiota can vary greatly depending on the time of 
year: in South Asia, the pathogen content was found 
to substantially rise during the post-monsoon season 
and winter. Significant diurnal variation in bioaerosol 
composition was also detected [26].

Temperature and ultraviolet radiation are the most 
statistically significant meteorological factors respon-
sible for the viability of airborne bacteria [19, 21]. The 
aerosol load with biota and their behavior in the en-
vironment largely depend on air pollution (haze, fog, 
dust, and various macroparticles), including pollution 
from transportation and biomass burning [26]. The pro-
portion of viable bacteria in the total pool depends on 
the degree of pollution [15]. The bioaerosol composition 
can vary depending on specific, random meteorological 
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conditions: for example, dust storms strongly increased 
the concentration of microorganisms in bioaerosols [16], 
and different bioaerosol components vary in different 
ways depending on meteorological conditions.

The data obtained so far indicate that bioaerosols 
play an important role [6, 11, 27–28] in the physical 
and chemical processes occurring in the atmosphere 
[1, 29]. It was shown that bioaerosols can bind to sur-
rounding particles, thus influencing atmospheric pro-
cesses by acting as condensation nuclei in clouds and 
initiating precipitation [10, 30–31]. Thus, it was found 
that biological particles act as nuclei for snow and 
cloud formation in 33% of cases [32].

Along with having an impact on weather phenom-
ena, bioaerosols also affect human health [33], since 
they may contain pathogenic or opportunistic bacteria, 
fungi, viruses, high-molecular-weight allergens, bac-
terial endotoxins, mycotoxins, peptidoglycans, β(1-3)-
glycans, pollen, and plant fibers [6]. First, the unfavor-
able effects of bioaerosols on human health manifest 
themselves as respiratory symptoms. Thus, there is a 
strong correlation between the increased outdoor air 
pollen concentration in spring and summer and asth-
ma exacerbation in children [34]. An association was 
found between the content of fungal spores in the air 
and the number of patients with asthma symptoms 
requesting medical assistance [35]. The endotoxin of 
bacterial bioaerosols is considered an important etio-
logical factor of occupational lung diseases, includ-
ing non-allergic asthma [6]. Escherichia coli isolates, 
which are commonly used as water quality indicators, 
have also been found in atmospheric dust [36].

AEROSOL SAMPLE COLLECTION
Aerosol sample collection is based on various physical 
approaches to separating particles from the air flow 
[37]. But the general idea is to pump air through a 
filter or a fluid medium, entrapping aerosol particles 
[38]. Techniques allowing one to separate particles 
according to their size during sample collection have 
recently started to appear [39]. They are particularly 
relevant for aerovirology: over the past decade, there 
has been intense research into the methods that can 
be used to collect indoor aerosol samples to moni-
tor the effects of human breathing. In general, the 
instrumental options of aerosol collection have not 
been standardized yet and vary widely but the gener-
al principle of how they operate remains unchanged.

METAGENOMIC SEQUENCING
The current research into the taxonomic diversity of 
the microbiota in bioaerosols relies on the approach-
es  employing next-generation sequencing. Total DNA 
is extracted from the total pool of microorganisms 

trapped in a filter or a liquid medium and further 
used in a metagenomic analysis. As such methods are 
being developed, it has become possible to identify 
the unculturable microorganisms that are the major 
component of the aerial biome [40]. The metagenomic 
findings obtained thus far have shown that the dom-
inant species of microorganisms identified using this 
technique differ from those identified by conventional 
culturing methods [41], since > 99% of the microor-
ganisms detected in the air cannot be grown under 
laboratory conditions [26]. The term “microbiome” has 
been coined and has become widely used; the follow-
ing definition was provided in the Microbiome journal: 
“This term refers to the entire habitat, including the 
microorganisms (bacteria, archaea, lower and higher 
eukaryotes, and viruses), their genomes (i.e., genes), 
and the surrounding environmental conditions” [42]. 
However, in publications using the term “microbiome” 
in their titles or keywords, there is often a mismatch 
with this definition, since most studies focus on a sin-
gle group (viruses, bacteria, fungi, or plants), or, in the 
best-case scenario, on a combination of two groups. 
Without going deep into the reasons for this state of 
affairs, in this review we only mention this fact and 
emphasize that when further using the term “micro-
biome,” we mean the bacterial or fungal components 
of the microbiome or their combination, in line with 
the authors of the cited studies.

Hence, one can find a large number of publications 
related to research into the microbiomes in all types 
of natural objects, such as hot springs, lakes, seas, 
soil, the endogenous microbiota of organisms, etc. [43–
46]; however, catastrophically few publications have 
focused on the metagenomic analysis of bioaerosols 
[47–52].

Metagenomic sequencing can be convenient-
ly divided into two global directions: whole-genome 
metagenomic analysis and targeted sequencing (me-
tabarcoding). In the former case, the entire DNA iso-
lated from the sample is read, which allows one to 
talk about the taxonomic diversity, while on the other 
hand offering an opportunity to analyze its function-
al properties. However, the cost of the metagenomic 
approach is surely higher [48, 53] than that of me-
tabarcoding, which is based on analyzing the highly 
conserved marker genes such as 16S (bacteria and ar-
chaea), ITS (fungi and plants), rbcL (plants), 18S (var-
ious eukaryotes), etc. [54–55]. Meanwhile, efficiency in 
taxonomic identification depends directly on the num-
ber of verified sequences in the specialized databases 
being used. Today, the most comprehensive databases 
are those for prokaryotes (16S) and fungi (ITS).

The exceptionally low content of microorganisms 
in the air, along with the significant variation in the 
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composition of microbial ensembles, poses a serious 
problem in analyzing the biodiversity, the function 
spectrum, and metabolic activity of bioaerosol micro-
biota [56]. We would like to emphasize that studies of 
this type are a fundamental basis for identifying as-
pects of human–nature interactions, and in particular 
those related to the routes of disease transmission and 
potential impact on human health [57]. Nevertheless, 
only sporadic results of the metagenomic analysis of 
bioaerosols have been reported in Russia [58].

Bacterial microbiome in bioaerosols
In the near-surface layers of the atmosphere, bacte-
ria constitute a significant portion of bioaerosols: for 
example, in the Colorado mountains (USA), the av-
erage bacteria content among aerosol particles sized 
> 0.5 µm was 22% [47].

Aerosol bacteria can have a significant impact on 
the atmospheric chemistry, thus affecting human 
health [15]. For example, high air pollution levels can 
greatly alter the structure of the bacterial microbiome 
in humans [59]. On foggy days in Beijing, the con-
tents of pathogenic Halomonas and Shewanella bacte-
ria were found to increase [60], especially in autumn 
and early winter.

Metagenomic sequencing has revealed that the 
bacterial microbiome in bioaerosols is substantially 
biodiverse [61]. For example, 38 bacterial taxa were 
identified in the near-surface layers of the tropo-
sphere in urban areas [41]. Most studies demonstrated 
that Proteobacteria, Firmicutes, and Actinobacteria 
are the major phyla in the bacterial microbiome of 
the lower [41, 62–63] and upper troposphere [50, 
64–65]. Meanwhile, in the lower troposphere in ur-
ban areas, Firmicutes can make a significant contri-
bution (20–30%), while such phyla as Cyanobacteria, 
Bacteroidetes, Chloroflexi, Acidobacteria, and 
Deinococcus-Thermus are the minor phyla (1–5% 
of the relative content of nucleotide sequences). 
However, other studies showed a high proportion of 
the Bacteroidetes phylum members in bioaerosols in 
the air above Japan after dust storms in Asia [17, 66], 
as well as in the air above eastern Australia [67]. The 
composition of the bacterial microbiome in the upper 
troposphere above the Noto Peninsula in Japan was 
quite specific, where it was demonstrated (although 
using fluorescence in situ hybridization) that 80% of 
all eubacteria on mineral aerosol particles were rep-
resented by Bacillus subtilis belonging to the phylum 
Firmicutes [68].

Various weather events have a significant impact 
on the composition and structure of the bacterial mi-
crobiome of bioaerosols. For example, the long-dis-
tance transport of dust particles aerosolized during 

dust storms by air currents over seas and continents 
is an important mechanism for the introduction of 
various microorganisms into local ecosystems [69]. 
Thus, storms in the Sahara Desert cause the pen-
etration of dust particles into the atmosphere, which 
are then transported to Europe together with air 
masses; in particular, this leads to their accumula-
tion in the Alpine snow at an altitude of > 3,000 m 
above sea level [70]. Bioindicators of dust particles 
transferred from Algeria were members of the phyla 
Gemmatimonadetes and Deinococcus-Thermus [70], 
which are known to occur in dry oligotrophic habitats 
with relatively high levels of solar radiation; it allows 
them to survive during the transfer, while maintain-
ing their metabolic activity. Very small quantities of 
pathogenic bacteria can be transferred with dust par-
ticles over very long distances [70]. The human body 
surface is a more plausible (compared to other bio-
topes) source of pathogenic bacteria in the air [71]. 
It was revealed that there is a clear dependence be-
tween the structure and composition of the bacterial 
microbiome at an altitude of 10 m above ground lev-
el (an island and a peninsula in East Asia) and dust 
storms in Central Asia [69]. Meanwhile, dust particles 
act as ice nucleation centers [72]. Precipitation is an-
other important mechanism of transferring microor-
ganisms from the upper to the lower troposphere, as 
well as to the terrestrial surface [73]. This study has 
shown that the composition of the bacterial microbi-
ome in precipitation (a) corresponded to the bioaerosol 
sources along the transfer route and (b) exhibited an 
obvious seasonal dynamics when the relative abun-
dance of prevailing Proteobacteria decreased from 
summer to winter.

It is noteworthy that, as opposed to the mycobiome, 
whose indoor composition depended on its outdoor 
composition and was independent of people’s activity 
indoors, the indoor biodiversity of the bacterial mi-
crobiome was dependent both on the outdoor bacte-
rial microbiome [65] and on people’s activity indoors 
[41]. However, outdoor air pollution may not affect 
the biodiversity of bacterial and archaeal ensembles 
in indoor bioaerosols, as it was shown in a study con-
ducted in Beijing [74]. This indicates that there are 
different mechanisms of formation and dynamics of 
different microbiome components, which should be 
borne in mind when planning observational experi-
ments.

Cyanobacteria, which cause various health prob-
lems when they are inhaled, may contribute substan-
tially to the total load with airborne particles [75]. 
Picocyanobacteria were recently detected in the near-
surface atmospheric layers above land or water bodies 
in Greenland and Antarctica [76], where soil and wa-
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ter aerosolization is the leading mechanism of aerosol 
formation. Their transfer by wind is considered to be 
the main source of Cyanobacteria in air.

A meta-analysis of the results of 42 studies, cover-
ing more than 3,000 bioaerosol samples, revealed in-
creased bacterial diversity, and relative abundance of 
pathogens in the samples associated with anthropo-
genic activity at collection sites [71].

Mycobiome of bioaerosols
Aerosol mycobiomes vary greatly; however, at 
the phylum level, Basidiomycota and Ascomycota 
are the major components of the mycobiome in 
both the near-surface and higher troposphere lay-
ers (they can switch places in terms of dominance). 
Thus, the members of the phylum Ascomycota were 
dominant (more than two-thirds) in the near-sur-
face air layer in the Colorado mountains at an alti-
tude of > 3,000 m above sea level [77], as well as 
in the near-surface air layers in Kuwait at a signif-
icantly lower altitude [78]. Other researchers, how-
ever, revealed that the phylum Basidiomycota was 
dominant (≥ 60%) [41, 63, 79], while the phylum 
Ascomycota accounted for about one-third of the 
fungal sequences. Interestingly, the proportion of 
members of the phylum Ascomycota (Cladosporium 
and Alternaria) resistant to atmospheric stress in-
creased with altitude (500–800 m vs. 5–10 m) over 
the Gobi and the Taklimakan Deserts [80], which are 
the key suppliers of dust particles to the Asian at-
mosphere. In the near-surface air above a 3,043-m 
high mountain in Austria, members of the phylum 
Basidiomycota (Agaricomycetes) were dominant, fol-
lowed by members of the phylum Ascomycota such as 
Dothideomycetes, Saccharomycetes, Sordariomycetes, 
Leotiomycetes, and Eurotiomycetes [64]. Ascomycetes, 
members of the family Davidiellaceae, accounted for 
25% of the mycobiome in the direction from north-
eastern China towards Japan [81]. However, a re-
cent study addressing fungal biodiversity in aerosols 
over Antarctica detected no members of this family 
among the dominant families of the mycobiome [82]. 
The fungus Alternaria, belonging to Pleosporaceae/
Pleosporales/Dothideomycetes/Ascomycota, is often 
identified among the major dominant fungal species 
of surface air layers both in urban areas (Nanjing, 
Beijing, and Seoul) and under natural conditions 
(the desert in Kuwait) [41, 78, 83]. The cultivated 
fungal genera Alternaria, Aspergillus, Penicillium, 
Cladosporium, etc., which are well-known as the ma-
jor components of aerosol mycobiota [84], may account 
for ≤ 12% of the total number of marker nucleotide 
sequences in the metagenomic approach [41]. It should 
be borne in mind, however, that the relative content 

of Alternaria in the air can vary greatly (from 10 to 
40%) over both rural and urban areas depending on 
the year [85]. A relationship between the mycobiome 
composition of near-surface aerosols and the vege-
tation type and condition (humidity of leaves) was 
revealed in the same study. Some papers describe a 
quite unexpected mycobiome composition (i.e., the one 
significantly differing from the data reported in oth-
er studies). Thus, the sequences of the genus Candida 
(Saccharomycetales/Saccharomycetes/Ascomycota) 
were shown to account for 54% of the mycobiome of 
the lower troposphere [81]. As for the near-surface 
layer, it was revealed in the same study [81] that the 
mycobiome consisted exclusively of Aspergillus spp. 
(Aspergillus/Aspergillaceae/Eurotiales/Eurotiomycetes/
Ascomycota). It is obvious that the composition of 
indoor bioaerosols largely depends on that of the 
near-surface atmospheric outdoor air, being especially 
true for the mycobiome whose composition depended 
on that of outdoor bioaerosols and was virtually inde-
pendent of human activity, as has been demonstrated 
in a study of indoor air in kindergartens conducted 
in Korea [41]. The diversity of the indoor mycobiome 
may depend on outdoor air pollution, as was shown in 
a study conducted in Beijing [74]. Similar to the bac-
terial microbiome, the mycobiome composition may 
vary depending on particular meteorological events: 
for example, the content of fungi belonging to the 
class Agaricomycetes/Basidiomycota [86], which re-
lease vast quantities of spores into the atmosphere af-
ter rains, increased significantly after a rain over the 
arid area of the Mediterranean.

CONCLUSIONS
Hence, the bioaerosol microbiome is a highly dynamic 
system. Variation in the microbiome composition and 
structure depends on a vast array of factors. Many of 
them mediate, disguise, or interfere with each other, 
thus preventing one from identifying unambiguous 
spatial and temporal regularities. Transfer of micro-
organisms over long distances by air currents in the 
upper troposphere  has a crucial impact on the compo-
sition of the lower layers that humans are directly in 
contact with. This can be of great importance in terms 
of the transmission routes of certain diseases and the 
potential effect on human health, especially in the con-
text of world population growth and environmental 
pollution. Therefore, the pressing need for strength-
ening Russia’s position in terms of research and moni-
toring of airspace (and the microbiological components 
of bioaerosols in particular) cannot be overestimated. 
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INTRODUCTION
Any cell is a highly complex open-type multienzyme 
system, and depending on the complexity and spe-
cific state of functioning of the organism, the same 
enzyme can perform different physiological roles. A 
good example is D-amino acid oxidase (DAAO, EC 
1.4.3.3). In bacteria, yeast, and fungi, the main role of 
this enzyme is limited to the utilization of exogenous 
D-amino acids (primarily D-Ala) [1, 2]. In higher eu-
karyotes – vertebrates and especially in mammals, 
the main role of DAAO is to maintain a certain lev-
el of D-amino acids, which are regulators of many 
important processes, primarily nervous activity. For 
example, a decrease in the level of D-Ser in the cer-
ebrospinal fluid due to increased DAAO activity is 
associated with schizophrenia [3, 4]. In Alzheimer’s 
and Parkinson’s diseases, increased levels of D-Ala 

are observed in nervous tissues [4, 5]. Therefore, the 
search for effective and specific inhibitors of human 
DAAO seems to be relevant. D-amino acid oxidase is 
also widely used in practice [6–9]. For example, DAAO 
from the yeast Trigonopsis variabilis is used in the 
two-enzyme biocatalytic process for the production of 
7-aminocephalosporonic acid (7-ACA) from cephalo-
sporin C [10, 11]. This process reduces the consump-
tion of organic solvents by 400 times compared to the 
previously used purely chemical method. The produc-
tion of 7-ACA, used as a synthone for the production 
of semisynthetic cephalosporins of various genera-
tions, reaches several thousand tons per year.

The practical application of the enzyme requires 
the use of a biocatalyst with certain properties. 
There is no universal enzyme in nature. Its activ-
ity and specificity are stipulated by the role it per-
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forms in nature. In most biotechnological processes, 
the substrates and reaction conditions differ from 
those in nature. Therefore, when developing a new 
process, method of analysis and in other cases for 
each one, the properties of the biocatalyst are adjust-
ed to the requirements of the process. This is usu-
ally done by protein engineering methods. Obviously, 
the enzyme whose properties are the closest to the 
required ones seems to be the optimal starting ob-
ject. For this purpose, genes are searched for in se-
quenced genomes, the number of which is constant-
ly increasing. The genes of D-amino acid oxidases 
from yeast and fungi were cloned, and the properties 
of the enzymes were studied from only 7 sources: 
Fusarium solani (FsoDAAO) [12], Trigonopsis variabi-
lis (TvaDAAO) [13], Rhodosporidium toruloides (for-
merly Rhodotorula gracilis) (RtoDAAO) [14], Pichia 
pastoris (PpaDAAO) [15], Candida boidinii (CboDAAO) 
[16], Rasamsonia emersonii strain YA (RemDAAO) 
[17], and Ogataea parapolymorpha DL-1 [18]. In 
the latter case, the genes of five different DAAOs 
(OpaDAAO1 – OpaDAAO5) and one D-aspartate oxi-
dase (DASPO) were identified, cloned, and expressed 
in E. coli. In the case of bacteria, only three en-
zymes have been cloned and described thus far: from 
Rubrobacter xylanophilus (RxyDAAO), Streptomyces 
coelicolor (ScoDAAO), and Arthrobacter protophor-
miae (AprDAAO) [9]. Currently, there are no data on 
the presence of potential daao genes in the archaean 
genomes in the literature and databases. The main 
reason for this state of affairs in the research and ap-
plication of bacterial DAAOs is the difficulty in find-
ing enzyme genes in bacterial genomes. A total of 
just over 10 DAAO genes have been identified, and 
all of them have been found in the genomes of bac-
teria belonging to Acinetobacteria [7, 9]. The difficulty 
of the search is related to the fact that the amino acid 
sequences of DAAOs are highly variable. Therefore, 
the traditional widely used homology search is a very 
difficult task. In addition, there is a closely related 
enzyme, glycine oxidase (GOX), which very often ap-
pears when searching for DAAO by homology with 
known enzymes of this type.

The second important point in the search for new 
DAAOs is the selection of candidates with proper-
ties closest to those needed. Common DAAOs, with 
the exception of the highly specific D-aspartate oxi-
dase, exhibit broad substrate specificity. Depending 
on the source, the spectrum of substrate specificity 
varies greatly, and activity with different D-amino 
acids may differ by an order of magnitude or more. 
Moreover, in some cases, the substrate specificity of 
DAAOs may have special requirements. For example, 
when developing methods for diagnosing neurodegen-

erative diseases, DAAOs that are active with D-Ser 
but not with D-Ala and vice versa are required [5]. 
Therefore, to select a DAAO with the desired sub-
strate specificity (if its description is not available), we 
have to clone and express a representative set of en-
zymes, purify and study their catalytic properties and 
select the best one. Obviously, this procedure is labo-
rious, time-consuming, and expensive.

We have proposed a bioinformatic-structural ap-
proach that allows us to show with high reliability the 
belonging of candidate enzymes exactly to DAAOs, 
discriminate them from glycine oxidases, and, using 
the correlation between substrate specificity and ex-
perimental or model structures of known DAAOs, 
make a reasonable assumption about the spectrum 
of substrate specificity. Particular emphasis is placed 
on using data on enzymes from the thermotolerant 
yeast O. parapolymorpha DL-1 (five OpaDAAO and 
OpaDASPO) because five of the six enzymes exhibit 
unusual dependencies of stability and activity on me-
dium pH and have a very interesting and promising 
spectrum of substrate specificity. This approach has 
been successfully tested on a number of sequences 
from extremophilic bacteria. The presence of the daao 
gene in the genome of a halophilic archaea has been 
shown for the first time in the world.

EXPERIMENTAL

Bioinformatic search for potential DAAO genes
The homology search for new DAAOs was performed 
using BLASTp software (https://blast.ncbi.nlm.nih.gov/
Blast.PAGE=Proteins) against a database of translat-
ed protein sequences from the genomes of extremo-
philic bacteria. The UniProt NCBI was used as the 
main source. We also searched the genomes of bac-
teria and archaea whose sequences were determined 
during work under Agreement No. 075-15-2021-1396 
dated 10/26/2021 (Federal Research Program for the 
Development of Genetic Technologies for 2019–2027). 
The sequences that showed the highest homology 
were selected for further work.

Multiple alignment of the selected sequences and a 
number of known bacterial and yeast sequences was 
carried out with Clustal X 1.83 software.

Construction and analysis of 
DAAO model structures
The open-access online server for AlphaFold2 was 
used to build model structures of enzymes [19, 20]. 
MMseqs2 software was used for multiple alignments, 
and three cycles of prediction refinement were per-
formed for each model. Five models were generated, 
and the best variant was chosen based on the pLDDT 
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value [19]. All obtained structures had a pLDDT 
greater than 90. The FAD molecule was incorporated 
by optimizing the position in the globule and bond ge-
ometry with Coot software [21].

Substrate docking was performed using AutoDock 
software [22] with GPU acceleration [23]. The 
following parameters were used for docking: 
ga_pop_size = 150, ga_num_evals = 25000000, ga_run 
= 20, ga_mutation_rate 0.02–0.08, Solis-Wets method. 
Docking results were selected based on the positions 
of the carboxyl group, amino group, and Cα-atom of 
the D-amino acid suitable for catalysis of reaction. 
The corresponding positions were selected based on 
the crystal structures of RtoDAAO in complex with 
D-alanine/iminopyruvate (PDBID 1C0P) and pkDAAO 
(from pig kidney) in complex with iminotryptophan 
(PDBID 1DDO). The position of the D-amino acid side 
chain was chosen based on the potential interactions 
of the substrate with DAAO.

The RMSD between structures was calculated by 
Cα atoms using the “align” command of the PyMol 
software package (The PyMOL Molecular Graphics 
System, Version 2.1.0, Schrödinger, LLC). Five cycles 
of structural emission deviations (parameter “cycles”) 
were used to calculate the RMSD.

The structures were also visualized using PyMol 
software (The PyMOL Molecular Graphics System, 
Version 2.1.0, Schrödinger, LLC).

RESULTS AND DISCUSSION

Homology search for new DAAOs from 
extremophilic bacteria and archaea
The search for new potential DAAOs was performed 
using the UniProt NCBI database for bacterial ge-
nomes and the joint database of sequenced genomes 
of extremophilic microorganisms of Lomonosov 
Moscow State University and Federal Research 
Centre “Fundamentals of Biotechnology” of the 
Russian Academy of Sciences (FRC Biotechnology 
RAS). Amino acid sequences of enzymes from the 
yeast R.  toruloides (better known as R.  gracilis), 
T. variabilis, C. boidinii, O. parapolymorpha DL-1 (five 
DAAOs and one DASPO) and the bacteria A. pro-
tophormiae, R. xylanophilus and S. coelicolor were 
used as references. Detailed information about the 
sources of DAAO sequences used in this work is pre-
sented in Table. 1. In the case of bacteria, sequences 
of only those enzymes with proven oxidase activity 
were used. First, the new enzymes were compared 
with the most well-studied DAOOs from R. toruloi-
des and T. variabilis. Special attention was given to 
five DAAOs and one DASPO from the yeast O. para-
polymorpha DL-1 because this is the only organism 

thus far in which so many paralogous enzymes have 
been obtained and studied. The daao and daspo genes 
from the yeast O. parapolymorpha DL-1 were cloned 
and expressed in E. coli cells in the active form. Four 
DAAOs and DASPO were obtained in a highly puri-
fied form, their catalytic parameters with D-amino 
acids were determined, their activity and stability de-
pendencies were studied at different medium pH val-
ues, and their thermal stability at pH values optimal 
for stability was studied. The amino acid sequences of 
vertebrate DAAO were not used because they initial-
ly had low homology with microbial enzymes [1, 2, 9].

The search for DAAO homologues in bacterial ge-
nomes deposited at UniProt NCBI found a large num-
ber of candidate sequences, but the level of homol-
ogy did not exceed 30%. An expert evaluation of the 
search results showed that the vast majority of se-
quences with a homology level of less than 23% can-
not be attributed to DAAO. Therefore, only sequenc-
es from thermophilic bacteria with homology levels 
of 24–30% were selected for further work. Expert 
evaluation of these proteins based on conserved resi-
dues (see the next section) allowed us to narrow down 
the set to the sequences characteristic of DAAO and 
GOX. A similar sequence of procedures was used 
when searching for potential DAAO genes in the ge-
nomes of extremophiles and archaea in the database 
of Lomonosov Moscow State University and the FRC 
Biotechnology RAS.

Comparison of the amino acid sequences 
of the new DAAOs with known enzymes 
from bacteria, yeast, and fungi
Figure 1 shows some of the results of multiple align-
ment of the identified sequences (names of new en-
zymes are in bold italics) with the sequences of ref-
erence DAAOs. To avoid cluttering the already large 
figure, it does not show all the search results in the 
UniProt NCBI database. We left only the sequenc-
es of five DAAOs from thermomophilic microorgan-
isms and did not provide data for glycine oxidases. 
However, multiple alignments of the glycine oxidase 
sequences were also performed, and model structures 
were constructed, based on the analysis of which they 
were assigned to GOX. Four sequences were select-
ed from the genome databases of MSU and the FRC 
Biotechnology RAS after expert evaluation: one each 
from the bacteria Natronosporangium hydrolyticum 
ACPA39 [24] and Natroglycomyces albus ACPA22 [25] 
(this enzyme ended up being a glycine oxidase) and 
two from the archaea Natrarchaeobius halalkaliphilus 
AArcht4 [26]. In addition, sequences from two path-
ogens, Mycobacterium tuberculosis (MycDAAO) and 
Pseudomonas aeruginosa (PaeGOX), also found by 
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CLUSTAL X (1.83) multiple sequence alignment 
 
NhyDAAO    ----------------MAEVDVLVVGAGVSGLTTAVCLAETG----RRVTVRTATEPAR-------TTSAVAGALWMPYLVRPVD-KVTAWGAATLTELRTLADQP---TTGVRRTNGVVL 
GthDAAO    -------------------MDVLVLGGGVIGLTVAVALAEAG----HAVLVRAAEPPHA-------TTSAAAGALWGPWLAQPRA-RVLRWAERSLSALTELAAHP---DTGVHLASGKGV 
MycDAAO    --------------MAIGEQQVIVIGAGVSGLTSAICLAEAG----WPVRVWAAALPQQ-------TTSAVAGAVWGPRPKEPVA-KVRGWIEQSLHVFRDLAKDP---ATGVRMTPALSV 
SavDAAO    -------------METGRSGEVIVVGGGVIGLTTAIVLAESG----RRVRVWTREPVER-------TTSAVAGALWWPYRIEPAA-SARAWALTSFDVYEELATRPG--RTGVRMVEG-VQ 
ScoDAAO    ---------METELDDERDGEVVVVGGGVIGLTTAVVLAERG----RRVRLWTREPAER-------TTSVVAGGLWWPYRIEPVA-LAQAWALRSLDVYEELAARPG--QTGVRMLEG-VL 
CthDAAO    ---------------MVTSRSALVIGCGISGLACARRLQAAG----YHVTIITREQPKS-------TTSNVAAALWYPYRCAPRE-KALPWSKATFEELLRQHRDG---VPGVTPTTFIEL 
RhoDAAO    ---------------------MIVLGSGVIGLTAAIRLQEAG----FAPRLLTRDRPEA-------TTSAVAAAVWYPYRAYPAH-RVLPWSRRTLEVCYDLAADP---TSGVSLIPFVDL 
RtaDAAO    -------------------MDALVIGCGVIGLSTAICLQEAG----LEVEVWAAEMPRE-------STSGVAAAVWYPYKAYPQN-RVLKWGGQTYAAFEKLAGDG---QTGVRMGEGVEL 
RxyDAAO    ---------------MRDCGRAVVVGCGVIGLSAALVLRERG----FGVRVVAREPPER-------TTSAVAAAVWYPYRAYPED-RVLRWGARTYEVFRGLAADP---RSGVRLREGVEL 
RraDAAO    MRKEETASVRRASGGSAAPFDVAVVGGGVAGLSTAVRLLEIG----RSVCVLSADPPQK-------TTSNLAAAVWYPTEFGRQD-GVLAWARRAYDVFRELSGTE---GSGVVMRETLML 
AprDAAO    --------------MPTAPLRITVIGSGVIGLSAAHELAAAG----HQVTVAYDQELAE-------CVSSVAAAIWFPYHSENSP-AADKLLADSLARFEQLSEHP---ETGIDLRRGLNV 
TvaDAAO    ------------------MAKIVVIGAGVAGLTTALQLLRK----GHEVTIVSEFTPGD---LSIGYTSPWAGANWLTFYDGG---KLADYDAVSYPILRELARSSPEAGIRLINQRSHVL 
OpaDAAO2   ------------------MAKIIVIGCGVVGMTTALELAQR----GHNVQIVARHLPGD---VDVEYTSPFAGANWSSFAQDGDY-EMKEWDKLGYYRFMDLAENVP---------GSSVV 
NcrDAAO    -----------------MS-TIVVVGAGVSGLTCALQLAKQG--GNTITVVAKHMPGD---YDPEYTSPFAGANVLPMAP------EYNRWEGETWPLKRLAETCPEAGIHFQ--KAVLYE 
FsoDAAO    -----------------MSNTIVVVGAGVIGLTSALLLSKNK---GNKITVVAKHMPGD---YDVEYASPFAGANHSPMATE----ESSEWERRTWYEFKRLVEEVPEAGVHFQ--KSRIQ 
RemDAAO    ----------------MATNNIVVLGAGVSGLTTAWLLSKDP---SNKITVAAKHMPGD---YDIEYCSPWAGANYLPVGAENS--RVGQWERATWPHLRDIAQNHPEAGIHFQ--DTVVY 
CboDAAO    -----------------MGDQIVVLGSGIIGLYTTYCLIYEAGCAPAKITIVAEFLPGD---QSTLYTSPWAGGNFSCISPADD--TTLAYDKFTYLNLFKIHKKLGGPECGLDNKPSTEY 
OpaDAAO4   -----------------MSDTYVVVGAGIVGLYTAYSLVYEAGVSPKHITIAAAHIPGD---QSINYTSPWAGGNFSCISPGDK--KSLSYDRYTYTHLAEIQKKLGGPSCGLDMRPATDY 
OpaDAAO1   -------------------MTFAIVGCGIVGLYTALNLV-ESGVKGSEITIVAEYLPGD---QSINYTSPWAGGNFSCISPDDA--QTLNFDKTTYTHLAAIQKLLG-PGCGLDRRPSTEF 
PpaDAAO1   ----------------MTDSKYVIIGAGISGLYTAWSLI-DKGTGPSDIKVVAEFLPGD---QSTLYTSPWAGGNFSLITSTDE--RSMKFDKFTYTNLHRIQELLGGPECGLDMLPSTEM 
SpoDAAO    ------------MTKENKPRDIVIVGAGVIGLTTAWILS-DLGLAP-RIKVIAKYTPED---RSVEYTSPWAGANFCSISATDD--NALRWDKITYHRFAYLAKTR--PEAGIRFADLREL 
OpaDAAO3   -------------------MKIVVVGAGVIGLTTALILKRKLN---CDVVVVSKEIPGD---ADPIYTSTKAGAQWSSSPGNKR--AEFSYRIFDELSKVPEAWVTKIP----------LY 
OpaDAAO5   -----------------MKERIVVIGAGVIGLTTALELSRRG----YLVSIVAKELPGD---EARFYTSPYAGAFFYHLDSLAS--KGWLAQLQDIASYYEFLRVAQEPGSGVAERVAEVY 
OpaDASPO   -----------------MTKSIVVVGAGVVGLTCAYQLAEEG----YDVTIVAKHLPSTSI-ADSQYTSPWAGAHFRPFPAKTPE-EYRDSKLTRSTFQVFKKLATTFPESSIRFMPGTDF 
RtoDAAO    ---------------MHSQKRVVVLGSGVIGLSSALILARKG----YSVHILARDLPED-V-SSQTFASPWAGANWTPFMTLTDGPRQAKWEESTFKKWVELVPTG----HAMWLKGTRRF 
NhaDAAO    -----------------MQPDITVLGAGVNGTSTALALTLLG----YNTQIVADQFAYEEQHRDPRFSSAYGAGAILPYSVGMDS--LDETFEESQTVFRLLEELS---VLGVRKNDHYWI 
NhaGOX     ---------------MAERFDAVVVGGGIVGSSVGYHLARAG----VETAVIDRADAGR-------ATDAGAGIVSPPTSSLTGGDEQFEFATNAAAYYPELVDRLRGDGVEETSYERVGI 
PaeGOX     -----------------------MVGAGVIGLLTARELALAG----LRVTLVERGESGR----EASWAGGGIVSPLYPWRYSPAVTALAHWSQDFYPALGQRLLDETGLDPEVHTVGLYWL 
NalGOX     ------------------MRRIHVIGAGAIGLGIAWRAAQRG----ADVTVFDPDPGSG----ASTTAAGMLAAVTESHFGEETLADLATDSVTRWPSFAAELENASGLNVGYRDIPTLLV 
                                  ::* *  *                   :                                                                       
 
NhyDAAO    APTAIA---------------PPAWTETV-AAVPCPPADLPHG--------YEVGWRFGSVLVEMPIYLGYLADRLRAA-GGRIEP-----------GLVTDLADALTV---------APL 
GthDAAO    SAVKHE---------------PPEWFRLLPDARPCTADDLPAG--------HLHGIRYTAPLVNMPVHLAYLVDRLRSA-GGAVEI-----------GAVTTLDQAAES---------API 
MycDAAO    GDRIETGA-------------MPPGLELIPDVRPADPADVPGG--------FRAGFHATLPMIDMPQYLDCLTQRLAAT-GCEIET-----------RPLRSLAEAAEA---------API 
SavDAAO    GGATLEET-------------EAWALGRALGLRAATAEECPG-----------GGLWARLPLIDMPAHLRWLRERFTAA-GGTVET-----------RTVTDLAEAK-----------APV 
ScoDAAO    GETGLDEV-------------DGWAAARLPGLRAASAAEYAG-----------TGLWARLPLIDMSTHLPWLRERLLAA-GGTVED-----------RAVTDLAEAD-----------APV 
CthDAAO    FDHDRP---------------TPWWAEATGGVTRLTGNDLP--------PGYAVGFAATVPVVETPLYLPYLVEQFSAA-GGTLQL-----------GELTSLDEACAA---------YPL 
RhoDAAO    FDRPTP---------------PPAWRTAVRAFRRARPDERP--------AGYVDGFVAEVPLIETPVHLPYLVARFEAG-GGTIEVVP---------GGVTDLAALAAS---------AGL 
RtaDAAO    WRREVP---------------DPWWKDAVSRFRRCEEHELP--------PGYRDGYVFTVPVIEMPRYLQYLLERFAGA-GGRLTR-----------RVVRSLEEAAEA---------SPL 
RxyDAAO    LRRTSTG--------------EPWWRGAVSGFRRCRREELP--------PGCRGGYRFVAPVAEMPAYLAYLLGRFREA-GGELEL-----------REVSSLEEVAGG---------ADV 
RraDAAO    LRTPDEG--------------SPWWAEAIGGVERVGAGDLRSEWG----SGYAGGYRFEVPLVEMPVYLPWLLKRFIRS-GGVFEE-----------RRIESLREAGAR---------AGM 
AprDAAO    DHLPGA---------------DRSWTRIVAGTEEASPADLPDG--------AHAGVWATVPIITMSTYLGWLRGRVEEL-GADFAK-----------GTVTDLAQLKGG---------ADL 
TvaDAAO    KRDLPKLEGA----MSAICQRNPWFKNTVDSFEIIEDRSRIVHDD------VAYLVEFASVCIHTGVYLNWLMSQCLSL-GATVVK-----------RRVNHIKDANLLHSSG---SRPDV 
OpaDAAO2   RRTERILN----------SKRLPWFKDFVQDFRLLSKEELPDG--------VEYGHEYTTVAITVPIYLHYLLQKLLSL-GVKLHR-----------AHLHHIKDAASYFTDG----KVDV 
NcrDAAO    RRAQDEAAGFAGPLSDGLFVRNPWYKDLVPDYVDLPASEVPEG--------MSSASSFTSVCINTAIYLPWLVGQCRAR-GVVFKR-----------AVLKHISDAAKLSHTG---RKPDI 
FsoDAAO    RRNVDTEKAQRSGFPDALFSKEPWFKNMFEDFREQHPSEVIPG--------YDSGCEFTSVCINTAIYLPWLLGQCIKN-GVIVKR-----------AILNDISEAKKLSHAG---KTPNI 
RemDAAO    NRTKDQGSTTGQWFS-ELVKPNPWYGKVLPNFRELSKDELPPG--------IDNANRFTSVCINTAVYLPWLVGQCRKN-GVVFKR-----------AVFKHVAEAANAHHSG---QKADL 
CboDAAO    WDFYPGDE------------KVNSLKQYLKDFKVIPKSELPEG--------VEYGISYTTWNFNCPVFLQNMANFLNKR-NVTIIR-----------KHLTHISQAYLT-------VNTKV 
OpaDAAO4   FHKYPPAK------------KMESLKEYVKDFRILDKSALPKG--------IVFGISYTTWNFNCPLFLQNLASFLEKL-GVTIIK-----------KKLEHLSQAFLS-------PNTKI 
OpaDAAO1   WDYLPDQR------------KIDSLSSYLQDFAIIPSSQLPQG--------VAFGIKYISWNFNCPKFLEVLKEYLAST-GIVFVR-----------RKIQNVDEMFEF-------ART-- 
PpaDAAO1   FEQELDHA------------KLDSISQYLKEYRPMTKEEMPEG--------VVSGVKFLTWNFNCPLFLANFQKHLAAI-GVTFER-----------SKIDHISSVFS--------PSVDA 
SpoDAAO    WEYEPKHD------------KIRSWNTYVRDFKVIPEKDLPGE--------CIYGHKATTFLINAPHYLNYMYKLLIEA-GVEFEK-----------KELSHIKETVEET------PEASV 
OpaDAAO3   KGEIDPKRP--------ATEPDLKSFVDNYEWIGEDQQKFPG---------VSHIYKFDTFTISPPQYLAYLANELLKL-GVAIQR-----------GVVRNFED-----------VAADY 
OpaDAAO5   VPRISMMETG---------YDGPWFKDVVRNYEVIDPREYPAGAA---GDDIVFAFRYTGFTINPVQYLHYLLYRCAQS-GINYVR-----------RTVGSLEEAKTLFLDGDDFVEADL 
OpaDASPO   IERDDPLYEN----------VSAGYAEGIENFKVLPKSALPNG--------IKFGATYNAWCMNSPMYIQFLERRLEMYYKVKIVQ-----------ESLGSLQQVAELFP-------GAT 
RtoDAAO    AQNEDGLLG-------------HWYKDITPNYRPLPSSECPPG---------AIGVTYDTLSVHAPKYCQYLARELQKL-GATFER-----------RTVTSLEQAFDG---------ADL 
NhaDAAO    DEEGRG---------------PSNAPKYLDGFRKVESPNALPRRTG---SEHVTDFTAEMLFADMPTYMEGLYRLYQAAGGSIRKR------------TVTRTDLTEMP----------GL 
NhaGOX     VGVAVDDDEIEP----YDERLERVSARNFDRLDEIEPDEARERFPAL-AEPKRAFHYADAARIDGRVFTDSLLTAARTHGLTTYDGDVDRI--RIDRGRVTGVETAGGKR------IDAET 
PaeGOX     DLDDQTEA-------------LQWARNHTRPLKEVPIEEAYAAVPGLGAGFQRAVYMSGVANVRNPRLARSLRASLQQFANLELHEQTEVRGWLRDGDRVVGVATSRGE-------IRGDK 
NalGOX     GIEEGDRDNVTR--------YAGLYRKLGFEVENLTGRTARKAEPLLS-QRARGGVRVRADHEVDPRAVHAALLTAAHRAGVHIVR--------------DKVTDPTAG--------DADV 
                                                                                                                                     
 
NhyDAAO    VVNCAGIGARELVPDP----GLRPVRGQVVVVE---NPG-IDEFVSEHPGASP--WLKYVLPHR---DTVVLGGTAEPDRSDPT-----------PDPSITARILADSVELVPALAG--- 
GthDAAO    VVNCTGLGARVLVGDR----QLYPVRGQQVVVT---NPG-IDEFLEVDTGDST--DLIAIYPHG---DHAILGGTAQPYSWQRE-----------ADKATTKSILLRCIVLQPKLKA--- 
MycDAAO    VINCAGLGARELAGDA----TVWPRRGQHVVLT---NPG-LEQLFIERTGGS---EWICYFAHP---QRVVCGGISIPGRWDPT-----------PEPEITERILQRCRRIQPRLAE--- 
SavDAAO    VVNCTGLGARDLVPDT----SVRPVRGQLVVVE---NPG-IRTWLVSTGAD-G--EMAYFFPQP---GRLLLGGTAVEDEWSLV-----------PDPAVAEAIVRRCAAWRPEIAG--- 
ScoDAAO    VVNCTGLGARELVPDP----AVRPVRGQLVVVE---NPG-IHNWLVAADADSG--ETTYFLPQP---GRLLLGGTAEEDAWSTE-----------PDPEVAAAIVRRCAALRPEIAG--- 
CthDAAO    VINCSGLGARTLANDP----EVFPIRGQVVRVS---NPG-VRRALTDDDGPR---RISYTIPRQ---TDVILGGTALPHVWDTT-----------PDAATTERILRHCRELEPALAS--- 
RhoDAAO    VVNCTGLGARRLVPDP----SLYPIRGQVVRVT---NPG-LTHALADDTGPL---AISYVIPRR---GDVILGGTAQDGVWDRT-----------PDPETTREILRKARLLEPRLAD--- 
RtaDAAO    VFNCTGLGARELVGDR----LLSPIRGQIVRVR---NPG-LERFVLDEEHPE---EPTYIVPRT---EDCVLGGTAQERRWDIE-----------PDPETAAAILRRCVSLEPRLAD--- 
RxyDAAO    AVNCSGAGARKLVGDP----AVFPIRGQVLRVA---NPG-LERFMLDEENPE---GLTYIVPRT---EDCVLGGTAEEGSWSTR-----------PDPVTAYSILHRCTALEPRLQG--- 
RraDAAO    VVNCSGIGARELCGDR----EVRPARGQVVRVE---NPG-LSVSVRDEENPG---GRTYIHPRT---EDCILGGTFESGNWDTT-----------PDPETARRILARCSELVPELAG--- 
AprDAAO    VVLAAGLRGGELLGDDD---TVYPIRGQVVRLA---NTKNLTQWLCDDNYPD---GVSYIIPRR---EDIIVGGTDTANDWNRE-----------VEPQTSIDILERAAKLVPELEG--- 
TvaDAAO    IVNCSGLFARFLGGVED--KKMYPIRGQVVLVR---NSLPFMASFSSTPEKENEDEALYIMTRF-DGT-SIIGGCFQPNNWSSE-----------PDPSLTHRILSRALDRFPELTK--- 
OpaDAAO2   TVNCSGLLSSKLGGVMD--QDVFPIKGQVIHAR---NSCPYMLSVKNIPG-ASKDELLYIFPRK-EGG-TIIGGCFRVNDWTPD-----------VDEGLFERTVARARQYCPELFE--- 
NcrDAAO    IINATGLLSCRLGGVMD--KKVMPARGQVVLVR---NEATPNMVCTSGTDDGNGDELCYIMQRA-AGGGTILGGTYMKGNWDGV-----------PDPNIATRIMKRAVEACPALTG--- 
FsoDAAO    IVNATGLGSYKLGGVED--KTMAPARGQIVVVR---NESSP-MLLTSGVEDG-GADVMYLMQRA-AGGGTILGGTYDVGNWESQ-----------PDPNIANRIMQRIVEVRPEIAN--- 
RemDAAO    VVNCTGLSSRKLGGVQD--NTLLPARGQIVVVR---NDPGL-MCSISGTDDG-DDEVTYMMTRA-AGGGTILGGTYQKHNWDSL-----------PDPNLAVRIMKRCIELCPSLVAP-- 
CboDAAO    VFNCTGIGAADLGGVKD--EKVYPTRGQVVVVR---APHIQENKMRWGKDYA-----TYIIPRPYSNGELVLGGFLQKDNWTGN-----------TFGFETDDIVSRTTSLLPKIL---- 
OpaDAAO4   VFNCTGIGAITLGGVKD--TNVYPTRGQVVVIK---APHIQFNMCLWTNESA-----TYIIPRPNSNGELVMGGFLQKGISTGD-----------TFKHETEDIIKRATEMAPQIL---- 
OpaDAAO1   IFNCTGIGARALGGAED--KNIYPARGQVVVIK---APHINENRMRWGTEDV-----TYIIPRPDSQSQVVLGGYLQANNWCAD-----------TWKTETDDIIRRTSQLFPEIG---- 
PpaDAAO1   VFNCTGIGAASLGGVKD--ENVFPTRGQVVVVR---APHIRENRFRWRPDSD-----TYVIPRPFSDGSIVMGGFFQEGNWSGN-----------TYGYETEDILKRGLELYPEIGK--- 
SpoDAAO    VFNCTGLWASKLGGVED--PDVYPTRGHVVLVK---APHVTETRILNGKNSD-----TYIIPRPLNGG-VICGGFMQPGNWDRE-----------IHPEDTLDILKRTSALMPELFH--- 
OpaDAAO3   VINCTGIQYNNIDGCHD--AALRPIRGHTLLIE---NTLPYQVMFKENNPVE-EGEFLMLFPRK-EGCAVLGGIYDAHSPAFDTS---------VHADYVERLQAKATKHLPELQG---- 
OpaDAAO5   VVNCAGIHGFDLNTKDK--ENRLPVKGQTLLVE---NVARKLIIVEAMDAAH-ATESLYVVPRAGYGTLLTGTYLYHDDSVD-------------VDAGLTQRIKERALRYAPELVDSDF 
OpaDASPO   IVNCSGRGLTYYGG-YD--PATYPIRGQTLLVK---SPKDCPYNSETVTYQLEDGSFCFVIPRPLDGG-VIVGGTKQVGDLYPQ-----------VRDADTQKLIENGKKWFPELLID-- 
RtoDAAO    VVNATGLGAKSIAGIDD--QAAEPIRGQTVLVK---SPCKRCTMDSSDPASP-----AYIIPRP--GGEVICGGTYGVGDWDLS-----------VNPETVQRILKHCLRLDPTISSD-- 
NhaDAAO    LINCTGLRSPELFEDS---APYHAARGHLVTAQRAPIPKLDGTMISYSYSVAGDRKGVYCFPRM---DGIVMGGTHQSVPYRPDEKPCFPPLNEPTTKIGGTEVPKRIVELNAELLAQL- 
NhaGOX     VVLAGGVWSSAFEGQLGVELPLEPRRGQIARLN---VPDTDTSSWPIVTGFR----HHYLVPLP--DGTLVCGATLEADAGFDPR----------PTASGVEEVLAEAQRLVPDLAD--- 
PaeGOX     VLLAAGAWSGELLKPLGLELPVVPVKGQMILYK---CAADFLPRMVLAKG-------RYAIPRR--DGHILIGSTLEHSGFDKT-----------PTDEALESLRASAAELLPELAD--- 
NalGOX     VILAAGCGSAAFDLPVR------PVRGVVLRLRADQHQLQPDNIVRAFVRGN----PVYIVPRAN--GEIVIGATSE-ERGFDATTG---------TAGATWDLLRNAIDVVPEIAEY-- 
            . . *                 .  *                               :           :  .                                      . :      
 
NhyDAAO    ------APVLAERVGLRPARPE----VRLAVED----------------------RPAG-RIIHNYGHGGGGVTLSWGCAREAAELASGT------------------------------ 
GthDAAO    ------AEIIGERVGLRPTRPT----VRLEEQR----------------------GPGNTRIIHNYGHGGAGISLSWGCAEEVLTLIDSGAQ---------------------------- 
MycDAAO    ------AAVIETITGLRPDRPS----VRVEAEP-----------------------IGRALCIHNYGHGGDGVTLSWGCAREVVNLVGGG------------------------------ 
SavDAAO    ------ARVLEHRTGLRPARGT----VRLEREP----------------------LSDGRVLVHNYGHGGAGVTVAWGCAQEAAGLAASW------------------------------ 
ScoDAAO    ------ARVLAHLVGLRPARDA----VRLERGT----------------------LPDGRRLVHNYGHGGAGVTVAWGCAQEAARLAS-------------------------------- 
CthDAAO    ------AQVLEVRVGLRPGRTA----VRLEREH----------------------R-GVGVVIHNYGHGGAGFTLAWGCADEVLHLARAT------------------------------ 
RhoDAAO    ------AAVLEARVGLRPGRPT----VRLEAER----------------------LPGGGTVIHNYGHGGAGFTLAWGCADEVVALVRAHHARPA------------------------- 
RtaDAAO    ------AEVLEHRVGLRPGRPE----VRLEREE----------------------LGSGALCVHNYGHGGAGVTLSWGCAREACALVLERIG---------------------------- 
RxyDAAO    ------APVLEHRAGLRPGRPE----VRLERTT----------------------LPDGTPCIHNYGHGGSGVTLSWGCAEEAAELAAAALDRNP------------------------- 
RraDAAO    ------ARVLEHHVGLRPVRRGG---VRLERD------------------------PERPATVHNYGHGGAGVTLSWGCAERAVELVESAERELRL------------------------ 
AprDAAO    ------LEVLEHKVGLRPARET----IRLEHVA----------------------G-HPLPVIAAYGHGGAGVTLSWGTAQRVAELAAQLAGEPAS------------------------ 
TvaDAAO    ---DGPLDIVRECVGHRPGREGG---PRVELE----------------------KIPGVGFVVHNYGAAGAGYQSSYGMADEAVSYVERALTRPNL------------------------ 
OpaDAAO2   ---HGDLDVVKVHCGLRPGRKGG---PRIEKE----------------------VIPGVGRVVHNYGAAGAGYQNSHGMAMKTVMLVESFLREHKL------------------------ 
NcrDAAO    GKGIEALDVIRHAVGLRPYREGG---VRIDKE----------------------NIN-GTWVVHNYGHGGWGYQGSWGCAFRVQELVDEIKSELKLG---SKL----------------- 
FsoDAAO    GKGVKGLSVIRHAVGMRPWRKDG---VRIEEE----------------------KLDDETWIVHNYGHSGWGYQGSYGCAENVVQLVDKVGKAAK-----SKL----------------- 
RemDAAO    GQGIEGLDIIRHGVGLRPVREDG---PRIEKE----------------------LID-GVWVVHNYGHGGYGYQTSFGCATTAVEVVREALQQQKQRRDKARL----------------- 
CboDAAO    ---DEPLHIIRVAAGLRPSRHGG---PRIEAE----------------------VCEEGKLTIHNYGASGYGYQAGYGMSYEAVKLLVDNQK-VKAKL---------------------- 
OpaDAAO4   ---DKPLDVVRVAAGLRPSRHGG---PRIEVE----------------------EVEDEKLVIHNYGASGYGYQGGWGMAHDAVRLLIKAQRGSMAAL---------------------- 
OpaDAAO1   ---NEP-EILRVACGLRPSRKGG---VRVERE----------------------PRAKG-LLIHVSGLSGYGYQAGYGAARRAVRLAQSYKL---------------------------- 
PpaDAAO1   ---RNELKIIREAAGLRPSRKGG---VRIEVEHFDQ------------------VNGKDRYIVHNYGASGYGYQSGLGMANEATDMYFEAAK---------------------------- 
SpoDAAO    GKGPEGAEIIQECVGFRPSRKGG---ARVELD---V------------------VPGTSVPLVHDYGASGTGYQAGYGMALDSVMLALPKIKLA-------------------------- 
OpaDAAO3   ----EIRVLKHN-IGFRPHRDGG---VRIEFD------------------------PENPKLIHNYGCSNLGFTESWACAQEVFDLIK-------------------------------- 
OpaDAAO5   MKNPGQLVEVRQFVGIRPGREGG---VNVSRD------------------------GWR---IHNYGSAHSGYQNSYGLANRVARLVQERALKSRL------------------------ 
OpaDASPO   ----GEFQIKRINVGFRPARHGG---VRIERE-----------------------VVDGTEVVHCYGFGGSGYEMSWGAGQKVVELVKSAKSKL-------------------------- 
RtoDAAO    -GTIEGIEVLRHNVGLRPARRGG---PRVEAERIVLPLDRTKSPLSLGRGSARAAKEKEVTLVHAYGFSSAGYQQSWGAAEDVAQLVDEAFQRYHGAARESKL----------------- 
NhaDAAO    -GVDVERSDLEVSIGYRPLRDPEGDGVRVELAE-----------------------ESCGPVVHNYGHGGAGISVSWGCAISVARLVREAIGDREVPPAPVSRPAPLLPLYRTLTKHICE 
NhaGOX     ------ATVADLRVGLRPISGDG-----LPIIG---------------------AVPETDGAYVATGHGSSGLMLGPHSGRVVAELVSGERTTVPDPLSVDRLADV-------------- 
PaeGOX     ------MQPVAHWAGLRPGSPEG-----IPYIG---------------------PVPGFDGLWLNTGHYRNGLVLAPASCRLLADLMSGREPIIDPAPYAPAGRL--------------- 
NalGOX     -------HLAEVDVNFRPGTPDN-----LPILG------------------------WKDDLLVATGHYRQGIALLPATADHLAAAAFGETVDSLAPFDPARFADRHAGE---------- 
                         . **          :                                     *    *                                                 

Fig. 1. Alignment of the amino 
acid sequences of D-amino 
acid oxidases from yeast, bac-
teria and archaea (the names 
are shown in blue and black, 
respectively). See Table 1 
for the name correspondence. 
Novel DAAO sequences from 
bacteria analysed in this work 
are shown in bold italics. Let-
ters on a green background in 
the alignment refer to residues 
that were previously consid-
ered as conserved for D-ami-
no acid binding in the DAAO 
active site
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Table 1. D-amino acid oxidases and glycine oxidases and their sources*

No. Short name Source Protein code in database

NCBI (GeneBank, UniProt)

Bacteria

1 GthDAAO Gandjariella thermophila WP_137812914.1
2 CthDAAO Chloracidobacterium thermophilum B WP_014099936.1
3 RtaDAAO Rubrobacter taiwanensis WP_132692836.1
4 RraDAAO Rubrobacter radiotolerans DSM 5868 WP_084263988.1
5 RbaDAAO Rhodothermaceae bacterium RA ARA94025.1
6 RxyDAAO Rubrobacter xylanophilus BAP18969.1
7 MycDAAO Mycobacterium tuberculosis WP_003899072
8 SavDAAO Streptomyces avermitilis MA-4680 BAC69383
9 ScoDAAO Streptomyces coelicolor A3(2) CAB40690
10 AprDAAO Arthrobacter protophormiae AY306197
11 PaeGOX Pseudomonas aeruginosa AAP81270

Fungi and yeasts
12 TvaDAAO Trigonopsis variabilis AY514426
13 NcrDAAO Neurospora crassa EAA33029
14 FsoDAAO Fusarium solani BAA00692
15 RemDAAO Rasamsonia emersonii BBH51408
16 CboDAAO Candida boidinii BAB12222
17 PpaDAAO Pichia pastoris CBS7435 SCV12162
18 SpoDAAO Schizosaccharomyces pombe NP_001342883
19 RtoDAAO Rhodosporidium toruloides (Rhodotorula gracilis) U60066
20 OpaDAAO1 Ogataea parapolymorpha DL-1 XP_013932717
21 OpaDAAO2 Ogataea parapolymorpha DL-1 XP_013937260
22 OpaDAAO3 Ogataea parapolymorpha DL-1 XP_013934816
23 OpaDAAO4 Ogataea parapolymorpha DL-1 XP_013937224
24 OpaDAAO5 Ogataea parapolymorpha DL-1 XP_013937169
25 OpaDASPO Ogataea parapolymorpha DL-1 XP_013932178

The genome database of the Lomonosov Moscow University and the Federal Research Center of Biotechnology

Bacteria

26 NhyDAAO Natronosporangium hydrolyticum ACPA39 lcl|CP070499.1_prot_QSB16697.1_2115
27 NalGOX Natroglycomyces albus ACPA22 lcl|CP070496.1_prot_QSB06127.1_824

Archaea

28 NhaDAAO Natrarchaeobius halalkaliphilus AArcht4 2642575300
29 NhaGOX Natrarchaeobius halalkaliphilus AArcht4 2642575587

*The new sequences of DAAOs from extremophilic microorganisms analysed in this study are shown in bold italics.

our homology search, are presented in the alignment. 
In the NCBI database, the P. aeruginosa protein is an-
notated as DAAO.

Multiple alignment of the selected sequences was 
performed using Clustal X 1.83 software (Fig. 1). This 
program is used because it itself builds a hierarchy in 
the homology of the given sequences. The results of 

this alignment gave quite expected results. As shown 
in Fig. 1, depending on the source, the enzymes are 
clearly divided into two groups: bacterial DAAOs are 
at the top, followed by yeast and fungal enzymes, im-
mediately followed by DAAO from archaea, and then 
by glycine oxidases. The second interesting point is 
that the widely used and well-studied TvaDAAO has 
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the highest homology with bacterial DAAOs, while 
the second, even more thoroughly studied RtoDAAO, 
is at the very end of the list before archaea.

As already mentioned, when searching for the 
genes of target enzymes in new sources, an approach 
based on the homology of proteins that perform the 
same function (e.g., catalyze the same reaction) is 
used. In some cases, such enzymes have very high 
homology in the substrate-binding and catalytic do-
mains, and solving such a problem is not very diffi-
cult. A good example is NAD(P)+-dependent formate 
dehydrogenase (FDH), which consists of two identi-
cal subunits and does not have cofactors in the ac-
tive center. The degree of homology between FDHs 
even from evolutionarily distant sources (e.g., bac-
teria and higher plants) is at least 55%, and a large 
number of sufficiently extended (up to 10–15 ami-
no acid residues) conserved sequences in all parts of 
the active center are observed in multiple alignments 
[27–29]. In DAAO, the level of homology does not ex-
ceed 30%, which is much lower. In this case, infor-
mation on the conserved and catalytically important 
amino acid residues could help to annotate the gene. 
However, in the case of DAAO, this approach is of lit-
tle use. A characteristic feature of the catalytic mech-
anism of FAD-containing enzymes is the transfer of 

the hydride ion from the substrate to the isoalkoxa-
zine ring of the cofactor proceeds without significant 
participation of the amino acid residues of the en-
zyme, whose main role is to form the proper confor-
mation of the active centre necessary for catalysis 
and the participation of a number of residues in the 
binding of FAD and D-amino acids. In the case of a 
cofactor, the fingerprint sequence GxGxxG must be 
present at the N-terminus of the enzyme [30]. The 
presence of arginine and tyrosine residues (R285 and 
Y223 in RtoDAAO and R302 and Y243 in TvaDAAO) 
in the active site was considered mandatory for bind-
ing the carboxyl group of the D-amino acid. Similar 
residues are also present in mammalian enzymes [1, 
2]. However, the expansion of the set of compared se-
quences indicates that only the fingerprint sequence 
in the FAD-binding domain and the arginine resi-
due participating in binding the carboxyl group re-
main conserved. Note that the mobility of this Arg 
residue is strongly restricted by the neighboring con-
served proline residue (ArgPro pair, Fig. 1, fourth 
row of alignment). The tyrosine residue (Fig. 1, third 
row of alignment, middle) is not conserved – two of 
the six OpaDAAOs as well as two bacterial enzymes, 
MycDAAO and GthDAAO, have different residues, 
Met, Phe, Ala, and Cys, in this position. In addition, 

CLUSTAL X (1.83) multiple sequence alignment 
 
NhyDAAO   ----------------MAEVDVLVVGAGVSGLTTAVCLAETGRRVTVRTATEP-------ARTTSAVAGALWMPYLVRPVDKVTAWGAATLTELRTLADQP-TTGVRRTNGVVLAPTAIA--PPAWTETV-AAVPCP 
GthDAAO   -------------------MDVLVLGGGVIGLTVAVALAEAGHAVLVRAAEPP-------HATTSAAAGALWGPWLAQPRARVLRWAERSLSALTELAAHP-DTGVHLASGKGVSAVKHE--PPEWFRLLPDARPCT 
MycDAAO   --------------MAIGEQQVIVIGAGVSGLTSAICLAEAGWPVRVWAAALP-------QQTTSAVAGAVWGPRPKEPVAKVRGWIEQSLHVFRDLAKDP-ATGVRMTPALSVGDRIETGAMPPGLELIPDVRPAD 
SavDAAO   -------------METGRSGEVIVVGGGVIGLTTAIVLAESGRRVRVWTREPV-------ERTTSAVAGALWWPYRIEPAASARAWALTSFDVYEELATRPGRTGVRMVEG-VQGGATLEETEAWALGRALGLRAAT 
ScoDAAO   ---------METELDDERDGEVVVVGGGVIGLTTAVVLAERGRRVRLWTREPA-------ERTTSVVAGGLWWPYRIEPVALAQAWALRSLDVYEELAARPGQTGVRMLEG-VLGETGLDEVDGWAAARLPGLRAAS 
CthDAAO   ---------------MVTSRSALVIGCGISGLACARRLQAAGYHVTIITREQP-------KSTTSNVAAALWYPYRCAPREKALPWSKATFEELLRQHRDG-VPGVTPTTFIELFDHDRP--TPWWAEATGGVTRLT 
RhoDAAO   ---------------------MIVLGSGVIGLTAAIRLQEAGFAPRLLTRDRP-------EATTSAVAAAVWYPYRAYPAHRVLPWSRRTLEVCYDLAADP-TSGVSLIPFVDLFDRPTP--PPAWRTAVRAFRRAR 
RtaDAAO   -------------------MDALVIGCGVIGLSTAICLQEAGLEVEVWAAEMP-------RESTSGVAAAVWYPYKAYPQNRVLKWGGQTYAAFEKLAGDG-QTGVRMGEGVELWRREVP--DPWWKDAVSRFRRCE 
RxyDAAO   ---------------MRDCGRAVVVGCGVIGLSAALVLRERGFGVRVVAREPP-------ERTTSAVAAAVWYPYRAYPEDRVLRWGARTYEVFRGLAADP-RSGVRLREGVELLRRTSTG-EPWWRGAVSGFRRCR 
RraDAAO   MRKEETASVRRASGGSAAPFDVAVVGGGVAGLSTAVRLLEIGRSVCVLSADPP-------QKTTSNLAAAVWYPTEFGRQDGVLAWARRAYDVFRELSGTE-GSGVVMRETLMLLRTPDEG-SPWWAEAIGGVERVG 
AprDAAO   --------------MPTAPLRITVIGSGVIGLSAAHELAAAGHQVTVAYDQEL-------AECVSSVAAAIWFPYHSENSPAADKLLADSLARFEQLSEHP-ETGIDLRRGLNVDHLPGA--DRSWTRIVAGTEEAS 
NhaDAAO   -----------------MQPDITVLGAGVNGTSTALALTLLGYNTQIVADQFAYEEQHRDPRFSSAYGAGAILPYSVG-MDSLDETFEESQTVFRLLEELS-VLGVRKNDHYWIDEEGRG--PSNAPKYLDGFRKVE 
                                 *:* *: * : *  *   *    :                 *  ...   *               :              *:                                
 
NhyDAAO   -PADLPHG----YEVGWRFGSVLVEMPIYLGYLADRLRAAGGRIEP--GLVTDLADALTVAPLVVNCAGIGARELVPDP-GLRPVRGQVVVVENPG---IDEFVSEHPGASP---WLKYVLPHRDTVVLGGTAEPDR 
GthDAAO   -ADDLPAG----HLHGIRYTAPLVNMPVHLAYLVDRLRSAGGAVEI--GAVTTLDQAAESAPIVVNCTGLGARVLVGDR-QLYPVRGQQVVVTNPG---IDEFLEVDTGDST---DLIAIYPHGDHAILGGTAQPYS 
MycDAAO   -PADVPGG----FRAGFHATLPMIDMPQYLDCLTQRLAATGCEIET--RPLRSLAEAAEAAPIVINCAGLGARELAGDA-TVWPRFGQHVVLTNPG---LEQLFIERTGGS----EWICYFAHPQRVVCGGISIPGR 
SavDAAO   -AEECPG-------GGLWARLPLIDMPAHLRWLRERFTAAGGTVET--RTVTDLAEAK--APVVVNCTGLGARDLVPDT-SVRPVRGQLVVVENPG---IRTWLVSTGAD-G---EMAYFFPQPGRLLLGGTAVEDE 
ScoDAAO   -AAEYAG-------TGLWARLPLIDMSTHLPWLRERLLAAGGTVED--RAVTDLAEAD--APVVVNCTGLGARELVPDP-AVRPVRGQLVVVENPG---IHNWLVAADADSG---ETTYFLPQPGRLLLGGTAEEDA 
CthDAAO   -GNDLP----PGYAVGFAATVPVVETPLYLPYLVEQFSAAGGTLQL--GELTSLDEACAAYPLVINCSGLGARTLANDP-EVFPIRGQVVRVSNPG---VRRALTDDDGPR----RISYTIPRQTDVILGGTALPHV 
RhoDAAO   -PDERP----AGYVDGFVAEVPLIETPVHLPYLVARFEAGGGTIEVVPGGVTDLAALAASAGLVVNCTGLGARRLVPDP-SLYPIRGQVVRVTNPG---LTHALADDTGPL----AISYVIPRRGDVILGGTAQDGV 
RtaDAAO   -EHELP----PGYRDGYVFTVPVIEMPRYLQYLLERFAGAGGRLTR--RVVRSLEEAAEASPLVFNCTGLGARELVGDR-LLSPIRGQIVRVRNPG---LERFVLDEEHPE----EPTYIVPRTEDCVLGGTAQERR 
RxyDAAO   -REELP----PGCRGGYRFVAPVAEMPAYLAYLLGRFREAGGELEL--REVSSLEEVAGGADVAVNCSGAGARKLVGDP-AVFPIRGQVLRVANPG---LERFMLDEENPE----GLTYIVPRTEDCVLGGTAEEGS 
RraDAAO   -AGDLRSEWGSGYAGGYRFEVPLVEMPVYLPWLLKRFIRSGGVFEE--RRIESLREAGARAGMVVNCSGIGARELCGDR-EVRPARGQVVRVENPG---LSVSVRDEENPG----GRTYIHPRTEDCILGGTFESGN 
AprDAAO   -PADLPDG----AHAGVWATVPIITMSTYLGWLRGRVEELGADFAK--GTVTDLAQLKGGADLVVLAAGLRGGELLGDDDTVYPIRGQVVRLANTKN--LTQWLCDDNYPD----GVSYIIPRREDIIVGGTDTAND 
NhaDAAO   SPNALPRRTGSEHVTDFTAEMLFADMPTYMEGLYRLYQAAGGSIRK---RTVTRTDLTEMPGLLINCTGLRSPELFEDSAPYHAARGHLVTAQRAPIPKLDGTMISYSYSVAGDRKGVYCFPRMDGIVMGGTHQSVP 
                         .      .   . ::  *       *  .                  : . .:*  .  *  *     .  *: :   ..    :   .                 .:    : **       
 
NhyDAAO   SDPTPDP---------------SITARILADSVELVPAL---AGAPVLAERVGLRPARPE----VRLAVEDRPAG-RIIHNYGHGGGGVTLSWGCAREAAELASGT------------------------------ 
GthDAAO   WQREADK---------------ATTKSILLRCIVLQPKL---KAAEIIGERVGLRPTRPT----VRLEEQRGPGNTRIIHNYGHGGAGISLSWGCAEEVLTLIDSGAQ---------------------------- 
MycDAAO   WDPTPEP---------------EITERILQRCRRIQPRL---AEAAVIETITGLRPDRPS----VRVEAEP-IGRALCIHNYGHGGDGVTLSWGCAREVVNLVGGG------------------------------ 
SavDAAO   WSLVPDP---------------AVAEAIVRRCAAWRPEI---AGARVLEHRTGLRPARGT----VRLEREPLSDGRVLVHNYGHGGAGVTVAWGCAQEAAGLAASW------------------------------ 
ScoDAAO   WSTEPDP---------------EVAAAIVRRCAALRPEI---AGARVLAHLVGLRPARDA----VRLERGTLPDGRRLVHNYGHGGAGVTVAWGCAQEAARLAS-------------------------------- 
CthDAAO   WDTTPDA---------------ATTERILRHCRELEPAL---ASAQVLEVRVGLRPGRTA----VRLEREHR-GVGVVIHNYGHGGAGFTLAWGCADEVLHLARAT------------------------------ 
RhoDAAO   WDRTPDP---------------ETTREILRKARLLEPRL---ADAAVLEARVGLRPGRPT----VRLEAERLPGGGTVIHNYGHGGAGFTLAWGCADEVVALVRAHHARPA------------------------- 
RtaDAAO   WDIEPDP---------------ETAAAILRRCVSLEPRL---ADAEVLEHRVGLRPGRPE----VRLEREELGSGALCVHNYGHGGAGVTLSWGCAREACALVLERIG---------------------------- 
RxyDAAO   WSTRPDP---------------VTAYSILHRCTALEPRL---QGAPVLEHRAGLRPGRPE----VRLERTTLPDGTPCIHNYGHGGSGVTLSWGCAEEAAELAAAALDRNP------------------------- 
RraDAAO   WDTTPDP---------------ETARRILARCSELVPEL---AGARVLEHHVGLRPVRRGG---VRLERD--PERPATVHNYGHGGAGVTLSWGCAERAVELVESAERELRL------------------------ 
AprDAAO   WNREVEP---------------QTSIDILERAAKLVPEL---EGLEVLEHKVGLRPARET----IRLEHVAG-HPLPVIAAYGHGGAGVTLSWGTAQRVAELAAQLAGEPAS------------------------ 
NhaDAAO   YRPDEKPCFPPLNEPTTKIGGTEVPKRIVELNAELLAQLGVDVERSDLEVSIGYRPLRDPEGDGVRVELAEESCG-PVVHNYGHGGAGISVSWGCAISVARLVREAIGDREVPPAPVSRPAPLLPLYRTLTKHICE 
               .                  .  *:       . :        :    * ** *      :*:           :  ***** *.:::** *  .  *                                   

Fig. 2. Alignment of amino acid sequences of D-amino acid oxidases from bacteria and archaea after screening out gly-
cine oxidase sequences. See Table 1 for the name correspondence. New DAAO sequences from bacteria analysed in 
this work are shown in bold italics. The Tyr residue that was previously considered conserved for binding D-amino acids 
in the active site is shown with letters on a green background in the alignment
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these two features cannot be used to annotate the en-
zyme as a DAAO, since the same pair (the fingerprint 
sequence and the pair of conserved ArgPro residues) 
is present in all glycine oxidases. When only bacterial 
DAAO sequences are aligned (Fig. 2), the situation is 
more optimistic. As follows from Fig. 2, the region of 
the conserved ArgPro pair for all DAAOss in bacte-
rial enzymes expands to the GxRPxR sequence, and 
a new conserved sequence YGHGGxG also appears. 
However, some glycine oxidases also have such se-
quences (not shown in Fig. 2).

One of the sequences found belongs to DAAO from 
the archaea N. halalkaliphilus AArcht4 (NhaDAAO). 
Figure 2 clearly shows that the amino acid sequence 
of this enzyme is longer than that of the bacterial 
DAAOs. The alignment clearly shows three large in-
serts in the region of the FAD- and substrate-bind-
ing domains, as well as at the C-terminus. However, 
NhaDAAO contains the same set of conserved res-
idues as bacterial DAAOs. In the second analysed 
enzyme from N. halalkaliphilus AArcht4, glycine 
oxidase NhaGOX, the positions of insertions and de-
letions coincided very well with similar positions in 
GOX from P. aeruginosa (Fig. 1) and other glycine 
oxidases (not shown).

The results of the comparison of the amino acid 
sequences allow us to make some assumptions about 
the type of substrate specificity. If the size of the sub-
strates differs significantly, one can easily notice dif-
ferences in the length of the regions that form the 
substrate-binding domain, already at the amino acid 
sequence alignment stage. For example, TvaDAAO, 
RemDAAO, and FsoDAAO have longer sequences in 
the region of residues 100–108 (Fig. 1, left side of the 
second row of alignment). This is because TvaDAAO 
and FsoDAAO are able to oxidize bulk cephalospo-
rin C, while other DAAOs that have deletions in this 
part of the alignment do not oxidize cephalosporin C. 
For example, CboDAAO is specific to small amino ac-
ids, primarily D-Ala [17]. However, it should be not-
ed that a homology search does not distinguish the 
classical DAAO with a wide spectrum of substrate 
specificity from the D-amino acid oxidase DASPO, 
which is specific only to D-Asp and D-Glu. For exam-
ple, OpaDAAO1 (Table 1) is listed in the O. parapoly-
morpha DL-1 genome annotation as D-aspartate 
oxidase (DASPO), although our experimental data in-
dicate that this is absolutely not the case. Our re-
sults showed that the enzyme has a wide range of 
substrate specificity and is identical to RtoDAAO 
and TvaDAAO in pH profiles of activity and stabil-
ity. A similar situation is observed in the annotation 
of the Pichia pastoris genome. PpaDAAO1, annotated 
as a D-amino acid oxidase, is actually DASPO, while 

PpaDAAO2, annotated as a “hypothetical protein with 
low homology to D-amino acid oxidase,” is exactly 
DAAO [14].

Construction of model 3D structures and their 
comparative analysis with known DAAO structures
As already noted in the Introduction, the goal of 
searching for and cloning new genes is not just to 
obtain a recombinant enzyme but to create a biocata-
lyst with desired properties using the closest enzyme 
to the target as the initial one. In the case of DAAO, 
it is simply impossible to draw a conclusion about the 
properties (primarily about the substrate specificity 
and the optimal pH profile of activity) based on the 
alignment. In this regard, the use of additional meth-
ods is required. To solve this problem, we proposed an 
approach based on 3D structure modelling. In the first 
stage, model structures of new enzymes are compared 
with experimental and model structures of known 
D-amino acid oxidases and glycine oxidases.

Many examples have been published where en-
zymes with low homology have very close spatial 
structures. A good example is the supersecondary 
structure called the Rossman fold, which is universal 
for binding the adenine part of various cofactors and 
coenzymes, such as NAD(P)+, FAD, ATP, SAM, etc. 
[31]. Using this approach to DAAO until recently was 
impossible due to the lack of a representative set of 
structures. Experimental structures were solved for 
only four enzymes: yeast RtoDAAO and RemDAAO 
and enzymes from pig kidney (pkDAAO) and humans 
(hDAAO). A model structure of TvaDAAO was con-
structed [32]. However, this enzyme is very similar 
to RemDAAO in both its primary (Fig. 1) and ter-
tiary (Table 2) structures. In addition, the previous-
ly used modelling methods gave good results only 
at high sequence homology between the studied en-
zyme and the enzyme whose structure is used as a 
template for constructing a 3D model structure. High 
accuracy was achieved with a homology of at least 
50–60%, which is not observed in the case of DAAO. 
The situation changed dramatically when a new al-
gorithm for model structure construction, AlphaFold, 
was proposed in 2021 [33]. In 2022, the prediction ac-
curacy was significantly improved [19]. The use of 
AlphaFold2 makes it possible to obtain reliable infor-
mation on the structure of both new enzymes and al-
ready described DAAOs. Such model structures were 
constructed in our work. The structures of 18 DAAOs 
(including eight new ones) have been modelled. 
Table 2 shows the results of a pairwise comparison of 
model and experimental structures of D-amino acid 
oxidases and glycine oxidases. In this case, the set of 
analysed DAAO structures was extended with two 
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experimental mammalian DAAO structures, from pig 
and human kidney, as well as with the structures of 
two glycine oxidases. In addition, our own preliminary 
data from the X-ray diffraction analysis of TvaDAAO 
and OpaDAAO1 were also used for comparison. Such 
an extended set allows more accurate comparison and 
increases the reliability of assigning new proteins to 
DAAO or GOX. For convenience, the comparison re-
sults shown in Table 2 are highlighted in color. The 
green background shows the results comparing struc-
tures with RMSD up to 1 Å, light green with RMSD 
from 1 to 2 Å, light orange with RMSD from 2 to 6 Å, 
and orange with RMSD above 6 Å. Several important 
and interesting results of the analysis of the data in 
Table 2 can be noted.

(1) The latest modification of the AlphaFold algo-
rithm in the 2022 version [19] truly allows one to ob-
tain model structures with very high accuracy. This is 
clearly seen when comparing the model and experi-
mental structures of OpaDAAO1. The RMSD between 
these structures is only 0.38 Å. The RMSD between 
the model and experimental TvaDAAO structures 
is slightly larger, 0.56 Å (not shown in Table 2), but 
it should be taken into account that these enzymes 
have different oligomeric structures (OpaDAAO1 is a 
monomer, TvaDAAO is a dimer). The high accuracy of 
OpaDAAO1 structure prediction leads to the fact that 
a pairwise comparison of the model and experimen-
tal structures of OpaDAAO1 with the model and ex-
perimental structures of other enzymes gives almost 
identical RMSD values (Table 2, lines 1 and 8).

(2) There is a clear correlation between the func-
tion and overall structure of D-amino acid oxidas-
es and glycine oxidases. The value of RMSD devia-
tion between DAAO structures does not exceed 2 Å, 
while when comparing DAAO and GOX structures, 
the RMSD value is 3 Å or more (up to 15–18 Å). The 
results with NhaDAAO from archaea slightly fall out 
of the general picture – the deviation of the mod-
el structure from the structures of other DAAOs is 
2.0–3.5 Å (in the case of OpaDAAO3, the deviation 
reaches even 4.69 Å). At the same time, the differ-
ence in the structure of NhaDAAO with glycine oxi-
dases is much greater, from 9 to 17 Å. We should 
also note that this enzyme has a general structure 
close to that of human DAAO (RMSD is only 1.96 Å). 
Such results indicate that to correctly confirm that 
this enzyme is a DAAO, as broad a set of structures 
of known D-amino acid oxidases as possible should be 
used. Nevertheless, although the results of a general 
comparison of the structure of NhaDAAO with the 
structures of other DAAOs are generally slightly out-
side the 2 Å boundary value, the homology analysis 
and comparison of the general structure allowed us to 

classify this enzyme as a D-amino acid oxidase. The 
results of comparison of the structures of active cen-
ters fully confirm this conclusion.

Comparative Analysis of the Structures 
of DAAO Active Centers
In the next step, we compared the structures of the 
active centers of the new DAAOs with the known 
D-amino acid oxidases. The coincidence of the struc-
ture of the new protein with the structure of the ac-
tive center of known enzymes clearly shows that the 
protein of interest belongs to certain enzyme families. 
The structure of the FAD-binding domain should be 
very similar in all DAAOs, but due to different spe-
cificities, the structure of substrate-binding domains 
should differ quite significantly both in volume and 
in the type of residues involved in the binding of a 
particular D-amino acid. Therefore, the coincidence 
of the structures of the substrate-binding domains of 
the active center allows one to unambiguously prove 
that the new enzyme belongs to the DAAO family 
and to draw a fairly reliable conclusion about the pos-
sible spectrum of substrate specificity. In this case, 
a comparison with the structures of DAAO active 
centers from the yeast O. parapolymorpha DL-1 is 
particularly useful since these enzymes differ greatly 
from each other both in the profile of substrate spec-
ificity and in the pH dependences of activity and sta-
bility. The effectiveness of such a comparison is clear-
ly seen by the example of NhaDAAO from archaea. 
As noted above, this enzyme differs rather markedly 
from other DAAOs both in its amino acid sequence 
length and in its overall structure. However, the re-
sults of a comparison of the structures of the active 
sites indicate that NhaDAAO and OpaDAAO2 have 
almost identical active centers (Fig. 3). Alignment of 
the overall structures with the FAD cofactor reveals 
that in addition to the conserved Arg residue in the 
substrate-binding domain (see above), there are Tyr 
and Phe residues involved in substrate binding, and 
the locations of these residues in the active centers 
of NhaDAAO and OpaDAAO2 are almost identical. 
Moreover, the results of modelling the structure of 
the active center of OpaDAAO2 itself are in complete 
agreement with the experimental data, according to 
which the best substrates are D-amino acids with hy-
drophobic side groups – D-Phe (the highest activity), 
D-Tyr and D-Leu. Therefore, it is logical to assume 
that NhaDAAO should have the same spectrum of 
substrate specificity. High specificity to D-Leu and 
D-Phe was also predicted by comparison with the 
active center of OpaDAAO3 and the enzyme from 
N. hydrolyticum ACPA39 (NhyDAAO) (not shown). 
At present, the gene of this enzyme has been cloned 
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in our laboratory, and its expression in E. coli cells 
is in progress. Preliminary experiments confirmed 
that D-Leu and D-Phe are the best substrates for 
NhyDAAO (a detailed description of the preparation 
and study of the properties of recombinant NhyDAAO 
will be presented in a separate publication).

A comparison of DAAO structures showed that 
the active centers of enzymes from G. thermophi-
la (GthDAAO) and from R. radiotolerans DSM 5868 
(RraoDAAO) are quite unique. In GthDAAO, the car-
boxyl groups of the side chain of residues Glu202 and 
Asp204 must participate in substrate binding (Fig. 4A). 
This suggests that this enzyme can be specific to 
D-Lys and D-Arg, but docking of various D-amino 
acids indicates that both carboxyl groups of residues 
Glu202 and Asp204 are located quite far away (more 
than 3 Å) from the substrate molecule. A more inter-
esting situation is observed in the case of RraDAAO 
(Fig. 4B). The positively charged residue Arg226 and 
the negatively charged residue Glu228 can participate 
in the binding of the substrate side groups. Docking 
to the active center of various D-amino acids suggests 
that RraDAAO should be specific to positively charged 
D-Lys and potentially active with D-Glu. Cloning of 
the gene for this enzyme is of interest because D-Lys 
is a poor substrate for all DAAOs described.

CONCLUSION
The results of our experiments allow us to draw sev-
eral conclusions.

(1) The introduction of the second stage – struc-
tural analysis – in the identification of genes for new 
D-amino acid oxidases, after a search in genomes by 
homology, is a highly effective and necessary proce-
dure. At this stage, it is possible not only to unam-
biguously confirm that the new enzyme belongs to 
DAAO but also to predict the possible spectrum of 
its substrate specificity. The reliability of such pre-
diction of high activity with D-Leu and D-Phe for 
new DAAO from the bacterium from N. hydrolyticum 
ACPA39 was confirmed experimentally.

(2) The amino acid sequences of D-amino acid oxi-
dases from bacteria have low homology (no more than 
30%). Analysis of the bacterial DAAO sequences re-
vealed new characteristic conserved elements that 
can be used for identification of these enzymes dur-
ing their search in bacterial genomes. The presence of 
new conserved regions was also shown in the DAAO 
sequence of N. halalkaliphilus AArcht4 (NhaDAAO) 
archaea.

(3) The D-amino acid oxidase gene was found in 
the archaean genome for the first time. Compared 
to bacterial DAAOs, the NhaDAAO enzyme from ar-

А B

Fig. 3. The model structures of the active sites of NhaDAAO from the archaea N. halalkaliphilus AArcht4 (A) and 
OpaDAAO2 from the methylotrophic yeast O. parapolymorpha DL-1 (B)
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chaea has a longer amino acid sequence and less simi-
lar overall three-dimensional structure, but the re-
sults of structural analysis clearly showed that the 
active center of NhaDAAO is almost identical to the 
active center of OpaDAAO2 from the methylotrophic 
yeast O. parapolymorpha DL-1. Additionally, a glycine 
oxidase was identified in the genome of N. halalka-
liphilus AArcht4, which is the closest in homology to 
GOX from the pathogen P. aeruginosa.

(4) D-amino acid oxidases play an important role 
in the functioning of microorganisms and mammals. 
That is why the search for human hDAAO inhibi-
tors is one of the most active and topical areas of re-
search on this enzyme [34]. Reliable identification of 
the D-amino acid oxidase gene (MycDAAO) in the ge-
nome of the tuberculosis causative pathogen allows us 
to consider this enzyme as a target for the develop-
ment of a new type of drug against tuberculosis. Due 
to the rare occurrence of DAAO in bacteria and due 
to the significant differences of this enzyme from oth-
er DAAOs (primarily from hDAAO), efficient inhibi-

А B

Fig. 4. Docking of D-Ala, D-Asp and D-Lys to the DAAO active site from G. thermophila (A) and D-Ala, D-Glu and 
D-Lys to the DAAO active site from R. radiotolerans DSM 5868 (B)

tors that bind specifically to MycDAAO can be used 
as anti-tuberculosis drugs. 
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INTRODUCTION 
Studying the mechanisms of inflammation induced 
by ligands of differing nature is one of the priori-
ties in modern biomedicine. This work considers the 
possibility of using lipopolysaccharide (LPS) from 
Rhodobacter capsulatus PG, a non-toxic endotox-
in antagonist, to study the mechanisms underwrit-
ing the functional responses of innate immunity cells 
to pathogen-associated molecular patterns (PAMP) 
of differing nature. LPS and lipoteichoic acids (LTA), 
the central elements of the cell wall of Gram-negative 
and Gram-positive bacteria, exhibit immunostimula-
tory activity. LPS are glycolipids with three structural 
domains: lipid A, core oligosaccharide, and O-antigen, 
and they are localized in the outer membrane of 
Gram-negative bacteria. LTA are amphiphilic di- and 
triacylated lipopeptides anchored on the outer side of 

the cytoplasmic membrane of Gram-positive bacteria. 
In some aspects, LTA can be considered the equiva-
lent of LPS, which is responsible for the development 
of the septic shock induced by Gram-positive bacteria 
[1]. TLR4 and TLR2 when expressed on the surface 
of blood cells can recognize these biologically active 
molecules. TLR4 has been identified as a specific re-
ceptor for LPS, inducing the release of pro-inflamma-
tory cytokines by monocytes and macrophages stim-
ulated by endotoxins [2]. TLR2 recognizes the di- or 
triacylated LTA of Gram-positive bacteria by trig-
gering the immune response [3, 4]. The LTA from 
Streptococcus pyogenes, Staphylococcus aureus, and 
Streptococcus pneumonia bind directly to TLR2 [5–
7]. The blood LBP protein, which binds to LPS and 
transfers it as a monomer to the membrane-bound 
receptor CD14, then to MD-2 and TLR4, is involved 
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in the delivery of LPS to the receptor [8]. LBP and 
CD14 are also involved in LTA delivery to TLR2 [4]. 
CD14 constitutes part of the multi-ligand receptor 
complex, mediating a variety of cellular responses 
related to signal transduction from TLR2 and TLR4 
[9]. CD14 enhances the TLR2 activation by facilitat-
ing lipopeptide binding and TLR2 heterodimeriza-
tion with TLR1 or TLR6. The activation of the TLR2/
TLR6 complex by diacylated lipopeptides, particularly 
LTA, involves the CD36 receptor [10]. For TLR4 to 
function as an LPS receptor, the myeloid differen-
tiation factor MD-2 is required [11]. MD-2 is physi-
cally associated with TLR2 but weaker than it is with 
TLR4 [12]. This accessory molecule has been shown 
to enhance the TLR2-mediated responses to LTA [13]. 
Unlike TLR4, which transmits signals as a homodi-
mer (TLR4)2 when responding to LPS, TLR2 forms 
a heterodimer with TLR6 or TLR1 when recognized 
by LTA [14, 15]. The cell wall bacterial components 
LTA and LPS trigger the intracellular signaling cas-
cade through TLR2 and TLR4 via a similar signaling 
pathway, that activates the transcription factors NF-
κB, PKC, PI3K, ERK, JNK, and p38 MAPK and syn-
thesizes the pro-inflammatory cytokines TNF-α, IL-
1β, IL-6 and chemokine IL-8 [16]. LPS from a wide 
range of non-enterobacterial bacteria activate the 
myeloid cell line via TLR2 [17, 18]. The features of 
the lipid A of these LPS include a presence of phos-
phorylated diglucosamine, the length of hydrocarbon 
chains of fatty acid residues different from the chain 
length of enterobacterial LPS, or branched acyl chains 
[19]. The non-toxic LPS of the Gram-negative photo-
trophic bacterium Rhodobacter capsulatus PG func-
tions as an endotoxin antagonist [20, 21]. This LPS can 
block blood cell activation, resulting in a wide range 
of pro-inflammatory cytokines being released caused 
by endotoxins [22]. E5531, a synthetic analog of lipid 
A from R. capsulatus, suppresses TNF-α production 
by human blood monocytes activated by E. coli LPS 
0111:B4 or Staphylococcis faecalis LTA, exhibiting al-
most no activity of its own [23]. 

The structure of the non-toxic lipid A of the LPS 
from Rhodobacter capsulatus includes diphosphoryle-
thanolamine at C-1, phosphorylethanolamine at C-4’, 
and an unsaturated fatty acid (12:1) in the disaccha-
ride backbone [24]. These structural features of lipid 
A allowed us to hypothesize that Rhodobacter capsu-
latus PG LPS, similar to E5531, could compete with 
S. pyogenes LTA for TLR2 by blocking the activation 
of pro-inflammatory cytokine synthesis by blood cells. 

EXPERIMENTAL
The research was performed on the whole blood of 
healthy volunteers of both sexes, with ages rang-

ing from 25 to 30 years. All subjects gave written 
consent to participate in the study. The study proto-
col complies with the Declaration of Helsinki of the 
World Medical Association (2013) and was approved 
by the Local Ethics Committee of the Hospital of 
the Pushchino Scientific Center (No. 2 of April 10, 
2014). Peripheral blood was collected under clinical 
conditions using vacutainers (Becton Dickinson and 
Company, United Kingdom) treated with sodium hep-
arin (17 units/ml).

Activation of blood cells by LPS and LTA 
We studied the effect of LPS and LTA on cytokine 
and chemokine synthesis by diluting blood in RPMI 
1640 medium at a ratio of 1 : 10 and incubating with 
E. coli LPS 055:В5 (100 ng/ml), S. enterica serotype 
Typhimurium LPS (100 ng/ml), S. pyogenes LTA 
(1000 ng/mL) (Sigma-Aldrich, USA), or Rhodobacter 
capsulatus PG LPS (1000 ng/mL) in various com-
binations for 6 and 24 h at 37°C in 5% CO2. The 
Rhodobacter capsulatus PG LPS was obtained accord-
ing to the method described previously [25]. We de-
termined the antagonistic effect of Rhodobacter cap-
sulatus PG LPS against E. coli LPS, S. enterica LPS, 
or S. pyogenes LTA in various combinations by prein-
cubating blood with Rhodobacter capsulatus PG LPS 
for 30 min, followed by the addition of LPS or LTA. 
To determine the role of the CD14 receptor in cell ac-
tivation, we preincubated the blood with antibodies 
(Ab) to CD14 (2 μg/ml) (Purified Anti-human CD14 
Clone M5E2, BioLegend, USA) for 30 min at 4°C and 
then added LPS or LTA. The samples were incubated 
for 6 and 24 h at 37°C in 5% CO2. Once incubated, the 
blood cells were precipitated by centrifugation (300 g, 
10 min). The supernatants were collected and stored 
at −20°C until the cytokine and chemokine contents 
were determined.

Cytokine and chemokine content 
The content of cytokines and chemokines was deter-
mined using TNF-α, IL-6, IL-1β, and IL-8 ELISA kits 
(Vector-BEST, Russia) according to the manufactur-
er’s protocol. The optical density of the samples was 
determined using a STAT FAX 3200 ELISA analyzer 
(Awareness Technology Inc., USA) at a wavelength of 
450 nm.

Statistical analysis 
Statistical processing and graphical representation of 
the results were performed using nonparametric sta-
tistics in Origin Pro 7.5 and Microsoft Office Excel 
2010 (AtteStat plugin). The results were presented as 
values with upper and lower quartiles (IQR). The sta-
tistical significance of the differences between medi-
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an values was determined by the Mann-Whitney test 
(p < 0.05).

RESULTS
E. coli LPS or S. enterica LPS stimulated significant, 
similarly high, production of the pro-inflammatory 
cytokines TNF-α (Fig. 1), IL-6 (Fig. 2), and IL-1β 
(Fig. 3), as well as the inflammatory chemokine IL-8 
(Fig. 4), whose production significantly exceeded con-
trol values. LTA activation also resulted in the pro-
duction of high levels of the cytokines and chemo-
kines analyzed. The level of synthesis of the later 
cytokine IL-1β and chemokine IL-8 in response to 
S. pyogenes LTA exceeded the levels when activated 
by E. coli LPS or S. enterica LPS (Fig. 3, 4).

Non-toxic Rhodobacter capsulatus PG LPS at a 
concentration 10-fold higher than that of the E. coli 
and S. enterica endotoxins and at equal concentra-
tion with S. pyogenes LTA did not stimulate the cells 
to produce TNF-α, IL-6, and IL-1β (Fig. 1–3). The 
amount of chemokine IL-8 in the blood in response 
to Rhodobacter capsulatus PG LPS slightly increased 
compared to the control but was significantly lower 
than that during the activation of blood cells by en-
dotoxins or S. pyogenes LTA (Fig. 4). The study of the 
ability of Rhodobacter capsulatus PG LPS to protect 
blood cells from the action of the E. coli and S. enteri-
ca endotoxins revealed that the Rhodobacter capsula-
tus PG LPS suppressed the synthesis of the TNF-α, 
IL-6, and IL-1β cytokines in the blood, with the block-
ing response to S. enterica LPS being stronger than 
that to E. coli LPS (Fig. 1–3).

No protective effect of Rhodobacter capsulatus 
PG LPS against the endotoxins was observed ac-
cording to the IL-8 chemokine synthesis (Fig. 4). 
IL-8 is an important mediator of the host response 
to inflammation and infection [26]. It is assumed that 
the cell response to an exposure to bacterial agents 
and IL-8 synthesis is induced earlier than the IL-6 
synthesis [27].

Upon the activation of the cells with S. pyogenes 
LTA, pre-incubation of blood with Rhodobacter cap-
sulatus PG LPS resulted in a significant decrease 
in the synthesis of the pro-inflammatory cyto-
kines TNF-α, IL-6 and IL-1β and chemokine IL-8 
(Fig. 1–4). The data obtained suggest that the LPS 
from Rhodobacter capsulatus PG exhibit antagonistic 
activity not only against endotoxins, but also against 
the S. pyogenes LTA.

In the control samples, Ab to CD14 did not affect 
the activation of the TNF-α synthesis in blood cells 
(Fig. 5). Pre-incubation of blood with Ab to CD14, 
followed by the activation of E. coli LPS, S. enterica 
LPS, or S. pyogenes LTA cells more markedly re-

duced the TNF-α synthesis induced by LTA than by 
endotoxins.

DISCUSSION
Toll-like receptors (TLRs) activate the cells of the 
innate immune system by recognizing various mi-
croorganisms through pathogen-associated molec-
ular patterns (PAMPs), particularly LPS of Gram-
negative bacteria and LTA of Gram-positive bacteria. 
TLR4 receptors recognize LPS, the central induc-
ers of the inflammatory responses induced by Gram-
negative bacteria, and TLR2 recognizes LTA, the in-
ducers of the inflammatory response triggered by 
Gram-positive bacteria [3]. Both receptors are capable 
of signaling by forming a homodimer (TLR4)2 or a 
TLR2/TLR6 heterodimer, respectively. Variations in 
the number of acyl chains in endotoxin lipid A can 
attenuate signaling through TLR4 and alter the host’s 
immune response to the pathogen [28]. TLR4/MD-2 
recognizes hexaacylated E. coli lipid A as an ago-
nist. The structural changes in the lipid A of other 
Gram-negative bacteria reduce their activity in the 
receptor complex, compared to hexaacylated lipid A. 
When examining the ability of E5531, a pentaacyl-
ated synthetic analog of lipid A of Rhodobacter cap-
sulatus, to inhibit the binding of E. coli LPS to hu-
man monocytes, was calculated the affinity of E5531 
to the cells to be 24 times lower than that of E. coli 
LPS [23]. We used Rhodobacter capsulatus PG LPS in 
concentrations 10-fold higher than those of endotox-
ins to block the effects of E. coli LPS or S. enterica 
LPS. The LPS of Rhodobacter capsulatus PG was 
found to block the synthesis of the pro-inflammatory 
cytokines TNF-α, IL-6, and IL-1β in the cells acti-
vated by S. enterica LPS stronger than E. coli LPS. 
The antagonistic activity of the LPS of Rhodobacter 
capsulatus PG against the S. pyogenes LTA was sig-
nificantly stronger when equal weight concentrations 
of Rhodobacter capsulatus PG LPS and S. pyogenes 
LTA were used. The ability of Rhodobacter capsula-
tus PG LPS to protect the cells from activation cyto-
kine synthesis by agonists was reduced in the series 
of S. pyogenes LTA > S. enterica LPS > E. coli LPS 
(Fig. 1–3). The CD14 receptor, involved not only in li-
gand recognition by the TLR4 and TLR2 receptors, 
but also in the activation of cytokine synthesis by the 
cells, plays a critical role in both LPS and LTA signal 
transduction [6, 29]. The CD14 receptors expressed 
on the cell surface bind with high affinity to the mo-
lecular ligands associated with various pathogens. 
Subsequently, CD14 transmits LPS to the TLR4/
MD-2 signaling complex [30]; and LTA, to the TLR2/
TLR6 complex [4]. CD14 and CD36 act as TLR2 co-
receptors in the monocyte response to LTA. Blocking 
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Fig. 1. Effect of R. capsulatus PG LPS on TNF-α secretion 
upon activation of blood cells by E. coli LPS, S. enterica 
LPS, or S. piogenes LTA, n = 7. *p < 0.05
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Fig. 2. Effect of R. capsulatus PG LPS on IL-6 secretion 
upon activation of blood cells by E. coli LPS, S. enterica 
LPS, or S. piogenes LTA, n = 7. *p < 0.05
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Fig. 3. Effect of R. capsulatus PG LPS on IL-1β secretion 
upon activation of blood cells by E. coli LPS, S. enterica 
LPS, or S. piogenes LTA, n = 7. *p < 0.05
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Fig. 4. Effect of R. capsulatus PG LPS on IL-8 secretion 
upon activation of blood cells by E. coli LPS, S. enterica 
LPS, or S. piogenes LTA, n = 7. *р < 0.05

these receptors with antibodies inhibits the LTA-
induced release of TNF-α by monocytes, indicating 
the involvement of these receptors in LTA binding 
to the plasma membrane and NF-κB activation [31]. 
On human monocytes, Streptococcus sanguis LTA has 
been shown to compete with Salmonella abortusequi 

LPS for binding to CD14. However, the LPS binding 
to CD14 has been found to be completely inhibited 
if the LTA concentration is 100-fold higher than the 
LPS concentration [32]. 

To validate this assumption and understand the 
mechanism of suppression of cell activation by 
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Rhodobacter capsulatus PG LPS, we blocked blood 
cell CD14 receptors using mAbs prior to activation 
by the LPS or LTA agonist. The low percentage of 
activation reduction observed (compared to the data 
in [23]) upon blocking of the CD14 receptors is obvi-
ously related to the specificity of the antibodies we 
used (Clone M5E2). The pre-incubation of blood with 
Ab CD14 before the activation of the cells by E. coli 
LPS, S. enterica LPS, or S. pyogenes LTA more mark-
edly reduced the TNF-α synthesis induced by LTA 
than by the endotoxins. The results obtained dem-
onstrate that CD14 is involved in the activation and 
signal transduction to cytokine synthesis from LPS 
and LTA, with this involvement decreasing in the se-
ries of S. pyogenes LTA > S. enterica LPS > E. coli 
LPS (Fig. 5), similar to the decreasing efficiency of 
Rhodobacter capsulatus PG LPS protection from cell 
activation by the agonists used (Fig. 1-3). 

Two possible mechanisms for blocking cell activa-
tion by Rhodobacter capsulatus PG LPS can be sup-
pose here. They are related to the different affinities 
of the studied ligands for the CD14 receptors: block-
ing at the level of interaction with the CD14 recep-
tor or at the level of activation of the TLR4/MD-2 or 
TLR2/TLR6 receptor complex.

CONCLUSION
Our results have revealed that the non-toxic LPS 
of Rhodobacter capsulatus PG blocks the synthe-
sis of pro-inflammatory cytokines upon blood cell 
activation by S. pyogenes LTA through binding to 
the CD14 receptor, resulting in a suppression of sig-
nal transduction to TLR2/TLR6. To conclude, we be-
lieve that the LPS of Rhodobacter capsulatus PG can 
be considered a prototype for developing prepara-
tions to protect blood cells from the action of LTA of 
Gram-positive bacteria. 
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second line, are standard treatments for advanced 
GC. However, the median survival time in advanced 
GC remains approximately 12 to 15 months, obvious-
ly as we await new therapies to come on line [5–7]. 
Immune checkpoint inhibitors (ICIs) have recently 
become the new standard treatment for several ma-
lignancies, including advanced cancer. However, the 
success currently enjoyed with immunotherapy for 
GC remains limited. There are several clinical trials 
focusing on different combinations of immunother-
apy and chemotherapy drugs to maximize efficacy. 
It also remains controversial whether the number of 
PD-L1-positive tumor cells affects the effectiveness 
of therapy and whether their number should be con-
sidered when prescribing an appropriate treatment. In 
addition, the qualitative and quantitative composition 
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ABSTRACT A comprehensive analysis of the cell phenotype of the inflammatory infiltrate of the tumor stroma 
represents a promising area of molecular oncology. The study of not only soluble forms of various immu-
noregulatory molecules, but also their membrane-bound forms is also considered highly relevant. We per-
formed a comprehensive analysis of tissue and circulating forms of the PD-1 and PD-L1 proteins, as well as 
macrophage and B-cell markers in the tumor stroma of gastric cancer, to assess their clinical and prognostic 
significance. The tumor and blood plasma samples from 63 gastric cancer patients were studied using ELISA 
and immunohistochemistry. Malignant gastric tumors were shown to be strongly infiltrated by B-cells, and 
their number was comparable to that of macrophages. For PU.1 expression, an association with tumor size 
was observed; i.e., larger tumors were characterized by fewer PU.1+ infiltrating cells (p = 0.005). No clinical 
significance was found for CD20 and CD163, but their numbers were higher at earlier stages of the disease 
and in the absence of metastases. It was also demonstrated that the PD-L1 content in tumor cells was not 
associated with the clinical and morphological characteristics of GC. At the same time, PD-L1 expression in 
tumor stromal cells was associated with the presence of distant metastases. The analysis of the prognostic 
significance of all the markers studied demonstrated that CD163 was statistically significantly associated with 
a poor prognosis for the disease (p = 0.019). In addition, PD-L1 expression in tumor cells tended to indicate 
a favorable prognosis (p = 0.122). The results obtained in this work indicate that the study of soluble and tis-
sue markers of tumor stroma is promising in prognosticating the course of GC. The search for combinations 
of markers seems to be highly promising, with their comprehensive analysis capable of helping personalize 
advanced antitumor therapy.
KEYWORDS gastric cancer, PD-1, PD-L1, stroma, prognosis.

INTRODUCTION
Gastric cancer (GC) is one of the most common can-
cers worldwide and one of the major causes of mor-
tality. The incidence of cancer is higher in men than it 
is in women [1]. A large number of different factors, 
including Helicobacter pylori infection [2], smoking [3], 
dietary habits [2], genetic disorders [4], and others, 
lead to the appearance of GC. Although the majori-
ty of etiological factors of GC appearance are known, 
early diagnosis of the disease remains somewhat chal-
lenging due to its asymptomatic development, and, 
more often than not, the pathology is diagnosed at 
late stages. Combination regimens, including fluoro-
pyrimidine and platinum drugs (and trastuzumab in 
the cases of HER2-positive tumors) in the first line 
and paclitaxel with or without ramucirumab, in the 
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of the tumor microenvironment can affect the success 
of GC therapy. For example, an increased number of 
Th1 cells promotes inflammation and the development 
of cancer [8], and the content of B cells expressing 
IL-10 affects the production of cytokines by CD4+ 
and CD8+ T cells [9].

The main types of tumor immune infiltrate cells in-
clude macrophages and T-cells, as well as B-cells. It 
is known that the number of stromal cells and their 
population composition may be a prognostic factor for 
both the course of the disease and response to thera-
py. PU.1 is a transcription factor that plays an impor-
tant role in hematopoiesis, and its expression at a high 
level is characteristic of macrophages. We have pre-
viously shown that, for various types of solid tumors, 
PU.1 can be used as a marker of tumor-associated 
macrophages [10]. CD3 is a surface marker of mature 
T cells and is used to determine their total content in 
various tissue types. CD20 is a transmembrane pro-
tein expressed on the surface of B-cell precursors 
and mature B-cells, allowing its use in various clinical 
studies as a general B-cell marker.

The purpose of this work was to perform a com-
prehensive analysis of PD-L1 expression in tumor and 
stromal GC cells, as well as the content of the soluble 
form of PD-L1 in the blood plasma of patients. In ad-
dition, we analyzed the content of tumor-associated 
macrophages and B-cells in the stroma of GC tumors.

EXPERIMENTAL
The study included 63 primary GC patients at differ-
ent stages of the tumor process and 60 healthy do-
nors who underwent examination and treatment at 
the N.N. Blokhin National Medical Research Center 
for Oncology of the Ministry of Health of Russia. 
All procedures performed in the study involving pa-
tients and healthy donors met the ethical standards 
of the organization’s ethics committee and the 1964 
Declaration of Helsinki and its subsequent amend-
ments or comparable ethical standards. Informed 
consent was obtained from each of the participants 
included in the study. The clinical diagnosis of gas-
tric cancer in all patients was confirmed by a mor-
phological examination of the tumor according to the 
International Histological Classification of Tumors of 
the Digestive System (WHO, 2019). A description of 
the studied sample is presented in Table 1.

The concentration of sPD-L1 and sPD-1 proteins 
was determined in blood plasma obtained according to 
the standard technique before specific treatment us-
ing Human PD-L1 Platinum ELISA and Human PD-1 
ELISA kits (Affimetrix, eBioscience, USA) according 
to the manufacturer’s instructions. Measurements 
were performed on a BEP 2000 Advance auto-

mated enzyme immunoassay (Siemens Healthcare 
Diagnostics, Germany). The protein content was ex-
pressed in picograms (pg) per 1 ml of blood plasma.

Immunohistochemical (IHC)-study of CD163, PU.1, 
and CD20 was performed according to the standard 
technique on tumor tissue sections. Tris-EDTA buf-
fer pH 9.0 (PrimeBioMed, Russia) was used for an-
tigen retrieval. The primary antibodies to PU.1 (4G6; 
PrimeBioMed, Russia, dilution 1 : 200), CD163 (10D6; 
BIOCARE, USA, dilution 1  : 100), and CD20 (clone 
PBM-12F1; PrimeBioMed, Moscow, dilution 1  : 100) 
were incubated for 30 min. The PrimeVision Ms/Rb 
HRP/DAB detection system (78-310004, PrimeBioMed, 
Russia) was used according to the manufacturer’s in-
structions.

The preparations obtained were evaluated us-
ing an OLYMPUS BX53 microscope, a Lumenera 
INFINITY2-2C camera, and the Infinity analyze soft-
ware. The expression of CD163, PU.1, and CD20 was 
assessed in the tumor stroma. In each case, the num-
ber of CD163-, PU.1-, and CD20-positive cells was an-

Table 1. Clinical and morphological characteristics of pa-
tients with gastric cancer

Characteristics Number of 
cases, %

Age
≤ 61
> 61

32 (51)
31 (49)

Gender
Male

Female
35 (56)
28 (44)

Histology
Adenocarcinoma

Signet-ring cell carcinoma
Undifferentiated cancer

52 (82.5)
10 (16)
1 (1.5)

Stage
I–II

III–IV
25 (40)
38 (60)

Localization
Distal

CEC (cardioesophageal cancer)
Proximal

Stomach body
Total lesion

14 (22)
3 (5)

16 (25)
26 (42)
4 (6)

Tumor size (Т)
T1–T2
T3–T4

13 (21)
50 (79)

Nodal status (N)
N0
N+

24 (38)
39 (62)

Metastasis (M)
M0
M+

54 (86)
9 (14)

Grade (G)
G1–G2

G3
19 (30)
44 (70)
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alyzed under ×200 magnification in five independent 
fields of view by direct counting. The sample was 
considered positive if at least one specifically stained 
cell was present. The content of CD163, PU.1, and 
CD20 in the tumor stroma was expressed as the aver-
age number of cells per field of view.

The data obtained were processed using the 
GraphPad Prizm 9.0 software. Mann-Whitney non-
parametric test and Spearman rank correlation coef-
ficient were used to compare the parameters and an-
alyze their relationships. For the overall survival rate 
analysis, the patients were divided into two compari-
son groups depending on the median content of the 
studied proteins. The analysis of overall survival was 
performed by constructing survival curves according 
to the Kaplan-Meier method. The comparison of the 
statistical significance of differences was performed 
using the logarithmic rank criterion. To assess the 
potential impact of various risk factors on surviv-
al, we additionally performed a multivariate analy-
sis using a nonparametric Cox proportional hazards 
model. Differences and correlations were considered 
statistically significant at p < 0.05.

RESULTS
Expression of PU.1, CD163, and CD20 was detected in 
100% of the examined GC samples. The distribution 
of cell numbers in the GC samples is shown in Fig. 1.

The analysis of the results showed that the me-
dian number of PU.1+ cells in the sample was 34.8 
(0.4–77.8) cells per field of view, CD163+ cells – 17.6 
(0.8–66.4), CD20+ cells – 32.2 (3.2–91.2). It should be 
noted that, in gastric tumors, B-cells are present in 
similar numbers as PU.1+ macrophages.

Association of PU.1, CD163, and CD20 content with 
clinical and morphological characteristics of GC
At the next stage, we analyzed the association of the 
PU.1+, CD20+, and CD163+ cell content in the tumor 
stroma with the clinical and morphological character-
istics of the disease (Table 2).

The analysis showed that the PU.1 content was 
significantly associated with tumor size; i.e., larger 
tumors were characterized by a smaller number of 
PU.1+ infiltrating cells. We should also note the dif-
ferences in the content of PU.1+ and CD163+ cells, 
depending on tumor localization. Thus, in the case of 
a total gastric lesion, the highest number of PU.1+ 
cells and the lowest number of CD163+ cells were 
observed. But these observations did not reach the 
threshold of statistical significance.

PD-1 and PD-L1 content in tumor 
samples of GC patients
In addition to analyzing the expression of stromal 
markers, we assessed the tissue content of PD-L1 in 

Fig. 1. (A) Distribution of PU.1, CD163, and CD20 in the stroma of the tumors of GC patients. (B) Immunohistochemical 
staining of gastric tumors using antibodies to PU.1, CD163, and CD20 (×100)
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the studied GC samples. Examples of immunohisto-
chemical staining for PD-L1 are shown in Fig 2.

PD-L1 expression in the tumor cells was detect-
ed in 35% (22 of 63) of the samples. PD-L1 expres-
sion in stromal cells was detected in 60% (38 of 63) 
of the samples. Then, we analyzed the association of 
the PD-L1 content with the clinical and morphological 
characteristics of the disease (Table 3).

This study showed that the PD-L1 content in tu-
mor cells had no association with the clinical and mor-
phological characteristics of GC. PD-L1 expression in 
tumor stromal cells was found to be associated with 
the presence of distant metastases; i.e., PD-L1 expres-
sion in the primary tumor stroma was observed less 
frequently in their presence.

Soluble forms of PD-1 and PD-L1
In addition, we analyzed the content of soluble forms 
of the proteins (sPD-1, sPD-L1) of the immunity 

checkpoint PD-1/PD-L1 in the plasma of RC patients 
in order to attempt to identify any correlations be-
tween their content in plasma and tissue expression 
and prognostic significance.

At the first stage, we assessed the diagnos-
tic potential of the studied proteins. The median 
sPD-1 and sPD-L1 content in the blood plasma of 

Table 2. Association of the PU.1+, CD163+, and CD20+ cell content in the tumor stroma with the clinical and morpho-
logical characteristics of the disease

Characteristics
PU.1 (number of cells) CD163 (number of cells) CD20 (number of cells)

Median (25–75%) p Median (25–75%) p Median (25–75%) p

Age
≤ 61
> 61

35.8 (23.4–42.7)
34.2 (20.2–42.0)

0.488 17.2 (9.05–22.3)
18.2 (13.2–25.2)

0.297 28.2 (19.4–45.4)
34.4 (20.8–45.2)

0.418

Gender
Male

Female
33.6 (20.2–37.6)
37.3 (26.9–44.2)

0.150 16.2 (10.4–24.4)
18.0 (12.9–21.1)

0.713 29.4 (18.8–45.2)
33.9 (22.9–44.9)

0.403

Histology
Adenocarcinoma

Signet ring cell carcinoma
Undifferentiated cancer

35.0 (20.8–41.9)
29.7 (23.3–37.7)
63.4 (63.4–63.4)

0.216 17.6 (11.8–24.1)
17.5 (10.8–19.7)
28.2 (28.2–28.2)

0.459 33.3 (19.9–44.8)
30.5 (22.1–47.8)
19.6 (19.6–19.6)

0.574

Stage
I–II

III–IV
35.8 (27.5–44.8)
33.8 (18.0–39.5)

0.249 17.8 (13.7–20.7)
16.7 (10.1–24.6)

0.623 34.4 (21.6–46.3)
29.4 (19.5–43.9)

0.424

Localization
Distal

CEC (cardioesophageal cancer)
Proximal

Stomach body
Total lesion

34.8 (28.9–44.1)
35.8 (0.4–41.8)
33.6 (12.5–41.2)
33.4 (24.4–39.8)
48.4 (38.1–61.0)

0.226 17.5 (12.4–23.4)
19.4 (14.8–25.2)
17.3 (11.8–24.1)
18.1 (11.6–23.6)
11.1 (7.7–24.5)

0.824 33.8 (24.7–43.1)
23.4 (6.0–24.6)
28.8 (13.3–52.4)
37.7 (22.3–47.3)
26.5 (18.6–41.1)

0.316

Tumor size (Т)
T1–T2
T3–T4

41.8 (35.5–54.4)
32.9 (19.1–38.7)

0.005* 17.8 (14.5–23.0)
17.6 (10.1–23.4)

0.504 36.0 (26.1–48.1)
29.4 (19.5–43.9)

0.277

Nodal status (N)
N0
N+

35.5 (25.3–42.8)
34.8 (20.2–41.4)

0.733 17.3 (12.9–20.0)
17.8 (11.4–28.2)

0.437 33.3 (19.9–44.4)
29.4 (20.6–45.2)

0.947

Metastasis (M)
M0
M+

34.8 (25.6–41.9)
35.4 (13.6–48.6)

0.889 17.6 (11.2–23.4)
18.4 (12.8–25.4)

0.598 33.3 (21.1–45.3)
29.4 (10.6–40.2)

0.214

Grade (G)
G1–G2
G3–G4

37.6 (25.0–49.8)
34.2 (18.7–38.9)

0.131 19.0 (13.2–25.8)
16.2 (10.9–21.5)

0.448 33.2 (22.0–43.6)
33.4 (18.6–45.4)

0.796

* Statistically significant.

Fig. 2. PD-L1 expression in GC samples (×100) 
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healthy donors was 29.25 (14.9–45.5) pg/ml and 36.23 
(9.83–73.1) pg/ml, respectively; and in the group of GC 
patients – 12.57 (7.7–19.7) pg/ml and 21.83 (10.1–74.3) 
pg/ml. The statistical analysis showed that the content 
of the soluble form of the sPD-1 receptor was signifi-
cantly lower in GC patients compared to the healthy 
donors. The levels of sPD-L1 did not differ between 
the groups of healthy donors and GC patients.

Correlation analysis of soluble and 
tissue forms of the studied proteins
We performed a correlation analysis of the proteins 
examined by determining the Spearman rank correla-
tion coefficient. The results are shown in Fig. 3.

The analysis showed that the plasma content of 
the soluble form of the sPD-1 receptor inversely cor-
relates with the plasma content of sPD-L1 and di-
rectly correlates with the tissue expression of PD-L1 
in stromal cells (r = -0.251; p = 0.047 and r = 0.255; 

Fig. 3. Correlation analysis between tissue and serum 
levels of PD-1, PD-L1, PU.1, CD163, and CD20 in gastric 
cancer patients
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Table 3. Association of PD-L1 content in tumor cells and tumor stroma with the clinical and morphological characteristics 
of the disease

Characteristics
PD-L1 tumor (n) PD-L1 stroma (n)

+ - p + - p
Age
≤ 61
> 61

8
14

24
17

0.117 18
20

14
11

0.609

Gender
Male

Female
12
10

23
18

> 0.999 18
20

17
8

0.127

Histology
Adenocarcinoma

Signet ring cell carcinoma
Undifferentiated cancer

19
3
0

33
7
1

0.704 32
5
1

20
5
0

0.567

Stage
I–II

III–IV
8
14

17
24

0.790 16
22

9
15

0.793

Localization
Distal

CEC (cardioesophageal cancer)
Proximal

Stomach body
Total lesion

3
0
7
11
1

11
3
9
15
3

0.396 8
2
10
16
2

6
1
6
10
2

0.987

Tumor size (Т)
T1–T2
T3–T4

3
19

10
31

0.515 11
27

2
23

0.058

Nodal status (N)
N0
N+

7
15

17
24

0.588 13
25

11
14

0.597

Metastasis (M)
M0
M+

21
1

33
8

0.144 36
2

18
7

0.023*

Grade (G)
G1–G2

G3
7
12

12
21

> 0.999 14
18

5
15

0.239

* Statistically significant.
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p = 0.044, respectively). Also, PD-L1 expression in the 
stromal cells of gastric tumors directly correlates with 
PD-L1 expression in tumor cells and the content of all 
stromal markers examined. A similar pattern was ob-
served for B cells: namely, the content of CD20+ cells 
in tumor stroma positively correlates with both mac-
rophage content and PD-L1 expression in both stroma 
and tumor cells, and this correlation was statistically 
significant.

Prognostic significance  
of PD-L1/PD-1 in cancer patients
We analyzed the prognostic significance of the mark-
ers studied and their combinations in GC patients. 
Depending on the content of the soluble forms of 
the studied proteins, patients were divided into two 
groups: those with a high and low content of the 
studied markers relative to the median. In the case 
of the PD-L1 tissue expression, patients were divid-
ed into two groups: depending on the presence or ab-
sence of this protein separately in tumor and stromal 
cells. In addition, we analyzed survival depending on 
the complex content of both soluble sPD-L1 and the 
tissue form of PD-L1. The survival plots of patients 
are shown in Fig. 4.

This study failed to establish a relationship be-
tween the sPD-1 and sPD-L1 levels in GC patients 
and the survival prognosis. For the tissue form 
of PD-L1, an inconsistent pattern was revealed. 
However, it should be noted that, for PD-L1 in tumor 
cells, we observed a trend toward the prognostic sig-
nificance of the marker; i.e., a high expression of this 
protein in tumor cells of GC patients is a more favor-
able prognostic factor than a low expression of the 
marker (p = 0.122). Also, a comprehensive analysis in-
dicated that a simultaneous high content of tissue and 
soluble forms of PD-L1 was not a prognostic marker 
in cancer.

Next, we analyzed the prognostic significance of 
PU.1, CD20, and CD163 in cancer. The results are 
shown in Fig. 5.

The data in Fig. 4 show that the studied stromal 
markers (PU.1, CD163, and CD20) are not prognosti-
cally significant in GC.

In addition, we performed a multivariate statistical 
analysis of the prognostic significance of all investi-
gated markers. The results are presented in Table 4.

Cox regression analysis revealed that a high CD163 
content in cancer is an independent prognostic factor 
associated with decreased overall survival.

DISCUSSION
The clinical and prognostic significance of the mi-
croenvironment of gastric tumors is being active-

ly studied. In this work, we analyzed the content of 
PU.1+, CD163+, and CD20+ in the stroma of gas-
tric tumors and evaluated their clinical and prognos-
tic significance. In the context of solid tumors, the 
clinical significance of PU.1 expression was studied 
in patients with breast cancer and gliomas [11, 12]. 
Association of its expression with progression of the 
disease and an unfavorable prognosis were estab-
lished for both tumor types. PU.1 expression has also 
been studied in non-small cell lung cancer (NSCLC) 
[13], colorectal cancer [14], and esophageal cancer [10]. 
One study was devoted to the study of PU.1 expres-
sion in GC, which showed that PU.1 expression is sig-
nificantly elevated in gastric tumor tissue compared 
to the relative norm and is associated with an unfa-
vorable prognosis and disease progression. Moreover, 
high PU.1 expression positively correlates with the 
number of activated CD4 memory T cells, resting NK 
cells, M2 macrophages, resting dendritic cells, and 
neutrophils in the tumor stroma [15]. Our study failed 
to reveal any prognostic significance of this protein, 
but consistent with the literature data, we observed 
a positive correlation of the PU.1+ cell content with 
macrophages and B-cells, as well as PD-L1+ cells in 
the tumor stroma.

A large number of studies are devoted to the anal-
ysis of the CD163+ macrophage content in gastric 
tumors, but the results are rather inconclusive. The 
literature suggests that CD163 expression is often as-
sociated with an unfavorable prognosis of various sol-
id tumors [16]. However, for gastrointestinal tumors, it 
has been shown that CD163 can be a marker of good 
prognosis, particularly in esophageal cancer [17] and 
colorectal cancer [18]. For GC, an increased density 
of CD163+ macrophages in tumor stroma has been 
shown to be associated with the activation of the im-
mune response and improved patient survival accord-
ing to single-factor analysis [19]. However, opposite 
results have also been reported. A study of 148 tumor 
tissue samples revealed that high CD68+/CD163+ 
infiltration was a marker of unfavorable prognosis 
[20]. Other researchers demonstrated that an elevated 
CD163+ cell content was associated with large tu-
mor size, low tumor differentiation, and metastases 
in regional lymph nodes. Moreover, the CD163 den-
sity increased with the depth of invasion, stage of the 
disease, and increased expression of tumor stem cell 
markers. The authors also found that an increased 
expression of this marker was associated with dis-
ease recurrence [21, 22]. The data we obtained are in 
agreement with the literature data; namely, a high 
content of CD163+ cells in the tumors of GC patients 
is an independent marker of an unfavorable prognosis 
in this pathology. There is also evidence in the litera-
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Table 4. Statistical analysis of the prognostic significance of sPD-1, sPD-L1, PD-1, PD-L1, CD20, CD163, and PU.1 in GC 
patients

Metrics
Univariate analysis Multivariate analysis

HR 95% CI p HR 95% CI p

sPD-1 (high/low) 1.443 (0.646–3.226) 0.366 0.971 (0.915–1.013) 0.234

sPD-L1 (high/low) 1.038 (0.466–2.315) 0.927 0.999 (0.988–1.008) 0.780

PD-L1 (tumor) (high/low) 0.524 (0.235–1.167) 0.122 0.480 (0.150–1.406) 0.193

PD-L1 (stroma) (high/low) 0.721 (0.316–1.644) 0.419 0.954 (0.332–2.564) 0.927

CD20 (high/low) 0.876 (0.393–1.953) 0.745 0.992 (0.965–1.016) 0.526

CD163 (high/low) 1.509 (0.677–3.361) 0.316 1.053 (1.007–1.098) 0.019*

PU.1 (high/low) 0.654 (0.292–1.466) 0.319 0.991 (0.963–1.018) 0.497

* Statistically significant.
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ture that increased CD163 expression is characteristic 
of PD-L1+ cancer compared to PD-L1 [23]. Our re-
sults demonstrate that the CD163+ cell content in tu-
mor stroma positively correlates with PD-L1 expres-
sion in stromal but not in tumor cells in GC.

At the next stage of the study, we analyzed the 
content of CD20+ cells in the stroma of the tumors 
of GC patients. Various studies report the pres-
ence of CD20+ B-lymphocytes in tumors of dif-
ferent types to have an ambiguous effect on sur-
vival prognosis and tumor stage [24]. For example, 
it was shown that in breast cancer, the total num-
ber of CD20+ В-lymphocytes is associated with tu-
mor progression [25], while in some cases of ovar-
ian, liver, and colorectal cancer, the correlation was 
the inverse [26–28]. The increased content of CD20+ 
B-lymphocytes in the stroma was shown to be as-
sociated with a better prognosis for GC patients. 
However, no association between the B-lymphocyte 
count and clinical and morphological characteristics 
was revealed [29]. Other researchers have demon-
strated similar results, showing that a higher CD20+ 
B-cell density in the stroma is associated with a bet-
ter prognosis. This study has also found the CD20 
expression to be associated with CD68 in the tumor 
stroma. Interestingly, some stromal immune cells ex-
pressed Ki-67 and these were mostly CD20+ cells. 
Moreover, a combination of Ki-67+ and CD20+ dem-
onstrated better prognostic potential for GC [30]. 
The results of our study demonstrate the lack of 
prognostic significance of CD20 in GC, indicating the 
need to use combinations of markers to improve the 

effectiveness of predicting the clinical course of the 
disease.

About two dozen studies are devoted to the prog-
nostic significance of PD-L1 tissue expression. Most of 
those studies suggest an unfavorable prognostic sig-
nificance of this protein expression in GC tumor cells 
[31]. However, some studies suggest high PD-L1 ex-
pression in tumor cells to be a good prognosis mark-
er [32, 33]. Our study has demonstrated that PD-L1 
expression in tumor cells is associated with a higher 
overall survival chance for patients, with no such pat-
tern found for PD-L1 expression in stromal cells or 
the concentration of its soluble form in plasma.

CONCLUSION
The results obtained in this study suggest that mark-
ers of stromal cells in gastric malignancies can po-
tentially be used to plot treatment strategies and dis-
ease prognosis. However, current techniques, namely 
single-color immunohistochemistry, do not provide a 
sufficiently informative response. In order to use stro-
mal markers effectively in the case of GC, the devel-
opment of a comprehensive assay involving the deter-
mination of several serum markers and a multiplex 
analysis of several tumor stroma markers is needed. 
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ABSTRACT The regulatory functions of the B-cell compartment play an important role in the development and 
suppression of the immune response. Disruption of their anti-inflammatory functions may lead to the accel-
eration of immunopathological processes, and to autoimmune diseases, in particular. Unfortunately, the exact 
mechanism underlying the functioning and development of regulatory B cells (Breg) has not yet been fully 
elucidated. Almost nothing is known about their specificity and the structure of their B-cell receptors (BCRs). 
In this research, we analyzed the BCR repertoire of the transitional Breg (tBreg) subpopulation with the 
CD19+CD24highCD38high phenotype in patients with multiple sclerosis (MS), using next-generation sequencing 
(NGS). We show, for the first time, that the immunoglobulin germline distribution in the tBreg subpopula-
tion is different between MS patients and healthy donors. The registered variation was more significant in 
patients with a more severe form of the disease, highly active MS (HAMS), compared to those with benign 
MS (BMS). Our data suggest that during MS development, deviations in the immunoglobulin Breg reper-
toire occur already at the early stage of B-cell maturation, namely at the stage of tBregs: between immature 
B cells in the bone marrow and mature peripheral B cells.
KEYWORDS multiple sclerosis, neurodegeneration, immunoglobulin, transitional B cells, NGS, regulatory 
B cells, BCR-Seq, germline, TrB.
ABBREVIATIONS MS – multiple sclerosis; CNS – central nervous system; HAMS – highly active multiple scle-
rosis; BMS – benign multiple sclerosis; Breg – regulatory B cell; tBreg – transitional regulatory B cell.
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INTRODUCTION
Multiple sclerosis (MS) is one of the most common 
chronic autoimmune diseases of the central nervous 
system (CNS). It affects more than 2.3 million peo-
ple worldwide [1]. Its triggering mechanism, and its 
mechanism of immune-mediated neurodegeneration 
in particular, still remains unknown, which causes sig-
nificant difficulties in efforts to design a strategy for 
MS treatment and drug development [2–4]. Since MS 

was discovered, the main role in its pathogenesis has 
been assigned exclusively to the T cell-mediated im-
munity. However, over the past decade, a lot of ev-
idence has emerged confirming that B cells are di-
rectly involved in the development of autoimmune 
processes, including MS [5]. MS patients have been 
shown to have elevated titers of autoreactive anti-
bodies that specifically recognize native components 
of the myelin sheath. Moreover, the catalytic immu-
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noglobulins that hydrolyze the myelin basic protein 
(MBP), one of the characteristic autoantigens in MS, 
have also been found exceptionally in MS patients, as 
opposed to healthy donors or patients with other neu-
rodegenerative diseases [6–8]. Despite the long history 
of MS research, its exact etiology still remains elusive. 
Molecular mimicry, epitope spreading, and cross-re-
activity are believed to underlie the mechanisms of 
viral induction of the disease [9–15]. The immuno-
globulin repertoire of MS patients contains cross-reac-
tive antibodies capable of simultaneously binding the 
human myelin basic protein and components of the 
Epstein–Barr virus [15, 16] 

Regulatory B cells (Bregs), a new subpopulation 
of B cells, have recently become the object of in-
creasing attention [17,18]. The fundamental inter-
est in them lies in the need to understand the exact 
mechanism of suppression of the inflammatory re-
sponse by B cells. There is no clear understanding 
at what stage of maturation a B cell acquires regula-
tory functions and how it is affected by BCR speci-
ficity. From a practical point of view, Bregs attract 
one’s attention as the cells directly involved in the 
development of autoimmune and lymphoprolifera-
tive pathologies. However, it is impossible to draw an 
unambiguous conclusion about the exact deviations 
that happen during autoimmune inflammation: there 
can be a change in the number of Breg cells, a dis-
ruption of their functions, or a combination of these 
two phenomena. Furthermore, there is limited infor-
mation regarding the specificity of Bregs, although it 
has been shown that they require a B-cell receptor 
for proper functioning [19]. It is unclear whether the 
development of an autoimmune response is accompa-
nied by disruptions in the maturation of Breg immu-
noglobulin genes and whether these regulatory cells 
can be autoreactive. It is not known at what stage 
of development the most significant changes in the 
Breg pool occur: in naïve, transitional, or mature B 
cells? Earlier, we found an increased number of tran-
sitional Bregs (tBregs) in the peripheral blood of MS 
patients [20]. Notably, the tBregs’ immunoglobulin 
heavy chains in MS patients carry fewer hypermuta-
tions compared to healthy donors.

In the present study, we have examined wheth-
er the structures of B-cell receptors from one of 
the most fully described subpopulations of tBregs, 
CD19+CD24highCD38high, differ in MS patients and 
healthy donors. The NGS analysis of BCR sequenc-
es (BCR-Seq) revealed that the distribution of a 
number of immunoglobulin germline genes in MS 
patients differs from that in healthy individuals. 
Moreover, during our analysis of the total pool of 
B cells and the tBreg subpopulation, both an excess 

and decrease in germline occurrence were observed 
in comparison with the normal range. It is important 
to note that this difference is more pronounced in 
patients with a more severe disease course (highly 
active MS (HAMS) [21]) compared to those with be-
nign MS (BMS) [22].

EXPERIMENTAL

MS patients and healthy donors
Peripheral blood was sampled from nine patients 
with MS and six healthy donors (Table 1) at the 
Sixth Neurological Department of the Research 
Center of Neurology (Moscow, Russia). The patients 
with MS were aged 23–61 years (mean, 40.0 ± 9.1). 
Disease severity according to the EDSS scale ranged 
from 1.5 to 8.5. EDSS scores from 0 to 10 were cal-
culated using the Kurtzke Expanded Disability 
Status Scale (EDSS) [23]. Five patients with HAMS 
and four patients with BMS were selected for the 
study. Data on the disease course, as well as treat-
ment duration and history, were collected (Table 1). 
The study was approved by the local ethics commit-
tee of the Neurology Research Center and was con-
ducted in full compliance with the WMA Declaration 
of Helsinki, ICH GCP, and relevant local legislation. 
All patients provided written informed consent after 
discussion of the study protocol.

Isolation of B cells from peripheral blood
Mononuclear cells from the peripheral blood of MS 
patients and healthy donors were obtained by sed-
imentation enrichment using Ficoll density gradi-
ent centrifugation. The residual erythrocyte frac-
tion was removed using a ACK lysing buffer. The 
resulting mononuclear cells were filtered through a 
40-mm nylon filter and stained with fluorescent an-
tibodies: α-CD19-PE-Cy7, α-CD24-PE, α-CD38-APC, 
α-CD45-APC-Cy7 (Bio-legend, USA), and SYTOX 
Green dead cell stain (ThermoFisher Scientific) for 
60 min at +4°C in the dark. The populations of tBregs 
(CD19+CD24highCD38high) and total B cells (CD19+) 
were collected directly into microcentrifuge tubes 
containing a Qiazol lysis buffer (Qiagen, Germany). 
Cell sorting was performed using a BD FACSAria III 
flow cytometer.

Library preparation for immunoglobulin 
sequencing (RT-PCR)
RNA isolation was performed using an RNeasy Mini 
Kit (Qiagen, Germany) according to the manufac-
turer’s protocol. Reverse transcription (RT) was car-
ried out using an MMLV RT kit with oligo(dT) and 
random primers according to the manufacturer’s in-
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structions (Evrogen, Russia). Oligonucleotides for the 
amplification of variable fragments of human immu-
noglobulins VH and VL contained 15 forward prim-
ers for VH and four reverse primers for the human 
heavy chain J fragment, 13 Vκ forward primers and 
two Jκ reverse primers for the kappa light chain, and 
16 Vλ forward primers and three reverse primers Jλ 
for the lambda light chain [24]. Fifteen VH forward 
primers were used individually in each sample in a 
50 µL reaction mixture with an equimolar mixture 
of four JH reverse primers. Thirteen Vκ primers and 
sixteen Vλ primers were used individually to ampli-
fy the VL genes with an appropriate mixture of two 
Vκ reverse primers or three Vλ reverse primers in 
50 µL of the reaction mixture for each sample. cDNA 
(0.02 µg) was used as a template in PCR performed 
with the Hot Start Taq Master Mix kit (Evrogen, 
Russia). The PCR conditions were as follows: one step 
(94°C – 3 min); one cycle (94°C – 25 s, 62°C – 25 s, 
72°C – 25 s); two cycles (94°C – 25 s, 60°C – 25 s, 
72°C – 25 s); two cycles (94°C – 25 s, 58°C – 25 s, 
72°C – 25 s); three cycles (94°C – 25 s, 56°C – 25 s, 
72°C – 25 s); three cycles (94°C – 25 s, 54°C – 25 s, 
72°C – 25 s); 30 cycles (94°C – 25 s, 52°C – 25 s, 72°C 
– 25 s); and final elongation (72°C – 4 min). PCR mix-
tures of 15 VH gene samples, 13 Vκ gene samples, 
and 16 Vλ gene samples were individually pooled and 
concentrated to 50–80 µL using an Amicon 30 kDa 
centrifugal filter unit (Merck, Millipore). The PCR 
products (~ 400 bp) VH, Vκ, and Vλ were loaded onto 
1.5% agarose gel and purified using an agarose gel 
DNA purification kit (Monarch, NEB).

Next-generation sequencing of VH, Vκ, and 
Vλ variable immunoglobulin fragments
One µg of purified VH, Vκ, and Vλ PCR product was 
ligated to NEBNext Multiplex Oligos adapters using 
the NEBNext Ultra DNA Library Preparation Kit for 
Illumina (NEB). Libraries were sequenced on a MiSeq 
system using a 2 × 300 bp sequencing kit (Illumina) 
at the Genomics Core Facility SB RAS (Institute of 
Chemical Biology and Fundamental Medicine SB 
RAS, Novosibirsk, Russia).

Analysis of the NGS data
The analysis was carried out using the MiXCR soft-
ware [25] in two stages. Initially, raw sequencing data 
were processed using the default MiXCR algorithm 
(align, assemble, export) employing the IMGT library 
as a germline gene reference. The generated reads 
successfully aligned with the germline genes and con-
taining the complete immunoglobulin target sequence 
(CDR1 + FR2 + CDR2 + FR3 + CDR3) were then 
subjected to resampling to normalize different num-

bers of reads. When analyzing the occurrence fre-
quency of germline genes, mutations in the variable 
fragments VH, Vκ, and Vλ were not taken into ac-
count.

Statistical analysis
The statistical analysis was performed using the 
Prism 6 software utilizing the Mann–Whitney test 
and paired Student’s t-test.

RESULTS AND DISCUSSION
Recently, there has been a growing number of stud-
ies demonstrating the importance of B cells in the 
regulation of autoimmune diseases, including MS 
[26, 27]. However, the Breg subpopulations in MS pa-
tients still have not been fully characterized. To date, 
very little data have been published on the speci-
ficity and structure of their B-cell receptors. For a 
deeper understanding of the nature of Bregs de-
velopment and characterization of their maturation, 
we analyzed the CD19+CD24highCD38high subpopula-
tion, one of the most convincingly-confirmed phe-
notypic portraits of tBregs, which are at an inter-
mediate stage of development between immature 
bone marrow cells and fully mature naïve B cells 
in peripheral blood and secondary lymphoid tissues 
[28,  29]. Peripheral blood samples were obtained 
from nine patients with MS and six healthy donors 
(Table 1). Mononuclear cells were stained with an-
tibodies against the CD19, CD24, and CD38 surface 
markers. The total pool of CD19+ B cells and tBreg 
CD19+CD24highCD38high were separately obtained by 
cell sorting for subsequent RNA isolation and se-
quence analysis of B-cell receptors. For this pur-
pose, the sequences of the variable fragments of the 
heavy (VH) and light (VL) immunoglobulin chains 
of each patient were amplified from cDNA synthe-
sized from the isolated RNA, and, then, NGS of the 
VH, Vκ, and Vλ genes was performed. For a fair 
analysis, sequencing of the immunoglobulin reper-
toire of the total B-cell pool and the subset of tran-
sitional Bregs was performed with a read depth of 
at least five functional reads per sorted cell. After 
all the stages of bioinformatic filtering, we obtained 
an average of 83,100 functional sequences for the 
heavy chain; 37,591 sequences for the kappa chain; 
and 34,565 sequences for the lambda chain of the 
total pool of CD19+ cells and tBreg subpopulation 
with the CD19+CD24highCD38high phenotype. The se-
quences are available in the ArrayExpress repository 
(https://www.ebi.ac.uk/arrayexpress/experiments/E-
MTAB-10859).

To analyze the distribution of the VH, Vk, and 
Vλ germlines, we used primers capable of amplify-
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ing almost all possible variants of the VHDJH, VKJK, 
and VλJλ. functional fragments. When comparing the 
distribution of IgVH genes in patients with MS and 
healthy donors, all seven functional families of VH 
were amplified. The IGHV3 germline genes were 
most abundant in MS patients and healthy donors in 
both the total B-cell pool and the tBreg subpopulation. 
The IGHV2-26, IGHV2-5, IGHV2-70 germline im-
munoglobulin sequences, which are present in small 
amounts in almost every healthy individual, disappear 
during the development of MS (Fig. 1). In patients 
with a more severe disease (HAMS), the variation 
in the repertoire of tBreg immunoglobulin genes in-
creases as compared to healthy donors. The IGHV3-66 
germline occurs in healthy donors and patients with 
BMS at a comparable level, but this gene almost com-
pletely disappears in HAMS patients. One of the ma-
jor germlines, IGHV5-51, is observed in all the ana-
lyzed donors, but its frequency decreases significantly 
in MS patients. Contrariwise, the only IGHV4-31 gene 
is more frequent in MS patients both in the total pool 
of B cells and in the tBreg subpopulation. This corre-

lates with the previously published data on increased 
levels of the IGHV4 family in the B-cell repertoire of 
the peripheral blood and cerebrospinal fluid of MS 
patients [30, 31].

The repertoire of germline genes encoding light 
chains of Breg immunoglobulins also differs be-
tween MS patients and healthy donors. The por-
tion of IGKV1-12 germline, which is normally found 
in approximately 2% of immunoglobulin sequences, 
decreases below 1% in the case of HAMS patients 
(Fig. 2). In BMS patients with a milder disease course, 
the frequency of the IGKV1-12 germline does not 
differ from that in healthy donors. The IGKV1-33 
germline is less common not only in HAMS patients, 
but also in the entire group of MS patients, which in-
cludes patients with both disease courses. On the con-
trary, IGKV2D-24, IGKV3-11, and IGKV6D-21 germ-
line genes are significantly more common in HAMS 
patients than in healthy donors. The IGKV2D-29, 
IGKV3D-20, and IGKV6-21 genes are more preva-
lent both in HAMS patients and in the MS group in 
general. For the kappa light chain, the distribution of 

Table 1. List of MS patients and healthy donors participating in the study

No. MS  
phenotype1

Age, 
years Sex EDSS2 Treatment3 Disease duration, 

years

MS1 BMS 56 female 2.5 No treatment 11

MS2 BMS 61 female 3 No treatment 26

MS3 BMS 43 female 1.5 No treatment 12

MS4 BMS 36 male 2.5 No treatment 14

MS5 HAMS 33 male 6 IFNβ1b (2006–2011; 2014–2017). 12

MS6 HAMS 23 male 5 No treatment 3

MS7 HAMS 37 female 5 IFNβ1b (2014–2016). GA (2016–2017). 5

MS8 HAMS 29 female 8 GA (2012–2014). IVIG (2014). IFNβ1b (2015–2016). 12

MS9 HAMS 39 female 8.5 No treatment 8

HD1 Healthy 24 female – – –

HD2 Healthy 40 female – – –

HD3 Healthy 36 male – – –

HD4 Healthy 27 female – – –

HD5 Healthy 42 female – – –

HD6 Healthy 25 female – – –

1 BMS – patient with benign MS; HAMS – highly active MS; HD – healthy donor.
2 EDSS – the Expanded Disability Status Scale.
3 IFNβ1b – interferon-β-1b; GA – glatiramer acetate; IVIG – intravenous immunoglobulin.
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Fig. 1. Differential usage of germline Ig VH-gene segments in MS patients and healthy donors. The frequency of 49 
functional VH genes in patients with MS, separately for BMS and HAMS, was analyzed. The frequency of VH germline 
genes in healthy donors (HD) was analyzed as a control. The distribution of the germline gene repertoire was compared 
between the total pool of peripheral blood B cells (CD19+) and tBregs with the CD19+CD24highCD38high phenotype. 
Histograms show the comparison of patients with different types of MS courses to healthy donors, where the average 
value (mean ± SD) of the proportion of IgG sequences related to the indicated germline is provided for each group. The 
individual values of the proportion of immunoglobulin germline genes for each patient are compared for the total pool 
of B cells (total, gray dots) and the subpopulation of transient regulatory B cells (tBregs, green dots) and shown to the 
right of the histogram. The data are provided only for the germline genes for which a statistically significant difference 
was shown in at least one analyzed parameter (comparison of different types of MS courses against healthy donors was 
performed using the Mann–Whitney test; comparison of the total pool of B cells with the tBreg subpopulation was per-
formed using the paired t-test; only statistically significant p-values are shown)
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Fig. 2. Differential usage of germline Ig Vk-gene segments in MS patients and healthy donors. Frequency of 41 func-
tional Vk genes in MS patients, separately for BMS and HAMS patients, was analyzed. The frequency of Vk germline 
genes in healthy donors (HD) was analyzed as a control. The distribution of the germline gene repertoire was compared 
between the total pool of peripheral blood B cells (CD19+) and tBregs with the CD19+CD24highCD38high phenotype. 
Histograms show the comparison of patients with different types of MS course and healthy donors, where the average 
value (mean ± SD) of the proportion of IgG sequences related to the indicated germline is provided for each group of 
patients. Individual values of the proportion of immunoglobulin germline genes for each patient are compared for the to-
tal pool of B cells (total, gray dots) and the subpopulation of transient regulatory B cells (tBregs, green dots) and shown 
to the right of the histogram. The data are provided only for germline genes, for which a statistically significant difference 
was shown in at least one analyzed parameter (comparison of patients with different types of MS course against healthy 
donors was performed using the Mann–Whitney test; comparison of the total pool of B cells with the subpopulation of 
tBregs was performed using the paired t-test; only statistically significant p-values are shown)
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Fig. 3. Differential usage of germline Ig Vλ-gene segments in MS patients and healthy donors. Frequency of 26 functional 
Vλ genes in MS patients, separately for BMS and HAMS patients, was analyzed. The frequency of Vλ germline genes in 
healthy donors (HD) was analyzed as a control. The distribution of the germline gene repertoire was compared between 
the total pool of peripheral blood B cells (CD19+) and tBregs with the CD19+CD24highCD38high phenotype. Histograms 
show a comparison of patients with different types of MS courses and healthy donors, where the average value (mean 
± SD) of the proportion of IgG sequences related to the indicated germline is provided for each group. Individual values 
of the proportion of immunoglobulin germline genes for each patient are compared for the total pool of B cells (total, 
gray dots) and the subpopulation of transient regulatory B cells (tBregs, green dots) and shown to the right of the 
histogram. The data are provided only for the germline genes for which a statistically significant difference was shown in 
at least one analyzed parameter (comparison of patients with different types of MS courses against healthy donors was 
performed using the Mann–Whitney test; comparison of the total pool of B cells with the subpopulation of tBregs was 
performed using the paired t-test; only statistically significant p-values are shown)
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germline genes in the tBreg population does not sig-
nificantly differ between BMS patients and healthy 
donors.

Differences in the distribution of immunoglobulin 
germline genes in tBregs during MS development are 
also observed in the case of the lambda light chain 
isotype (Fig. 3). The IGLV1-36 germline is almost 
never observed in healthy donors and BMS patients, 
but its frequency significantly rises to 0.5% in HAMS 
patients. The frequency of IGLV1-44 and IGLV3-21 
germline genes is increased in patients with any type 
of MS course; however, a statistically significant dif-
ference is observed only between HAMS patients 
and healthy donors. The distribution of IGLV2-8, 
IGLV2-14, and IGLV2-23 germline genes does not dif-
fer between BMS patients and healthy donors, but 
their frequency significantly decreases with the de-
velopment of HAMS. Interestingly, representation of 
the IGLV7-43 germline gene, conversely, is approxi-
mately the same in HAMS patients and healthy do-
nors, but significantly decreases in BMS patients.

CONCLUSIONS
Immunological studies carried out in the 21st centu-
ry have confirmed the crucial role of Bregs in main-
taining immunotolerance, as well as controlling and 
reducing the inflammatory response. There are still 
many questions regarding the exact mechanism of 
its regulation, but it is obvious that a violation of the 
number and function of Breg cells leads to the devel-
opment of various immunological pathologies, among 
which MS is particularly prominent. A detailed elu-
cidation of inflammatory regulation by B cells will 
allow us not only to determine the etiology of auto-
immune pathologies, but also may contribute to the 
development of Breg-based therapy in the near fu-
ture. Immunoglobulins play an important role in the 
immune response by being exposed as antigen-spe-
cific receptors on the B-cell surface, as well as se-
creted antibodies. The recent progress achieved in 
the NGS analysis makes it possible to identify immu-
noglobulin repertoires with an unprecedented high 
level of detailing [32]. Therefore, it is extremely im-
portant to study the structure and functions of im-
munoglobulins, their specificity, and epigenetic status 
to understand the fundamental principles of MS on-
set and progression. Over the recent years, more and 
more patterns and stereotyped antibody responses 
have been discovered, when different individuals pro-
duce immunoglobulins recognizing certain antigenic 
epitopes using the same IgV genes [32–34]. In other 
words, certain immunoglobulin germlines exhibit tro-
pism to certain antigens. Accordingly, variations in the  
usage of some immunoglobulin germline genes can be 

associated with a different antibody’s ability to gener-
ate an effective immune response, which may mani-
fest itself as predisposition to various diseases, includ-
ing autoimmune ones. It is likely that the differences 
in the germline gene frequency in each individual 
can be the result of an antiviral or autoimmune re-
sponse. Before the onset of antigen-dependent B cell 
differentiation mediated by somatic hypermutation 
of immunoglobulin sequences, the diversity of imma-
ture B cells, including tBregs, is almost entirely de-
termined by the configuration of the body’s germline 
genes (V(D)J recombination). Therefore, a detailed 
study of the immunoglobulin repertoire of immature 
B cells in patients with various autoimmune diseases, 
including MS, will help determine which rearrange-
ments in the immunoglobulin germline genes can lead 
to functional disorders of the immune system.

The present study revealed that the distribution of 
immunoglobulin germline genes in the tBreg popu-
lation in MS patients differs from that in a healthy 
person. Particularly significant differences are ob-
served for the IGLV1-44 and IGHV2-5 germlines. 
The IGLV1-44 lambda chain germline is almost ab-
sent in the tBreg subpopulation of a healthy person 
but is found in MS patients. The IGHV4-31 germ-
line is more frequent during MS development, both 
in the total pool of B cells and in the tBreg subpop-
ulation. The opposite situation is observed for the 
IGHV2-26, IGHV2-5, IGHV2-70 germline genes of the 
heavy chain: these germlines, although being iden-
tified at small amounts in almost every healthy in-
dividual, disappear in MS patients. Moreover, in the 
case of a severe form of the disease, the difference 
from the normal value becomes larger. We have also 
previously found more significant differences in the 
number of peripheral tBregs and their maturation 
level in HAMS patients compared with BMS pa-
tients and healthy donors [20]. Therefore, this study 
has shown that a more significant variation in the 
tBreg CD19+CD38highCD24high subpopulation reper-
toire is associated with a more aggressive MS course. 
In general, a similar situation is observed for all the 
germlines but IGLV1-44: if the immunoglobulin germ-
line frequency in the total pool of circulating B cells 
changes during MS development, a similar picture is 
also true for tBregs. Therefore, during the develop-
ment of the autoimmune MS pathology, disruptions 
in the distribution of the immunoglobulin germline 
genes can be genetically predetermined and occur al-
ready at an early stage of B-cell maturation. To con-
firm this hypothesis, the size of the analyzed patients’ 
cohorts needs to be increased and the differences in 
the structure and specificity of the B-cell receptors of 
other Breg subpopulations need to be studied. 
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ABSTRACT Brain-derived neurotrophic factor (BDNF) is known to be involved in the pathogenesis of 
Alzheimer’s disease (AD). However, the pharmacological use of full-length neurotrophin is limited, because 
of its macromolecular protein nature. A dimeric dipeptide mimetic of the BDNF loop 1, bis-(N-monosuc-
cinyl-L-methionyl-L-serine) heptamethylene diamide (GSB-214), was designed at the Zakusov Research 
Institute of Pharmacology. GSB-214 activates TrkB, PI3K/AKT, and PLC-γ1 in vitro. GSB-214 exhibited 
a neuroprotective activity during middle cerebral artery occlusion in rats when administered intraperitoneal-
ly (i.p.) at a dose of 0.1 mg/kg and improved memory in the novel object recognition test (0.1 and 1.0 mg/kg, 
i.p.). In the present study, we investigated the effects of GSB-214 on memory in the scopolamine- and step-
tozotocin-induced AD models, with reference to activation of TrkB receptors. AD was modeled in rats using 
a chronic i.p. scopolamine injection or a single streptozotocin injection into the cerebral ventricles. GSB-214 
was administered within 10 days after the exposure to scopolamine at doses of 0.05, 0.1, and 1 mg/kg (i.p.) 
or within 14 days after the exposure to streptozotocin at a dose of 0.1 mg/kg (i.p.). The effect of the dipeptide 
was evaluated in the novel object recognition test; K252A, a selective inhibitor of tyrosine kinase receptors, 
was used to reveal a dependence between the mnemotropic action and Trk receptors. GSB-214 at doses of 
0.05 and 0.1 mg/kg statistically significantly prevented scopolamine-induced long-term memory impairment, 
while not affecting short-term memory. In the streptozotocin-induced model, GSB-214 completely eliminated 
the impairment of short-term memory. No mnemotropic effect of GSB-214 was registered when Trk recep-
tors were inhibited by K252A.
KEYWORDS brain-derived neurotrophic factor, dimeric dipeptide mimetic, Alzheimer’s disease, scopolamine, 
streptozotocin, memory.
ABBREVIATIONS BDNF – brain-derived neurotrophic factor; SC – scopolamine; STZ – streptozotocin; AD – 
Alzheimer’s disease.

INTRODUCTION
Alzheimer’s disease (AD) is the most common cause 
of dementia, accounting for 60–80% of all dementia 
cases, while no effective pathogenetic therapy exists 
today for this disease [1].

Over the past two decades, regulation of the activ-
ity of neurotrophin receptors, and the brain-derived 
neurotrophic factor (BDNF) in particular, has been 
viewed as a new strategy for treating neurodegen-
erative diseases. BDNF maintains neuronal viability 
and synaptic plasticity, playing an important role in 

the processes of learning and memory. Data indica-
tive of BDNF involvement in the pathogenesis of AD 
have been published [2–4]. Reduced BDNF expression 
is already observed at the early stage of the disease 
and correlates with an accumulation of β-amyloid and 
the hyperphosphorylated tau protein [5]. The favor-
able effects of exogenous BDNF have been demon-
strated in various AD models. BDNF ensures neuro-
nal protection under conditions of β-amyloid toxicity 
both in vitro and in vivo [6]. Insertion of the BDNF 
gene within a lentiviral vector into J20 transgenic 
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mice (carrying mutations in the gene encoding the 
amyloid precursor protein) prevented the death of the 
cells of the entorhinal cortex and improved cognitive 
functions [7]. It has been shown using another genetic 
model of AD (P301L mice carrying the mutant tau 
protein gene) that stable human BDNF gene expres-
sion restored the BDNF level, thus preventing neu-
ronal and synaptic degeneration in the hippocampus, 
as well as cognitive disorders [8]. However, the gene 
therapy has such shortcomings as invasiveness, high 
cost, and the risk of adverse effects related to the 
pleiotropic effect of BDNF.

The clinical use of BDNF is impeded by its poor 
penetration through the blood–brain barrier and rap-
id degradation [9]. Low-molecular-weight BDNF mi-
metics with improved pharmacokinetic properties are 
currently being developed [10, 11]. Activity of the 
low-molecular-weight BDNF mimetic 7,8-dihydroxy-
flavone, a TrkB receptor agonist, was determined us-
ing AD models [12–14].

A dimeric dipeptide mimetic of the BDNF 
loop 1, GSB-214 (bis-(N-monosuccinyl-L-methionyl-
L-serine) heptamethylene diamide), was designed 
and synthesized at the Zakusov Research Institute of 
Pharmacology based on the hypothesis that the most 
exposed domains of the loop-like neurotrophin struc-
tures (most frequently, the central domains of their 
β turns) exhibit pharmacophoric properties [15] [RU 
Patent 2410392, 2011; US Patent 9683014 B2, 2017; CN 
Patent 102365294 B, 2016; EU Patent 2397488, 2019; 
IN Patent 296506, 2018] (Fig. 1).

Earlier, Western blotting showed that incubation 
of HT-22 mouse hippocampal cells in the presence 
of GSB-214 for 5–180 min results in the activation 
of TrkB receptors and the conjugated PI3K/Akt and 
PLC-γ1 signaling pathways, but not the MAPK/ERK 
signaling pathway [10]. It has been shown using 
HT-22 cells that GSB-214 at micro-nanomolar con-
centrations exhibits neuroprotective activity under 
oxidative stress [15].

The dipeptide GSB-214 (administered i.p. at dos-
es of 0.1–0.5 mg/kg) exhibited in vivo neuroprotec-
tive activity in a rat model of transient middle cere-
bral artery occlusion [16] and antidiabetic activity in 
a streptozotocin-induced model of diabetes in mice 
[17]. Taking into account the findings regarding the 
similarity of the pathogenesis of diabetes and AD [18], 
the antidiabetic properties of GSB-214, along with 
the neuroprotective properties, indicate that there is 
promise in studying the effects of the dipeptide in AD 
models.

The objective of our work was to investigate the 
effect of GSB-214 on memory in the scopolamine- 
and streptozotocin-induced models of AD, as well as 

evaluate its mnemotropic activity as a function of the 
activation of Trk receptors.

EXPERIMENTAL

Materials
The dipeptide GSB-214 was synthesized at the 
Medicinal Chemistry Department of the Zakusov 
Research Institute of Pharmacology according to 
the procedure described earlier [14]; 96% chromato-
graphic purity (HPLC), [α]25

D = +9.0° (0.4 in DMF), 
Tmelt = 162–163°C. Scopolamine (Acros Organics, USA), 
streptozotocin, and K252A (Sigma Aldrich, USA) were 
used.

Animals
The experiments were conducted using male 
Wistar rats (weight, 230–260 g) procured from 
the Andreevka Branch of the Research Center for 
Biomedical Technologies, the Federal Medical-
Biological Agency (FMBA). The animals were kept 
in a vivarium with ad libitum feeding and access 
to water and natural light–dark cycle. The behav-
ioral experiments were carried out at a time inter-
val between 10 a.m. and 2 p.m. (local time). The an-
imal experiments were carried out in compliance 
with international regulations (Directive 2010/63/EU 
of the European Parliament and of the Council of 
the European Union of September 22, 2010, on the 
protection of animals used for scientific purposes). 
The experiments were approved by the Biomedical 
Ethics Committee of the Zakusov Research Institute 
of Pharmacology (Protocol No. 3 dated February 18, 
2021).

Scopolamine-induced model of AD
The rats were randomly assigned to the following 
groups: Control (n = 9), Scopolamine (SC) (n = 10), 
SC + GSB-214 (0.05 mg/kg) (n = 10), SC + GSB-214 
(0.1 mg/kg) (n = 9), and SC + GSB-214 (1.0 mg/kg) 
(n = 10). Scopolamine in normal saline was injected i.p. 
to rats at a dose of 2 mg/kg during 20 days. GSB-214 
in distilled water was injected i.p. at doses of 0.05, 0.1, 
and 1.0 mg/kg during 10 days after exposure to scopol-
amine. The rats in the Control group received equiva-
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Fig. 1. The dimeric dipeptide mimetic of the BDNF loop 1 
GSB-214
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lent volumes of normal saline, instead of scopolamine, 
and distilled water, instead of GSB-214, according to 
the same scheme. The rats in the SC group received 
scopolamine and distilled water.

The novel object recognition test was carried out 
on days 32–33.

The scheme of the experiment is shown in Fig. 2.

Streptozotocin-induced model of AD
The rats were randomly assigned to the following 
groups: Control (n = 10), Streptozotocin (STZ) (n = 7), 
and STZ + GSB-214 (0.1 mg/kg) (n = 8). STZ in cit-
rate buffer was stereotactically injected into the cer-
ebral ventricles at a dose of 3 mg/kg (AP = −1.0; 
L = 1.5; depth, 3.5). The injection volume was 3 μL 
per ventricle; the injection rate was 1 μL/min. One 
hour after the exposure, the rats received an i.p. in-
jection of GSB-214 (0.1 mg/kg) and, then, received 
injections once daily during 13 days. The rats in the 
Control group were injected with equivalent volumes 
of citrate buffer, instead of STZ, and distilled water, 
instead of GSB-214, according to the same scheme. 
The rats in the STZ group received STZ and distilled 
water.

The novel object recognition test was carried out 
on days 19–20. The scheme of the experiment is 
shown in Fig. 3.

The novel object recognition test
This test is based on the natural rodents’ instinct to 
investigate novel objects [19]. It is widely used for as-
sessing both short-term and long-term memory [20].

The test was conducted in T4 cages identical to 
the home cages where the animals had been housed 

throughout the study. A rat was first placed into an 
empty cage with the floor covered with sawdust for 
4 min to adapt.

The familiarization phase. Two identical objects not 
familiar to the rat were placed in the two nearest 
corners of the cage. The time spent exploring the ob-
jects was recorded during 4 min. The rat was then 
returned to its home cage.

Test. A new pair of objects was placed in the same 
corners of the cage; one object was identical to those 
presented to the rats during the familiarization phase, 
while the other was unfamiliar. The time spent ex-
ploring the familiar and novel objects was recorded 
during 4 min. The test was carried out 1 h (test 1) 
and 24 h (test 2) after the familiarization phase to re-
cord the short-term and long-term memory, respec-
tively. Different unfamiliar objects were used in test 
1 and test 2. Exploration was defined as sniffing, with 
the distance between the animal’s snout and the ob-
ject being ≤ 2 cm.

The discrimination index was used as the memo-
ry criterion [21]; it was calculated using the formula: 
DI = (Tnovel – Tfam)/(Tnovel + Tfam), where Tnovel was the 
time spent exploring a novel object and Tfam was the 
time spent exploring a familiar object. The KD values 
> 0 meant that the animal remembered the object 
presented to it at the familiarization phase.

Pharmacological inhibitory analysis
The rats were randomly assigned to the following 
groups: Control (distilled water and 1% DMSO in nor-
mal saline, n = 12), GSB-214 0.1 mg/kg (GSB-214 

Scopolamine administration GSB-214 administration Novel object  
recognition test

Day 1–20 Day 21–30 Day 32–33

Fig. 2. The scheme of the experiment on the mnemotropic effects of GSB-214 in the scopolamine-induced AD model

Intracerebroventricular 
injection of STZ

Administration of GSB-214  
(started 1 h after surgery)

Novel object  
recognition test

Day 1–14 Day 19–20

Fig. 3. The scheme of the experiment on the mnemotropic effects of GSB-214 in the streptozotocin-induced AD model. 
STZ – Streptozotocin



RESEARCH ARTICLES

VOL. 14 № 4 (55) 2022 | ACTA NATURAE | 97

and 1% DMSO, n = 13), GSB-214 0.1 mg/kg + K252A 
100 µg/kg (n = 12), and K252A 100 µg/kg (distilled 
water and K252A, n = 13). GSB-214 at a dose of 
0.1 mg/kg or an equivalent amount of distilled water 
was administered i.p. 20 min after the i.p. injection of 
K252A (100 µg/kg) in 1% DMSO or 1% DMSO. The 
novel object recognition test was started after 24 h. 
The dose of GSB-214 was chosen based on earlier ex-
periments [22].

Statistical analysis
Statistical analysis of the experimental data was 
performed using the GraphPad Prism 8.0 software 
(GraphPad Software, USA). The statistical signifi-
cance of differences in the discrimination index was 
assessed using one-way ANOVA, followed by pairwise 
intergroup comparisons using the Dunnett’s test or 
two-factor ANOVA followed by pairwise intergroup 
comparisons using the Tukey’s test.

The data were presented as the mean ± standard 
error of the mean. Differences were considered statis-
tically significant at p < 0.05.

RESULTS

The dipeptide GSB-214 prevents long-
term memory impairment in the 
scopolamine-induced model of AD
Compared to the control group, chronic administration 
of scopolamine significantly reduced the discrimina-
tion index in both test 1 (1 h after becoming famil-
iar with the objects, p = 0.0212) and test 2 (24 h after 
becoming familiar with the objects, p = 0.0077), thus 
indicating that short-term and long-term memory, 
respectively, was impaired (Table 1). Chronic admin-
istration of GSB-214 at doses of 0.05 and 0.1 mg/kg 
prevented long-term memory impairment (p = 0.0177 
and 0.0304 vs. SC group, respectively), although it had 
no effect on short-term memory. No activity was ob-
served for the dipeptide GSB-214 when administered 
at a dose of 1.0 mg/kg (Table 1).

Hence, GSB-214 i.p. administered at doses of 0.05 
and 0.1 mg/kg for 10 days proved effective against 
long-term memory impairment in the scopolamine-
induced model of AD.

The dipeptide GSB-214 prevents short-term 
memory impairment in a streptozotocin-
induced model of AD
In the streptozotocin-induced model of AD, we un-
covered significant memory impairment in the rats 
in the STZ group 1 h after becoming familiar with 
the objects  (р = 0.0045), but not after 24 h (Table 2). 
Therefore, in this experimentally induced model of 

AD, rats experienced short-term, rather than long-
term, memory impairment, which is typical of the 
early stage of the disease [23]. GSB-214 at a dose of 
0.1 mg/kg yielded a statistically significant correction 
of this impairment (р = 0.0032); the discrimination in-
dex in the group of animals receiving treatment was 
4.8-fold higher compared to that in the STZ group 
(Table 2).

Hence, the dipeptide GSB-214 completely inhibited 
short-term memory impairment in the streptozotocin-
induced model of AD.

The mnemotropic activity of GSB-214 
depends on the activation of Trk receptors
In order to confirm the involvement of the activa-
tion of Trk receptors in the mnemotropic effects of 
GSB-214, we studied how K252A, an inhibitor of 
these receptors, influences the effects of GSB-214 in 
the novel object recognition test. Table 3 shows that 
the dipeptide GSB-214 significantly improved long-
term memory as the discrimination index in the test 
after 24 h in this case increased approximately 1.5-
fold compared to that in the control group. This ef-
fect was completely eliminated by injecting a K252A 
inhibitor 20 min before the exposure to GSB-214. 
K252A per se did not affect the rats’ memory. The 
studied compounds were found to exhibit no effect on 
the short-term memory of the rats (test 1) (Table 3).

DISCUSSION
Earlier, we had found that a single-dose BDNF di-
peptide mimetic GSB-214 administered i.p. (0.1 and 
1.0 mg/kg) had a favorable effect on the long-term 
memory of rats in the novel object recognition test 
[22].

In this study, we investigated the mnemotropic ac-
tivity of GSB-214 in the same test in the scopolamine- 
and streptozotocin-induced models of AD.

The scopolamine-induced amnesia model is com-
monly used for evaluating potential therapeutic 
agents for treating AD [24–26]. Chronic exposure to 
scopolamine causes cholinergic deficit that is mainly 
induced by blockade of acetylcholine receptors and, 
therefore, cognitive impairment [25]. In our modifi-
cation of the model [24], the impairment induced by 
chronic exposure to scopolamine and its subsequent 
discontinuation (see the scheme of the experiment 
in Fig. 2) is attributed to the activation of feedback 
mechanisms, which first increase the density and af-
finity of acetylcholine receptors and subsequently in-
duce the cholinergic deficit due to accelerated binding 
of the “available” acetylcholine.

The model of AD induced by intracerebroven-
tricular injection of streptozotocin is also com-
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monly used, has been validated, and studied well 
[27, 28]. Streptozotocin, a diabetogenic toxin, enters 
cells by binding to glucose transporter 2, because 
it is structurally similar to a sucrose molecule [28]. 
Intracerebral administration of streptozotocin induc-
es insulin resistance and impairs brain glucose me-
tabolism [29]. It causes neuropathological symptoms 
typical of AD, such as accumulation of β-amyloid and 
hyperphosphorylated tau protein, oxidative stress, as 
well as neuronal and synaptic death [30–33]. Like the 
scopolamine-induced model of AD, the streptozotocin-
induced model is associated with memory disorders 
[31, 33].

We have revealed short-term and long-term mem-
ory impairment in the scopolamine-induced model 
of AD, which is consistent with the published data 
[26, 34]. The dipeptide GSB-214 eliminated only long-
term memory impairment, while having no effect on 
short-term memory. This finding agrees with our ear-
lier data obtained under physiological conditions in 
the novel object recognition test [22]. We assume that 
the revealed effect of GSB-214 can be attributed to 
the activation of the PI3K/Akt post-receptor signal-
ing pathway, which was demonstrated earlier in in 
vitro experiments [10]. Serine/threonine protein ki-
nase mTOR, one of the major protein synthesis regu-
lators, is a component of the PI3K/Akt pathway [35]; 
it is viewed as the key factor in memory consolida-
tion and, therefore, long-term memory formation [36]. 
It was found, using the novel object recognition test, 
that mTOR inhibition impairs long-term memory, but 
not short-term memory , in rats [37]. A hypothesis 
can be put forward that the effects of GSB-214 in the 
scopolamine-induced model of AD are related to the 
improvement of memory consolidation via the activa-
tion of the TrkB/PI3K/Akt/mTOR signaling pathway. 
We have demonstrated by pharmacological inhibitory 
analysis that the mnemotropic activity of GSB-214 is 
caused by an activation of the Trk neurotrophin re-
ceptors with which the PI3K/Akt/mTOR signaling 
pathway is associated.

In the streptozotocin-induced model, we ob-
served only short-term memory impairment, which 
can be indicative of relatively mild neurodegenera-
tive changes being characteristic of early AD [38]. 
GSB-214 eliminated this impairment. Since no effect 
of GSB-214 on short-term memory under physiologi-
cal conditions was observed previously [22], it is fair 
to assume that memory was recovered due to the 
increase in neuronal viability under the exposure to 
streptozotocin-induced toxicity. The neuroprotective 
effects of GSB-214 were revealed earlier in in vitro 
experiments [15], as well as in a rat model of ischemic 
stroke induced by transient middle cerebral artery oc-

Table 1. The effects of GSB-214 in the scopolamine-in-
duced model of amnesia in the novel object recognition 
test

Group
Number of 
animals per 

group

Discrimination index

Test 1 (1 h) Test 2 (24 h)

Control 9 0.57 ± 0.05 0.53 ± 0.06

SC 10 0.3 ± 0.06* 0.23 ± 0.06**

SC+GSB-214  
(0.05 mg/kg) 10 0.48 ± 0.07 0.48 ± 0.04#

SC+GSB-214  
(0.1 mg/kg) 9 0.45 ± 0.07 0.47 ± 0.05#

SC+GSB-214 
(1.0 mg/kg) 10 0.33 ± 0.06 0.44 ± 0.08

The data are presented as the mean ± standard error of 
the mean. **p < 0.01, *p < 0.05 compared to the Control 
group; #p < 0.05 compared to the SC group (one-way 
ANOVA, the Dunnett’s test).

Table 2. The effects of GSB-214 on short-term memory 
in the novel object recognition test for the streptozoto-
cin-induced model of AD

Group
Number of 
animals per 

group

Discrimination index

Test 1 (1 h) Test 2 (24 h)

Control 10 0.46 ± 0.07 0.49 ± 0.05
STZ 7 0.1 ± 0.08** 0.43 ± 0.07

STZ+GSB-214  
(0.1 mg/kg) 8 0.48 ± 0.07## 0.48 ± 0.03

The data are presented as the mean ± standard error of 
the mean. **p < 0.01 compared to the Control group; 
##p < 0.01 compared to the STZ group (one-way 
ANOVA, the Dunnett’s test).

Table 3. The Trk receptor inhibitor completely eliminates 
the mnemotropic effect of GSB-214 on long-term memory

Group
Number of 
animals per 

group

Discrimination index

Test 1 (1 h) Test 2 (24 h)

Control 12 0.53 ± 0.07 0.47 ± 0.06
GSB-214 

(0.1 mg/kg) 13 0.5 ± 0.05 0.73 ± 0.03***

GSB-214 
(0.1 mg/kg) + 

K252A
12 0.53 ± 0.06 0.36 ± 0.03####

K252A 13 0.54 ± 0.06 0.43 ± 0.05

The data are presented as the mean ± standard error of 
the mean. ***p < 0.001 compared to the Control group; 
####p < 0.0001 compared to the GSB-214 group (two-
way ANOVA, the Tukey’s test).
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clusion [16]. These effects, like the mnemotropic ones, 
are presumably associated with the activation of the 
PI3K/Akt signaling pathway. This pathway is known 
to mediate neuroprotection by inhibiting pro-apop-
totic proteins and increasing the expression of anti-
apoptotic proteins [39]. PI3K/Akt was shown to me-
diate a reduction of the activity of glycogen synthase 
kinase 3β (GSK-3β), which is involved in increased 
β-amyloid production and hyperphosphorylation of 
the tau protein [40].

Interestingly, the previously revealed antidiabetic 
activity of GSB-214 proved dependent on the activa-
tion of the PI3K/Akt pathway, as shown by a pharma-
cological inhibitory analysis [17]. Since it is well-known 
that AD and diabetes mellitus have a similar pathogen-
esis [18], this fact supports the idea that the PI3K/Akt 
pathway also contributes to the effects of GSB-214 in a 
streptozotocin-induced model reproducing all the major 
pathophysiological mechanisms of AD.

Figure 4 shows the putative mechanisms of ac-
tion of GSB-214 in AD models. Additional studies are 
needed to identify the exact mechanisms of action of 
GSB-214 in an experimentally induced model of AD.

Activation of the PI3K/AKT signaling pathway by 
the dipeptide GSB-214, which had previously been 
identified in in vitro experiments [10], may promote 
neuroprotection by inhibiting pro-apoptotic proteins 
and activating anti-apoptotic proteins, as well as im-
prove memory consolidation and, therefore, long-term 
memory through the activation of the regulator of 
mTOR protein synthesis.

GSB-214

TrkB receptor

Long-term 
memory 
improvement

Memory 
consolidation

Neuroprotection

Activation  
of anti-apoptotic 
proteins

Inhibition  
of pro-apoptotic 

proteins

PI3K

Akt mTOR

GSK3
FKHRL1 IkB

NFkB

p53 BAX

Bad 14-3-3

Fig. 4. The putative mechanisms of action of the BDNF 
dipeptide mimetic GSB-106 in AD models

CONCLUSIONS
Therefore, the low-molecular-weight BDNF mimet-
ic GSB-214 dipeptide eliminates induced memory 
impairment in rats in the scopolamine- and strepto-
zotocin-induced models of Alzheimer’s disease. The 
effect of GSB-214 depends on the activation of Trk 
receptors. 
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ABSTRACT The coronavirus D-19 (Covid-19) pandemic has shaken almost every country in the world: as we 
stand, 6,3 million deaths from the infection have already been recorded, 167,000 and 380,000 of which 
are in Italy and the Russian Federation, respectively. In the first wave of the pandemic, Italy suffered an ab-
normally high death toll. A detailed analysis of available epidemiological data suggests that that rate was 
shockingly high in the Northern regions and in Lombardy, in particular, whilst in the southern region the 
situation was less dire. This inexplicably high mortality rate in conditions of a very well-developed health 
care system such as the one in Lombardy – recognized as one of the best in Italy – certainly cries for a con-
vincing explanation. In 1976, the small city of Seveso, Lombardy, experienced a release of dioxin into the at-
mosphere after a massive technogenic accident. The immediate effects of the industrial disaster did not be-
come apparent until a surge in the number of tumors in the affected population in the subsequent years. In 
this paper, we endeavor to prove our hypothesis that the release of dioxin was a negative cofactor that con-
tributed to a worsening of the clinical course of COVID-19 in Lombardy.
KEYWORDS SARS-CoV-2, COVID-19, Italy, Seveso, dioxin.
ABBREVIATIONS COVID-19 – COronaVIrus Disease 2019; PM-10 – Particulate Matter-10 Microns or less; 
ISTAT – Italian National Institute of Statistics; ISPRA – Istituto Superiore per la Protezione e la Ricerca 
Ambientale/Italian Superior Institute for Protection and Environmental Research.

INTRODUCTION
The coronavirus D-19 (Covid-19) pandemic has hit 
almost every country in the world as it has spread 
west from China to Europe, the U.S., and later South 
America, Africa, and the Russian Federation. At this 
juncture, 6.3 million COVID-19 deaths have been 
reported worldwide, with 380,000 of those in the 
Russian Federation alone. The impact of the pandem-
ic has been particularly severe in several European 
countries, such as Spain, France, Belgium, the UK, 
and Italy, whilst other countries such as Portugal, 
Germany, the Scandinavian states, and Eastern 
Europe, in general, have had it relatively easy. Italy, 
in particular, has had a shockingly high mortality rate, 

one that significantly exceeded the death rate ob-
served in the rest of the world.

But a closer look at the epidemiological data would 
suggest that this high rate was mainly concentrated 
just in the Northern regions, in Lombardy in particu-
lar, whilst in the southern region the clinical course 
of most patients was more favorable, as our group 
had predicted well in advance [1]. This situation is 
particularly troubling if the general mortality rate is 
compared with the one that prevailed in the previ-
ous five years. This inexplicably high mortality rate 
in the context of a very well-developed health care 
system such as the one in Lombardy – largely recog-
nized as one of the best, if not the best, in the coun-
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try [2] – certainly calls for a satisfactory explanation. 
Some experts have directed their attention at the po-
tential negative role of PM-10, which are overrepre-
sented in Lombardy [3] and some neighboring regions 
also significantly affected by the Covid-19 pandemic. 
However, if we assume that this hypothesis is sound, 
it becomes hard to explain why California, which is 
highly polluted and seriously affected by PM-10, ap-
peared definitely less affected than other states, with 
New York first in mind, where the air concentration 
of PM-10 is lower. 

In 1976 the small city of Seveso, which is relative-
ly close to Brescia, Bergamo and Milan, became sadly 
known in the world for an accidental escape of dioxin. 
The immediate effects were mild, but that was before 
an increased number of tumors began to appear in 
the affected population in subsequent years [4]. In our 
work, we hypothesize that the gas escape had a neg-
ative cofactor role in the worse clinical course of the 
Covid-19 pandemic for patients in Lombardy.

EXPERIMENTAL
We conducted a study correlating the distance from 
the epicenter of the escape of dioxin, Seveso, to the 
rate of mortality of the potentially affected provinces. 
We studied the local mortality rate from the Covid-19 
infection as a percentage of the dead vs. infected pa-
tients and compared data for Lombardy with those 

for other world regions where a dramatic leak of toxic 
gases had occurred: the city of Bhopal (India), where 
a significant accidental toxic gas release occurred in 
1980 from a local Union Carbide factory, something 
that was considered at the time as the worst industri-
al disaster in history [5, 6].

We retrieved data about the local weather condi-
tions and winds directions at the time of the accidents 
and also calculated the distance between the sites of 
the escapes and those most clinically affected. We also 
analyzed the air pollution of the three sites as meas-
ured by the PM-10 concentration. The gases were in 
fact different: 2,3,7,8-tetrachlorodibenzodioxin in the 
case of Seveso [7] and methyl isocyanate in the case 
of Bhopal [8–10]. Nevertheless, both gases are known 
to be mutagenic and cancerogenic [7, 11–15].

In both scenarios the analysis of local weather con-
ditions allowed us to somewhat reconstruct the pos-
sible spread of the escaped gases on account of the 
effects of the winds. In the Seveso case, nice weath-
er conditions in Lombardy, together with high pres-
sure in the Alps (Fig. 1A), favored the Mistral pushing 
the gases south east; i.e., in the direction of Bergamo, 
Brescia and further south up to the western provinc-
es of Veneto and Emilia Romagna. Some other com-
ponents of the Mistral could also have pushed the gas 
towards eastern Piemonte and the northern part of 
Liguria (Fig. 1B). In the Bhopal region, where the ac-

Fig. 1. (A) Typical weather conditions in Northern Italy, around the Alps https://progettoscienze.
com/2016/09/29/i-grandi-classici-della-scienza-libellus-de-ratiociniis-in-ludo-alee/#jp-carousel-6901 (B) Typical 
structure of winds in Italy http://sailroad.ru/article/lociya-srednej-dalmacii-chast-2
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cident occurred in December, the Monsoons typical-
ly flow from north to the southwest (Fig. 2A): so, the 
gases escape would have spread from the Bhopal re-
gion of Madhya Pradesh to the neighboring state of 
Maharashtra (Fig. 2B). As far as Italy was concerned, 
we also considered the possible impact of Chinese im-
migrants, as well as the course of the infection vs. the 
density of the local population.

DATA SOURCES
We used data available in several public databas-
es. Table 1 shows the distribution of the 2020 death 
rate compared with previous years as reported by 
ISTAT, the Italian Institute of statistics. The increase 
is particularly notable in the north, specifically in 
Lombardy [1]. Graphic is reported in Fig. 3. Data from 
Chinese immigration in Italy are also from ISTAT, 
which also provided data on the local population. Data 
on the infection incidence (https://github.com/pcm-
dpc/COVID-19) come from the official GitHub repos-
itory of the Italian government [16] and is represent-

ed in Fig. 4. The data on infections and the death 
rate in India come from publicly available sources 
and reports of the death rate in the potentially af-
fected regions of India as compared to the rest of 
the country (Table 2). Data regarding the PM-10 con-
centration in Italy were retrieved from the reposi-
tory of ISPRA (Istituto Superiore per la Protezione 
e la Ricerca Ambientale/Italian Superior Institute for 
Protection and Environmental Research) [17]. Figure 5 
shows the level of PM-10 concentration in Europe. It 
shows how its concentration was increased over the 
Padana landscape [18].

STATISTICAL ANALYSIS
To analyze the data, we used the non-parametric 
Spearman’s Rank correlation coefficient [19]. Such a 
method includes no assumption on the underlying 
data, apart from being at least on an ordinal scale, 
which is always the case in our analyses. As the 
threshold of significance, we considered an α-lev-
el of 0.05, as customary. In the case where multiple 

Fig. 2. (A) Typical structure of Winds in India https://cloud.prezentacii.org/19/04/142027/images/screen7.jpg  
(B) Winds around Bhopal https://commons.wikimedia.org/wiki/File:India_wind_zone_map_en.svg
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Province Variation, %

Agrigento -22.22

Cagliari -16.67

Matera -7.69

Crotone -6.45

Catania -5.56

Roma 3.94

Perugia 5.15

Arezzo 6.60

Lecce 6.72

Vibo Valentia 7.14

Ravenna 7.30

Foggia 9.16

Taranto 9.46

Messina 10.81

Sassari 10.93

Catanzaro 11.11

Teramo 11.11

Potenza 11.49

Ferrara 12.28

Salerno 12.98

Barletta-Andria-Trani 13.27

Palermo 14.04

Pisa 14.12

Siena 14.17

Fermo 15.00

Belluno 15.65

Venezia 17.41

Napoli 17.57

Brindisi 17.90

Trapani 18.95

Bologna 19.02

Macerata 19.32

Verona 19.47

Terni 20.00

Bari 20.15

Province Variation, %

Livorno 20.29

Forli-Cesena 21.33

Grosseto 21.54

Lucca 21.62

Rovigo 22.77

Oristano 23.58

Varese 24.33

Frosinone 24.49

Genova 24.65

Pistoia 24.79

Caltanissetta 25.00

Ascoli Piceno 25.53

Savona 25.61

Asti 26.46

La Spezia 26.55

Como 26.59

Torino 26.88

Pescara 26.88

Modena 27.51

Firenze 27.66

L’Aquila 28.00

Padova 28.03

Cosenza 28.05

Reggio di Calabria 28.26

Viterbo 28.38

Ancona 28.68

Massa Carrara 28.84

Vicenza 28.92

Verbano-Cusio-Ossola 28.99

Udine 29.41

Cuneo 30.02

Imperia 31.17

Nuoro 31.73

Treviso 31.88

Sondrio 32.34

Province Variation, %

Pordenone 33.33

Milano 33.80

Novara 34.73

Rimini 34.85

Chieti 36.36

Gorizia 36.84

Vercelli 37.61

Avellino 38.20

Monza e Brianza 38.86

Siracusa 39.34

Sud Sardegna 39.58

Alessandria 39.64

Latina 40.00

Isernia 40.00

Campobasso 40.82

Benevento 41.67

Trento 42.72

Reggio nell’Emilia 43.48

Mantova 43.77

Enna 44.78

Biella 45.48

Aosta 47.65

Pesaro e Urbino 49.56

Lecco 50.17

Pavia 50.51

Ragusa 51.85

Parma 56.97

Caserta 59.26

Brescia 64.25

Piacenza 68.57

Lodi 70.13

Cremona 71.93

Bergamo 78.77

Table 1. Variation of the % of deaths in the period under consideration (Feb. 15 – Apr. 15) with respect to the same 
period in 2019 

Note: the province of Bolzano is not reported.
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Fig. 3. Percentage of variation of deaths across the provinces of Italy in the period under consideration (February 15 – 
April 15) – We present the extremes; the details are in Table 1
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hypotheses were being considered, we applied the 
Bonferroni correction [20]. In the case of an analysis 
of multiple factors, we used ANOVA [21]: again, con-
sidering the α-level mentioned above.

RESULTS

Chinese Immigration
The presence of immigrants from China in Italy 
(https://www.tuttitalia.it/statistiche/cittadini-stranie-
ri/repubblica-popolare-cinese/) is not a factor in the 
spread of the virus [22]. In fact, in 2019, the number 
of Chinese present in Milan was 40,438 (1.25% of the 
total population), whilst in Rome their number was 
22,815 (0,52%). The provinces with the highest per-
centage of increase in deaths had the following num-
bers: Bergamo 4,488 (0.40%), Cremona 1,362 (0.35%), 
and Lodi 757 (0.33%).

Population Density
Social proximity does not appear to affect the conta-
gion and the death rate in Italy. We found no signif-
icant nonparametric correlation between the density 
of the population and the increase in mortality with 
respect to the last five years average (the p values are 
0.083 and 0.071 respectively, indeed not significant), or 
between density and infection spread (0.17; again, ab-
solutely not significant).

Influence of the PM-10 level
The PM-10 appears to have an effect considering the 
number of days above the threshold in Italy and, in 
particular, in Lombardy. There is a correlation of 0.40 
with the number of deaths in 2019 (p < 10-4) and a 
correlation of 0.38 with the 5-year average of num-
ber of deaths (p < 10-3). There is also a correlation of 
0.41 with the percentage of infected people (p < 10-4). 
However, if we consider together the effects of the 
distance from Seveso and the presence of PM-10 in 
a ranked ANOVA, we observe that the distance from 
Seveso retains its significance (t = -15.57, p < 10-8), 
while the presence of PM-10 does not.

Distance from Seveso and Bhopal
The distance from Seveso appears to be a determin-
ing factor (Fig. 3). In terms of increase in deaths with 
respect to 2019 we found a very strong correlation: 
-0.82 (p < 10-24), whilst with respect to the average of 
the last five years it was -0.83, (p < 10-25). In terms 
of the percentage of infected population, the corre-
lation is even higher, at -0.88 (p < 10-32). In summa-
ry, the closer to Seveso the analyzed sites were, the 
higher the rate of infected population and Covid-
19-related deaths were. In India, the correlation be-

Table 2: Data about Covid-19 mortality in India. 
 https://www.mohfw.gov.in/

S. 
No.

Name of State/ 
UT

Total 
Confirmed 

cases

Cured/ 
Discharged/ 
Migrated

Deaths

1 Andaman and 
Nicobar Islands 33 33 0

2 Andhra Pradesh 2407 1456 50

3 Arunachal 
Pradesh 1 1 0

4 Assam 101 41 2

5 Bihar 1262 475 8

6 Chandigarh 191 51 3

7 Chhattisgarh 86 59 0

8 Dadar Nagar 
Haveli 1 0 0

9 Delhi 10054 4485 160

10 Goa 29 7 0

11 Gujarat 11379 4499 659

12 Haryana 910 562 14

13 Himachal 
Pradesh 80 44 3

14 Jammu and 
Kashmir 1183 575 13

15 Jharkhand 223 113 3

16 Karnataka 1147 509 37

17 Kerala 601 497 4

18 Ladakh 43 24 0

19 Madhya Pradesh 4977 2403 248

20 Maharashtra 33053 7688 1198

21 Manipur 7 2 0

22 Meghalaya 13 11 1

23 Mizoram 1 1 0

24 Odisha 828 220 4

25 Puducherry 13 9 1

26 Punjab 1964 1366 35

27 Rajasthan 5202 2992 131

28 Tamil Nadu 11224 4172 78

29 Telengana 1551 992 34

30 Tripura 167 85 0

31 Uttarakhand 92 52 1

32 Uttar Pradesh 4259 2441 104

33 West Bengal 2677 959 238

Total number  
of confirmed cases  

in India
96169 36824 3029
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tween distances from Bhopal is significant on both 
the reported percentage of deaths due to coronavirus 
(-0.52, p < 0.01) and of infected people (-0.36, p < 0.05) 
(Table 3).

DISCUSSION
The possibility of a toxic gas escape that occurred 40 
years ago playing a role in the increased incidence of 
complicated clinical courses in the recent Covid-19 
infection is an intriguing, albeit difficult to demon-
strate, hypothesis. As a result of both accidents, two 
different toxic gases were released, but both gases 
were characterized by high carcinogenicity [7, 11–15, 
23, 24]. An increased mortality rate from COVID-19 
was observed in all regions potentially exposed to the 
gases spread by the winds prevailing at the time of 
the accident.

An increased mortality rate due to the Covid-19 
infection was witnessed in all the regions potentially 
touched by the gas leaks. This is also intimated in the 
observation of the possible effects of the winds active 
in those particular times of the year. This death rate 
increase was particularly striking in Lombardy, a fact 
that continues to require a plausible explanation. The 

particularly high virulence of the virus that affected 
the North of Italy was claimed as a possible reason 
for the high death toll [1]. Even if we assume that the 
better clinical course observed in the southern Italian 
regions was the result of heeding the lessons learned 
when the disease coursed through the northern parts 
of the country, the mortality rate difference remains 
hard to explain. 

The possible detrimental effects of the PM-10 pol-
lution has been invoked as a negative factor that has 
aided a more aggressive clinical course of the epidem-
ic due to its chronic irritative impact on the respirato-
ry system [25]. However, as we noted above, this hy-
pothesis is somewhat contradicted by the observation 
that the impact of the epidemic in California has been 
definitely milder than it has been in New York, al-
though the air concentration of PM-10 is much higher 
in California [26]. So, the detrimental effect of PM-10 
pollution cannot be the sole reason for what was ob-
served in Lombardy.

Other claims refer to the presence of immigrants 
from China. The available data from ISTAT show that 
on January 1, 2019, the number of Chinese present 
in Milan was higher than that in Rome. However, the 

Fig. 5. PM-10 
contamination in 
Europe  
https://commons.
wikimedia.org/
wiki/File:PM10_
in_Europe.png
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provinces with the highest increase in deaths had 
lower numbers of Chinese immigrants. There are also 
claims that social proximity increases the contagion 
rate and, consequently, the death rate. However, we 
found that density did not push the mortality rate 
upward as relates to 2019 and to the last five years. 
Also, if we consider the number of infections, in this 
case there is also no significant correlation.

We hypothesize that the fallout of the Seveso acci-
dent – perhaps in addition to the detrimental effects 
of air pollution – would have acted synergically in 
Lombardy to make the clinical course of the corona-
viral infection there particularly aggressive. It may 
have acted not only by predisposing residents, as a 
consequence of air pollution’s effect on the respira-
tory system of Lombard patients, to viral attacks, in 
particular to a significantly more aggressive course of 
the autoimmune reaction towards the alveoli the vi-
rus induces, but also through some gene-modifying 
mechanism that had taken place during the preced-
ing 45 years and acted somehow by reinforcing the 
aforementioned autoimmune process. The other case, 
Bhopal, India, experienced an increased mortality rate 
as compared to the rest of the country. However, this 
difference, albeit significant, was not as striking as the 
one observed in Lombardy. We would venture that, in 
the region of Bhopal, the air concentration of PM-10 
is not as significant as it is in the Padana landscape, 
which is a well-known site of significantly polluted air.

To support our claims, we used the robust 
Spearman’s Rank correlation coefficient. We consid-
ered first the relationship between the unequivocal 
number of variation of deaths in relationship to the 
previous years. The resulting value of the correla-
tion of the distance from Seveso and the increase 
in deaths with respect to 2019 is impressive (-0.82, 
p < 10-24), and it is even more impressive with respect 

to the average for the last five years (-0.83, p < 10-25). 
We have also considered the relationship between dis-
tance to Seveso and the percentage of the infected 
population, and in this case the correlation is even 
higher -0.88 (p < 10-32).

For conclusiveness, we have also considered the 
claimed effect of PM-10, particularly by calculating 
the number of days above the safe threshold. We 
have noticed that, indeed, there is an impact, by far 
below the one related to the distance from Seveso 
(0.40, р < 10-4). The average number of deaths over 
5 years (0.38, p < 10-3) and the percentage of those 
infected with COVID-19 (0.41, p < 10-4) also corre-
lated with elevated levels of PM-10. We have built a 
ranked ANOVA to attempt to determine the joint con-
tribution of the number of days of PM-10 above the 
threshold and the distance from Seveso. In perform-
ing such an analysis, we arrived at the conclusion that 
the distance from Seveso remains highly statistically 
significant, while the number of days of PM-10 above 
the threshold completely loses such significance.

To bolster our hypothesis, we turned our atten-
tion to the case of India, where we directly tested the 
presence of a correlation between the distance from 
Bhopal and the reported rate of infected and dead 
people from Coronavirus. The historical data on the 
total number of deaths and on the presence of PM-10 
was not available to us. So, we had to rely only on the 
public data specific to the disease in 2020. In this case, 
we also found a statistically significant Spearman’s 
rank correlation between the distance from Bhopal 
and the percentage of infected people (-0.36, p < 0.05), 
as well as that of dead people (-0.52, p < 0.01).

CONCLUSIONS
Our hypothesis, obviously, requires confirmation, 
perhaps through a study comparing certain genom-

Table 3. Revealed statistically significant patterns of the significance of factors affecting the level of infection and mortali-
ty from COVID-19

Country Possible cause Possible effect, % Spearman’s Rank 
Correlation

Italy

Distance from Seveso
Variation of death over 2019

Variation of death over 5-year average
Infection

-0.82 (p < 10-24)
-0.83 (p < 10-25)
-0.88 (p < 10-32)

Number of days of PM-10 
over threshold

Variation of death over 2019
Variation of death over 5-year average

Infection

0.40 (p < 10-4)
0.38 (p < 10-3)
0.41 (p < 10-4)

India Distance from Bhopal Deaths due to COVID-19
Infection

-0.52 (p < 10-2)
-0.36 (p < 0.05)
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ic characteristics of Lombardy longtime residents 
with those of relatively recent immigrants. As a mat-
ter of fact, a strikingly low presence of immigrants 
amongst the Covid-19 patients admitted to the ICUs 
of Lombardy hospitals has been observed [27], and a 
convincing explanation of that fact has yet to be pro-
vided. At the same time, we could not find in the sci-
entific literature and statistical data direct evidence of 
increased mortality with seasonal influenza diseases in 
that region until the spring of 2020.

The technogenic catastrophe and the complicated 
course of COVID-19 in Lombardy may have some-
thing to do with the increased level of diabetes mel-
litus, oncological, and autoimmune disorders. Thus, 
population studies of mortality for 25 years since 
the accident in 1976, conducted by Consonni and 
colleagues, revealed increased additional mortality 
from diabetes among women in all areas of pollu-
tion, dependent on the degree of damage to the area 
[28]. According to available data, during the first 25 
years after the technogenic accident (1976–2001), no 
increase in the total cancer mortality was detected 
throughout the affected areas. However, once the 
mortality rate was studied some 20 plus years after 
the explosion, an increase in cancer mortality was re-
corded in the area with the most severe pollution [28]. 
A similar correlation was observed with autoimmune 
diseases. In the affected areas, an inverse correlation 
was found between the level of immunoglobulin and 
dioxin in the blood plasma of adult patients [29]. At 
the same time, another study found an increase in 
the titers of antinuclear antibodies, an increase in the 
deposition of immune complexes, and a decrease in 
the number of natural killers in patients from the af-
fected areas [30].

The half-life of dioxin in the body is 7–11 years. 
Since the disaster in Seveso occurred in 1976, the di-

rect effect of dioxin can no longer be taken into ac-
count. Nevertheless, it is interesting to study the de-
layed effects of this substance on the human body. 
Since this manuscript considers the possible connec-
tion between residents of this particular area and the 
higher mortality rate from COVID-19, a next stage of 
this study could be the inclusion in the study sam-
ple of only the generation of people who directly ex-
perienced the accident of 1976 or moved to Seveso 
for 7–11 years until the half-life of dioxin expired. 
In a separate comparison group, it is possible to in-
clude the descendants of people who were affected 
by the accident and stayed in the territory. It is es-
pecially interesting to follow the individuals who sur-
vived the accident and their descendants who left 
for other regions of Italy and also suffered the new 
coronavirus infection. Unfortunately, at the moment 
(since the study is retrospective), such information is 
not available. Moreover, such data are not present ei-
ther in open statistical data or in outpatient records. 
Therefore, a much larger resource is required for its 
systematization.

By focusing future research on the genomics and 
proteomics of affected patients in the area of techno-
genic disasters, especially young patients with a se-
vere clinical course, it is possible not only to test the 
validity of our hypothesis, but also to predict the ge-
netic determinants of individuals with a potentially 
worse prognosis of COVID-19. Such data could make 
the approach to treatment of COVID-19 more per-
sonalized, as well as identify risk groups that must be 
prioritized regarding vaccination, revaccination, and 
protection in terms of limiting social contacts. 

This work was carried out within the framework 
of the Russian Ministry of Education and Science 

project No. 075-15-2021-1049.
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ABSTRACT The spread of the monkeypox virus infection among humans in many countries outside of Africa, 
which started in 2022, is now drawing the attention of the medical and scientific communities to the fact 
that immunization against this infection is sorely needed. According to current guidelines, immunization of 
people with the first-generation smallpox vaccine based on the vaccinia virus (VACV) LIVP strain, which is 
licensed in Russia, should be performed via transepidermal inoculation (skin scarification, s.s.). However, the 
long past experience of using this vaccination technique suggests that it does not ensure virus inoculation 
into patients’ skin with enough reliability. The procedure of intradermal (i.d.) injection of a vaccine can be 
an alternative to s.s. inoculation. The effectiveness of i.d. vaccination can depend on the virus injection site 
on the body. Therefore, the aim of this study was to compare the development of the humoral and cellular 
immune responses in BALB/c mice immunized with the LIVP VACV strain, which was administered either 
by s.s. inoculation or i.d. injection into the same tail region of the animal. A virus dose of 105 pfu was used 
in both cases. ELISA of serum samples revealed no significant difference in the dynamics and level of pro-
duction of VACV-specific IgM and IgG after i.d. or s.s. vaccination. A ELISpot analysis of splenocytes from 
the vaccinated mice showed that i.d. administration of VACV LIVP to mice induces a significantly greater 
T-cell immune response compared to s.s. inoculation. In order to assess the protective potency, on day 45 post 
immunization, mice were intranasally infected with lethal doses of either the cowpox virus (CPXV) or the 
ectromelia virus (ECTV), which is evolutionarily distant from the VACV and CPXV. Both vaccination tech-
niques ensured complete protection of mice against infection with the CPXV. However, when mice were in-
fected with a highly virulent strain of ECTV, 50% survived in the i.d. immunized group, whereas only 17% 
survived in the s.s. immunized group. It appears, therefore, that i.d. injection of the VACV can elicit a more 
potent protective immunity against orthopoxviruses compared to the conventional s.s. technique.
KEYWORDS orthopoxviruses, vaccinia virus, skin scarification, intradermal injection, antibodies, T cells.
ABBREVIATIONS CPXV – cowpox virus; ECTV – ectromelia virus; VACV – vaccinia virus; pfu – plaque form-
ing units; i.d. – intradermal; s.s. – skin scarification; dpi – day post immunization; i.n. – intranasal; LD50 – 
50% lethal dose of virus. 

INTRODUCTION
During mass vaccination, virus preparations are ad-
ministered either intramuscularly or subcutaneously, 
since these techniques are the simplest to perform, 
ensure accurate vaccine dosage, and do not require 
a highly qualified staff. However, these body tissues 
where a vaccine is delivered are immune-poor and 

usually do not elicit a long-lasting, potent immune re-
sponse to the administered vaccine [1–3]. Nonetheless, 
next-generation smallpox vaccines (including the best 
studied MVA strain) continue to be typically adminis-
tered intramuscularly or subcutaneously [4, 5].

Skin immunization is a promising alternative to 
the conventional subcutaneous and intramuscular ad-
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ministration paths. The reason is that not only does 
the skin act as a physical barrier, preventing pen-
etration of infectious agents into the body, but it also 
has evolved to become a highly active immune or-
gan. The skin contains various types of dendritic 
cells, and these professional antigen-presenting cells 
(APCs) can recognize, assimilate, and process anti-
gens. Importantly, these dendritic cells underpin the 
necessary association between the innate and adaptive 
immune responses by migrating into the skin, drain-
ing lymph nodes and presenting antigens to T and B 
cells, thus inducing a pathogen-specific protective im-
munity. Furthermore, these highly specialized APCs 
possess significant plasticity, which is modulated by 
immune signals emanating from other virus-infected 
skin cells (including keratinocytes, fibroblasts, melano-
cytes, mast cells, etc.) [1–3, 6].

Transepidermal immunization is historically the 
first-ever vaccination technique and originates from 
variolation (variola inoculation). The procedure in-
volved placing infectious material from smallpox pa-
tients into skin incisions (skin scarification, s.s.) made 
in healthy patients. In the late 18th century, E. Jenner 
proposed inoculating the contents of pustules from 
people infected with the cowpox rather than infec-
tious material from smallpox patients. This procedure 
became known as vaccination (vaccine inoculation). 
Transepidermal immunization was performed using 
a scalpel, a lancet, or specialized bifurcated needles. 
Although this vaccination method has made it pos-
sible to eradicate smallpox, reliability in delivering vi-
ral material into the skin was never sufficiently high 
[1]. Furthermore, this procedure can be accompanied 
by the growth of bacterial microflora in the damaged 
skin [7].

In 1909, C. Mantoux [8] proposed to make intra-
dermal injections using a syringe with a standard 
needle. This method became actively used in the 
administration of the BCG anti-tuberculosis vac-
cine, which was developed in 1921. A century lat-
er, the conventional Mantoux technique for intra-
dermal injection is now used only to administer a 
small number of vaccines. The reason is that this 
injection method is not easy to perform: the anti-
gen can either be delivered too deep under the skin, 
or the vaccine may leak out of the injection site [9]. 
Therefore, staff needs to be specially trained and 
have experience making such injections.

The recently conducted animal experiments and 
clinical trials on volunteers have consistently shown 
that intradermal vaccination elicits a more potent im-
mune response compared to the conventional intramus-
cular or subcutaneous varieties [10–12]. Furthermore, 
intradermal vaccination can ensure a robust immune 

response at a lower vaccine dose [1, 12], which is also 
important in the case of mass vaccination, when a large 
number of vaccine doses need to be produced.

Individual studies report the results of experi-
ments on laboratory animals comparing the effective-
ness of the immune response against the vaccinia virus 
(VACV) delivered by different methods: intramuscu-
larly, subcutaneously, intradermally, intraperitoneally, 
etc. Intradermal injection of VACV has consistently en-
sured a more robust antiviral immune response com-
pared to other vaccination techniques [10, 13]. The re-
sults in these studies also depended on the analyzed 
VACV strains and virus doses used.

Liu L. et al. [14] demonstrated that inoculating the 
VACV WR strain highly pathogenic for mice into the 
scarified tail skin of mice can elicit an immune re-
sponse stronger than that observed after intradermal 
injection of this virus into the low back of mice. Skin 
thickness is known to vary depending on the region 
of the body [2]. Therefore, the effectiveness of intra-
dermal vaccination can hinge on the virus injection 
site. All these facts indicate that comparative studies 
are needed in order to determine how the technique 
used for inoculating the VACV strain into the skin 
within the same body area affects the immune re-
sponse dynamics and level.

The VACV LIVP strain used to design the first-
generation smallpox vaccine in Russia [15] was the 
study object. The study aimed to compare the hu-
moral and T cell-mediated immune responses to vac-
cination of BALB/c mice with the VACV LIVP strain 
inoculated into the same tail region by scarification 
(transepidermally) or by injection with a needle and 
a syringe using the Mantoux technique (intrader-
mally).

EXPERIMENTAL

Viruses and cells
The clonal variant 14 of the VACV LIVP strain [16], 
cowpox virus (CPXV) strain GRI-90 [17], and ec-
tromelia virus (ECTV) strain K-1 from the Virus col-
lection and African green monkey kidney cell culture 
CV-1 from the Cell culture collection of the SRC VB 
VECTOR were used in this study. The viruses were 
grown and titrated in the CV-1 cell culture using the 
procedures described previously [15].

Animals
Female BALB/c mice aged 6–7 weeks (weight, 
16–19 g) procured from the husbandry of the SRC 
VB VECTOR were used for the experiments. The ex-
perimental animals were fed a standard diet with ad 
libitum access to water, in compliance with the veter-
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inary regulations and the guidelines for humane han-
dling and use of animals in research. Animal manipu-
lations were approved by the Bioethics Committee of 
the SRC VB VECTOR (Protocol No. 01-04.2021 dated 
April 22, 2021).

Infection of mice
The animals were immunized by intradermal injection 
(i.d.) or skin scarification (s.s.) using the VACV LIVP 
at a dose of 105 plaque forming units (pfu).

For the i.d. injection, the injection site (the dorsal 
side of tail, ~ 1 cm from the tail base) was pre-disin-
fected with 70% ethanol; a needle 30G (0.3 × 13 mm) 
connected to a syringe was inserted at a small an-
gle, with the needle bevel facing up, to a depth of 
~ 2–3 mm under the superficial level of the epider-
mis. Viral material or saline (control group), 20 µl, was 
injected slowly, with the expectation that the top skin 
layers will get delaminated due to the pressure of the 
fluid (blanching of the skin spreading to both sides of 
the injection site was indication that the fluid had got 
into the intradermal space). After the injection, the 
needle was withdrawn slowly and the injection site 
was disinfected with 70% ethanol.

For immunization using the s.s. technique, the in-
oculation site (the dorsal side of the tail, ~ 1 cm from 
the tail base) was pre-disinfected with 70% ethanol. 
Once the ethanol had evaporated, 10 skin incisions 
were made using a needle 26G (0.45 × 16 mm) with-
in the superficial layer of the epidermis. Viral mate-
rial or saline (5 µl) was immediately placed onto the 
damaged skin area and was let to be adsorbed by the 
skin.

Each group consisted of 36 mice.

Sampling of biomaterials from 
the experimental animals
After the immunization (7, 14, 21, and 28 days post 
immunization (dpi)) with the VACV, blood samples 
were collected from the retro-orbital venous sinus of 
mice (six animals from each group) by puncturing the 
sinus with a needle 23G (0.6 × 30 mm); the animals 
were then euthanized by cervical dislocation. Spleens 
for splenocyte isolation were removed under ster-
ile conditions using forceps and surgical scissors and 
placed into the transport medium.

Serum specimens were obtained from the individ-
ual blood samples of mice by centrifugation of blood 
cells. Mouse serum specimens were stored at –20°C.

On 42 dpi with VACV, blood samples were collect-
ed from the retro-orbital venous sinus intravitally in 
mice (12 animals from each group) and individual se-
rum specimens were obtained using the procedure 
described above.

Assessment of the protective 
potency in immunized mice
On 45 dpi, the groups of virus-immunized and control 
animals were intranasally (i.n.) infected with CPXV 
GRI-90 at a dose of 300 LD50 (3.2 × 106 pfu) (six an-
imals per group) or with ECTV K-1 at a dose of 
300 LD50 (7.3 × 103 pfu) (six animals per group). The 
animals were followed for clinical signs of infection 
and mortality for 14 days.

The mice were individually weighed every two 
days. The arithmetic mean body weight of the mice 
in each group at every time point was calculated and 
expressed as a percentage of the initial weight. Data 
were obtained for the group of animals immunized 
with VACV LIVP, as well as the non-immunized and 
not-infected group of mice (negative control) and 
those infected with CPXV GRI-90 or ECTV K-1 (pos-
itive control).

Splenocyte isolation
The spleens collected from the immunized mice were 
mashed onto 70-µm and 40-µm cell strainers (BD 
Falcon™, Tewksbury, MA, USA). Splenocytes were 
treated with a red blood cell lysis buffer (ACK Lysis 
Buffer, Sigma, St. Louis, MO, USA); then, the cells 
were washed with a completed RPMI 1640 medium 
and suspended in the completed RPMI 1640 medi-
um with 10% fetal bovine serum, 2 mM L-Gln, and 
50 µg/mL gentamycin. The cells were counted with 
a TC20™ automated cell counter (Bio-Rad, Hercules, 
CA, USA).

IFN-γ ELISpot assay
The assays were performed using the mouse IFN-γ 
ELISpot kit (R&D Systems, Inc., Minneapolis, MN, 
USA) according to the manufacturer’s instructions. 
The splenocytes were plated (100 µL/well) in du-
plicates 5 × 106 cells/mL and stimulated by a mix-
ture of peptides (corresponding to VACV-specific 
BALB/c mice H2-d restricted epitopes): SPYAAGYDL, 
SPGAAGYDL,  VGPSNSPTF,  KYGRLFNEI , 
GFIRSLQTI, and KYMWCYSQV [18]. The pooled 
peptides (100 µL/well) were added at a concentration 
of 20 µg/mL for each peptide. Non-stimulated and 
concanavalin A (Con A, 5 µg/mL) stimulated spleno-
cytes were used as the negative and non-specific pos-
itive controls, respectively. After an 18-h stimulation 
period at 37°C in 5% CO2, the cells were discarded and 
the plates were incubated for 2 h at 37°C in the pres-
ence of anti-IFN-γ detection antibodies.

The plates were washed and the spots were re-
vealed by adding the streptavidin-conjugated alkaline 
phosphatase and the BCIP/NBT (5-bromo-4-chloro-
3′-indolylphosphate/nitro-blue tetrazolium) substrate. 
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The reaction was stopped by washing the plates with 
distilled water. The number of IFN-γ-producing cells 
was counted using an ELISpot reader (Carl Zeiss, 
Jena, Germany).

Enzyme-linked immunosorbent 
assay of the serum samples
ELISA of individual mouse serum specimens was 
performed according to the procedure described ear-
lier [15]. The purified VACV LIVP preparation was 
used as an antigen. The geometric means of the log-
arithms of the reciprocal titers of VACV-specific IgM 
and IgG in the study groups were determined, and 
the confidence intervals for a 95% confidence level 
were calculated.

Statistics
The data were analyzed with the GraphPad Prism 9.0 
software (GraphPad Software, Inc., San Diego, CA, 
USA). The results are expressed as a geometric mean 
with GSD. Data throughout the study were analyzed 
using repeated-measures two-way ANOVA with the 
Geisser-Greenhouse correction. Multiple comparisons 
were performed using a Tukey test. The statistical 
analysis was conducted at a 95% confidence level. A 
P value less than 0.05 was considered statistically sig-
nificant.

RESULTS

Intradermal injection of VACV LIVP to mice 
induces a stronger cell-mediated immune response 
compared to virus inoculation by skin scarification
Changes in the T-cell immune response in LIVP-
vaccinated BALB/c mice over time were investigated 
using the IFN-γ ELISpot technique. The mice were 
split into several groups (six animals per group). The 
animals were inoculated with the VACV LIVP either 
i.d. (1 cm from the tail base) or s.s. (1 cm from the 
tail base) at a dose of 105 pfu/animal. The spleens for 
performing ELISpot assay were removed individual-
ly from six animals in each study group on 7, 14, 21, 
and 28 dpi. Intact (non-immunized) mice were used 
as control.

The intensity of the T cell-mediated immune re-
sponse in the immunized mice was determined ac-
cording to the number of splenocytes producing 
IFN-γ in response to the stimulation with peptides 
from the immunodominant VACV proteins [19]. The 
results shown in Fig. 1 demonstrate that a potent 
VACV-specific T cell-mediated immune response 
was elicited in all immunized mice. Meanwhile, the 
splenocytes in the control animals did not produce 
IFN-γ.

After s.s. inoculation of VACV LIVP, on 7 dpi only a 
low level of VACV-specific T cell-mediated immunity 
was induced in mice, reaching its maximum on 14 dpi 
and declining significantly on 21 and 28 dpi (Fig. 1). 

After i.d. injection, an intensive T cell-mediated im-
mune response developed in mice as early as on 7 dpi, 
slightly increased by 14 dpi, and remained high dur-
ing the entire follow-up period (up to 28 dpi).

On days 7, 21, and 28, the level of T cell response in 
i.d. vaccinated mice significantly exceeded that in the 
groups of mice s.s. inoculated with VACV LIVP (Fig. 1).

No difference in the dynamics of developing 
humoral immunity in mice in response to 
inoculation of VACV LIVP by intradermal 
injection or skin scarification was revealed
Individual blood samples were collected from the ret-
ro-orbital venous sinus in mice on 7, 14, 21, 28, and 
42 dpi to obtain serum specimens, which were then 
analyzed by ELISA; the preparation of VACV LIVP 
virions was used as an antigen.

Serum samples from six animals were analyzed at 
each time point in each group. The geometric means 
of the logarithms of reciprocal titers of VACV-specific 
IgM and IgG were calculated. The maximum level of 
VACV-specific IgM was observed in mice on 21 dpi 
(Fig. 2), while the maximum level of VACV-specific 
IgG production was observed on 28 dpi (Fig. 3).

No statistically significant differences in the IgM or 
IgG levels in serum samples were revealed between 
the groups of mice immunized by i.d. injection and s.s. 
inoculation of the VACV LIVP strain (Figs. 2,3).

Intradermal injection of VACV LIVP to mice 
provides greater protective potency than 
inoculation of this virus by skin scarification
In order to understand how the levels of humoral and 
cell-mediated immunity developing in response to the 
immunization of the mice with the VACV LIVP affect 
their protective potency against a challenge with a le-
thal orthopoxvirus infection, the mice were i.n. infect-
ed with lethal doses of CPXV GRI-90 (six animals per 
group) or ECTV K-1 (six animals per group) on day 
45 post i.d. or s.s. inoculation of the VACV LIVP. The 
mice were followed up for 14 days; clinical manifes-
tations of the infection and death of the animals were 
documented. Every two days, mice were weighed to 
determine the dynamics of body weight change.

After the mice had been infected i.n. with CPXV at 
a dose of 3.2 × 106 pfu (300 LD50), the animals in the 
study groups started displaying signs of disease and 
their body weight declined transiently on days 4–8 
without statistically significant differences (Fig. 4A). 
All the animals in the positive control group had died 
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Fig. 2. Concentration of VACV-specific IgM in the serum 
samples of mice immunized with VACV LIVP at a dose of 
105 pfu determined by ELISA. Blue bars – i.d. injection of 
the VACV LIVP; red bars – s.s. inoculation of the VACV 
LIVP. C (control) – serum samples from mice that received 
saline. The diagrams show the geometric mean with GSD. 
The statistical analysis was performed using the GraphPad 
Prism 9.0 software. P values are above horizontal brack-
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Fig. 1. Assessment of T cell-mediated immunity in BALB/c 
mice immunized with VACV LIVP (six mice per group) by 
IFN-γ ELISpot assay. Splenocytes were stimulated with a 
pool of virus-specific peptides during 24 h. Blue bars – i.d. 
injection of the VACV LIVP; red bars – s.s. inoculation of 
the VACV LIVP. The diagrams show the geometric mean 
with GSD. The Y axis shows the number of spots (the 
number of IFNγ-producing cells) per 106 splenocytes. Day 
0 – the level of T cell-mediated immune response for non-
immunized mice. The statistical analysis was performed us-
ing the GraphPad Prism 9.0 software. P values are above 
horizontal brackets
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Fig. 3. Concentration of VACV-specific IgG in the serum 
samples of mice immunized with the VACV LIVP at a dose 
of 105 pfu determined by ELISA. Blue bars – i.d. injec-
tion of the VACV LIVP; red bars – s.s. inoculation of the 
VACV LIVP. C (control) – serum samples from mice that 
received saline. The diagrams show the geometric mean 
with GSD. The statistical analysis was performed using the 
GraphPad Prism 9.0 software. P values are above horizon-
tal brackets

by day 6, while all the mice in study groups had re-
covered (Fig. 4B).

After the mice had been infected i.n. with the 
highly pathogenic ECTV at a dose of 7.3 × 103 pfu 
(300 LD50), signs of disease were observed in study 
groups on days 6–10 and the animals’ body weights 
declined transiently without statistically significant 
differences (Fig. 5A). All the animals in the positive 
control groups had died by day 8. Half of the mice in 
the group of animals vaccinated by i.d. injection sur-
vived, while only 17% of the animals vaccinated by s.s. 
inoculation of the virus survived (Fig. 5B).

DISCUSSION
The skin possesses properties that make it an excel-
lent site for vaccination. It is an immune-rich organ 
and contains components that efficiently induce both 
humoral and cell-mediated immunity in response 
to infection/vaccination [1–3]. There are two tech-
niques for cutaneous vaccination: the historically 
older method of transepidermal inoculation or skin 
scarification (s.s.) and the technique of intradermal 
injection (i.d.), which was proposed in the early 20th 
century [8]. Each of these methods has advantages 
and shortcomings.
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Fig. 4. The dynamics of body weight change (A) and 
death of mice (B) immunized with VACV LIVP at a dose of 
105 pfu after i.n. infection with CPXV GRI-90 at a dose of 
300 LD

50
. Data for groups consisting of six animals immu-

nized using the s.s. (2) or i.d. (3) technique, as well as the 
groups consisting of non-immunized animals either non-
infected (1) or infected with CPXV GRI-90 (4), are shown
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Fig. 5. The dynamics of body weight change (A) and 
death of mice (B) immunized with VACV LIVP at a dose 
of 105 pfu after i.n. infection with ECTV K-1 at a dose of 
300 LD

50
. Data for groups consisting of six animals immu-

nized using the s.s. (2) or i.d. (3) technique, as well as the 
groups consisting of non-immunized animals either non-
infected (1) or infected with ECTV K-1 (4), are shown

The technique of s.s. inoculation is relatively sim-
ple, but the skin cover is disrupted when used in that 
way. Thus, a local inflammatory response is induced 
and it is difficult to ensure dosage accuracy. The i.d. 
injection using a needle and a syringe causes minimal 
skin damage and allows one to dose the vaccine and 
inject it into the target skin layer more accurately.

Despite the long history of using both the s.s. and 
i.d. vaccination techniques, no fully correct compari-
son of the immunogenic and protective effectiveness 
of these two methods upon inoculation of the VACV 
in animal models has been performed. Such a conclu-
sion can be drawn because in most studies comparing 

the s.s. and i.d. techniques, the VACV was inoculated 
into different body sites of laboratory mice [19]. The 
results of our preliminary experiments have shown 
that the body site of mice into which the virus prepa-
ration is inoculated significantly affects the immune 
response level upon i.d. injection of the VACV. In or-
der to eliminate this effect, we have compared the s.s. 
and i.d. techniques when the same dose of the VACV 
is inoculated into the same site at the mouse tail.

BALB/c mice and the VACV LIVP strain were used 
as study objects. The VACV LIVP at a dose of 105 pfu 
was inoculated either i.d. or s.s. to mice into the tail 
skin (1 cm from the tail base). For each of the two 
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studied vaccination methods, blood was sampled from 
the retro-orbital venous sinus in six animals at each 
time point (7, 14, 21, and 28 dpi) and individual serum 
samples for the analysis of the levels of VACV-specific 
antibodies were obtained. Next, spleens were removed 
from each animal to isolate splenocytes and perform 
a IFN-γ ELISpot assay. Intact (non-immunized) mice 
were used as control.

The intensity of the T cell-mediated immune re-
sponse in immunized mice was determined accord-
ing to the number of splenocytes producing IFN-γ in 
response to stimulation with peptides from the im-
munodominant VACV proteins (Fig. 1). Only a low 
level of VACV-specific T cell-mediated response 
was induced by s.s. inoculation of the VACV LIVP 
on 7 dpi; it reached its maximum on 14 dpi and be-
gan declining significantly by 21 and 28 dpi. After 
i.d. injection, an intensive T cell-mediated immune 
response developed in mice as early as on 7 dpi and 
remained so during the entire follow-up period (up 
to 28 dpi). On 7, 21, and 28 dpi, the level of the T 
cell response in i.d.-vaccinated mice significantly ex-
ceeded that in the groups of mice s.s. inoculated with 
VACV LIVP (Fig. 1). Hence, i.d. immunization with 
the VACV LIVP induces a more potent and lansting 
T cell-mediated immune response in mice compared 
to s.s. vaccination.

In the remaining mice in the study and control 
groups (12 animals per group), blood was sampled 
intravitally from the retro-orbital venous sinus on 
42 dpi, and individual serum samples were obtained. 
ELISA of all the serum samples of the immunized 
mice revealed no statistically significant difference 
in the dynamics and level of production of VACV-
specific IgM (Fig. 2) and IgG (Fig. 3) after both the 
i.d. and s.s. vaccinations. The maximum IgM and IgG 
levels were observed on 21 and 28 dpi, respectively. 

In order to assess the protective immunity that de-
veloped as a result of i.d. or s.s. vaccination, six mice 
per group were infected i.n. with highly lethal dos-
es of CPXV GRI-90 or ECTV K-1 on 45 dpi. Both 
vaccination methods were found to completely pro-
tect mice against infection with CPXV at a dose of 
300 LD50 (Fig. 4). However, the vaccinated animals had 
only partial protection after being i.n. infected with a 
highly virulent ECTV (300 LD50), which is relatively 
evolutionarily distant from the VACV and CPXV [20] 

(Fig. 5). Meanwhile, 50% of the mice immunized by i.d. 
injection survived; the percentage of surviving mice 
immunized by s.s. inoculation was 17%. 

These findings allow us to infer that, although hu-
moral immunity makes the greatest contribution to 
the protection against a challenge with the orthopox-
virus infection [21–23], the level of cell-mediated im-
munity that develops in response to vaccination is also 
important. A conclusion can also be drawn that intra-
dermal injection of the VACV can ensure a more po-
tent protective immunity compared to the convention-
al skin scarification technique because of the stronger 
T cell-mediated response.

The results obtained in this study differ from the 
findings published earlier by T.S. Kupper et al. [14, 
19], who revealed that the VACV exhibits a higher 
immunogenicity and protectivity upon s.s. immuniza-
tion of mice compared to the i.d. and other routes of 
injection of the virus. In those studies, C57BL/6 mice 
were immunized with the non-replicating VACV MVA 
strain and protectivity against a lethal respiratory 
challenge with the VACV WR strain was assessed. For 
different routes of administration of the viruses, dif-
ferent body parts of mice were challenged. 

A different, BALB/c, line of mice was used in our 
study, and the animals were immunized with the rep-
licating VACV LIVP strain. The protectivity of the 
immunized mice against a lethal respiratory challenge 
with the heterologous orthopoxviruses CPXV and 
ECTV was assessed. Preliminary experiments have 
revealed that the immunogenicity of the VACV LIVP 
strain differs significantly upon i.d. injection of the vi-
rus into different body sites of mice. Therefore, the 
VACV LIVP strain was injected into the same region 
of mouse tail skin in order to properly compare the 
efficacies of the s.s. and i.d. routes of immunization. 
This fact seems to be responsible for the discrepan-
cies between our results and the data published pre-
viously [14, 19].

The advances in modern techniques of intradermal 
injection of vaccines will simplify this promising ap-
proach to antiviral immunization and increase its reli-
ability [1–3, 24]. 

This work was supported by the Russian Science 
Foundation (grant No. 19-14-00006-P).
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