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Fifty Years of Research on Protonophores: Mitochondrial 
Uncoupling As a Basis for Therapeutic Action
E. A. Kotova, Y. N. Antonenko
Protonophores, compounds performing electrogenic transmembrane H+  
transport, have been intensively studied over the past 50 years because of 
their ability to uncouple the electron transport chain from the ATP synthesis 
in mitochondria and chloroplasts. This review focuses on potential involve-
ment of certain mitochondrial inner membrane proteins in the uncoupling.  
A conclusion has been drawn that it is important to thoroughly study the 
mechanism of action of uncoupling agents to make their pharmacological ap-
plication more successful.

Schematic of the protonophoric ef-
fect of an anionic uncoupler T

Tandem Exon Duplications Expanding 
the Alternative Splicing Repertoire

T. M. Ivanov, D. D. Pervouchine
Tandem exon duplications involved in the mech-
anism of adaptive regulation of protein function 
play a crucial role in evolution of the eukary-
otic genome. The paper addresses the problem 
of identifying tandem exon duplications in eu-
karyotic genes and demonstrates that tandemly 
duplicated exons are abundant in both the cod-
ing gene regions and the untranslated regions. A 
number of examples of tandem exon duplications 
have been provided; unannotated tandemly du-
plicated exons have been identified; and statisti-
cal evidence for their expression using large pan-
els of RNA-seq experiments has been presented.

Genome Browser diagram of tandem exon duplications in  
D. melanogaster genes hydra and pip

3D Models of Cellular Spheroids As a Universal Tool for Studying 
the Cytotoxic Properties of Anticancer Compounds In Vitro
A. S. Sogomonyan, V. O. Shipunova, V. D. Soloviev, V. I. Larionov,  
P. A. Kotelnikova, S. M. Deyev
A universal method for 3D cultivation of mammalian cells based on reusable 
molds has been developed; this method allows one to reproducibly produce 
multicellular spheroids with tight contacts to be used in molecular and cell 
biology, as well as for predicting the in vivo functional activity of various 
compounds.
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Effect of Additional Amino Acid Replacements on the Properties of 
Multi-point Mutant Bacterial Formate Dehyderogenase PseFDH SM4S
А. А. Pometun, P. D. Parshin, N. P. Galanicheva, L. A. Shaposhnikov,  
D. L. Atroshenko, E. V. Pometun, V. V. Burmakin, S. Yu. Kleymenov,  
S. S. Savin, V. I. Tishkov
Formate dehydrogenase from bacteria Pseudomonas sp. 101 (PseFDH) 
is of great fundamental and practical interest. A multipoint mutant 
PseFDH SM4S possessing improved catalytic parameters and increased 
temperature and chemical stability was used in this study. Five addition-
al replacements enhancing the stability of the wild-type enzyme were 
introduced. A combination of the E170D replacement with the mutations 
introduced earlier was shown to have a synergistic effect: the mutant’s 
thermal stability was twice as high as that of the wild-type enzyme.

Positions of Lys61, Ser131, Ser160, 
and Glu170 in the structure of apo-form 
of FDH from Pseudomonas sp. 101
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ABSTRACT Protonophores are compounds capable of electrogenic transport of protons across membranes. 
Protonophores have been intensively studied over the past 50 years owing to their ability to uncouple oxi-
dation and phosphorylation in mitochondria and chloroplasts. The action mechanism of classical uncouplers, 
such as DNP and CCCP, in mitochondria is believed to be related to their protonophoric activity; i.e., their 
ability to transfer protons across the lipid part of the mitochondrial membrane. Given the recently revealed 
deviations in the correlation between the protonophoric activity of some uncouplers and their ability to stim-
ulate mitochondrial respiration, this review addresses the involvement of some proteins of the inner mito-
chondrial membrane, such as the ATP/ADP antiporter, dicarboxylate carrier, and ATPase, in the uncoupling 
process. However, these deviations do not contradict the Mitchell theory but point to a more complex nature 
of the interaction of DNP, CCCP, and other uncouplers with mitochondrial membranes. Therefore, a detailed 
investigation of the action mechanism of uncouplers is required for a more successful pharmacological use, 
including their antibacterial, antiviral, anticancer, as well as cardio-, neuro-, and nephroprotective effects.
KEYWORDS uncouplers of oxidative phosphorylation, mitochondria, proton transport, bioenergetics.
ABBREVIATIONS DNP – 2,4-dinitrophenol; CCCP – carbonyl cyanide-m-chlorophenylhydrazone; BLM – bilay-
er lipid membrane; P-vs-U correlation – correlation of uncoupling efficiency in mitochondria and protono-
phoric activity in bilayer lipid membranes; CATR – carboxyatractyloside; mitoFluo – triphenyl-phosphonium 
cation–fluorescein conjugate.

INTRODUCTION
The term protonophore was first used in a review by 
Skulachev published in 1970 [1], but protonophores 
were discovered several years earlier in the labo-
ratories of Lehninger (1966 [2]), Skulachev [3], and 
Lieberman [4]. Those studies showed that some com-
pounds previously identified as uncouplers of oxida-
tive phosphorylation in mitochondria increase the pro-
ton conductivity of lipid membranes. This observation 
was in agreement with the Mitchell theory on the 
coupling of oxidation and phosphorylation in mito-
chondria through the electrochemical potential differ-
ence between protons [5]. In 1967, Mitchell observed 
proton transfer by some uncouplers in mitochondrial 
membranes [6]. As already mentioned, the term pro-
tonophore was coined in 1970 [1]; before that, uncou-

plers were called proton conductors, or H+ carriers 
[2]. It is worth noting a study in 1967 [7] on an un-
coupler-mediated increase in the proton conductivity 
of liposomes, but that study did not attract as much 
research attention as the publication in Nature [3]. 
Skulachev’s group's priority in the discovery of pro-
tonophores was also confirmed by a publication in 
Nature in 1969 [8], which reported a quantitative cor-
relation between protonophore activity in lipid mem-
branes (planar bilayers, BLM) and stimulation of mi-
tochondrial respiration in state 4 (P-vs-U-correlation) 
for many uncouplers of various chemical structures. 
This publication in 1969 [8] is now considered classic. 
It should be noted that the term ionophore, which de-
notes a compound that transports ions through mem-
branes, had appeared earlier and was actively used 
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in Pressman’s works in the mid-1960s [9]. However, 
Pressman focused on the transport of metal ions 
and did not use the term protonophore. At that time, 
Russian-language articles often used the term mem-
brane-active complexone [10], which was later re-
placed by the term ionophore.

The listed studies caused an explosion of inter-
est in protonophores and, together with subsequent 
studies, contributed significantly to proving the 
Mitchell chemiosmotic theory. It is worth noting that 
the P-vs-U correlation was immediately disputed in 
studies from another group [11], which reported sig-
nificant deviations from the correlation for anoth-
er set of compounds. Contradictions were added by 
Bakker et al., who showed that the P-vs-U correla-
tion is much more stronger in liposomes than it is in 
planar BLMs [12]. However, the fundamental review 
[13] was published in 1980, which argued for the ex-
istence of a good P-vs-U correlation, while some of 
the contradictions were attributed to the physico-
chemical properties of the compounds used. Because 
the chemiosmotic theory was considered to have 
been proved by that time, the issue lost its relevance 
and became almost a closed one despite the fact that 
there was sufficient evidence of involvement of mi-
tochondrial proteins in uncoupler effects. In particu-
lar, incubation of an azido derivative of DNP, (2-azi-

do-4-nitrophenol (NPA), and an azido derivative of 
CCCP, 2-nitro-4-azidocarbonylcyanide phenylhydra-
zone (N3CCP), with mitochondria in response to illu-
mination was shown to lead to covalent attachment 
of these compounds to a subunit of the ATPase com-
plex [14] or a non-identified protein [15], respectively. 
Importantly, this covalent modification did not affect 
other mitochondrial proteins. But at that time, these 
studies were believed to contradict the Mitchell che-
miosmotic theory; so they were not given sufficient 
attention. Interestingly, shortly after (in the 1990s), 
Skulachev’s laboratory published papers that point-
ed to the sensitivity of the DNP and CCCP effect to 
inhibitors acting either through specific mitochondri-
al proteins or through nonidentified proteins [16, 17].

PROTONOPHORES AND LIPID MEMBRANES
Classical protonophores are organic acids with pKa 
close to physiological pH values, which have an ex-
tensive system of π-electrons delocalizing the neg-
ative charge that prevents penetration through the 
hydrophobic layer of the membrane (Fig. 1). This 
enables the anionic form of the protonophore (T-) to 
cross the membrane in response to the application 
of a potential, then to be protonated (transforming 
into the TH form), and to move in the opposite di-
rection, as a neutral form, along the concentration 

Fig. 1. Chemical structures of conventional protonophores (top row) and unconventional protonophores (bottom row). 
DNP – 2,4-dinitrophenol; CCCP – carbonyl cyanide-m-chlorophenyl hydrazone; triclosan – 2,2,4’-trichloro-2’-hydroxy-
diphenyl ether; decachlorocarborane; 1799 – α,α’-bis(hexafluoracetonyl)acetone; mitoFluo – a conjugate of fluoresce-
in and the triphenylphosphonium cation

DNP CCCP Triclosan

Decachlorocarborane 1799 mitoFluo
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gradient. The cycle is completed by deprotonation of 
the TH form. Apart from phenols (DNP, pentachlo-
rophenol, etc.), various hydrazones (CCCP, FCCP), 
benzimidazoles (TTFB and DTFB), dicoumarol, and 
salicylic acid were studied among the first proto-
nophores. These compounds, which are weak aro-
matic acids, correspond well to the general proto-
nophore structure described above. However, even 
the first tested uncouplers included untypical ex-
amples, such as decachlorocarborane [18] and com-
pound 1799 (α,α’-bis(hexafluoracetonyl)acetone) [11]. 
Strictly speaking, these compounds are not aromat-
ic; in addition, their ability to become deprotonated 
in an aqueous medium also raises serious questions. 
Recent studies have identified cationic [19–21] and 
zwitterionic protonophores [22–24].

INTERACTION BETWEEN PROTONOPHORES AND 
MITOCHONDRIAL MEMBRANE PROTEINS
Approximately 50 years have passed since the first 
studies on protonophores appeared, and many new 
small-molecule compounds with uncoupler properties 
have been identified. Many of them are described 
in the review [25], although the list is not complete 
and should be substantially expanded. Unfortunately, 
not all new compounds have been tested in lipid 
systems (BLM or liposomes), and even fewer com-
pounds have been characterized under the same con-
ditions. However, a lot of evidence enables significant 
advances in the refining of the P-vs-U correlation, 
compared to the first studies of the 1970s. For ex-
ample, several compounds exhibiting a pronounced 
uncoupling effect on mitochondria but lacking pro-
tonophoric activity in lipid membranes were identi-
fied. The most known and physiologically important 
of these are fatty acids. It is important to emphasize 
that fatty acids, which increase the proton permea-
bility of mitochondrial membranes [26, 27], have only 
a weak ability to increase the conductivity of planar 
BLMs: noticeable currents were found only in mem-
branes formed from liposomes [28] according to the 
Montal method [29]. Fatty acids were shown to in-
teract with the ADP/ATP antiporter [16, 30–32] and 
with other transport proteins of the SLC25 family 
[33], which leads to the catalysis of fatty acid ani-
on transfer through the mitochondrial membrane. 
Many anti-inflammatory drugs [34] and a number 
of other compounds [35] have uncoupling properties. 
Therefore, the classical P-vs-U dependence may be 
significantly expanded. On the other hand, it may 
be concluded that the observed correlation of proto-
nophore activity in BLMs and mitochondria is rath-
er weak and hardly contradicts the involvement of 
proteins in protonophoric action in mitochondria. 

Figure 2 presents this correlation according to [8], 
with the addition of several compounds to show the 
magnitude of possible deviations from the canonical 
P-vs-U dependence (red arrows).

Compounds that effectively uncouple mitochondria 
but barely increase the proton conductivity of BLMs 
also include a recently synthesized conjugate of flu-
orescein and triphenylphosphonium, called mitoFluo 
[22]. mitoFluo has a very weak protonophore effect 
on BLMs, which is expected because it can be either 
a cation or a zwitterion. Compared to anions, cati-
ons much less efficiently penetrate BLM owing to 
a dipole potential, i.e., a layer of oriented dipoles at 
the membrane–water interface [36–38]. Zwitterions 
carry not only a positive charge, but also a negative 
one, which should further reduce their permeability. 
To record the mitoFluo-induced BLM current, special 
synthetic lipids with ether rather than ester bonds 

Fig. 2. Correlation between the ability of different com-
pounds to uncouple oxidative phosphorylation in mito-
chondria and their protonophoric activity in the bilayer 
lipid membrane (BLM) (adopted from [8]). The Y axis 
shows the concentrations of compounds producing a 
two-fold stimulation of succinate oxidation in state 4 rat 
liver mitochondria; the X axis shows the concentrations 
required to increase the conductivity of a black lipid mem-
brane by 5×10-9 Ohm-1×cm-2. Red arrows mark the levels 
of effective concentrations of palmitate, mitoFluo, and 
triclosan according to [22, 40, 57]

M
it

o
ch

o
nd

ria
, 

lg
C

 (
M

)

Bilayer lipid membrane, lgC (M)
-10 -8 -6 -4 -2

-2

-4

-6

-8

-10

Triclosan

mitoFluo

Palmitate



REVIEWS

VOL. 14 № 1 (52) 2022 | ACTA NATURAE | 7

and hydrocarbon residues were used. Previously, 
these lipids were shown to have a significantly re-
duced dipole potential of the membrane [39]. Even 
in BLMs prepared from this lipid, mitoFluo at pH 7 
did not cause a proton current; the current appeared 
only as pH decreased and reached a maximum at pH 
3 [22]. In this case, mitoFluo, which is an effective 
uncoupler in mitochondria, acts at submicromolar 
concentrations. Another group of compounds fall-
ing out of the P-vs-U correlation includes triclosan 
(2,2,4’-trichloro-2’-hydroxydiphenyl ether, Fig. 2, red 
left arrow). Unlike fatty acids or mitoFluo, triclosan 
is a potent protonophore in BLMs (its effective con-
centrations are significantly lower compared to those 
of CCCP) [40]. However, triclosan is a weak uncou-
pler in mitochondria, and tens of micromoles of this 
compound are required to stimulate mitochondrial 
respiration [41]. Triclosan is widely used as an an-
timicrobial agent and is added to various cosmetic 
products. Its extremely weak toxicity to animal cells 
is associated with its weak effect on the mitochon-
drial membrane. The structure of triclosan suggests 
that it is a common anionic phenolic uncoupler, with 
pKa = 7.9 [42].

As mentioned above, deviations from the P-vs-U 
correlation are traditionally explained by the inter-
action between uncouplers and proteins of the inner 
mitochondrial membrane, which may increase proton 
transfer due to accelerated transfer of the anionic 
form of the protonophore through the lipid part of the 
membrane [17, 35]. This concept is well illustrated by 
the induction of proton conductivity in the mitochon-
drial membrane by fatty acids, which is significantly 
suppressed by the addition of carboxyatractyloside 
(CATR), a specific inhibitor of the adenine nucleo-
tide translocator in mitochondria [16, 31]. Fatty acid 
anions are supposed to interact with the ATP and/
or ADP binding site and, thus, be transported across 
the membrane. High permeability of the lipid mem-
brane for protonated fatty acids [43] enables these ac-
ids to perform the proton transfer cycle. Along with 
fatty acids, CATR, although to a lesser extent, inhib-
its the uncoupling effect of DNP in mitochondria [16, 
44]. These data suggest that the DNP anion may also 
interact with the fatty acid binding site of the ADP/
ATP translocator. Recently, interaction between DNP 
and the reconstituted translocator has been shown to 
be blocked when arginine 79 is replaced by serine in 
this protein [44].

The active interaction of uncouplers with pro-
ton pumps was known even before the studies of 
the late 1960s–early 1970s, because all the uncou-
plers known at that time exhibited a bell-shaped de-
pendence of the respiration rate of mitochondria or 

submitochondrial particles (SMPs) on their concen-
tration; i.e., stimulation of respiration at low concen-
trations of uncouplers was always followed by its in-
hibition at high concentrations of uncouplers [45, 46]. 
This phenomenon concerns the substrates of all ma-
jor mitochondrial respiratory complexes. Further, the 
sites and the nature of this interaction were clarified. 
For example, in the case of complex I, this interac-
tion correlates well with the hydrophobicity of the 
compounds, which could be explained by the exist-
ence of a hydrophobic region in the protein acting as 
a ubiquinone binding site [47]. In succinate dehydro-
genase, the most active binding site for uncouplers 
is the ubiquinone pocket, with its affinity for penta-
chlorophenol reaching 2 μM [48]. Also, cytochrome 
oxidase was shown to have a CCCP binding site [49], 
interaction with which drastically changes the pro-
tein’s affinity for oxygen [50]. Interestingly, methyla-
tion of a protonated group in uncouplers suppresses 
not only their uncoupling, but also their inhibitory 
effects [45, 51]. This important fact has not yet been 
explained; it indicates a close relationship between 
the inhibitory action and the uncoupling mechanism. 
It should be noted that some uncouplers are charac-
terized by an unusually wide concentration bell [22, 
52].

According to this concept, deviation of triclosan 
from the P-vs-U correlation in the opposite direc-
tion, compared to fatty acids, is due to the fact that 
most protonophores use certain proteins during the 
induction of proton conductivity in mitochondri-
al membranes. Because triclosan induces a great-
er BLM current than CCCP, while operating in mi-
tochondria at larger concentrations than CCCP, the 
latter may be presumed to induce a proton current 
through some mitochondrial protein. This sugges-
tion is supported by direct experiments on the in-
teraction between the azido derivative of CCCP and 
mitochondrial proteins [15]. A recent study at our 
laboratory showed that the CCCP–triphenylphos-
phonium conjugate, which does not uncouple mito-
chondria, is able to block the uncoupling effect of 
CCCP [53]. The involvement of a protein in the un-
coupling activity of CCCP is also evidenced by the 
strong inhibition of the CCCP effect on mitochondria 
by 6-ketocholestanol, which, on the contrary, can in-
crease the CCCP-induced proton current in BLM 
due to an elevation of the membrane dipole poten-
tial [54]. Thus, the P-vs-U correlation in the case of 
conventional uncouplers is not directly related to the 
fact that uncouplers of oxidative phosphorylation are 
protonophores (i.e., proton carriers across the lipid 
part of the mitochondrial membrane). Apparently, 
this is also related to the strength of the interaction 
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between most of these compounds and some mito-
chondrial protein(s).

It should also be mentioned that the P-vs-U corre-
lation appears clearly disturbed in a series of homo-
logues of some uncouplers. For example, our lab-
oratory showed that the protonophoric activity of 
uncouplers based on the popular fluorescent dye 
7-nitrobenzo-2-oxa-1,3-diazole (NBD) with an alkyl 
substituent grows in planar BLMs and liposomes as 
the alkyl chain increases [55]. In mitochondria, the 
uncoupling activity reaches a maximum in the case 
of an octyl substituent, and a decyl derivative un-
couples mitochondria much more weakly than an 
octyl one does [55]. Similarly, in a series of alkyl-
rhodamines (CnR1), the protonophoric activity in li-
posomes [56] and BLMs increases as the alkyl chain 
is lengthened, while maximum uncoupling in mito-
chondria is observed with C4R1 [21]. The optimal 
alkyl chain length also indicates a possible involve-
ment of the binding sites of mitochondrial proteins 
in the induction of proton leakage. Of note, uncou-
pling by fatty acids also has an optimum for the 
fatty acid length: among saturated fatty acids, pal-
mitic acid causes maximum uncoupling, whereas 
longer acids are less active [57]. A recent study by 
Samartsev’s laboratory showed that α,ω-hexadecan-
edioic acid stimulates mitochondrial respiration with-
out inducing proton conductivity of the mitochon-
drial membrane [58]. This new phenomenon is to be 
studied and understood.

Thus, it may be concluded that the P-vs-U corre-
lation is rather poor when comprising many of the 
new uncouplers discovered since the first studies 
in this field. However, it should be emphasized that 
the Mitchell theory, largely accepted by the scientif-
ic community owing to the P-vs-U correlation, can-
not be questioned on this basis. The point is that 
the Mitchell theory has been proved by many direct 
experiments, such as the measurement of the gen-
eration of electric potentials by proton pumps [59] 
or the detection of ATP synthesis in liposomes with 
reconstructed bacteriorhodopsin and ATP synthase 
[60]. In addition, there is no doubt that the uncou-
pling effect of gramicidin A is mediated by the for-
mation of a proton channel and induction of proton 
leakage in the inner mitochondrial membrane. The 
Mitchell theory puts emphasis not on the P-vs-U 
correlation but on the correlation between mitochon-
drial uncoupling (i.e., stimulation of respiration and 
ATP hydrolysis) and the protonophore activity of 
uncouplers, which is measured directly in mitochon-
dria [61]. In the Mitchell theory, it is not important 
whether the uncoupler induces a proton current in 
the mitochondrial membrane via the lipid parts of 

the membrane or via some mitochondrial protein. 
Proton leakage in the mitochondrial membrane may 
be measured under deenergized conditions based on 
the swelling of mitochondria in a medium with po-
tassium acetate in the presence of valinomycin or 
with ammonium nitrate without valinomycin [26]. 
This technique was used to show that fatty acids in-
duce proton conductivity in the inner mitochondrial 
membrane at the same concentrations at which they 
stimulate mitochondrial respiration [26]. Thus, de-
spite the fact that fatty acids fall out of the P-vs-U 
correlation, their induction of proton conduction in 
mitochondria only confirms the Mitchell theory.

Another question is the existence of a proto-
nophore that acts in mitochondria without the in-
volvement of proteins. As described above, the most 
popular uncouplers DNP and CCCP may hardly be 
considered such protonophores. Gramicidin A may 
be such a protonophore, but it transports not only 
protons, but also potassium and sodium ions, which 
makes it very toxic to cells. Perhaps, this role may 
be played by triclosan, an extremely active protono-
phore in BLMs, surpassing both CCCP and SF6847, 
the most potent known uncoupler [40]. However, tri-
closan causes a stimulation of mitochondrial respira-
tion and their swelling in a medium with potassium 
acetate (in the presence of valinomycin) only at a 
concentration of 3–10 μM. Thus, triclosan strong-
ly deviates from the P-vs-U correlation (Fig. 2, red 
arrow on the left). According to [40], this deviation 
from the P-vs-U correlation may be caused by the 
high hydrophobicity of triclosan, which complicates 
the penetration through the outer mitochondrial 
membrane. However, even this weak uncoupling ac-
tivity may be due to the interaction of triclosan with 
some protein. In this regard, it should be mentioned 
that triclosan interacts with mitochondrial NADH 
dehydrogenase and inhibits it at higher concentra-
tions (30–100 μM) [41].

PROTONOPHORES AND PROTON PUMPS
Above, we considered the mechanism of interaction 
between DNP and the ATP/ADP translocator, which 
contributes to the uncoupling effect of DNP on mi-
tochondria [44]. According to our data, the translo-
cator is also involved in the uncoupling effect of a 
new popular uncoupler BAM15 [62]. However, there 
may be also a universal mechanism of interaction 
between uncouplers and mitochondria, which differs 
from the direct proton transfer across the lipid part 
of the membrane. The following action mechanism of 
uncouplers may be proposed, which, on one hand, in-
volves the ability to transfer protons across the lipid 
part of the membrane and, on the other hand, ex-
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plicitly requires their interaction with proton pumps. 
This mechanism may be characterized as capture 
(“stealing”) of protons from the proton pump chan-
nels (lower diagram in Fig. 3). All proton pumps are 
known to have proton channels that are lined with 
appropriate amino acids to protect the proton from 
leakage into the aqueous phase. But nature did not 
need to protect the proton pathways from leakage 
into the lipid phase, because the hydrated proton is 
very hydrophilic, and there is a huge energy barrier 
to its transition into the lipid phase. Therefore, some 
channels of proton pumps (probably, most of these 
channels) may lack complete isolation from proton 
leakage in the hydrophobic layer of the membrane. 
Because protonophores are lipophilic acids, they are 
able to intercept the protons that are pumped out of 

the mitochondrial matrix during the transfer of elec-
trons along the respiratory chain and return them 
to the matrix, even before they enter the intermem-
brane space. This causes an abortive proton cycle 
which is similar to classical uncoupling. This idea is 
consistent with a previously proposed mechanism 
of proton slips in proton pumps [63], which was dis-
cussed in connection with distortions of the mem-
brane integrity caused by organic solvents or other 
rough effects. In addition, this concept explains the 
suppression of proton pumps at high concentrations 
of uncouplers because interaction with the proton 
channel of the mitochondrial pump at an increased 
concentration may lead to complete blocking of this 
channel, thereby causing inhibition of the enzyme. 
Because the structures of most mitochondrial proton 
pumps have already been established, a hypothesis 
of the mechanism of mitochondrial uncoupling may 
be tested using a bioinformatics analysis. Further re-
search will show the validity of this hypothesis.

PROTONOPHORES AND MILD UNCOUPLING
Although the term protonophore is defined quite 
clearly (a protonophore is capable of electrogenical-
ly transferring a hydrogen cation through a hydro-
phobic phase), the use of this term for mitochondria 
encounters certain difficulties when combined with 
the term uncoupler. For example, should induction 
of leaks caused by detergents [64–66] or organic sol-
vents [63] be called a protonophoric effect? In this 
case, a proton leak is also induced, but because there 
are leaks of other ions, it is hardly sensible to call 
this a protonophore effect. The question of whether 
penetrating organic cations accumulating in mito-
chondria, such as mitoQ and SkQ, are protonophores 
is more complicated. These cations are able to trans-
port fatty acid anions across membranes and act as 
inducers of proton conductivity of the membranes in 
the presence of fatty acids, which are usually pres-
ent in cells [67]. There are articles where the term 
protonophore is applied to mitoQ [25] and SkQ [68]. 
However, these cations are not capable of transport-
ing protons across membranes; therefore, the term 
protonophore is not appropriate for them. On the 
other hand, they may be called uncouplers.

Another, rather controversial, concept associated 
with the use of uncouplers is the term “mild uncou-
pling”. This term was proposed by Skulachev [17] 
and Starkov [69] to denote the mitochondrial state 
that is characterized by a reduced membrane poten-
tial, a reduced generation of reactive oxygen species 
(ROS), weak stimulation of respiration, and persis-
tent high activity of ATP synthase. This state may 
be induced by mechanisms inherent to mitochon-

Fig. 3. Schematic of the protonophoric effect of an anionic 
uncoupler T (top) and a modified model of direct inter-
action between T and the proton channel of the proton 
pump (bottom). The protonophore T transfers protons as 
a protonated complex TH and comes back as an anion-
ic form Т- via the deprotonation cycle at the membrane 
interface
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dria (uncoupling by endogenous fatty acids or UCP 
family proteins) or by the addition of a small con-
centration of uncouplers. The term mild uncoupling 
was introduced in connection with the discovery of a 
nonlinear dependence of ROS generation on the mi-
tochondrial membrane potential [70]. Although the 
concept of mild uncoupling has not been quantified, 
it may be considered appropriate due to numerous 
examples of the therapeutic effect of low uncou-
pler concentrations in physiological models of vari-
ous pathological conditions [71]. We will consider this 
issue in more detail when discussing the therapeutic 
effect of uncouplers.

APPLICATIONS OF PROTONOPHORES
The history of the investigation of protonophores 
dates back more than 50 years. In conclusion of our 
brief review, we would like to consider the practical 
application of protonophores. We should start with 
the history of DNP that was used as a remedy for 
obesity in the 1930s [72]. This was an over-the-coun-
ter drug that was used by more than 100,000 people, 
but it was prohibited in 1938 due to the side effects 
associated with hepatotoxicity and vision problems. 
Now, interest in DNP has re-emerged [73] due to 
the appearance of more complex DNP forms, such 
as ethyl ethers [74], which are converted into DNP 
mainly in the liver, or DNP complexes with nano-
particles [75]. These drugs show strong anti-diabet-
ic activity in rats and are also effective against a 
non-alcoholic fatty liver disease. The clinical fate of 
protonophores, which are used as anthelmintic drugs, 
is more successful. These include salicylanilides: e.g., 
niclosamide. The action mechanism of these drugs 
is defined as the uncoupling of oxidative phospho-
rylation in worm cells [76, 77]. However, they have 
little effect on the human body because they are 
poorly absorbed in the gastrointestinal tract. Many 
protonophores also exhibit antimicrobial activity [78]. 
However, their general toxicity precludes their use 
as antibiotics. Strong protonophores such as triclosan, 
usnic acid [51], niclosamide [79], and pyrrolomycin 
[80] exhibit only a moderate toxic effect on eukar-
yotic cells with a very strong antimicrobial effect. 
Some anti-tuberculosis drugs also have a protono-
phoric effect [81–83]; usnic acid also has an anti-tu-
berculosis effect. In general, protonophores remain 
relevant for pharmacology and in some areas their 
potential is even growing.

We may also mention the insecticidal, herbicidal 
(pesticidal), and fungicidal effect of protonophores: 

dinitrophenol analogs, such as pentachlorophenol 
[84], 6-isobutyl-2,4-dinitrophenol (dinoseb) [85], fl-
uazinam [86, 87], etc. We are talking about a fairly 
large production and a market for agriculture and 
the forestry industry (wood preservatives). However, 
in this review, of great importance is not the indus-
trial application of protonophores but their potential 
significance for pharmacology. After many years of 
studying protonophores, a lot of data about their 
protective properties have been collected through 
animal disease models: they may be used as cardi-
oprotectors [88], neuroprotectors [73, 89], nephro-
protectors [90], radioprotectors [91], and exhibit an-
tidiabetic activities [75, 92, 93], and the list goes on. 
Uncouplers may be used as anticancer agents [94]. 
Furthermore, low doses of DNP significantly in-
crease the lifespan of rats [95], yeasts [96], and fruit 
flies [97]. As mentioned above, this protective effect 
is due to the ability of uncouplers to suppress the 
formation of ROS in mitochondria, which is largely 
controlled by the membrane potential [98]. Recent 
studies suggest that a decrease in the mitochondrial 
membrane potential in cells due to low concentra-
tions of uncouplers may trigger a whole cascade of 
changes in the cell metabolism, which may lead to 
an increase in the mitochondrial mass in some cells 
[99, 100], activation of mitophagy [101], changes in 
the ratio of glycolysis to oxidative phosphorylation 
[102], and many others [89, 103]. The important role 
of calcium and cAMP in the alteration of cell me-
tabolism is confirmed by the results of many stud-
ies [73, 100–103]. Gao et al. suggested that mild un-
coupling may be used to call such a state where the 
dose of a used uncoupler does not lead to a decrease 
in the proliferative potential of cells but significant-
ly affects some regulatory cascades, such as STAT3 
[104].

Thus, a detailed study of the action mechanism of 
protonophores in mitochondria remains an important 
problem. Its solution may help towards a switch from 
animal experiments to the use of protonophores in 
clinical practice, not only as anthelmintic agents, but 
also as drugs effective against various common and 
severe diseases. 
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INTRODUCTION
Ribosomes are molecular RNA–protein machines that 
ensure the translation of mRNA genetic information 
into proteins. Eukaryotic 80S ribosomes (S is the sedi-
mentation constant) with a molecular mass of 4.3 MDa 
consist of two unequal subunits. The small subunit 
(40S or SSU) contains one 18S rRNA molecule and 
33 ribosomal proteins (RPS or S). The large subu-
nit (60S or LSU) comprises three rRNA molecules 
(25S/28S, 5.8S, and 5S) and usually 47 proteins (RPL 
or L) [1–4]. The subunits contain several function-
al regions that play different roles in the translation 
process (Fig. 1); the sequences of mature rRNAs and 
the general structure of ribosomes are evolutionarily 
conserved. Ribosome synthesis is a fundamental pro-
cess for all forms of life, and its efficiency controls the 
proliferative and secretory status of the cell.

During ribosome biosynthesis, the ribosomal DNA 
(rDNA) is transcribed, the resulting rRNA precursors 
(pre-rRNAs) are processed into mature molecules, 

which involves ribosome biogenesis factors (RBFs) 
and ribosomal proteins (RPs), and, finally, all com-
ponents are assembled into mature ribosomes. Only 
an accurate sequence of all these stages leads to the 
formation of functional ribosomes [5]. The most com-
plex and interesting process is the biogenesis of three 
rRNAs – 18S, 5.8S, and 25S/28S – which are tran-
scribed by RNA polymerase I (Pol I) as a single, long 
precursor [6, 7]. The need to coordinate rRNA synthe-
sis and processing required the formation of a special-
ized structure within the nucleus: the nucleolus.

THE NUCLEOLUS IS A RIBOSOME ASSEMBLY FACTORY
Eukaryotic chromosomes usually occupy specific re-
gions of the nucleus where genes are clustered for 
optimal use of the transcription machinery [8]. The 
synthesis of rRNA precursors and the early steps in 
ribosome assembly occur in a nucleus region called 
the nucleolus. The structural determinants of the nu-
cleolus are nucleolar organizer regions (NORs), which 

ABSTRACT The formation of eukaryotic ribosomes is a sequential process of ribosomal precursors maturation 
in the nucleolus, nucleoplasm, and cytoplasm. Hundreds of ribosomal biogenesis factors ensure the accurate 
processing and formation of the ribosomal RNAs’ tertiary structure, and they interact with ribosomal proteins. 
Most of what we know about the ribosome assembly has been derived from yeast cell studies, and the mecha-
nisms of ribosome biogenesis in eukaryotes are considered quite conservative. Although the main stages of ri-
bosome biogenesis are similar across different groups of eukaryotes, this process in humans is much more com-
plicated owing to the larger size of the ribosomes and pre-ribosomes and the emergence of regulatory pathways 
that affect their assembly and function. Many of the factors involved in the biogenesis of human ribosomes 
have been identified using genome-wide screening based on RNA interference. This review addresses the key 
aspects of yeast and human ribosome biogenesis, using the 40S subunit as an example. The mechanisms under-
lying these differences are still not well understood, because, unlike yeast, there are no effective methods for 
characterizing pre-ribosomal complexes in humans. Understanding the mechanisms of human ribosome assem-
bly would have an incidence on a growing number of genetic diseases (ribosomopathies) caused by mutations 
in the genes encoding ribosomal proteins and ribosome biogenesis factors. In addition, there is evidence that 
ribosome assembly is regulated by oncogenic signaling pathways, and that defects in the ribosome biogenesis 
are linked to the activation of tumor suppressors.
KEYWORDS nucleolus, ribosome biogenesis, ribosomopathy.
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Fig. 1. Spatial structure of eukaryotic ribosome subunits. The main functional areas of the subunits are labeled. In the 
small subunit, these are: (1) the channel that accommodates mRNA during translation; (2) the decoding center where 
codon and anticodon pairing occurs, and (3) the tRNA binding sites (sites A, P, E). Site A (aminoacyl) is occupied by the 
incoming aminoacyl-tRNA; site P (peptidyl) accommodates tRNA with a growing polypeptide chain (peptidyl-tRNA); 
site E (exit) is the place where tRNA dissociates from the ribosome. The main functional domains of the large subu-
nit are as follows: (1) tRNA binding sites (A, P, and E); (2) the peptide exit tunnel that extends over the body of the 
subunit; and (3) the peptidyl transferase center (PTC). PTC is responsible for peptide bond formation and is located at 
the beginning of the peptide exit tunnel, in a conserved region at the interface between two subunits, which is mainly 
composed of rRNA. The folding of rRNA into tertiary structures and their association with ribosomal proteins generates 
several characteristic regions in each subunit. The main ones in the 40S subunit are the head, neck, platform, body, left 
foot, right foot, shoulder, and beak, as well as helix h44 of the 18S rRNA, which houses the decoding center at its base. 
The main tRNA binding sites (A, P, and E) are located at the interface (on the surface). The mRNA entrance tunnel is 
located between the head and the shoulder. The exit channel, from where the 5’-end of the mRNA egresses, is located 
between the head and the platform. The decoding center is located at the interface surface and includes three domains 
from the head, shoulder, and the h44 helix of 18S rRNA. The main features of the large subunit are the central protuber-
ance, L1 stalk, and P stalk. The tRNA binding sites (A, P, and E) are located on the interface side, along with PTC. The 
latter is adjacent to the entrance to the exit tunnel, from which the nascent polypeptide chain emerges [24]
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are chromosomal regions where many rRNA gene re-
peats are grouped.

The intragenomic location of NORs depends on the 
species. In haploid budding yeast cells (Saccharomyces 
cerevisiae), the NOR occurs on chromosome 12. In hu-
mans, NORs occur on the acrocentric chromosomes 13, 
14, 15, 21, and 22 [9–11]. Human rRNA gene arrays are 
unevenly located on the short arms of chromosomes 
in secondary constrictions between centromeres and 
telomeres [12, 13]. During eukaryotic division, nucleoli 
assemble in the end of mitosis and remain functionally 
active throughout the entire interphase, disintegrating 
at the beginning of the next mitosis. Ribosome produc-
tion alters during the cell cycle, reaching a maximum 
in the G2 phase [14]. Nucleolar morphology significant-
ly depends on the growth conditions and physiological 
status of the cell [15]. The nucleolar size correlates with 
the proliferative activity of the cell; nucleoli in rapidly 
dividing cells are larger than those in slowly dividing 
cells [16]. The nucleolar volume in most tumor cells is 
enlarged compared to that in their progenitors [17].

The nucleolus is the largest part of the nucleus, 
which is not separated by a membrane from the nu-
cleoplasm; its volume accounts for 20–25% of the 
nucleus in higher eukaryotes. According to electron 
microscopy (EM), finer structures in the nucleolus 
correspond to the main stages of ribosome biogenesis. 
The fibrillar center (FC), a dense fibrillar component 
(DFC), and the granular component (GC) can be dis-
tinguished (Fig. 2).

Ribosome biogenesis is a vector process that begins 
with rRNA synthesis at the interface between FC and 
DFC, continues in DFC, and ends in GC. Thus, FCs 
contain rDNA, Pol I and DNA topoisomerase I sub-
units, and the upstream binding factor [18]. In DFC, 
synthesis and early stages of rRNA processing occur. 
For example, fibrillarin, Nopp140, and small nucleolar 
RNAs (snoRNAs) are involved in the early stages of 
rRNA processing and are localized in DFC [18–21]. 
Mutation in the main casein kinase 2 (CK2), a key 
protein of the granular component of human nucleo-
phosmin (NPM/B23)) phosphorylation site leads to the 
detachment of GC from DC/DFC, which indicates a 
transition between the stages of pre-40S and pre-60S 
ribosome subunit assembly at the border between 
DFC and GC. The nucleolar stage of SSU and LSU 
precursor assembly in yeast, which continues with 
export to the nucleoplasm, takes a different amount 
of time. For example, SSUs leave the nucleolus ap-
proximately 10 min after the start of assembly, almost 
twice faster than LSUs [21–23]. The distribution of 
ribosome maturation stages over different structures 
of the nucleolus architecture in higher eukaryotes re-
mains poorly understood.

Recently, new mechanisms that underly the nu-
cleolus formation control have been proposed. They 
are based on the multiphase organization related to 
liquid–liquid phase separation [13]. Pre-rRNAs are 
supposed to recruit certain proteins, which leads to 
phase separation. The spatial separation and physi-
cal and compositional features of subnucleolar phases 
can optimize pre-rRNA processing, providing target-
ed transport and hierarchy of pre-ribosome assembly 
processes. Early stages of pre-rRNA processing and 
covalent modification of highly conserved rRNA resi-
dues (ribose and base methylation and pseudouridyl-
ation), which are essential for the structural organi-
zation of ribosomes and regulation of the translation 
process [24–26], occur in DFC (Fig. 2). The external 
GC acts as a temporary “quarantine” for misfolded 
nuclear proteins that accumulate under stressful con-
ditions [13, 27].

Homologues of ~90% of yeast nucleolar proteins 
have been identified in the human nucleolus proteome 
[28]. According to the classification of nucleolar pro-
teins functions, ~30% of them are associated with ri-
bosome biogenesis [29]. Dysregulation of nucleolar 
proteins may lead to cell cycle arrest and apoptosis or, 
conversely, promote cell transformation and accelerate 
proliferation [30]. RPs also play an important role in 
the assembly process, as they are believed to stabilize 
the secondary rRNA structure, promoting the forma-
tion of cleavage-competent tertiary structures, and 
prevent misfolding. RPs from HeLa cells (32 proteins) 
may be classified into two categories depending on 
their involvement in the early or late stages of pro-
cessing. The moment of RP attachment to pre-ribo-
somes correlates with their contribution at the stage 
of RNA precursor cleavage [6]. Pre-rRNA processing 
is a determining factor in the formation of mature 
functional ribosomes, and, in this review, we will fo-
cus on sequential maturation of the Pol I transcrip-
tion product, a common precursor of 18S, 5.8S, and 
25S/28S rRNAs.

RIBOSOME BIOGENESIS

Main processing stages and differences in the 
structure of yeast and human rRNA precursors
Transcription of rRNA genes leads to the formation 
of a pre-rRNA precursor (35S in yeast and 47S in 
human cells), which includes 18S, 5.8S, and 25S/28S 
rRNA sequences flanked with external transcribed 
spacers (5’-ETS and 3’-ETS) and separated by inter-
nal transcribed spacers (ITS1, between 18S and 5.8S; 
ITS2, between 5.8S and 25S/28S) (Fig. 3). During se-
quential maturation of pre-rRNAs, RNA intermedi-
ates are formed. Folding of long rRNAs is a difficult 
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Fig. 2. Eukaryotic ribosome biogenesis. (A) General scheme [5]; (B) Nucleoli of HeLa cells, phase contrast [18];  
(C) Electron micrograph of the HeLa cell nucleolus: granular component (GC), fibrillar center (FC), and dense fibrillar 
component (DFC) [19]; (D) Tandem repeats of ribosomal genes and transcribed rRNA of the newt oocyte were stained 
using the Miller method. (http://www.cellimagelibrary.org); (E) Mutual arrangement of subdivisions of human nucleoli 
[13]; (F) Localization of the ribosome processing factors UBTF in DFC and B23 in GC of the nucleoli of human A-43 cells 
stained with specific antibodies (https://www.proteinatlas.org/)
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task, because their size allows these molecules to be 
in alternative stable non-functional structures. Unlike 
relatively weak interactions that maintain the spa-
tial structure of proteins (e.g., alpha-helices and be-
ta-sheets), approximately half of the folded rRNA 
structure is composed of the more stable A-form dou-
ble helices [13]. Therefore, the existence of extended 
non-transcribed ETS and ITS spacers (about half of 
the primary rRNA transcript), which only complicate 

the structure of rRNA precursors, seems illogical. The 
role of external spacers is probably to reduce the risk 
of rRNA mutations owing to RNA polymerase er-
rors, which more often occur in the 5’- and 3’-termi-
ni of transcripts. Although spacer sequences differ, 
their ends are evolutionarily conserved and fold into 
several hairpin structures [31]. The sequences of the 
noncoding spacer ITS1 are less conserved [32], which 
complicates any prediction of cleavage sites even in 
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closely related species. Mammalian ITS1 sequences 
are usually 2–3 times lengthier and possess a much 
higher G + C content than yeast ones (mice, 70.1%; 
yeast, 35.2%) [33, 34].

Because rRNA performs both structural and cat-
alytic functions, it is not surprising that the key as-
pects of ribosomal subunit maturation include the for-
mation of structural domains in rRNA, folding into 
the three-dimensional structure, and concomitant ex-
cision and removal of spacers from compound RNP 
complexes. In addition, the large subunit precursor 
pre-60S should include the 5S rRNA and its associ-
ated ribosomal proteins (Fig. 3) [6]. The RNA–pro-
tein composition of ribosomal precursor complexes is 
studied using a combination of biochemical approach-
es; in particular, Northern blotting, rapid amplifica-

tion of cDNA ends (RACE) combined with DNA se-
quencing, Western blotting with antibodies to RPs 
and RAFs (ribosome assembly factor), as well as mass 
spectrometry and high-resolution cryo-electron mi-
croscopy (cryo-EM) to characterize secondary- and 
tertiary-structure elements. Combination of these 
methods enables mapping of the main pre-rRNA 
cleavage sites in yeast, mice, and humans [6, 35] and 
the elucidation of the protein–nucleic acid composition 
and 3D structure of individual complexes.

Saccharomyces cerevisiae ribosome 
biogenesis, rRNA processing
Figure 3A, B provides a schematic for cleavage and 
truncation of the ends of S. cerevisiae pre-rRNA. The 
RNase III homologue Rnt1 co-transcriptionally hydro-

Fig. 3. Maturation pathways 
of the yeast 35S pre-rRNA 
transcript (A) and human 47S 
pre-RNA transcript (C). Three 
of the four rRNAs (18S, 5.8S, 
and 25S (in yeast)/28S (in 
humans)) are synthesized by Pol 
I as a single long transcript. The 
coding sequences of mature 
rRNAs are flanked by 5’- and 3’-
ETS, ITS1, and ITS2 non-coding 
spacers. The schematic shows 
the relative position of known 
and predicted cleavage sites. 
(B) Processing of pre-rRNA in 
budding yeast. (D) A simplified 
schematic of human pre-rRNA 
processing. A primary tran-
script, 47S pre-rRNA, is initially 
cleaved at both ends at sites 01 
and 02 to form the 45S precur-
sor that is processed via two 
alternative pathways [6]. “>” 
(e.g., C2>C1’>C1) denotes 
sequential shortening of the ap-
propriate 3’- or 5’-ends of the 
pre-rRNA by nucleases
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lyzes 3’-ETS at the B0 site in primary 35S pre-rRNA 
transcripts [35–38]. Subsequent cleavage at the A0, 
A1, and A2 sites is interdependent (Fig. 3B), and in 
fast growing cells, co-transcriptional cleavage at ITS1 
occurs in 50–70% of cases. Cleavage at A0, A1, and 
A2 is performed by the SSU processome containing 
snoRNA U3. The endonucleases Utp24 and Rcl1 hy-
drolyze pre-rRNAs at the A1 and A2 sites, respective-
ly [39, 40]. The products 20S and 27SA2 further form 
SSU and LSU, respectively. 20S enters the cytoplasm, 
turning into 18S after cleavage at the D site by Nob1 
nuclease (Fig. 3).

Maturation of the 27SA2 pre-rRNA leads to the 
formation of alternative 27SB forms which differ by 
additional 7–8 nucleotides at the 5’-end. The RNase 
MRP cleaves approximately 80% of 27SA2 at the A3 
site, and Rat1–Rai1 (Rrp17) proteins truncate 27SA2 
to the B1S site (probably, together with 5’–3’-exonu-
clease Xrn1). The remaining 20% of 27SA2 is cleaved 
by an unknown RNase at the B1L site, with hydrol-
ysis at B1L and B2 occurring simultaneously (Fig. 3). 
Cleavage of 27S B1S and B1L at the C2 site with-
in ITS2 results in the formation of 7S pre-rRNA 
(5.8S precursor) and 26S pre-rRNA (25S precursor). 
The RNA exosome, which comprises the Rrp6 and 
Ngl2 subunits and Rex exonuclease, truncates the 7S 
pre-rRNA to the E site which corresponds to the 3’-
end of 5.8S. The 3’-end of 5.8S rRNA is finally formed 
in the cytoplasm, probably with involvement of Ngl2 
that acts as a nuclease both in the nucleus and in the 
cytoplasm. Impairment of pre-rRNA processing ki-
netics at sites between A0 and A2 leads to aberrant 
rRNAs, which occurs upon knockdown of the genes 
of proteins essential for the processing of the 27SA2 
pre-rRNA at the A3 site: Cic1, Erb1, Nop7, Nop12, and 
Nop1 (Fig. 3) [41]. Non-optimal growth conditions and 
mutations interfering with SSU or LSU synthesis af-
fect the order of RNA cleavage [42], which leads to 
accumulation and cleavage of the 35S pre-rRNA im-
mediately at the A3 site, but not at A0, A1, and A2, to 
form 23S, an aberrant product inappropriate for 18S 
rRNA maturation [43].

Processing of pre-rRNA and attachment of riboso-
mal proteins require many auxiliary RAFs, in particu-
lar RNA helicases, ribonucleases, GTPases, ATPases, 
RNA chaperones, and non-enzymatic proteins [44]. 
Some RAFs temporarily block transitions between 
the structures of subparticle precursors, preventing 
rRNA misfolding or premature binding of RAFs and 
RPs, which are required at later stages of assembly. 
As subunits mature structurally, RAF binding mimics 
the binding of translation factors or substrates (e.g., 
tRNA or mRNA) and prevents involvement of imma-
ture particles in translation initiation.

The earliest, large RNP–90S complex is formed 
co-transcriptionally. The structures of early inter-
mediates were visualized using cryo-EM methods in 
[45, 46]. Simultaneously with transcription, rRNA un-
dergoes covalent modifications, most of which occur 
in functionally important domains and are also be-
lieved to be essential for the rRNA structure [47]. 
In the three-dimensional structure of the human 
80S ribosome, 130 rRNA modifications (methylation 
and pseudouridinylation) were revealed by cryo-EM 
[48]. Pseudouridinylation is performed by Cbf5, Gar1, 
Nop10, and Nhp2 synthases belonging to the H/ACA 
snoRNP class, while methylation of 2’-O-ribose is per-
formed by C/D-box snoRNA proteins, such as Nop1 
methyltransferase (fibrillarin in humans), Nop56–
Nop58 heterodimer, and Snu13 [49, 50]. Probably, 
modifications occur during transcription and ini-
tial folding of pre-rRNAs because snoRNAs hybrid-
ize more efficiently to partially unfolded pre-rRNA. 
Some snoRNAs required for ribosome assembly do 
not modify pre-rRNAs but stabilize structures that 
benefit the assembly and maturation of pre-riboso-
mal particles. Subunit precursors are also modified by 
specific snoRNA-independent methyltransferases [5, 
51] and acetylases [52].

The assembly of yeast ribosomes involves 19 RNA 
helicases, including DEAD-box and DEAH-box heli-
cases, but their role in this process remains unclear 
[53]. Three helicases (Has1, Mtr4, and Prp43) are in-
volved in the assembly of both subunits [54, 55]. The 
energy in this process is provided by GTPases (Bms1, 
Nog1, Nog2, Nug1, Lsg1, and Efl1), ATPases (Rio1, 
Rio2, and Fap7), and AAA ATPases (Mdn1, Drg1, and 
Rix7) [56]. The role of these factors is to maintain the 
irreversibility of the assembly processes.

Yeast ITS2 processing
ITS2 is a structural element that serves as the basis 
for several stages of 60S assembly, similar to 5’-ETS 
in the early stages of 18S rRNA maturation. Removal 
of ITS2 located between 5.8S and 25S rRNAs is con-
sidered one of the most difficult steps in ribosome 
assembly. Despite its short length (only a few hun-
dred nucleotides), yeast ITS2 is highly structured and 
forms a dense and conserved core [57, 58]. An in vivo 
study of the pre-rRNA structure showed that ITS2 
folds into a long hairpin structure with the C2 cleav-
age site at the stem end (Fig. 4) [59]. Disturbances of 
the hairpin sequence and structure block ITS2 pro-
cessing, indicating its key importance in ribosome 
assembly [60, 61]. According to the cryo-EM struc-
ture, the pre-60S ITS2 base structure forms paws 
and involves several assembly factors [62–64]. There 
is a model where ITS2 rRNA and associated biogen-
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Fig. 4. Structure and mat-
uration of yeast pre-rRNA. 
(A) The 25S rRNA contains 
six domains (I–VI). The 5.8S 
rRNA (shown in black) forms 
complementary interac-
tions with domain I of the 
25S rRNA (adopted from 
https://crw-site.chemistry.
gatech.edu/).  
(B) Secondary structures of 
yeast and human ITS1 and 2. 
Cleavage sites are denoted 
by “V.” Predicted sites are 
marked by “?”; the human 
exonuclease binding sites 
are underscored.  
(C) Model of ITS2 process-
ing by RNase PNK [49, 52]. 
(D) Interaction of the nuclear 
RNA exosome with pre-60S 
[78]. (E) Removal of ITS2 
from the pre-60S particle by 
RNA processing enzymes. 
Intermediates during ITS2 
removal are shown [5]
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esis factors (Nsa3, Nop7, Erb1, Rlp7, Nop15) facilitate 
hybridization of the 25S rRNA domain I and 5.8S. 
This model is supported by data indicating that muta-
tions in these proteins inhibit ITS2 processing at early 
stages [65–68].

There are three phases of ITS2 processing: 
(1) cleavage and phosphorylation of the C2 site by 
the Las1–Grc3 complex, (2) hydrolysis of the 5’-end 
by Rat1 exonuclease, and (3) hydrolysis of the 3’-end 
by the RNA exosome (Fig. 4). Processing of ITS2 ac-
tivates a tetrameric enzymatic complex consisting of 
two HEPN Las1 endonuclease and Grc3 polynucle-
otide kinase dimers (they function only as dimers; 
the level of the proteins is co-regulated) [69]. The 
N-terminal HEPN domain comprises the RφxxxH cat-
alytic motif (φ is H, D, or N, and x is any amino acid) 
[70]. Depletion of mammalian LAS1L (Las1-like), an 
ortholog of yeast Las1, leads to inhibition of ITS2 pro-
cessing and cell proliferation [71]. Depletion of yeast 
cells in Las1 also blocks ITS2 processing, which indi-
cates conserved functions of Las1 in ITS2 processing 
in eukaryotes [69, 72]. C2 cleavage and phosphoryla-
tion are related processes; phosphorylation prevents 

re-ligation of C2 cleavage products: 7S pre-rRNA with 
2’-3’-cyclophosphate and 26S pre-rRNA with 5’-hy-
droxyl [60, 61, 73]. Grc3 recruits the 5’ → 3’ exonucle-
ase Rat1 (mammalian Xrn2) to the C2 site of the 26S 
pre-rRNA [61, 74, 75]. Rat1/Xrn2 (non-sequence-spe-
cific) hydrolyzes a single-stranded RNA with a ter-
minal 5’-monophosphate in the 5’ → 3’ direction [76]. 
Yeast Rat1 and its activating cofactor, nuclease Rai1, 
form a dimeric complex that binds Las1–Grc3 via 
Grc3 [73] in pre-60S particles [73, 76, 77]. Binding be-
tween Rat1-Rai1 and Grc3 is rather weak, which im-
plies additional interactions at the C2 site [60, 73, 78]. 
The amino acid sequences of Grc3/Nol9 and Rat1/
Xrn2 are very conserved, suggesting conservation of 
Grc3-dependent recruitment of Rat1 to the C2 site. 
Details on a molecular interaction between Grc3/Nol9 
and Rat1/Xrn2 are unknown, which complicates our 
understanding of the mechanism of ITS2 5’-end trun-
cation.

The RNA exosome hydrolyzes the 3’-end of the 7S 
pre-rRNA after cleavage of the ITS2 5’-end (Fig. 4). 
The RNA exosome is a multisubunit 3’ → 5’ ribonu-
clease complex that hydrolyzes any known forms 
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of RNA [79, 80]. It comprises a core of 9 subunits 
(Exo-9) which form a two-layer ring with a central 
channel (Fig. 4) [78, 79, 81–83]. The Exo-9 core lacks 
catalytic activity and requires multiple partners to 
degrade RNA. The catalytic activity of the RNA ex-
osome depends on the Rrp44 enzyme possessing the 
endonuclease and 3’ → 5’ exonuclease activities [84, 
85]. Rrp44 binds the Exo-9 core to form the Exo-10 
complex [79, 81] that interacts with additional 3’ → 5’ 
nuclease, Rrp6, to form Exo-11 [82, 86–89]. Additional 
proteins – Mpp6, Rrp47, and Rrp6 – recruit the Mtr4 
cofactor, enhancing binding of the complex to pre-ri-
bosomes, into the exosome. The interaction between 
Mtr4 and Nop53 or Utp18 directs Exo-11 to ITS2 
and 5’-ETS, respectively (Fig. 4E) [90]. The helicase 
Mtr4 unwinds the ITS2 end in the 3’ → 5’ direction 
[91–93], enabling Rrp44 to hydrolyze the 3’-end of the 
7S pre-rRNA. The resulting transcript encodes 5.8S 
with an additional 30 ITS2 nucleotide tag (Fig. 4) [92, 
94, 95]. Further, Rrp6 nuclease cleaves ITS2 to form 
the 6S pre-rRNA [92]. A recent cryo-EM structure of 
the RNA–exosome revealed that it undergoes struc-
tural rearrangements upon binding to pre-60S [78, 
96], forming a channel inside the RNA–exosome core, 
through which the 7S pre-rRNA reaches the Rrp44 
exonuclease active site [78, 95, 96] (Fig. 4).

Human rRNA processing
Processing of human 18S rRNA includes more steps 
than those in yeast cells [23, 35] (Fig. 3). At the first 
stage of processing, the primary 47S transcript 
(Fig. 3) is truncated at both ends at the A0 (or 01) 
and 02 sites, which leads to the release of 5’- and 3’-
ETS, respectively, and the formation of a 45S pre-rR-
NA precursor (Fig. 3) that is then truncated via two 
alternative pathways. In human cells, cleavage of the 
47S pre-rRNA at the A0 and 02 sites is coordinated in 
time. Perturbation of this coordination leads to the ac-
cumulation of a 46S intermediate. The 45S pre-rRNA 
is processed via parallel pathways (1 and 2) to form 
numerous intermediates (Fig. 3D). Also, an important 
role in the processing (along with endonucleases) is 
played by exonucleases which truncate rRNA at the 
ends.

Some human pre-rRNA molecules are probably 
cleaved co-transcriptionally, as in yeast cells. In mam-
mals, pre-rRNAs are supposed to be co-transcrip-
tionally cleaved only at the A’ site [97]. It is worth 
noting that there are conditions that favor one of the 
alternative pathways. For example, mutations in U3 or 
U8 snoRNAs disrupt the order of pre-rRNA cleavage 
[98]. The first 47S pre-rRNA cleavage occurs at site 
01, located several hundred nucleotides downstream 
of the transcription start, at the 5’-ETS binding site 

for C/D snoRNA U3. The order of precursor cleavage 
also depends on the species and type of cells, phys-
iological conditions, and cell cycle stages and is dis-
turbed in disease [6, 99–101].

The key RAFs and RPs involved in pre-rRNA pro-
cessing and an analysis of the differences in the yeast 
and human rRNA processing machineries will be ad-
dressed when considering the assembly of certain 
SSU and LSU precursors.

Although rRNA synthesis and maturation are the 
key events in the ribosome subunit biogenesis, there 
are other important aspects to this process: e.g., at-
tachment of ribosomal proteins and RAFs at certain 
stages (Fig. 5). The ribosome assembly is based on 
four main principles: (1) a gradual decrease in the 
conformational freedom of pre-rRNA; (2) the se-
quence and temporal dynamics of binding of individ-
ual assembly factors provided by molecular mimicry 
and molecular switches; (3) the irreversibility of key 
checkpoints, which depends on energy consumption 
and enzymes that change the RNA length and struc-
ture; and (4) structural and functional correction of 
the active sites of both ribosomal subunits.

Assembly of 90S pre-rRNP
As the transcript is released from contact with 
Pol I, the 5’-ETS rRNA folds into stem–loop struc-
tures, providing a platform for the attachment of 
RAFs and RPs and for the folding of four SSU do-
mains (Fig. 6A). Because these structures are formed 
co-transcriptionally, they provide binding sites for a 
number of RAF complexes, in particular the molecu-
lar chaperones UTP-A, UTP-B, and U3 snoRNA, or-
dering the assembly. At this stage, the hairpin struc-
tures formed by 5’-ETS play the main role (Fig. 6A, 
B) [44]. A significant variability in the primary struc-
tures of 5’-ETS and ITS in different species indicates 
the key role played by the spatial structure formed 
by these elements in ribosome biogenesis [102]. By 
pairing with rRNA bases, snoRNA U3 renders the 
rRNA structure rigid. In the 90S cryo-EM structure, 
a partially prominent complex of the 3’-terminal part 
of the U3 snoRNA with the main C/D-box factors 
(Nop1, Nop56, Nop58, Snu13, Rrp9) is observed. The 
single-stranded 5’-end of U3 penetrates deep into the 
SSU particle, hybridizing with the short, conserved 
nucleotide sequences of 18S rRNA and 5’-ETS (Fig. 
6B). This process is accompanied by the formation 
of 5’- and 3’-loops and promotes excision of the 18S 
pre-rRNA owing to the formation of Box A and Box 
A’ [44, 103–109] (Fig. 6B). The close proximity of these 
sites to the 5’ region of snoRNA U3 provides a cru-
cial spatial constraint that dictates the topology of 
the maturing particle. The complex comprising the 
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folded 5’-ETS 18S pre-rRNA with an uncleaved A1 
site and early RPs is incorporated into the structure 
formed by biogenesis factors (~60 proteins) and snoR-
NA U3 (Fig. 6, Table). Timely cleavage at the A1 and 
A2 sites requires U3-dependent formation of the 35S 

pre-rRNA conformation that prevents the forma-
tion of the central pseudoknot, a characteristic struc-
ture located at the decoding center in mature 18S 
rRNA (Fig. 6). A number of early RAFs (Utp11, Sas10, 
Mpp10, and Fcf2) (Fig. 5) limit the pre-rRNA domains 

Fig. 5. The factors and complexes involved in the assembly of the yeast small subunit. The main stages of 40S subunit 
maturation in yeast are shown. (Top) rDNA with the main domains of the 18S rRNA: 5’-ETS, ITS1, 5’-central, 3’-major, 
and 3’-minor domains. Also, sites (A0, A1, D, and A2) are shown. (Below) Intermediate pre-ribosomal particles: 5’-ETS 
complex, SSU processome, and pre-40S. The intermediate components of pre-rRNA complexes are shown in square 
brackets under each particle. Assembly factors and complexes for which (not transparent) structures have been iden-
tified are depicted as cartoons, whereas those for which no structures are known are indicated only with text. Proteins 
that joined the growing SSU processome at an earlier stage are shown as transparent to highlight new components 
(not transparent). Adopted from [44]
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inside the particle by binding either to the protein or 
to RNA elements. In the 90S pre-ribosome, only the 
5’-domain has a conformation close to that of the ma-
ture one and, accordingly, contains RPs (Fig. 6). The 
central domain is only partially visible, and the 3’-ter-
minal domains cannot be distinguished in the 90S 
structure. Thus, folding of the nascent 18S rRNA oc-
curs in the direction from the 5’-end to the 3’-end but 
is blocked at intermediate stages involving additional 
RAFs (Figs. 5, 6). The 90S subparticle comprises the 

GTPase Bms1. After hydrolysis of GTP, this enzyme 
is believed to initiate the conformational changes nec-
essary for pre-rRNA processing and transformation 
of 90S into the pre-40S subunit. According to this hy-
pothesis, Bms1 is located at the interface of several 
pre-18S domains and comes into contact with several 
RAFs that stabilize the 90S intermediate (Fig. 5).

Approximately 18 out of 60 RAFs in the 90S parti-
cle are β-propeller proteins that mediate protein–pro-
tein interactions during the formation of macromo-

Fig. 6. Domain rearrangements 
during maturation of the 40S sub-
unit. (A) The 18S rRNA contains 
the following domains: 5’-domain, 
central domain, 3’-major domain, 
and 3’-minor domain (adopted 
from https://crw-site.chemistry.
gatech.edu/). (B) Schematic of 
the SSU processome (left) and 
mature 18S (right). 18S domains are 
shown in different colors: 5’-domain 
(green), central domain (blue), 
3’-major domain (yellow), 3’-minor 
domain (red rectangle), and U3 
RNA (pink line) [13]. (C) Base-
pair interactions between the U3 
snoRNA and the 18S region of the 
pre-rRNA in yeast. Three interac-
tions between Box A and Box A’ 
in the U3 snoRNA and three 18S 
regions of the pre-rRNA, which are 
involved in the formation of the cen-
tral pseudoknot structure in the ma-
ture 18S rRNA [23, 35]. (D) Model 
of 90S formation and its transfor-
mation into pre-40S. The snoRNP 
modules UTP-A (yellow), UTP-B 
(blue), and U3 (pink) bind co-tran-
scriptionally to the 35S pre-rRNA. 
Further compaction leads to 90S 
complex formation. General folding 
of the 5’-domain of the 18S rRNA 
resembles the mature conformation, 
but transformation of the pre-40S 
preribosome 90S into the mature 
40S subunit requires structural rear-
rangements in the central, 3’-major 
(orange), and 3’-minor (red) do-
mains [23, 35]. (E) Schematic of 90S 
transformation into pre-40S upon 
cleavage at A1. Assembly factors 
and selected proteins are color-
ed and labeled accordingly. The 
helicase Dhr1 is shown as a grasping 
hand representing open and closed 
conformations
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Small ribosomal subunit assembly factors [44]

Ribosome biogenesis factors of the SSU component in 
Saccharomyces cerevisiae

Cluster 
number Human S. cerevisiae Function

2 2 8 DDX47 Rrp3 DEAD-box-helicase

6 2 2 DDX49 Dbp8 DEAD-box-helicase

1 1 1 DDX42 Rok1 DEAD-box-helicase

1 1 1 EIF4A3 Fal1 DEAD-box-helicase

2   Rrp36 Rrp36 Structural

11 11  MYBBP1A Pol5 Same

2 2  ABT1 Esf2 «

1 1 1 Esf1 Esf1 «

3   Utp23 Utp23 «

4 4 11 NOC2L Noc2 «

8 3 3 RBM19 Mrd1 «

2 C14orf21 Nop9 «

1 Rrp8 Rrp8 rRNA methyltrans-
ferase

H/ACA 
components

2 Gar1 Gar1 Pseudouridine syn-
thase cofactor

2 2 Nhp2 Nhp2 Pseudouridine syn-
thase cofactor

Nop10 Nop10 Pseudouridine syn-
thase cofactor

UtpA 
complex

2 2 2 CIRH1A Utp4 Structural

2 2 5 WDR43 Utp5 Same

2 2 HEATR1 Utp10 «

1 1 1 Utp15 Utp15 «

5 5 2 WDR75 Utp17/Nan1 «

UtpB 
complex

2 2 2 PWP2 Utp1/Pwp2 «

2 8 8 Utp6 Utp6 «

2 2 2 WDR3 Utp12 «

2 2 2 TBL3 Utp13 «

2 2  Utp18 Utp18 Structural, has the 
exosome binding motif

2 2 2 WDR36 Utp21 Structural

U3 snoRNP

2 2 2 Nop56 Nop56 BoxC/D snoRNP main 
component

2 2 Nop58 Nop58 BoxC/D snoRNP main 
component

2 2 2 FBL Nop1 BoxC/D snoRNP main 
component

2 2 11 NHP2L1 Snu13 BoxC/D snoRNP main 
component

2 2 2 Rrp9 Rrp9 Specific factor of U3 
snoRNA

Mpp10 
complex

8 8 8 MPHOSPH10 Mpp10 Structural

2 2 2 Imp3 Imp3 Same

Ribosome biogenesis factors of the SSU component in 
Saccharomyces cerevisiae

Cluster 
number Human S. cerevisiae Function

2 2 8 Imp4 Imp4 «

Individual 
factors

2 8 DCAF13 Sof1 «

8 8 8 WDR46 Utp7 «

2 2 DNTTIP2 Fcf2 «

2 2 8 FCF1 Utp24 A1, A2 nuclease

1 2 UTP3 Sas10/Utp3 Structural, has the 
exosome binding motif

2 2 8 UTP11L Utp11 Structural

5’-domain

2 2 8 AATF Bfr2 Same

2 2 8 NOL10 Enp2 «

2 2 2 NOL6 Utp22 «

Central 
domain

2 8 8 RRP7A Rrp7 «

8 8 4 PDCD11 Rrp5 «

1 2 Krr1 Krr1 «

1 2 BYSL Enp1 «

3’-main 
domain

2 2 2 NOP14 Nop14 «

2 2 2 NOC4L Noc4 «

7 7 7 Rrp12 Rrp12 «

1 NAT10 Kre33 Cytosine acetyltrans-
ferase/helicase

1 2 2 Bms1 Bms1 GTPase

2 2 Rcl1 Rcl1 Structural

1 1 EMG1 Emg1/Nep1 rRNA methyltrans-
ferase

4 4 4 RSL1D1 Utp30 Structural

6 6 6 Pno1 Pno1 Same

2 2 8 Utp20 Utp20 «

8 8 4 UTP14A Utp14 Dhr1 binding

Rrt14 «

Faf1 «

Dhr1 DEAH-box-helicase

2 Nob1 Nob1 D-site nuclease

5 5 DHX33 Dhr2 DEAH-box helicase

1 DHX35

1 1 C1orf107 Utp25 Structural

10 10 10 WBSCR22 Bud23 rRNA methyltrans-
ferase

TRMT112 Trm112 Methyltransferase 
adapter

9 9 9 Ltv1 Ltv1 Structural

4 Tsr1 Tsr1 Same

4 RIOK1 Rio1 «

10 RIOK2 Rio2 «

CSNK1A1 Hrr25 Casein kinase

4 8 DIMT1L Dim1 rRNA demethylase
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lecular complexes [110]. In addition, several proteins 
with Trp and Asp (WD) repeats in 90S bind directly 
to specific rRNA sites. Another large group of 90S 
RAFs are α-helical proteins. The large proteins Utp20 
(~220 kDa) and Utp10 (~180 kDa) are linked to each 
other, reaching remote regions on the 90S particle with 
their long α-helices. For example, Utp10 extends from 
the base of 90S, where 5’-ETS is located, to the top of 
90S (5’-domain), where it binds to the Utp20 wrapped 
around the head of the 90S particle (Figs. 5, 6). These 
distant contacts facilitate communication between dif-
ferent regions and/or promote recognition of a com-
mon conformation to coordinate maturation steps [5]. 
Some 90S biogenesis factors are partially or complete-
ly unfolded. These polypeptides are present both on 
the surface and deep in the 90S subparticles. A typ-
ical example is Mpp10, which winds around 90S and 
comes into contact with Imp3, Imp4, Bms1, Utp12, 
Utp13 (UTP-B), and some regions of the 18S rRNA 
(Figs. 5, 6). Similarly, Nop14 is in contact via its long 
N- and C-terminal regions with Noc4, Emg1, and Rcl1. 
These elements not only stabilize the 90S complex, but 
also participate in long-range interactions and/or in 
conformational sensing [5].

The last step in the 90S conversion is the detach-
ment of the pre-40S complex. This step is closely re-
lated to cleavage of the 35S precursor at the A1 and 
A2 sites at the first stage of the 60S large subunit 
precursor biogenesis. Interestingly, Utp24 is in close 
proximity with the A1 site in the 90S particle but 
cannot perform its function because another RAF, 
Sof1, masks the A1 cleavage site. Thus, transition of 
the 90S pre-ribosome to the next stage of assembly 
requires significant conformational rearrangements 
that are a result of interaction between new RAFs 
(e.g., helicases) and the pre-ribosome and/or hydrol-
ysis of macroergic bonds. In particular, several ad-
ditional enzymes, such as Kre33 acetyltransferase or 
Nop1 and Emg1 methyltransferases, are present in 
the 90S particle. Although RNA helicases are involved 
in RNA structural rearrangements, including snoR-
NA dissociation, they are absent in the 90S complex. 
The 90S to pre-40S transition is stimulated by the 
helicase Dhr1/Ecm16, because the helicase appears 
to disrupt the base pairing between snoRNA U3 and 
pre-rRNA and to be involved in 5’-ETS cleavage [111, 
112]. Many factors bind pre-rRNA transiently and 
only until cleavage at the A2 site. These include small 
RNAs (U14, snR10, and snR30 [113, 114]) and the pro-
teins associated with each of the 18S rRNA subdo-
mains [115–117], although their role remains poorly 
understood (Fig. 5).

The interaction of proteins, such as Mpp10, Utp11, 
and Sas10 (Fig. 5), and base pairing between the U3 

snoRNA and the 5’-ETS and 18S rRNA (Fig. 5) pro-
vide additional particle stability, mainly acting as lo-
cal stabilizers of RNA structural elements [31, 44]. 
Proteins containing helical repeats (Nop14, Noc4, 
Rrp5, Utp10, and Utp20) and playing mainly a struc-
tural role, as well as some enzymes, such as meth-
yltransferase Emg1 [118], acetyltransferase helicase 
Kre33 [52], and GTPase Bms1 [31, 52], are located in 
the outer regions of the SSU processome. The tempo-
ral order in which enzymes act on the encapsulated 
pre-18S rRNA remains to be determined.

Transition from 90S pre-rRNP to 40S 
pre-rRNP: Release of 5’-ETS
Inhibition of the RNA exosome due to a mutation in 
Utp18 [53] or arrest of 90S assembly on the 3’-trun-
cated pre-rRNA [46, 119, 120] stabilizes the complex 
of 5’-ETS RNA with UTP-A, UTP-B, U3 snoRNA, 
and other biogenesis factors, which is released during 
transition from the 90S to pre-40S subparticle [5, 53]. 
Degradation of 5’-ETS by the RNA exosome should 
lead to a recycling of biogenesis factors [90, 91].

Further maturation stages require coordinated 
cleavage at site A1 of 5’-ETS and A2 of ITS1, which 
acts as a signal for separation of the 18S rRNA and 
5.8S/25S rRNA (Fig. 6) [5, 36, 44].

The dissociation of factors enables the formation 
of contacts between four 18S rRNA domains, which 
tightens the structure (Fig. 6). Cryo-EM structures 
showing the 90S to pre-40S transition revealed seven 
intermediate pre-ribosomal particles, Pre-A1, Post-A1, 
Dis-C, Dis-A, and Dis-B, which successively replace 
each other during biogenesis (Fig. 6E) [121].

In the Pre-A1 state, the helix h21 of the pre-18S 
rRNA occurs in its matured/correct position (Fig. 6E). 
Along with cleavage at the A1 site, structural chang-
es result in the formation of the Post-A1 intermedi-
ate. Sequential dissociation of several assembly factor 
modules in the intermediate states Dis-C, Dis-A, and 
Dis-B leads to gradual simplification of the complex, 
with the main interactions in the 90S subparticle be-
ing preserved. Probably, the decisive step in the dis-
assembly of a 90S intermediate depends on the de-
gree of maturation of the pre-40S domains, which 
is reflected in its compaction degree. rRNA becomes 
more compact owing to the remodeling of rRNA and 
RNP, which enables the formation of the decoding 
center [44]. The degree of compaction may be a sig-
nal for disassembling the 5’-ETS scaffold, as seen 
from the structures preceding cleavage at A1 [90]. 
This suggestion is consistent with the dependence of 
cleavage at A1 on the activity of the helicase Mtr4 
that probably remodels 5’-ETS [103]. Turning and dis-
placement of RNA helixes, starting in the 3’-region of 
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Fig. 7. Late maturation stages of the human and yeast ribosomal subunits and subcellular localization of the main assem-
bly participants. (A) 40S pre-ribosome intermediates in S. cerevisiae (left) and H. sapiens (right). Stable identification 
of two additional pre-rRNAs (30S and 21S) in human cells indicates that there are at least two distinct early maturation 
stages that are not observed in yeast. Similar compositions of cytoplasmic pre-40S particles suggest similarities in late 
maturation in yeast and humans. (B) Schematic of quality control of the cytoplasmic pre-40S subunit. Only assembly 
factors with known binding sites are shown [125]
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5’-ETS, enable movement of Pno1 and h45 and simul-
taneous attachment of the helicase Dhr1 that forms 
part of the rRNA helix h1 required for cleavage at 
A1 by Utp24 endonuclease. This complex process is 
accompanied by a dissociation of several factors, fur-
ther destabilization of the intermediate 90S complex, 
and displacement of 5’-ETS. This results in release of 
RNA–protein complexes and the pre-40S formation 
(Fig. 5) [121].

Export of pre-40S particles
Within the 90S complex, the 20S pre-rRNA is formed 
(Fig. 3). It contains 18S rRNA and part of ITS1. The 
20S pre-rRNA is a component of the earliest pre-40S 
particles. Pre-40S bind to several RAFs (nucleolar 
protein Tsr1 and cytoplasmic proteins Ltv1, Rio2, 
and Nob1 (Fig. 5)) and are rapidly transported into 
the cytoplasm. Due to their large size, pre-ribosomes 
move through the nuclear pores one at a time. The 
karyopherin Crm1/Xpo1, with the involvement of 
Ran/Gsp1, transports them into the cytoplasm in a 
GTP-dependent manner [122]. Rrp12, together with 
Crm1, binds to 90S and participates in 35S pre-rRNA 
processing at the A0 site [123]. A decrease in the level 
of Rrp12 or Crm1 causes accumulation of the pre-40S 
complex in the nucleoplasm [124]. At least three RAFs 
(Dim2, Ltv1, and Rio2) present in pre-40S particles 
contain predicted or functional nuclear export signals, 
but none of them alone is necessary for export. The 
functions of the other factors involved in the export 
of pre-40S subunits have not been identified.

Processing of pre-40S subparticles in the cytoplasm
According to biochemical and structural data, pre-
40S particles have a relatively simple RAF composi-
tion upon transition to the mature 18S rRNA struc-
ture. The first cryo-EM structure of the pre-40S 
particle revealed almost formed 5’- and central (plat-
form) domains, while the 3’-domain (head and beak 
regions) had not yet reached a mature conformation. 
The pre-40S subparticle entering the cytoplasm con-
tains seven RAFs that promote late maturation events 
(Fig. 7). Two main events occur in the cytoplasm: 
beak-forming structural rearrangements and 20S 
pre-rRNA cleavage at the D site by the endonuclease 
Nob1. They are closely associated with quality control 
mechanisms and functional site checks, which ensure 
that ribosomal subunits are translationally competent 
[125]. Maturation of the beak is facilitated by the re-
lease of RAFs and export factors, stable attachment 
of several ribosomal proteins, and conformational re-
arrangement that results in the formation of the de-
coding site. Phosphorylation of the Ltv1 and Enp1 
proteins by the kinase Hrr25 allows them to displace 

and properly place the mature Rps3 protein, which 
promotes Nob1-dependent 20S pre-rRNA cleavage at 
the D site [122].

CryoEM data of yeast and human pre-40S particles 
revealed a significant structural similarity in the posi-
tions of associated late RAFs, which occupy function-
ally important sites and block the formation of func-
tional ribosomes [5, 126–128]. In particular, RAFs Tsr1, 
Enp1, Rio2, and Pno1/Dim2 jointly control incomplete-
ly formed sites in pre-40S: the decoding center and 
mRNA-binding groove (Fig. 7). In the early stages, 
Enp1 and Ltv1 occupy the binding site of ribosomal 
eS10 in the 3’-major domain (head and beak), disso-
ciating upon phosphorylation by the protein kinase 
Hrr25 [5, 129–131]. The dissociation of Enp1/Ltv1 
leads to attachment of eS31 and displacement of the 
C-terminal domain of uS3, which stabilizes the in-
teraction between the 40S body and head [132]. The 
mechanism of timely cleavage of 20S pre-rRNA 
by the endonuclease Nob1 may be explained using 
cryo-EM structures. The RNA-binding protein Pno1 
masks a cleavage site at the 3’-end of the mature 18S 
rRNA. Conformational rearrangement and interac-
tion of the pre-40S subunit with the mature 60S sub-
unit are the checking steps required for interaction 
with Nob1, which converts the 20S pre-rRNA into 
the 18S rRNA [5, 38, 133–137]. A Cryo-EM analysis 
of human, late pre-40S particles supports a model 
where Rio1-ATP interacts with the ribosomal protein 
RPS26 and displaces Dim2 from the 3’-end of the 20S 
pre-rRNA. This makes the pre-rRNA available for 
the interaction with Nob1 endonuclease. Hydrolysis of 
ATP and release of ADP lead to a dissociation of the 
Rio1–40S subunit complex. The locking mechanism 
with two keys, Rio1 and RPS26, guarantees consist-
ency in the transformation of particles into transla-
tion-competent 40S sub-particles [138]. Coordination 
of 80S-like particle formation with final maturation of 
the 18S rRNA ensures that only correctly assembled 
40S subunits participate in translation.

Thus, despite the abundance of data for S. cerevisiae 
and the high conservatism of eukaryotic ribosome bio-
genesis, the architecture of processing common to both 
subunits of the 90S precursor and 40S subunit pre-
cursor in higher eukaryotes has undergone significant 
changes, whose details are yet to be studied.

Further description of the large 60S subunit bio-
genesis will be presented in the next part of the re-
view. 

This work was supported by RFBR grant  
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ABSTRACT The present review examines the use of chemiluminescence detection to evaluate the course of free 
radical reactions in biological model systems. The application of the method is analyzed by using lumines-
cent additives that enhance the luminescence thanks to a triplet–singlet transfer of the electron excitation 
energy from radical reaction products and its emission in the form of light with a high quantum yield; these 
additives are called chemiluminescence enhancers or activators. Examples of these substances are provided; 
differences between the so-called chemical and physical enhancers are described; coumarin derivatives, as 
the most promising chemiluminescence enhancers for studying lipid peroxidation, are considered in detail. 
The main problems related to the use of coumarin derivatives are defined, and possible ways of solving these 
problems are presented. Intrinsic chemiluminescence and the mechanism of luminescence accompanying bio-
molecule peroxidation are discussed in the first part of the review.
KEYWORDS free radical reactions, apoptosis, ferroptosis, chemiluminescence, lipid peroxidation, reactive oxy-
gen species, chemiluminescence enhancers, coumarin derivatives.
ABBREVIATIONS DTMC – 7-(4,6-dichloro-1,3,5-triazinylamino)-4-methylcoumarin; C-314 – coumarin-314 – 
quinolizidine[5,6,7-gh]3-ethoxycarbonylcoumarin; C-334 – coumarin-334 – quinolizidine[5,6,7-gh]3-acetylcou-
marin; C-525 – coumarin-525 – quinolizidine[5,6,7-gh]3,2’-benzimidazolylcoumarin; EES – electronically ex-
cited state; ROS – reactive oxygen species; EEE – electronic excitation energy.
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INTRODUCTION
Due to the extremely low intensity of intrinsic chemi-
luminescence, the mechanisms of which are described 
in the first part of the review [1], it is quite difficult 
to detect. In addition, it is often necessary to study 
reactions that include the formation and participation 
of specific radicals such as lipid peroxidation process-
es; i.e., to evaluate the presence of lipid radicals in the 
system under study. However, the method used to de-
tect intrinsic chemiluminescence is nonspecific.

In order to increase the chemiluminescence inten-
sity, specific substances that enhance it are added 
to the system. These substances are called chemilu-
minescence enhancers or activators. A subgroup of 
these substances is called chemiluminescent probes. 
However, this term is often used randomly. From the 
chemical point of view, the correct terms would be a 
chemiluminescent reagent and luminescent additive. 

The ambiguity of the term activator has to do with 
the fact that it is generally interpreted as the abil-
ity of a particular compound to interact chemically, 
while the specific meaning of the word is the active 
part of a concentration. The monograph [2] presents a 
short list of terms related to the topic of chemilumi-
nescence. This list contains the term initiator, which 
is considered “a chemically active substance that cre-
ates primary active centers and thereby increases the 
rate of the reaction that provides active products and 
changes the quantum yield of excitation.” The term 
activator may also fall under this definition. It should 
be noted that luminescent additives in biological sys-
tems come in aqueous solution with a pH of ~7, where 
they can exhibit low solubility. leading to their ag-
gregation. The interaction of phagocytes with addi-
tive microparticles activates the production of reactive 
oxygen species (ROS) [3, 4]; thus, the term activator 
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can be used in this system in relation to the additives 
under discussion.

The term activator can be used when describing 
systems with chemically initiated electron-exchange 
luminescence: e.g., chemiluminescence of oxalate es-
ters [5]. Introduction of a fluorophore with a low ion-
ization potential to the system leads to electron trans-
fer from this compound to the intermediate. This is 
followed by reverse electron transfer, leading to flu-
orophore excitation, which then becomes a chemi-
luminescence emitter. However, a luminescent addi-
tive is most often called an activator. The definition 
of the latter in that case is a compound that has a 
high quantum yield of emission and enhances lumi-
nescence owing to physical migration of the ener-
gy of the electronically excited state (EES) without a 
change in the excitation quantum yields of radical re-
action products and the reaction speed [2, 6, 7].

The increase in luminescence in the presence of 
these substances is the result of electronic excitation 
energy (EEE) migration from the reaction products 
to the additive, which (or its product of interaction 
with the radical reaction product, i.e. the excitation 
donor) is a more efficient light emitter than the ex-
cited donor compound. In 1963, R.F. Vasil’ev studied 
the mechanism of chemiluminescence enhancement 
upon addition of anthracene derivatives to the ke-
tone products of free radical oxidation of hydrocar-
bon substrates in the triplet EES [8]. The resulting 
excited molecules of anthracene derivatives were 
not in the triplet but singlet EES. Thus, a funda-
mental photophysical process that is widely used to 
enhance luminescence in chemiluminescent systems, 
namely physical enhancement of chemiluminescence 
as a result of a triplet–singlet energy transfer in the 
liquid phase, was studied in detail [8]. It should be 
noted that chemiluminescence enhancement in the 
presence of anthracene derivatives had been dem-
onstrated a year earlier [9]. However, the enhance-
ment mechanism had not been elucidated, yet. An 
analysis of the action of anthracene and its deriv-
atives showed that anthracene itself is less effec-
tive than its halogenated derivatives: in particular 
9,10-dibromoanthracene [9–11]. The corresponding 
value of the exclusion coefficient of the triplet–sin-
glet transition, which is calculated as the ratio of the 
reaction rate constant to the diffusion rate constant, 
is 10-2 [11].

Chemiluminescence enhancement can be schemati-
cally represented as follows:
P* →

k3 P+hv (non-activated chemiluminescence with a 
quantum yield of Qlum1).
P* + enhancer (activator) → P + enhancer* → 

k3enh  
 → 
k3enh P + enhancer + hv.  (1)

This is activated chemiluminescence with a quan-
tum yield of Qlum2. Note that Qlum1<<Qlum2.

An important chemiluminescence enhancer char-
acteristic is not only the chemiluminescence quantum 
yield value, but also the same value multiplied by the 
molar extinction coefficient of the given compound, 
since this multiplication is directly proportional to the 
luminescence intensity [12].

R.F. Vassil’ev and V.A. Belyakov provided the basis 
for our understanding of the triplet–triplet and trip-
let–singlet EES energy transfer for the quantitative 
study of chemiluminescent reactions [11]. In particu-
lar, the relationship between the rates of EEE migra-
tion from the radical reaction product (EEE donor), 
EEE acceptor (chemiluminescence enhancer) concen-
tration (let us denote it by A), and chemiluminescence 
intensity in the absence (J0) and presence (J) of the 
excitation acceptor has been determined: 
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where QLumEnh is the quantum yield of the lumines-
cence enhancer (EEE acceptor), QLumPr is the quantum 
yield of the excited product of the radical reaction 
(EEE donor), tP* – average donor excitation lifetime 
in the absence of EEE acceptor, kTT is the rate con-
stant of the triplet–triplet EEE transfer (chemilumi-
nescence quenching), and kTS is the rate constant of 
the triplet–singlet EEE transfer to the acceptor mol-
ecule. The rate constant of the triplet–triplet trans-
fer, which does not result in luminescence, is high-
er than that of the triplet–singlet transfer [11]. The 
non-emissive triplet–triplet energy transfer is more 
pronounced in 1,2-dioxetanone decomposition than in 
the case of 1,2-dioxetane, which determines the lower 
emission efficiency of the activated decomposition of 
dioxetanone compared to that of dioxetane [13].

However, different chemiluminescence enhancers 
have different mechanisms of receiving the EEE from 
the radical reaction products. There are two groups of 
chemiluminescence enhancers. There is some ambi-
guity in their terminology that should be mentioned. 
Luminescent additives of the first group react chemi-
cally with the participants and products of a free rad-
ical reaction and result in the EES, with a quantum 
yield much higher than that of intrinsic chemilumi-
nescence. According to the terminology proposed by 
A.I. Zhuravlyov [2], these substances are called che-
miluminescent probes. Yu.A. Vladimirov calls these 
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substances chemical activators of chemiluminescence 
[6]. From the chemical point of view, a chemilumines-
cent reagent would be a better term for these sub-
stances, since they substitute the reaction pathways 
of ROS, resulting in ultra-weak chemiluminescence 
under natural conditions, with other pathways leading 
to higher chemiluminescence. Substances of the sec-
ond group of luminescent additives generate the EES 
without interacting chemically with the system com-
ponents. Representatives of the Yu.A. Vladimirov sci-
entific school [6, 14–16] call these substances physical 
activators of chemiluminescence, thus extending the 
term activator to both groups of chemiluminescent 
reagents. The authors of [2] use the term activator to 
designate physical chemiluminescence activators only.

However, it is important to note that the above clas-
sification is largely theoretical: most luminescent ad-
ditives cannot be clearly assigned to a specific group. 
This is because the chemiluminescence mechanism for 
most of them is not fully understood. The simple fact 
of an increase in the intensity of detected chemilu-
minescence in response to introduction of an additive 
does not allow one to classify this additive as either a 
chemical or physical activator.

We should mention that chemiluminescence en-
hancers were divided into two groups in one of the 
first studies involving them [10]. Activators were 
characterized as either bad activators, those without 
chemical stability and capable of quenching lumines-
cence at high concentrations, or good activators, those 
with chemical stability and a chemiluminescence en-
hancement coefficient that increases monotonically 
with an increase in concentration (see the formula for 
calculating the luminescence enhancement coefficient 
in [10]).

EXAMPLES OF SUBSTANCES THAT 
ENHANCE CHEMILUMINESCENCE
The phenomenon of chemiluminescence enhancement 
was first observed upon using anthracene derivatives 
[8–10]. Later, dibromoanthracene, which is a physi-
cal chemiluminescence enhancer, was used to study 
the decomposition of polymers during their oxida-
tion by a peroxide compound [17]; dibromoanthracene 
and 9,10-diphenylanthracene were utilized to explore 
the chemiluminescence of a ascorbate- and hemo-
globin-dependent brain [18]. Anthracene was used to 
study dioxetane and dioxetanone decomposition ac-
companied by EES generation [13].

Luminol (5-amino-2,3-dihydro-1,4-phthalazinedi-
one) is the most common chemiluminescent reagent 
[19–28]. In the first half of the 20th century, luminol 
was known as a substance that could generate chemi-
luminescence upon oxidation [29]. Luminol was first 

used as a chemiluminescence activator in the biologi-
cal system by R.C. Allen et al. when studying the im-
mune response of polymorphonuclear leukocytes in 
1972 [30].

The mechanism of luminescence generated by lu-
minol oxidation involves the formation of 4-hydro-
peroxy-1-oxy-5-aminophthalazin-4-olate, a hydro-
peroxide product of luminol interaction with ROS 
[31], chloramines in the case of hydrogen peroxide 
[32], and oxidized peroxidase forms at certain stag-
es of the peroxidase catalytic cycle [6]. This com-
pound is then naturally converted to 2,3-peroxy-
di[hydroxymethyleneyl]phenylamine containing an 
endoperoxide moiety that is eventually cleaved to 
form a EES hydroaminophthalate ion. This ion emits a 
photon when returning to its ground state (the mech-
anism of luminol interaction with various substances 
is described in detail in [6, 31, 33, 34]). Aside from 
luminol, isoluminol, which activates luminescence 
through a similar mechanism, is sometimes used [35–
37].

Luminol is utilized to evaluate total antioxidant ac-
tivity based on its reaction with 2,2’-azobis(2-amid-
inopropane) [38, 39] and in various chemiluminescent 
methods for hydrogen peroxide detection (see review 
[40]). Some techniques use several substances as che-
miluminescent reagents at once. For instance, addition 
of fluorescein to the system increases the chemilu-
minescence intensity in the presence of luminol [41]. 
An increase in luminescence intensity upon addition 
of some phenols to the horseradish peroxidase–H2O2–
luminol system was also reported [42]. At the same 
time, so-called non-enhancer phenols inhibit chemi-
luminescence in the horseradish peroxidase–H2O2–
luminol–4-iodophenol system [43]. These phenols, ex-
cept for 4-iodophenol, compete with each other as 
luminol substrates. Luminol remains the most often 
used substance to determine the immune reactivity 
of leukocytes [37, 44, 45]; it is also utilized to study 
lipid peroxidase reactions [24]. The widespread use of 
luminol is due to the high quantum yield of its lumi-
nescence. However, the chemiluminescence enhanced 
by luminol is nonspecific. Therefore, it is impossible to 
determine exactly what free radical reactions – and 
in what proportions – take place in the sample when 
using laminol.

There are even more specific chemiluminescent re-
agents, such as the luciferin–luciferase system [46] 
(luciferase can also have other substrates bedsides lu-
ciferin [46]). It is utilized to detect ATP molecules [47]. 
This system can be also used to solve a large number 
of other tasks.

Another specific chemical chemiluminescent re-
agent is coelenterazine (2-(4-hydroxybenzyl)-6-(4-
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hydrophenol)-8-benzyl-3,7-dihydroimidazo[1,2-alpha]
pyrazine-3-one), which is used to evaluate the level of 
the superoxide radical O2

·–.
Lucigenin is one of the most frequently used re-

agents to detect the superoxide radical [6, 48]. It can 
also be applied to the study of xanthine and hypo-
xanthine oxidation by xanthine oxidase [49] to de-
tect the superoxide radical formed as the result of 
NADPH oxidase activity [49–52] and in ether mito-
chondria of intact cells [53] or an isolated mitochon-
drial suspension [54, 55]. Lucigenin-based techniques 
have recently been developed to detect dopamine [56] 
and glutathione [57]. In both cases, lucigenin was part 
of a relatively complex test system (the hypothetical 
mechanisms of lucigenin-dependent chemilumines-
cence activation in various systems are discussed in 
detail in the review [6]).

Fluorescein, which has a high quantum yield of the 
triplet state [58], is also utilized as a chemiluminescent 
reagent in one of the hydrogen peroxide detection-
based methods [40].

Deamination of amino acids during their oxida-
tion by H2O2 in the presence of Fe2+ ions was studied 
with the use of ethidium bromide as a chemilumines-
cent reagent [59]. An increase in the ethidium bro-
mide concentration up to 100 μM in the system under 
study was shown to be accompanied by a growth in 
luminescence intensity and its further drop at high-
er concentrations of ethidium bromide. Furthermore, 
1 mM ethidium bromide significantly inhibited amino 
acid oxidation.

Despite the fact that chemiluminescent probes of-
ten cause a greater increase in luminescence, since 
they are directly involved in the processes occurring 
in the system under study, they are not suitable for 
fundamental research, including the study of lipid 

peroxidation processes. Physical enhancers of chemi-
luminescence that increase the luminescence quantum 
yield owing to the resonance transfer of the EEE of 
reaction products without chemically interacting with 
the reaction participants and products should be used 
in that case [60–62]. This approach is fully consistent 
with the principle of non-interference with the sys-
tem under study.

Figure 1 presents the formulas of some of the sub-
stances used as luminescent reagents in a number of 
studies.

SEARCH FOR PHYSICAL ENHANCERS OF THE 
CHEMILUMINESCENCE ACCOMPANYING 
LIPID PEROXIDATION
The interaction of a chemiluminescent probe with 
components of the system under study presents a 
serious problem when using these probes in funda-
mental research. This is because the analyzed chemi-
luminescent signal is received not from the lipid sub-
strate–peroxidase–hydrogen peroxide system but 
from the lipid substrate–peroxidase–hydrogen perox-
ide–chemiluminescence activator system. These data 
cannot be considered completely adequate for appli-
cation to living organisms.

An important contribution to our understanding of 
the chemiluminescence enhancers used in free radical 
reactions involving lipids was made by V.S. Sharov. In 
the 1980s, the possibility of using various lanthanides 
to enhance chemiluminescence was studied. It was 
suggested that this process is based on intermolecu-
lar energy transfer from the products formed in free 
radical reactions of peroxides to the 4f shell of the 
lanthanide ion [63]. An example is the data presented 
in [64]; this led to the conclusion that Tb3+ ions can be 
used as a physical enhancer of chemiluminescence to 

Fig. 1. Structural 
formulas of the 
substances used as 
chemical enhanc-
ers (activators) of 
chemiluminescence: 
luminol (A), lucigenin 
(B), 9,10-diphe-
nylanthracene (C), 
9,10-dibromanthra-
cene (D), rhodamine 
6G (E), coelentera-
zine (F), and ethid-
ium bromide (G)

А

E F G

B C D
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study lipid peroxidation reactions. Before that, euro-
pium complexed with tetracycline was shown to in-
crease chemiluminescence intensity in lipid peroxida-
tion [65]. However, lanthanide ions are not suitable for 
research in biological systems due to the following 
reasons. Chemiluminescence quenching was discov-
ered as early as in the 1980s when using lanthanide 
ions in biological model systems. This was explained 
by the fact that lanthanide ions can easily form com-
plexes with the buffer components, which often leads 
to the loss of their ability to enhance chemilumines-
cence [65].

In addition, the study of the mechanism of chemi-
luminescence enhanced by Eu3+ ions complexed with 
2,2-dimethyl-6,6,7,7,8,8,8-heptafluoro-3,5-octanedione 
in the presence of dimethyldioxirane (a model organ-
ic peroxide) showed that the lanthanide complex re-
acts chemically with this organic peroxide. The NMR 
analysis of the resulting mixture and the photophys-
ical characteristics of the isolated reaction product 
differed from those of the initial europium chelate. 
Similar results were also obtained for Eu3+ ion com-
plexed with 2-thenoyltrifluoroacetone, 2,2,6,6-tetra-
methyl-3,5-heptanedione (dipivaloylmethane), and 
tris[3-(trifluoromethylhydroxymethylene)d-camphor-
ate]; in the case of the complex with the latter com-
pound in the excess of dimethyldioxirane, chemilumi-
nescence not characteristic of the Eu3+ ion but due to 
an unknown emitter was observed [66].

Apparently, the chemiluminescence of lanthanide 
chelates can be a result of their interaction with or-
ganic peroxides [67]. This conclusion is supported by 
the assumption that the dioxirane intermediate plays 
a key role in chemiluminescence generation in the 
solid-phase reaction between potassium peroxymono-
sulfate and europium nitrate hexahydrate in the pres-
ence of acetone vapor, although the Eu3+ ion is the di-
rect emitter [66, 67]. It should also be noted that the 
Nd3+ and Yb3+ ions act as chemiluminescence activa-
tors, similarly to Eu3+ ions in the decomposition of or-
ganic peroxides [66].

However, it is important to add that it is the com-
plex of lanthanide ions, but not the ions emitting pho-
tons by receiving the EEE from the chelating agent, 
that is called the chemical activator [66, 67].

Therefore, when searching for an optimal chemi-
luminescence enhancer, it is necessary to use sub-
stances that can undergo triplet–singlet transitions 
with a high degree of probability. This is due to the 
fact that the products formed in the disproportion-
ation of lipid peroxide radicals are in the triplet EES 
[11]. Despite the indicated disadvantages, the above-
mentioned lanthanide complexes have the required 
characteristic. This requirement is also met by low-

molecular-weight organic substances containing con-
jugated cyclic groups. An example is the histological 
dye Nile blue, which is used as an enhancer of che-
miluminescence accompanying Fe2+-induced oxidation 
of lipids [68].

Rhodamine 6G, a xanthene family substance, was 
used as a physical chemiluminescence activator with 
a high quantum yield to study tetraoxane decom-
position by Fe2+ inorganic salts (the comparison of 
the kinetic dependences of the activated and intrin-
sic chemiluminescence for the system is presented 
as evidence) [69]. Coumarin derivatives have similar 
properties. Such quinolizidine derivatives of coumarin 
as coumarin-314 (C-314), coumarin-334 (C-334), and 
coumarin-525 (C-525) act as chemiluminescence en-
hancers in lipid peroxidation reactions [16, 60–62, 70]. 
Because of the selective chemiluminescence enhance-
ment caused by free radical reactions involving lipids, 
these substances are most suitable for studying lipid 
peroxidation processes.

Coumarin derivatives and their use 
in chemiluminescence detection
Coumarins are a group of organic compounds that 
includes unsaturated aromatic lactones: 5,6-benzo-α-
pyrone (cis-ortho-hydroxycinnamic acid lactone) de-
rivatives (coumarin or 5,6-benzo-pyran-2-one) [71]. 
Many members of this group are used as laser dyes 
[72]. Coumarin derivatives with a substitution at the 
7th position (7-hydroxy-4-methylcoumarin and 7-ami-
no-4-methylcoumarin are provided as an example) are 
effective fluorophores that emit in the visible region 
[12].

Studies using coumarin derivatives as indicators or 
part of an indicator system deserve special attention. 
The structural formulas of the coumarin derivatives 
used as chemiluminescence enhancers are shown in 
Fig. 2. The coumarin derivative obtained by condens-
ing nitromethane with coumarinyl aldehyde can selec-
tively detect specific cyanide anions [73]. Nucleophilic 
aromatic substitution of hydrogen with cyanide in 
the coumarin molecule changes its color and increas-
es the fluorescence intensity (excitation wavelength 
365 nm) to an extent that the fluorescence can be ob-
served even with the naked eye. The detection limit is 
< 3 μM cyanide (dissolved in a acetonitrile medium): 
the coumarin group generates a bright blue fluores-
cent signal. The substances 6,7-dihydroxy-4-meth-
yl-8-formylcoumarin and 3,4-benzo-7-hydroxy-8-for-
mylcoumarin can also be used as chromogenic and 
fluorescent chemosensors to detect cyanide anions 
and Cu2+ cations [74]. DTMC (7-(4,6-dichloro-1,3,5-tri-
azinyl-2-amino)-4-methylcoumarin) was proposed for 
the chemiluminescent determination of hydrogen per-
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oxide by the chemiluminescent method [75]. The de-
tection limit for hydrogen peroxide is 4 × 10-8 mol/L. 
However, this method requires high pH values of the 
medium (11.4).

PFM (1-diethylaminobenzo[4,3-e]-pyran-2-hydra-
zone) was proposed for formaldehyde detection [76]. 
A year later, a more efficient fluorogenic substrate, 
PFM4, was proposed (Fig. 2H) [77]. PFM4 was used to 
successfully assess the accumulation of formaldehyde 
in the lysosomes of cells treated with endoplasmic re-
ticulum stress inducers [77].

A 1995 study analyzed the effect of various en-
hancers on the intensity of the chemilumines-
cence generated in the Fe2+-induced peroxidation 
of phospholipids in egg yolk liposomes. The C-525 
dye (2,3,5,6-1H,4H-tetrahydro-9-(2’-benzimidazolyl)-
quinolysin-(9,9a,1-GH)) showed the most potent effect: 
it increased the chemiluminescence intensity more 
than 2,000-fold without affecting the reaction kinet-
ics at a concentration of 4 μM [62]. The mechanism of 
luminescence enhancement in this case is, apparently, 
the energy transfer from the ketone molecule in the 
EES (the primary product of peroxyl radical recombi-
nation) to a fluorescent level of C-525 [60]. Meanwhile, 
it should be taken into account that C-525 contains a 
purine group, whose interaction with free radicals un-
der certain conditions triggers an antioxidant action 
of the substance [78]. The specific chemiluminescence 

activator of the superoxide radicals 2-methyl-6-[p-
methoxyphenyl]-3,7-dihydroimidazo[1,2-a]pyrazine-
3-one has a similar disadvantage [79, 80].

However, despite its structure, C-525 is quite of-
ten used as a chemiluminescence activator; e.g., when 
detecting lipid hydroperoxides in the lipid substrate–
Fe2+ system [16]. Experiments in a similar system 
based on C-334 showed that the chemiluminescence 
of the system containing cytochrome c complexed 
with cardiolipin is due to the lipoperoxidase and qua-
si-lipoxygenase activity of this nanoparticle, but not 
to the activity of non-heme iron via the Fenton reac-
tion [81].

The studies of the EES of coumarin derivatives 
should also be mentioned. Detection of photogenera-
tion of C-314 radical cations by using nanosecond la-
ser excitation at wavelengths > 400 nm in benzene, 
acetonitrile, and dichloromethane made it possible to 
detect the triplet EES of C-314 with maximum ab-
sorption at 550 nm and a lifetime of 90 μs in benzene, 
which is easily quenched by oxygen [82]. No excited 
state was detected in an aqueous solution; however, 
relatively long-lived (160 μs in air-equilibrated solu-
tions) free C-314 radical cations with maximum ab-
sorbance at 370 nm were identified. In addition, these 
free C-314 radical cations are quenched by pheno-
lic antioxidants; the rate constant for this reaction 
is > 109 M-1s-1 [82]. According to [82], this reaction is 
based on the mechanism of electron transfer between 
the phenolic antioxidant and C-314 radical cation with 
potential ionic pair formation.

A study of C-314 solvation in an aqueous solu-
tion in the presence of a surfactant [83] revealed 
two well-differentiated interfacial phases (water/
air). The author of the review showed that C-314, 
C-334, and C-525 do not dissolve in water at concen-
trations > 50 μM; the optimal concentration range 
for a coumarin derivative in the system is 20–25 μM. 
According to [83], surfactant addition promotes C-314 
solvation. Two different positions of C-314 molecules 
relative to the surfactant spatial domains were re-
vealed; they were due to large fluctuations in the sur-
factant concentration taking place in a small coverage 
area commonly called the two-dimensional gas–liquid 
coexistence region [83].

The mechanisms of action of various antioxidants 
such as β-carotene, tocopherol, rutin, and ascorbate in 
suppressing the lipid peroxidation triggered by free 
Fe2+ ions were studied using C-525-induced chemi-
luminescence [84]. The physicochemical properties of 
low-density plasma lipoproteins were elucidated by 
using the method of enhanced C-525 chemilumines-
cence. An increase in the amplitude of the fast lumi-
nescent flash was shown for oxidized lipoproteins in a 

Fig. 2. Coumarin (A) and its derivatives: ochratoxin A (B), 
DTMC (C), 3-(2-nitrovinyl), 7-(diethylamino)coumarin (D), 
C-314 (E), C-334 (F), C-525 (G), and PFM4 (H)

А

E F

G H

B

C D
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Fe2+-containing solution [61]. Free-radical oxidation of 
cardiolipin complexed with cytochrome c was studied 
by detecting C-525-enhanced chemiluminescence [70].

Of special interest are the results obtained when 
comparing coumarin C-525 and chlorophyll-α as che-
miluminescence enhancers [72]. The luminescence 
quantum yield was much higher in the case of C-525. 
A 2- to 3-fold increase in chemiluminescence accom-
panying the tert-butyl hydroperoxide-induced oxida-
tion of microsomes from rat liver and peroxidation 
of liposomal lipids was observed. Coumarin deriva-
tives activate chemiluminescence owing to the energy 
transfer from carbonyls in the triplet EES formed 
in the peroxide radical reaction through the Russell 
mechanism and dioxetane decomposition.

A very significant disadvantage of quinolizidine 
derivatives of coumarin should be mentioned: C-525 
loses its ability to luminesce in the blood serum [55]. 
This is considered to be due to the binding of C-525 
to serum albumins.

It has been repeatedly reported that C-314, C-334, 
and C-525 are fluorogenic substrates that do not re-
act with mixture components [16, 60–62, 70]. Although 
these data were obtained in a non-enzymatic lipid 
peroxidation system [62], they were automatical-
ly projected on systems where this process is trig-
gered by peroxidase. This was so despite the report 
by V.S. Sharov et al. in 1996 showing that C-525 is un-
suitable for studying lipid peroxidation catalyzed by 
horseradish peroxidase due to the C-525 instability in 
this system [72].

The data indicating that quinolizidine derivatives of 
coumarin serve as substrates in the peroxidase reac-
tion were confirmed in [85, 86], which showed a sta-
tistically significant decrease in the concentration of 
C-314, C-334, and C-525 during the peroxidase reac-
tion catalyzed by cytochrome c complexed with car-
diolipin. A decrease in the concentration of coumarin 
derivatives in enzymatic lipid peroxidation reduces 
the chemiluminescence intensity, which can lead to 
erroneous data interpretation: a researcher can draw 
a wrong conclusion about a decrease in lipid peroxi-
dation intensity. For instance, in the case of the study 
of antioxidants, such a false interpretation could lead 
to an erroneous conclusion about an affective sup-

pression of lipid peroxidation by the test substance. 
In order to avoid this trap, one should multiply the 
intensity values recorded by the chemiluminometer 
by correction factors for a decrease in the concentra-
tion of coumarin derivatives for the corresponding 
time points, from the beginning of the reaction when 
conducting an experiment on measuring the couma-
rin-enhanced chemiluminescence accompanying lipid 
peroxidation. These coefficients should be calculated 
using a mathematical function inverse to the decreas-
ing function of the proportion of the concentration of 
coumarin derivatives, depending on the reaction time.

One should also make certain that the reaction be-
tween a coumarin derivative and peroxidase is not 
accompanied by luminescence. Otherwise, it is also 
necessary to add additional coefficients to the formula 
for calculating the correction factors that balance the 
contribution to the luminescence values recorded by 
the device due to the reaction between the chemilu-
minescence enhancer and peroxidase, not related to 
the luminescence accompanying lipid peroxidation.

Correction of the chemiluminescence curves ob-
tained using the discussed correction functions allows 
one to return them to the form they would have had 
in the case of a constant concentration of the chemilu-
minescence enhancer in the system. Thus, it becomes 
possible to adequately assess enzymatic lipid peroxi-
dation reactions in the test sample. 
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ABSTRACT Apoptosis plays a crucial role in chemotherapy-induced cell death. The conventional theory hold-
ing that apoptosis needs to be immunologically silent has recently been revised, and the concept of immuno-
genic cell death (ICD) has been proposed. This review describes the main features of ICD induction. These 
ICD markers are important for the effectiveness of anticancer therapy, as well as for basic research into cell 
death regulation. The mechanism of the “vaccination effect” of dying cancer cells undergoing ICD has been 
fully described, including the activation of specific antitumor response after re-challenge by the same living 
tumor cells. This review also discusses the whole set of molecular events attributing cell death to immuno-
genic type: the exposure of calreticulin and the heat shock protein HSP70 to the outer surface of the cell 
membrane and the release of the nuclear protein HMGB1 and ATP into the extracellular space. ICD inducers 
of various nature (chemotherapy drugs, cytotoxic proteins, and oncolytic viruses), as well as physical meth-
ods, are classified in the current review.
KEYWORDS Immunogenic cell death (ICD), HMGB1, calreticulin, antitumor vaccination, chemotherapy, apop-
tosis-inducing proteins, oncolytic viruses, cold plasma jet.
ABBREVIATIONS APCs – antigen-presenting cells; ATP – adenosine triphosphate; CAP – cold atmospheric 
plasma; CRT – calreticulin; CTLs – cytotoxic T lymphocytes; DAMPs – danger-associated molecular patterns; 
ER – endoplasmic reticulum; HMG – high-mobility group; HSP – heat shock protein; ICD – immunogenic 
cell death; IL – interleukin; LPC – lysophosphatidylcholine; MHC – major histocompatibility complex; PS – 
phosphatidylserine; ROS – reactive oxygen species; TLR – Toll-like receptor; TNF – tumor necrosis factor; 
VV – vaccinia virus.
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INTRODUCTION
The long-held theory that tumor cells can be suc-
cessfully eliminated only when they die via apoptosis, 
without activation of the immune system, has recent-
ly been revised. The “dual-action strategy” is one of 
the successful antitumor approaches outside of sur-
gical intervention. In this strategy, on the one hand, 
an antitumor drug directly induces the death of most 
cancer cells, while, on the other, the dying cells acti-
vate the immune system and elicit a specific immune 
response to the tumor antigens, resulting in the de-
struction of the remaining tumor cells. These criteria 
are met by immunogenic cell death (ICD) inducers 
(this class includes antitumor drugs) and approaches 
that involve various mechanisms of action: conven-

tional chemotherapeutics, protein-based drugs, onco-
lytic viruses, photodynamic and radiation therapies, 
as well as cold atmospheric plasma. Immunogenic cell 
death can be detected based on the activation of a 
certain combination of damage-associated molecu-
lar patterns (DAMPs) from dying tumor cells, which 
contributes to their recognition and uptake by anti-
gen-presenting cells. The exposure of calreticulin and 
the heat shock protein HSP70 on the outer surface of 
the cell membrane, as well as the release of the nu-
clear protein HMGB1 and ATP into the extracellu-
lar space, is considered the key molecular event that 
allows one to talk about ICD induction [1, 2]. Tumor 
antigen processing and presentation by dendritic cells 
trigger the activation of antigen-specific T lympho-
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cytes, thus eliciting an adaptive immune response 
against these antigens [3]. The activation of immu-
nogenic cell death of tumor cells contributes to the 
eliciting of an adaptive immune response. Cells on the 
ICD pathway exhibit an anticancer vaccination effect 
when transplanted to syngeneic immunocompetent 
animals [4]. The development of a specific immune re-
sponse against the antigens released by the dying tu-
mor cells enables the use of therapeutic ICD inducers, 
both to assume control over metastatic tumors and to 
elaborate approaches to antitumor immunization [5].

THE GENERAL CONCEPT OF IMMUNOGENIC CELL DEATH
The concept of tumor immunotherapy relies on 
the immune system’s ability to recognize trans-
formed cells and affect their growth and prolifer-
ation. Physiological cell death occurs via apoptosis, 
which can be induced either by the organism’s intrin-
sic growth and life-sustaining programs by exposure 
to external factors [6]. Chromatin condensation, nu-
cleus fragmentation with the plasma membrane re-
maining intact, and the emergence of apoptotic bodies 
are the morphological markers of apoptotic cell death, 
while plasma membrane integrity is disrupted during 
necrosis, resulting in the release of DAMPs activat-
ing the immune system and triggering an inflamma-
tory response [7]. The proteins HMGB1, MRP8, cal-
granulins A and B, and MRP14 are the best studied 
DAMPs.

The differences in the antitumor properties of ox-
aliplatin and doxorubicin observed in experiments 
on immunodeficient and immunocompetent tumor-
bearing mice have inspired scientists to search for 
an explanation to the phenomenon. Scheffer et al. 
[8] have put forward a hypothesis that when animals 
are subjected to antitumor vaccination with dying 
tumor cells, the repertoires of antigens from dying 
and intact cells may differ. Immunocompetent mice 
were transplanted with tumor cells: in some of those, 
apoptosis was induced by γ-irradiation, while in oth-
ers necrosis was induced by freeze/thaw cycles. It 
was shown that when living tumor cells had subse-
quently been transplanted to the same mice, only an-
imals vaccinated with apoptotic cells did not develop 
tumors in 75–100% of cases. Meanwhile, transplan-
tation of living tumor cells did not result in tumor 
development in only 0–30% of animals vaccinated 
with necrotic cells on the same protocol. An im-
munohistochemical analysis of  the vaccination site 
showed that the area had been infiltrated by CD4+ 
and CD8+ T cells and dendritic cells after the injec-
tion of apoptotic cells, which was an indication of a 
strong T-cell response, while the necrotic cell vaccine 
caused infiltration predominantly by macrophages 

[8]. Therefore, cells in which apoptosis was induced 
by γ-irradiation were found to exhibit an immuno-
genic potential. Tumor cells in which apoptosis was 
induced by anthracycline derivatives (e.g., doxoru-
bicin) transplanted to mice were shown to stimulate 
the maturation of dendritic cells and subsequent-
ly elicit an immune response against tumor cells in 
vivo [4]. It was revealed by a comparison of the anti-
tumor effects of treating immunocompetent and im-
munodeficient tumor-bearing mice with oxaliplatin 
or cardiac glycosides that the elimination of tumor 
cells occurs in immunocompetent mice, thus proving 
the role played by the immune system in the anti-
tumor effects of these drugs [9, 10]. The apoptosis 
which causes the aforementioned effects is known as 
immunogenic apoptosis. A search for the molecular 
markers of immunogenic apoptosis showed that it is 
typically characterized by the secretion of DAMPs 
recognized by dendritic cells, followed by processing 
and presentation of antigens from the dying cells. 
This results in the activation of specific T cells and 
formation of long-lasting antitumor immunity [5].

THE MECHANISM OF IMMUNOGENIC 
CELL DEATH INDUCTION

The role played by the endoplasmic 
reticulum in ICD induction
Doxorubicin, mitoxantrone, and γ-irradiation were the 
first efficient inducers of immunogenic cell death to 
appear on the scene. The ability of these antitumor 
drugs to trigger ICD was found to depend on their 
ability to induce endoplasmic reticulum (ER) stress 
[11]. The exposure of ER chaperones, primarily cal-
reticulin (CRT), to the outer plasma membrane is the 
fundamental event in immunogenic cell death induc-
tion. When exposed to certain stimuli, the cell can 
trigger an integrated stress response, a complex mo-
lecular mechanism aiming to preserve cellular home-
ostasis [12]. In particular, anthracycline-induced ER 
stress stimulates PERK, which phosphorylates the 
translation initiation factor eIF2α [13]. Inactivation of 
eIF2α is accompanied by partial activation of caspase 
8 and cleavage of B-cell receptor-associated protein 
31 (BAP31) and conformational activation of the Bax 
and Bak proteins; in turn, it triggers translocation of 
ER chaperones to the outer cell membrane [11]. For 
most ICD inducers, the translocation of chaperones to 
the outer membrane does not occur directly but re-
sults from their transport from ER to the Golgi ap-
paratus, mediated by vesicle-associated membrane 
protein 1 (VAMP1) and synaptosomal-associated pro-
tein 25 (SNAP25), and requires concomitant produc-
tion of reactive oxygen species (ROS) [11, 14, 15]. 
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According to Garg et al. [16], if the ER-to-Golgi trans-
port is blocked, the exposure to ICD inducers reduc-
es the secretion of ATP into the extracellular space, 
while not causing CRT exposure, which suggests that 
calreticulin and ATP follow the ER-to-Golgi trans-
port pathway to reach the plasma membrane. The 
ICD-induced translocation of CRT to the outer plasma 
membrane is apparently regulated by multiple fac-
tors: the CXCL8 chemokine ligand [17], the changes 
in the Ca2+ levels in the ER [18], caspase 2 [19], long 
non-coding RNAs (e.g., ncRNA-RB1 and miR-27a) 
[20], and plasma membrane integrins, at least under 
some conditions [21]. CRT and other ER chaperones 
on the cell surface contribute to the uptake of these 
dying cells or their fragments; they are referred to as 
“eat-me” signals for antigen-presenting cells (APCs) 
[16]. Furthermore, the exposure of CRT apparently 
stimulates type I IFN secretion by antigen-presenting 
cells [22], which may also contribute to the immuno-
genicity of regulated cell death.

It has been shown that simultaneous elevation 
in the cellular level of ROS and induction of ER 
stress activate the signal pathways that help trans-
port DAMPs into the extracellular space [11, 23]. 
Interestingly, immunogenicity decreases in the pres-
ence of antioxidants, thus indicating that ROS are 
crucial for ICD induction [11, 24]. It was later found 
that cisplatin, which alters the cellular redox metabo-
lism, cannot trigger ICD, because it is unable to in-
duce ER stress [25]. Furthermore, the simultaneous 

ER stress and ROS production increases the amount 
of various, released DAMPs, which eventually be-
comes a crucial factor for the immunogenicity of dy-
ing tumor cells [16, 26]. Thus, etoposide causes only 
exposure of HSP70 and ATP secretion but neither in-
duces ER stress nor triggers ICD [23, 27, 28].

Classification of ICD
Two types of ICD inducers are currently distin-
guished depending on whether they trigger apoptosis 
through ER, or apoptotic cell death and ER stress oc-
cur independently [29]. Such agents as doxorubicin or 
mitoxantrone can be classified as type I ICD inducers 
(i.e., agents that trigger apoptosis through non-ER tar-
gets and stimulate the ICD-associated immunogenic-
ity through the secondary or “side” stress effects of 
the ER). Contrariwise, type II ICD inducers selective-
ly target the ER components and can induce immu-
nogenic apoptosis by directly altering the ER home-
ostasis and triggering ER stress (e.g., photodynamic 
therapy). Therefore, ER stress triggered by type I 
ICD inducers can differ qualitatively from that trig-
gered by type II inducers, since it can be less severe 
and capable of initiating the transducing survival-pro-
moting signals [29].

In addition to immunogenic apoptosis, other types 
of programmed cell death include autophagy, necrop-
tosis, and pyroptosis involving activation of some ICD 
markers. Table 1 lists the variants of immunogenic 
cell death and their specific features.

Table 1. Comparison of different types of programmed cell death in cells manifesting immunogenicity

Type of cell 
death

DAMPs characteristic of 
ICD “Eat-me” signals Inflam-

mation
Immuno-
genicity Terminal cellular events

Apoptosis Ecto-CRT, secretion of 
HMGB1 and ATP

Ecto-CRT, HSP70, 
HSP90, exposure of PS - + Nonlytic pathway, DNA frag-

mentation and apoptotic bodies

Autophagy Release of HMGB1 and 
ATP

Secretion of LPC, 
exposure of PS - + Nonlytic pathway, autophagic 

bodies

Necroptosis
Long genomic DNA, IL-6 

[30], ATP, and HMGB1 
[31]

Secretion of LPC, 
exposure of PS, low 

level of ecto-CRT [31]
+ ++

Nonlytic pathway, loss of 
plasma membrane integrity, 
swelling of cellular organelles

Pyroptosis
Release of HMGB1, ATP, 
IL-1α, IL-1β, IL-6, IL-18, 

and TNF-α
Exposure of PS + ++

Lytic pathway, plasma mem-
brane rupture, release of the 

cell contents

Note. The degree of immunogenicity for each type of cell death was assessed as + and ++ depending on the intensity 
of “eat-me” signals and the level of DAMP release [30].
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Immunogenic cell death cascade
The key molecular events required for immunogenic 
cell death to take place have been identified (Fig. 1). 
The first event of the ICD cascade is the exposure of 
a complex formed by two proteins, calreticulin and 
disulfide isomerase ERp57, on the surface of dying 
tumor cells [11]. Both proteins are normally located 
in the ER lumen and are translocated to the cell sur-
face within a few hours after stimulation with ICD 
inducers. CRT exposure can be detected before the 
translocation of phosphatidylserine (PS) to the out-
er membrane of a dying cell. CRT translocation from 
the ER is an initiating “eat-me” signal for phagocyt-
ic cells. Calreticulin exposed on the cell membrane 
interacts with the CD91 receptors on the surface of 
dendritic cells, thus stimulating the uptake of dying 
cells [29, 32].

Another molecular feature of ICD that can be ob-
served after the CRT exposure consists in the trans-
location of heat shock proteins (such as HSP70 or 
HSP90, which can bind to the CD91 receptor on the 
dendritic cell surface like calreticulin) from the nucle-
us to the cell surface, which stimulates their activa-
tion and maturation [33].

Twelve to 18 hours after the initiation of CRT 
exposure, non-histone chromatin-binding nuclear 
protein HMGB1 is released into the intercellular 
space. This protein binds to the TLR4 receptors in 
dendritic cells, which is required to ensure opti-
mal TLR4-dependent processing and presentation 
of tumor antigens to T cells by dendritic cells [34]. 
During chemotherapy or radiation therapy, den-
dritic cells receive a signal through TLR4 and its 
adapter, MyD88, to start efficient processing and 
cross-presentation of antigen from dying tumor 
cells [35]. The final molecular event in the ICD cas-
cade is the release of ATP into the extracellular 
space, which is the “find-me” signal and is required 
for productive maturation of dendritic cells. The 
dying cells mark their presence through chemo-
tactic factors known as “find-me” signals that are 
needed so that phagocytic cells (neutrophils, mono-
cytes, and tissue macrophages) could quickly find 
and efficiently destroy them [36]. The release of 
ATP from dying cells into the intercellular space 
activates the P2X7 purinergic receptors on den-
dritic cells and causes P2X7/NLRP3 receptor-de-
pendent activation of the inflammasome in dendrit-
ic cells, thus contributing to proteolytic maturation 
and the release of proinflammatory cytokines such 
as interleukin IL-1β. IL-1β is essential for the ac-
tivation of antigen-specific CD8+ T cells producing 
IFNγ [3]. Moreover, IL-1β is involved in the activa-
tion of the innate immunity factors, development of 

inflammation, and the early stages of the immune 
response [34, 37].

If the cascade of immunogenic apoptosis is success-
ful, a population of antigen-specific T cells is expected 
to emerge: when being re-challenged with tumor cells 
of this type, antigen-specific T cells will recognize the 
respective antigens and destroy cancer cells (Fig. 2). 
The possibility of inducing the cascade of events for 
immunogenic apoptosis in tumor cells using antitumor 
drugs has enabled us to develop an antitumor vacci-
nation strategy where cells with induced immunogen-
ic cell death are the “vaccine.”

THE ENDOGENIC FACTORS INVOLVED 
IN IMMUNOGENIC CELL DEATH

Calreticulin (CRT)
Approximately 30% of all cell proteins and peptides 
are synthesized in the ER, where they interact with 
enzymes and chaperons, including calreticulin, cal-
nexin, glucose-regulated protein Grp94, thiol ox-
idoreductases PDI, and protein disulfide isomerase 
ERp57. All these molecules are involved in the for-
mation of the functional conformation of proteins 
[38]. CRT, calnexin, and ERp57 constitute the chap-
erone complex responsible for the folding of the syn-
thesized proteins transported through the ER and 
their quality control.

Another important function of the ER is storing 
and releasing Ca2+ ions [39]. Calreticulin, a unique 
Ca2+-binding chaperone, is one of these proteins [40]. 
Cells with downregulated CRT expression are char-
acterized by protein misfolding and accumulation of 
misfolded proteins [40]. Overexpression of CRT in-
creases the Ca2+ content in intracellular depots [41].

It is assumed that the cell surface CRT plays a 
role in antigen presentation, activation of the com-
plement system [42], apoptotic cell removal [43], im-
munogenicity of dying cancer cells [23], wound heal-
ing [44], and thrombospondin signaling [45]. CRT 
acts as a secondary ligand on the cell surface, be-
ing essential for recognition during phagocytosis 
and stimulating LRPs (low-density lipoprotein re-
ceptor-bound proteins) on the surface of engulfing 
cells. The protein resides on the outer surface of 
the plasma membrane in many cell types, where it 
may contribute to antigen processing and mediate 
cell–cell adhesion [40]. Being normally located in the 
lumen of the endoplasmic reticulum, CRT is trans-
located to the outer cell membrane in the form of 
a complex with ERp57 as a result of ER stress via 
exocytosis (Fig. 3). The ER-to-membrane transport 
of CRT depends on the interaction between vesi-
cle-associated SNARE (V-soluble N-ethylmaleimide-
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Fig. 1. Sequential 
events of immu-
nogenic cell death 
and activation of 
antigen-presenting 
dendritic cells
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sensitive factor attachment protein receptor) pro-
teins and the SNARE proteins on the cell membrane 
[11, 21]. Calreticulin on the outer plasma can bind to 
the CD91 receptors in dendritic cells, thus causing 
phagocytosis of dying cells [46].

The signaling function of ATP in the 
activation of the immune system
Dying cells mark their presence by releasing chemot-
actic factors (known as “find-me” signals) and through 
the “eat-me” signals that act as ligands for uptake. 
Several factors that can act as “find-me” signals have 
been proposed, including ATP, UTP, the chemokine 
fractalkine (CX3CL1), lysophosphatidylcholine (LPC), 
and S1P [47]. Apoptotic cells are converted to second-
ary necrotic cells when their scavenging is disrupted, 
which causes chronic inflammation and the develop-
ment of autoimmune diseases [35].

The release of ATP into the extracellular space is 
typical of both immunogenic apoptosis and necro-

Fig. 3. The exposure of calreticulin (CRT) on the cell sur-
face and its recognition by dendritic cells

Fig. 2. A simplified scheme of the induction of immunogenic cell death
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sis, accompanied by cell lysis. However, there ex-
ist several differences between these processes. The 
first difference is related to the amount of released 
ATP. During apoptosis, less than 2% of cellular ATP 
reaches the extracellular space [48]. The character-
ization of ATP as a mediator of inflammation largely 
rests on its ability to activate the ionotropic nucleo-
tide receptor P2X7, which, in turn, causes the activa-
tion of the inflammasome and release of proinflam-
matory cytokines [49]. The enormous release of ATP 
during necrosis activates the inflammasome and the 
inflammation process. Nonetheless, the ATP concen-
tration required to activate purinergic P2X7 recep-
tors is no less than 100 μM, significantly higher than 
that required to activate chemotactic receptors such 
as P2Y2 (< 1 μM) [50]. Interestingly, lower ATP con-
centrations can actually exhibit an anti-inflammatory 
effect by inhibiting the secretion of inflammatory 
cytokines, as well as promoting the release of anti-
inflammatory cytokines [35]. Hence, ATP cannot be 
regarded as a universal signal of inflammation de-
velopment.

The non-histone chromatin-associated nuclear 
protein HMGB1 and its functions in the cell
The HMGB1 protein belongs to the HMG (High mo-
bility group) family: the family of nuclear non-histone 
proteins required to maintain chromatin architec-
ture. Inside the cell, HMGB1 interacts with p53, TBR, 
Oct14, Hox, steroid hormone receptors, and many vi-
ral proteins and efficiently regulates gene expression 
[51]. HMGB1 can migrate between the cytoplasm and 
the cell nucleus depending on the phase of the cell 
cycle. Lymphoid cells contain HMGB1 both in the cy-
toplasm and in the nucleus [52].

The emergence of HMGB1 in the intercellular 
space is considered a marker of sudden damage or 
necrosis, since chromatin is damaged irreversibly in 
this case. In the mechanical damage foci, HMGB1 in-
teracts with the receptor for advanced glycation end 
products (RAGE), thus enhancing the production of 
TNF, IL-1, IL-8, MCP1, CDF1α, and other factors, re-
cruiting healthy stem cells to the damage focus [53]. 
HMGB1 can be secreted in cells both actively and 
passively. The active secretion of HMGB1 is related to 
the dissociation from the complex with chromosome 
damage resulting from histone acetylation, HMGB1 
hyperacetylation, and monomethylation of HMGB1. 
Passive diffusion of HMGB1 is observed during ne-
crosis. However, in the case of normal (non-immu-
nogenic) apoptosis, HMGB1 is not released from the 
tightly packed apoptotic cell nuclei [54]. According to 
Luo et al. [54], the release of HMGB1 from necrotic 
tumor cells treated with doxorubicin, which causes 

necrosis when used at high concentrations [55], con-
tributes to the resumption of tumor growth and me-
tastasis development via the RAGE system activation 
pathway.

Heat shock proteins HSP70 and HSP90
Transcription activation of a number of chaperones 
belonging to the class of inducible HPS proteins or 
heat shock proteins is a common response to cellular 
stress, including stress induced by chemotherapeutics. 
Heat shock proteins protect the cell against death by 
refolding the damaged proteins or directing the dam-
aged proteins to proteasomes for degradation [34].

In mammals, HSP70 is involved in protein forma-
tion, stabilization, and transport across the mitochon-
drial and nuclear envelopes [56]. Chaperone HSP90 
performs a number of functions in the cell, includ-
ing protein folding and stabilization under heat shock; 
it also promotes protein degradation [57]. Chaperone 
HSP90 stabilizes many of the proteins that are re-
sponsible for tumor growth and is involved in the 
regulation of adhesion, invasion, metastasis, angiogen-
esis, and apoptosis; therefore, HSP90 inhibitors are 
studied as potential antitumor agents [58].

Furthermore, the heat shock proteins HSP70 and 
HSP90 can form complexes with peptide antigens, 
including tumor-targeting peptides, which is a neces-
sary and sufficient source of antigens for presentation 
to T cells. Unbound peptide antigens cannot elicit the 
T-cell response in CD8+ lymphocytes, unlike the an-
tigens bound to heat shock proteins. In vivo experi-
ments conducted on mice have demonstrated that the 
complexes formed between antigens, on the one hand, 
and HSP70 and HSP90, on the other, can be a source 
of antigens for efficient cross-presentation by den-
dritic cells [59].

In Vivo INDUCTION OF IMMUNOGENIC CELL 
DEATH UPON PROPHYLACTIC VACCINATION
Today, there exist several models for in vivo ICD 
studies. The “gold standard” for evaluating the abil-
ity of dying cells to trigger adaptive immunity in-
volves prophylactic vaccination of immunocompe-
tent syngeneic animals [5]. In this approach, tumor 
cells are exposed in vitro to a potential ICD inducer 
and then transplanted subcutaneously as a vaccine 
containing no immunological adjuvants. One to two 
weeks later, the animals are re-challenged with vi-
able tumor cells of the same type at the minimum 
dose required for the formation of tumor nodules; 
tumor growth is monitored for 40–60 days (Fig. 4) 
[4, 35, 60]. Not only is the percentage of tumor-free 
mice taken into account for assessing the vaccination 
effectiveness, but allowance is also usually made for 
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the tumor growth rate if tumors develop regardless 
of the vaccine-induced adaptive immunity. The spec-
ificity of the development of an antitumor response 
is confirmed by the fact that at the end of the ex-
periment, tumor-free vaccinated mice were re-chal-
lenged with syngeneic cancer cells of a different line, 
which are expected to cause neoplastic progression 
in 100% of mice. The potentiated effectiveness of 
therapy with any inducer of regulated death of tu-
mors growing in immunocompetent mice compared 
to immunodeficient ones indicates that this inducer 
has the potential to trigger ICD. However, this ex-
perimental design does not allow one to distinguish 
between ICD induction and non-ICD immunostimu-
lation. Some antitumor drugs (such as docetaxel, cis-
platin, 5-fluorouracil, gemcitabine, etc.) do not induce 
ICD but mediate immunomodulatory effects in the 
tumor microenvironment by having a direct impact 
on immune cell populations. Although these immu-
nomodulatory effects are crucial for maximizing the 
clinical effectiveness of therapy, they are not related 
to ICD induction [12, 61].

An equivalent approach to the in vivo evaluation 
of ICD in immunocompetent syngeneic systems can 
consist in measuring the growth of a tumor located 
far from the tumor structure treated using local ion-
izing radiation or intratumoral delivery of antican-
cer therapy [62]. This approach is also effective when 
the tumor is accessible only to cytotoxic T lympho-
cytes (CTLs) (e.g., in the case of brain metastases in 
a patient receiving chemotherapy agents that can-

not cross the blood–brain barrier) [63]. The models 
of the so-called “latent response” (i.e., regression of 
tumor lesions located far away from the site of the 
ionizing radiation treatment of the primary tumor in 
patients) proved useful in this situation [64]. This ex 
vivo modeling of ICD induction allows one to char-
acterize DAMPs released by tumor cells in response 
to in situ stress, perform immunological profiling of 
the APCs and CTLs that underlie the in vivo initia-
tion and implementation of antitumor immunity, and 
identify the sequences of the triggered ICD cascades 
and their correspondence to the observed responses 
in vitro.

DRUGS INDUCING IMMUNOGENIC CELL DEATH

Chemotherapeutics
Induction of immunogenic cell death was first demon-
strated for doxorubicin, an anthracycline drug [4]. 
Some chemotherapeutic agents can also induce ICD 
(selected drugs are listed in Table 2) [9, 65–67].

Peptides exhibiting antitumor activity

Peptide LTX-315. Some peptides exhibiting an anti-
tumor activity can also induce ICD. Thus, such cat-
ionic amphiphilic synthetic peptide as LTX-315 per-
meabilizes the inner mitochondrial membrane and 
causes necrotic cell death [74]. Intratumoral injec-
tions of LTX-315 completely eliminate murine B16 
melanoma, while mice treated with the drug exhibit 

Fig. 4. The classical scheme of antitumor vaccination with mouse tumor cells treated with a potential ICD inducer, fol-
lowed by re-vaccination with viable tumor cells of the same type
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resistance to subsequent injections of live B16 mel-
anoma cells. Peptide LTX-315 activates all the key 
molecular markers of ICD: CRT exposure, release 
of HMGB1 and ATP, as well as interferon response 
without activation of cellular caspases, which sug-
gests that cell death occurs via the non-apoptotic 
pathway [74, 75].

The antitumor peptide RT53 belonging to the CPP 
class. The synthetic antitumor peptide RT53 belong-
ing to the CPP class (high-permeability proteins) 
causes tumor cell death through unregulated necro-
sis with markers of ICD [76]. It was shown that af-
ter vaccination with RT53-treated B16F10 melanoma 
cells, only 25% of mice had no tumors at the re-trans-
plantation site [77]. The development of antitumor 
immunity induced by RT53 peptide was also con-
firmed in C57BL/6 mice prophylactically vaccinated 
with RT53-treated MCA205 mouse fibrosarcoma cells: 
only the tumor growth rate decreased, but tumors at 
the re-transplantation site were not completely elim-
inated [76].

RIG-1-like helicases. The group of peptide inducers 
of ICD also includes RIG-1-like helicases. In contrast 
to LTX-315 and RT53, the RIG-like helicase RIG1 
triggered apoptosis of Panc02 mouse pancreatic tu-
mor cells with markers of ICD. Along with the con-
ventional set of ICD markers, increased production of 
interferons and some proinflammatory cytokines was 

observed. Importantly, dendritic cells in the spleen ef-
ficiently engulf tumor cells treated with RIG-1 and 
present tumor-associated antigens to naïve CD8+ T 
cells [78].

Recombinant analog of lactaptin (RL2). Recent studies 
have shown that a recombinant analog of the human 
milk pro-apoptotic protein lactaptin (RL2) [79, 80] can 
induce ICD in vitro by activating the whole cascade 
of immunogenic cell death markers and elicit an an-
titumor immune response in the prophylactic vacci-
nation model [81]. Thus, in experiments on immuno-
competent C3H/He mice, 43% of mice vaccinated with 
RL2-treated MX-7 murine rhabdomyosarcoma cells 
did not develop a tumor nodule after they had been 
re-challenged. It is also worth mentioning that the 
growth rate of tumors that had actually developed 
was significantly lower compared to the control group. 
Ethyl pyruvate, an indoleamine 2,3-dioxygenase inhib-
itor, used in combination with cells incubated in the 
presence of RL2 potentiated the vaccination effect of 
RL2-treated cells by up to 60% [81].

Oncolytic viruses in ICD induction
It has been demonstrated that the death of cells in-
fected with some unmodified oncolytic viruses, such 
as the Newcastle disease virus, measles virus, vac-
cinia virus (VV), and coxsackievirus B3, occurs with 
the activation of typical ICD markers [82–84]. The 
abilities of the human adenovirus, Semliki Forest 

Table 2. Chemotherapeutics inducing immunogenic apoptosis

Chemotherapeutics Types of tumor cells Markers of ICD induction, 
DAMPs

Vaccination  
effectiveness, %

Anthracyclines  
(doxorubicin, daunorubicin, and 
idarubicin), doxorubicin-loaded 

liposomes[4, 68]

Murine CT26 colon carcinoma

CRT exposure, ER stress, 
eIF2α phosphorylation, 
HMGB1 release, ATP 

secretion

Doxorubicin, 80
Daunorubicin, 35

Idarubicin, 45

Oxaliplatin
[9, 69–71]

Murine CT26 colon carcinoma, 
RKO and HCT116 human 

colorectal carcinoma

CRT exposure, HMGB1 
release Oxaliplatin, 80

Microtubule inhibitors  
(colchicine, CMQ, FMQ, nocodazole, 

epothilone B, Taxotere)[67, 72]
Murine CT26 colon carcinoma

ER stress, CRT exposure, 
PERK-dependent 

phosphorylation of eIF2α
Nocodazole, 80

Cardiac glycosides (digoxin DIG, 
digitoxin DIGT) [65, 73]

MCA205 mouse fibrosarcoma, 
murine B16 melanoma

CRT exposure, HMGB1 
release, ATP secretion

DIG/DIGT +  
cisplatin – 70–90

DIG/DIGT + 
mitomycin – 60–90
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virus, and wild-type VV to induce ICD were com-
pared. All three viruses were found to stimulate 
the release of ICD markers, as well as the activa-
tion and maturation of dendritic cells; however, only 
the tumor cells infected with the Semliki Forest vi-
rus stimulated T-helper type 1 (Th1) maturation 
and induced antigen-specific T-cell activation [85]. 
Dendritic cells phagocytizing tumor cells infected 
with VV were unable to elicit a T-cell response. On 
the other hand, attenuated VV strains activated the 
STING- and Batf3-dependent pathways in dendrit-
ic cells and induced potent antitumor immunity [86]. 
Therefore, modification of the VV genome can be 
considered as a strategy to overcome the immuno-
suppression characteristic of wild-type VV. Heinrich 
et al. [84] showed that when incubated with human 
melanoma cells, the JX-594 (Pexa-Vec) virus caus-
es exposure of CRT, HMGB1 release, and dendritic 
cell activation/maturation. The VV-GMCSF-Lact re-
combinant virus causes the death of tumor cells of 
different histological origins with markers of ICD 
[87, 88]. It has been revealed recently that glioma 
therapy with the Newcastle disease virus elicits an 
adaptive immune response against glioma cells, be-
ing a component of the antitumor response [89]. The 
recombinant adenovirus carrying the CD40 ligand 
transgene induces a type 1 T-helper response, re-
sulting in the activation of cytotoxic T cells and re-
ducing immunosuppression [90].

Physico-chemical approaches to antitumor 
therapy with an ICD-inducing potential
It has been demonstrated that various approaches in-
volving physical impact (e.g., ionizing radiation, pho-
tochemotherapy, photodynamic therapy, near-infra-
red photoimmunotherapy, high hydrostatic pressure, 
thermal shock, nano-pulsed stimulation, hyperthermia, 
and cold plasma irradiation) can induce the death of 
tumor cells with markers of ICD [12].

Radiation therapy. Radiation therapy is among the 
methods of local tumor treatment; however, ionizing 
radiation also causes the elimination of tumor cells 
in distant metastases, thus indicating that radiation 
activates the immune system [91]. In vitro experi-
ments have shown that radiation therapy induces a 
dose-dependent death of triple-negative breast cancer 
cells with exposure of CRT and release of ATP and 
HMGB1 [92]. In order to potentiate the immunogen-
ic component of radiotherapy, it is also used in com-
bination with clinically effective chemotherapeutics, 
causing immunogenic cell death (e.g., oxaliplatin or 
paclitaxel) [92].

Hyperthermia. It has been shown that exposure to 
heat shock above 42°C (hyperthermia) can induce a 
cascade of events that trigger ICD in vitro and elic-
it immunogenicity in mice. Thus, prophylactic vacci-
nation with CT26 tumor cells exposed to heat shock 
(47°C) significantly inhibits tumor growth in the site 
of living cells inoculation and increases the survival 
chances of vaccinated animals [93].

Nano-pulse stimulation. It has been shown that na-
no-pulse stimulation leads to complete regression 
of weakly immunogenic metastatic 4T1-Luc murine 
mammary carcinoma [94]. Another interesting obser-
vation is that spontaneous metastases to distant or-
gans were detected less frequently even in animals 
in whom tumor had not regressed completely. After 
nano-pulse stimulation and tumor regression, all mice 
became resistant to re-challenging with tumor cells 
and exhibited a vaccination-like effect. Nano-pulse 
stimulation was shown to induce antitumor immuni-
ty, stimulate the maturation of memory T cells, cause 
the destruction of the tumor microenvironment, and 
reduce the number of immunosuppressive cells in the 
tumor microenvironment and blood.

Cold atmospheric plasma (CAP). Cold atmospheric 
plasma (CAP) is one of the novel, promising direc-
tions in the therapy of malignancies. Cold atmos-
pheric plasma treatment leads to selective death of 
melanoma cells [95], intestinal [96] and lung cancer 
cells [97, 98], pancreatic [99], gastric [100] and breast 
cancer cells [101], as well as glioblastoma cells [102] 
in vitro.

Cold atmospheric plasma irradiation can also trig-
ger immunogenic cell death. Death of Hmel1 MM 
melanoma cells and PANC-1 pancreatic tumor cells 
treated with a CAP-irradiated culture medium was 
shown to be accompanied by CRT exposure and ATP 
release, which suggests that plasma-activated media 
can potentially be used as an inducer of cell death 
through activation of innate immunity [103]. Even 
a CAP-irradiated phosphate buffer can trigger the 
ICD cascade in vitro [104]. Direct treatment of tu-
mor cells with CAP can also trigger ICD by induc-
ing the exposure of calreticulin and HSP70 on the 
outer membrane, as well as secretion of ATP and 
HMGB1 [105]. It was also found that in vitro CAP 
treatment of tumor cells causes the release of ICD-
specific DAMPs; 30% of mice vaccinated with CAP-
irradiated CT26 cells did not develop tumors at the 
site of re-challenging with live tumor cells, while 
90% of the tumors that developed in vaccinated mice 
were smaller compared to the average tumor size in 
the control group [106]. In vivo cold plasma irradia-
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tion of MX-7 rhabdomyosarcoma tumors transient-
ly increased the serum levels of HMGB1 in tumor-
bearing animals [105].

Hence, some physical methods of cancer therapy 
can be regarded as ICD inducers and the contribution 
of the antitumor immune response to tumor therapy 
effectiveness in patients can be evaluated.

SUPPRESSION OF THE ANTITUMOR IMMUNE 
RESPONSE UPON ICD INDUCTION
Along with the endogenous factors that activate the 
immune system, there are several mechanisms that 
serve to suppress the immune response through in-
hibitory signals. As a tumor progresses, it acquires a 
number of properties that allow it to evade the im-
mune system [107]. The tumor microenvironment 
prevents the penetration of tumor infiltrating lym-
phocytes by limiting the nutrient supply and by re-
leasing inhibitory signals. Plasmacytoid dendritic 
cells, tumor-associated macrophages and myeloid-de-
rived suppressor cells secreting anti-inflammatory cy-
tokines and expressing immunosuppressive metabol-
ic enzymes (such as inducible nitric oxide synthase 
(iNOS), indoleamine 2,3-dioxygenase (IDO), trypto-
phan 2,3-dioxygenase (TDO), and arginase) play an 
important role in the development of the immuno-
suppressive tumor microenvironment [108, 109]. The 
reduction in the tryptophan level because of the ac-
tion of IDO1 and the simultaneous increase in the 
level of its metabolites stimulate the immunosuppres-
sive properties of the tumor and its microenviron-
ment mainly through the development of APC- and 
T-cell-mediated immune tolerance, as well as immune 
cell death [110]. This suppression of the T-cell metab-
olism can inhibit the effector activity of T cells, while 
simultaneously stimulating regulatory T cells and act-

ing as a barrier to effective immunotherapy. Rapid 
depletion of nutrients such as glucose and accumula-
tion of metabolic products such as lactate or kynure-
nine, which directly inhibit T cells, are characteris-
tic of tumors [111]. Along with signals such as CRT, 
which recruit cells that exhibit phagocytic activity, tu-
mor cells can display molecules that are antagonistic 
to “eat-me” signals (CD47 molecules) on their surface, 
resulting in the suppression of calreticulin-mediated 
phagocytosis. The interaction between CD47 and the 
SIRPα receptor on dendritic cells is a signal that in-
hibit phagocytosis [112]. Activation of the aforemen-
tioned mechanisms can potentially interfere with the 
ICD cascade and protect tumor cells against attacks 
on the immune system.

CONCLUSIONS
Immunogenic cell death is a unique response that is 
initiated by cellular stress and ends in cell death, ac-
companied by the active secretion or passive release 
of numerous alarmins. The ICD plays a crucial role 
in fighting a cancer thanks to its ability to trigger the 
antitumor immune response, potentiating the ther-
apeutic effect of chemotherapeutics and radiation 
therapy agents. Detailed research into the molecular 
markers of ICD will allow us to better predict the in 
vivo activation of the antitumor immune response by 
using specific antitumor drugs and approaches. 
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ABSTRACT The use of traditional tools for the targeted delivery of nanostructures, such as antibodies, trans-
ferrin, lectins, or aptamers, often leads to an entire range of undesirable effects. The large size of antibodies 
often does not allow one to reach the required number of molecules on the surface of nanostructures during 
modification, and the constant domains of heavy chains, due to their effector functions, can induce phago-
cytosis. In the recent two decades, targeted polypeptide scaffold molecules of a non-immunoglobulin nature, 
antibody mimetics, have emerged as much more effective targeting tools. They are small in size (3–20 kDa), 
possess high affinity (from subnano- to femtomolar binding constants), low immunogenicity, and exception-
al thermodynamic stability. These molecules can be effectively produced in bacterial cells, and, using genetic 
engineering manipulations, it is possible to create multispecific fusion proteins for the targeting of nanopar-
ticles to cells with a given molecular portrait, which makes scaffold polypeptides an optimal tool for thera-
nostics.
KEYWORDS nanoparticles, DARPins, affibody, anticalins, scaffold proteins, ADAPT, HER2, HER1, EGFR, 
EpCAM, conjugation, targeted delivery.
ABBREVIATIONS ADP – adenosine diphosphate; LSPR – localized surface plasmon resonance; MAPK – mito-
gen-activated protein kinase; MRI – magnetic resonance imaging; MNPs – magnetic nanoparticles; PMAO – 
poly(maleic anhydride/1-octadecene); PEG – polyethylene glycol; PET – positron emission tomography; 
RNAse – ribonuclease; ADAPT – albumin-binding domain-based scaffold protein; Bs-C-Mms6 – fusion 
protein of barstar with C-Mms6; DARP – designed ankyrin repeat protein; DARP 9_29–Bn – fusion pro-
tein of DARPin 9_29 with barnase; DARP-LoPE – fusion protein of DARPin 9_29 with LoPE; DOTA – do-
decanetetraacetic acid; EDC – 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide; eEF2 – eukaryotic elonga-
tion factor 2; EGF-1R – insulin-like growth factor 1 receptor; EpCAM – epithelial cell adhesion molecule; 
EPR – enhanced permeability and retention effect; HER2 – human epidermal growth factor 2 receptor; IgE – 
immunoglobulin E; IgG – immunoglobulin G; NHS – hydroxysuccinimide; PE, ETA – pseudomonas exotoxin 
A of Pseudomonas aeruginosa; PRINT – particle replication in nonwetting templates; ScFv – a single-chain 
fragment of the light and heavy chains of immunoglobulin; SBP – silica binding peptide; SPIO – superpara-
magnetic nanoparticles; TNF-α – tumor necrosis factor; VEGF-A – vascular endothelial growth factor.

1. INTRODUCTION
Developing novel, highly sensitive diagnostic tools and 
targeted cancer therapies, as well as improving on the 
existing ones, is among the main drivers of devel-
opments in modern nanobiomedicine. Targeted drug 
delivery is the key issue in theranostics, with respect 
to the novel approaches to the design of drugs that 

would simultaneously act as early diagnostic tools, 
therapeutic agents, and tools for the monitoring of 
treatment effectiveness [1, 2].

Nanoparticles differing in their nature are prom-
ising objects for the design of theranostic agents 
(Fig. 1). Nanoparticles possess a broad range of 
unique characteristics: they are small in size, boast 
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a high ratio of surface area to the number of bulky 
atoms and can form nanoparticle–ligand complex-
es, including those with compounds larger than their 
own size (such as proteins, various drugs, etc.) and 
selectively deliver them to a specific target, thus im-
plementing the targeted delivery strategy. These, and 
many other, advantages make nanoparticles excellent 
diagnostic and therapeutic agents in various areas of 
medicine (in particular, for the detection and optical 
imaging of malignant tumors and targeted drug de-
livery). However, several factors limit the successful 
implementation of nanobiocomplexes in clinical prac-
tice. In particular, constructs that are characterized by 
minimal toxicity, high specificity in target recognition, 
and maximum therapeutic and targeting efficacy are 
not always available. Meanwhile, such complexes are 
expected to be characterized by low immunogenici-
ty so as to make possible the performing of multiple 
courses of therapy.

More than 20 nanoparticle-based drugs are cur-
rently used for tumor treatment, and a number of 
agents are in the late phases of clinical trials. The 
efficacy of these drugs (e.g., liposomal doxorubicin 
Myocet (non-PEGylated liposomal formulation) or 
Caelix (polyethylene glycol-coated liposomal doxoru-
bicin)) or micellar paclitaxel (Genexol-PM) is based 
on the effect of enhanced permeability and reten-
tion (EPR) of tumor vessels. Because there is high 
demand for oxygen and blood supply, a new vascu-
lar network develops in the tumor. This network is 
constituted by defective endothelial cells with wide 
fenestrations (up to 4 μm); the vessels do not possess 
a smooth muscle layer, and endothelial cells lack an-
giotensin II receptors. Due to the impaired lymphatic 
efflux observed in the 150- to 200-μm tumor cell ag-
gregates surrounded by this vascular network, mole-
cules and nanostructures with a size of up to 150 nm 
can stay near the tumor and exert their therapeutic 
effect.

However, the EPR effect is characterized by sig-
nificant heterogeneity (both between different tu-
mor models and even within the same tumor) and 
is pronounced much stronger in rodents with tu-
mor xenografts than it is in human tumors. This is 
related to the slower tumor growth rate in humans 
and formation of a normal vascular network with a 
well-developed lymphatic efflux compared to rapid-
ly proliferating tumors in rodents [3, 4]. Meanwhile, 
even for a really strong EPR effect (e.g., for rapidly 
progressive Kaposi sarcoma), only a small number of 
injected nanoparticles (< 0.7%) get inside a tumor [5]. 
The following nanobiomedicine-related problems are 
yet to be solved: the treatment of aggressive meta-
static cancer [6], integration of the methods of per-

sonalized noninvasive diagnosis and therapy [7], and 
the generation of physiologically relevant xenograft 
animal models [4]. 

There exist different approaches to targeted drug 
delivery to the tumor, which mainly consist in im-
proving the efficiency in their binding to cancer cells, 
endothelial cells or immune cells [8], as well as drug 
internalization by the cell and its controlled release 
(including upon exposure to external factors: light, 
pH, temperature, electromagnetic fields, etc.) [9–13]. 
The nanostructure surface is modified using tar-
geting agents of differing nature, such as antibod-
ies and their derivatives [14, 15], transferrin, the ep-
idermal growth factor, lectins [16], molecules based 
on DNA/RNA (aptamers and protein–nucleic acids), 
low-molecular-weight compounds (folic acid, saccha-
rides (e.g., galactosamine)), etc.

The application of these molecules elicits a full 
range of undesirable effects. Thus, the large size of 
IgG antibodies often prevents an efficient use of the 
surface of modified nanostructures; the heavy chain 
constant domains exhibit effector functions that can 
induce phagocytosis and cause inflammation without 
being involved in selective target recognition, or in-
duce undesirable in vivo immunomodulation. The size 
of an antibody limits the diffusion of its molecules 
deep inside a tumor.

Targeted polypeptide scaffold molecules of a 
non-immunoglobulin nature, which are produced by 
phage, cell surface, or ribosome display techniques, 
appear to be more efficient tools in targeting nano-
structures to target cells. These polypeptides are 
produced by mutagenesis of the protein motifs in-
volved in the protein–protein interactions in living 
systems. Affibodies and DARPins are the most viv-
id examples of this group of targeting compounds 
(Fig. 1).

2. THE MAIN STRUCTURAL CHARACTERISTICS 
OF SCAFFOLD PROTEINS AND THEIR ADVANTAGES 
OVER FULL-LENGTH ANTIBODIES
The hybrid technology for producing monoclonal an-
tibodies, which was described by Georges Köhler and 
César Milstein and for which they were awarded the 
Nobel Prize in Physiology or Medicine in 1984, has 
enabled significant advances in the implementation 
of the concept of the “magic bullet.” This concept was 
formulated by Paul Ehrlich and consists in develop-
ing an efficient way to deliver a therapeutic agent ex-
clusively to the disease site without affecting healthy 
tissues or triggering undesired harmful effects. More 
than eight dozen antibodies have been clinically test-
ed and approved for clinical use. However, even these 
antibodies cause a broad range of undesirable effects, 
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Fig. 1. Nanoparticles as a platform for the design of theranostics tools. The scheme shows a core–shell nanoparticle, 
which is a matrix for loading both diagnostic (fluorescent or radioactive) and therapeutic compounds (chemotherapeu-
tic substances and genes). The nanoparticle surface is modified with various targeting compounds: antibodies (IgG, 
150 kDa) or scaffold polypeptides (DARPins (14 kDa) or affibodies (8 kDa)) are conventionally used. The diagram shows 
the nanostructures targeting the HER2 tumor marker, which is overexpressed on the surface of human breast cancer 
cells. The plot was created using Biorender.com
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which has inspired intensive efforts in synthetic bi-
ology focusing on the design of recognition scaffold 
proteins. 

Various recognition scaffold proteins have been 
designed over the past 20 years, largely thanks to 
the synthetic library technology. Similar to antibod-
ies, these proteins have a conserved scaffold region 
and a variable recognition region. Specifically binding 
scaffold proteins are usually designed using combina-
torial libraries that contain sets of genes differing in 
their variable regions. In particular, proteins based on 
the domains of lipocalin, zinc fingers, Src homology 
domains, PDZ domains, Kunitz-type serine protease 
inhibitor domains, cystatins, DNA-binding protein 
Sac7d, A-domains of various membrane receptors, 
gamma-B-crystallin and ubiquitin-binding domains, 
etc. are being developed. More than 20 classes of an-
tibody mimetics have been designed thus far; the key 
ones are listed in Table.

The aforementioned proteins are small in size 
(8–20 kDa) and are characterized by high affinity 
for molecular targets (subnano–femtomolar binding 
constants), as well as optimal biochemical and ther-
modynamic characteristics. They remain stable for 
a long time at high temperatures (up to 80°C), low 
pH (up to pH 2), and upon exposure to chaotropic 
agents. The incorporation of cysteine residues into 
these proteins both yields dimers with target char-
acteristics and allows one to perform regioselective 
protein modification using various compounds via 
disulfide bond formation. The low immunogenici-
ty of proteins due to their synthetic nature allows 
one to use them for therapeutic purposes, especial-
ly when a single therapy course is insufficient for 
achieving remission and repeated injection of the 
drug is needed.

All classes of these proteins have free N- and 
C-termini lying outside the recognition sequence, 
which enables efficient chemical conjugation of the 
proteins to the polymers on the nanoparticle sur-
face, as well as the production of genetically engi-
neered constructs (such as fusion proteins consist-
ing of scaffolds and protein toxins) for therapeutic 
applications. The small size of scaffolds makes it 
possible to significantly increase the number of 
their molecules tethered to the nanoparticle surface 
compared to IgG. Only DARPins, affibodies and al-
bumin-binding domain (ABD) derivatives are com-
monly used today for the delivery of nanoparticles 
to molecular targets (Fig. 2). A number of studies 
focusing on the engineering of nanoparticles for 
targeted delivery based on repebodies [49–51], af-
fimers [52], affitins [53–55], and knottins [56] have 
also been conducted.

3. DARPINS AS A TOOL FOR THE TARGETED 
DELIVERY OF NANOPARTICLES
DARPins (Designed Ankyrin Repeat Proteins), or 
ankyrin repeat proteins, are unique tools for solv-
ing problems related to personified medicine and 
fundamental research in molecular and cellular bi-
ology [57, 58]. These proteins are based on ankyrin 
repeats: a series of tightly packed repeats, each con-
sisting of approximately 33 amino acid residues. In 
turn, each repeat consists of two α-helices connect-
ed by a short loop and one β-turn joining this repeat 
to the next one. Proteins with ankyrin repeats form 
a dexiotropic solenoid that contains a long hydro-
phobic backbone and a hydrophilic surface accessi-
ble to the solvent [59]. They often mediate protein–
protein interactions inside the cell (e.g., when acting 
as cytoskeleton proteins, transcriptional initiators or 
cell cycle regulators). Proteins carrying four to six 
repeats commonly occur in nature, but sometimes 
the number of repeats can exceed 29. Seven amino 
acid residues in the repeat (six residues in the β-turn 
and one in the helix) form the binding surface. When 
constructing recombinant libraries, random substitu-
tions are inserted into the codons encoding these res-
idues. DARPins are often selected using the ribosome 
display technology. DARPins are typically formed by 
two or three (sometimes four) repeats sequentially 
located between the N- and C-termini. The molecu-
lar weight of these scaffold proteins depends on the 
number of repeats and is 14–18 kDa if a scaffold 
protein consists of two or three repeats. DARPins are 
extremely thermostable proteins that can withstand 
quite harsh conditions: heating to 90°C and exposure 
to proteases or chaotropic agents. DARPins specif-
ic for membrane-bound tumor markers (EpCAM, 
VEGF-A, HER2, as well as for the maltose-binding 
protein, MAP kinase, caspase 2, IgE antibody, and 
CD4) have been obtained [35, 60–62].

Since DARPins have a rather rigid framework 
and recognizing surface, steric challenges often oc-
cur upon target recognition. A novel, similar class of 
compounds, LoopDARPins, with soft protruding rec-
ognizing loops that do not disrupt the structure of the 
scaffold protein, has been designed to solve this prob-
lem [63].

3.1. DARPins conjugated to magnetic 
nanostructures for targeted drug delivery
A series of studies [64–68] have demonstrated that 
magnetic nanostructures represented by superpara-
magnetic iron oxide nanoparticles can be successful-
ly modified with the DARPin G3 and DARPin 9_29 
molecules [69], which selectively recognize the clin-
ically relevant tumor marker HER2 (human epider-
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The key representatives of scaffold proteins (antibody mimetics)

Proteins Protein platform: a scaffold Molecular weight, 
kDa

Representative  
references

Avimers Domain A of extracellular receptors 4 [17, 18]

Adhirons Phytocistatin domain 10 [19]

Adnectins (monobodies) Fibronectin type III domain (FN3) 10 [20–22]

Atrimers Tetranectin CTLD 60–70 [23]

Anticalins Lipocalin domains 20 [24, 25]

Affibodies Z domain of protein A derived from the 
Staphylococcus aureus cell wall 6 [26] 

Affilins Gamma-B-crystallin/ubiquitin domains 20 /10 [27, 28]

Affimers Domains of cystatin, a cysteine protease 
inhibitor 12 [29, 30]

Affitins (Nanofitins) Domains of DNA-binding protein Sac7d 7 [31–33]

DARPins Drosophila ankyrin repeat 14–18 [34–37]

Knottins Disulfide-rich peptide toxins 3 [38]

OBodies Aspartyl-tRNA synthetase anticodon 
recognition domain 10 [39]

Kunitz domain polypeptides Kunitz domain of serine proteases 6 [40]

Pronectins Human fibronectin domain 14 75 [41]

Repebodies Leucin-rich repeats of variable  
lymphocyte receptors 3–30 [42]

Fynomers SH3-domain of Fyn kinase  
(Src homology domain) 7 [43]

Centyrins FN3 domains of tenascin C 9 [44]

ADAPT (ABD-Derived Affinity 
Proteins) Albumin-binding domain of protein G 5 [45]

NanoCLAMP (nano-CLostridial 
Antibody Mimetic Proteins)

Carbohydrate-binding domain  
of hyaluronidase  

of Clostridium perfringens hyaluronidase
16 [46]

ARM (Armadillo Repeat Proteins) Drosophila proteins carrying  
the armadillo domain 39 [47]

PDZ proteins PSD-95/Discs-large/ZO-1 domains 10 [48]
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Fig. 2. Artificial scaffold polypeptides for the targeted delivery of nanocarriers to target cells. 1 – A wide range of nan-
oparticles that are used for diagnostic and therapeutic applications. 2 – Methods for surface modification with targeting 
molecules: physical adsorption, chemical conjugation, protein adapter systems, and genetic engineering. 3 – Scaffold 
proteins already used for the targeted delivery of nanoparticles: DARPins, affibodies, and ADAPT. 4 – Targeted deliv-
ery of nanoparticles to the receptors of cancer cells for different applications: diagnostics, including the multimodal one, 
and therapy, including the combined one
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mal growth factor receptor 2). DARPin_G3 binds to 
the domain IV of the HER2 receptor (residing in close 
proximity to the membrane) with K = 0.070 nM [61], 
while DARPin_9.29 binds to domain I of the HER2 
receptor (being most distant from the membrane) 
with K = 3.8 nM [34].

The ERBB2 gene encoding HER2 plays an impor-
tant role in the development of malignant tumors 
in humans. This gene is amplified in approximately 
20–30% of all breast cancer cases and in many oth-
er types of malignant tumors. HER2 overexpression 
often correlates with a high metastatic potential and 
chemotherapy resistance of the tumor; it also pres-
ages a high risk of disease recurrence and a reduced 
overall survival rate for patients.

The HER2 molecule is already used as a tar-
get for the targeted therapy of breast and gas-
tric cancer with humanized anti-HER2 antibodies: 
trastuzumab (Herceptin, Herclon) and pertuzum-
ab (Perjeta, Omnitarg) [70, 71]. Unfortunately, the 
mechanisms related to the recruitment of comple-
ment molecules and cytotoxic leukocytes to can-
cer cells are insufficient to completely eliminate 
the tumor: so, targeted agents containing addi-
tional toxic compounds are needed. Thus, trastu-
zumab conjugated to a microtubule assembly in-
hibitor (trastuzumab emtansine, Kadcyla), which 
actually increases the effectiveness of the therapy 
for HER2-positive tumors, is used to treat HER2-
positive breast and gastric cancer.

There is an urgent need for novel therapies for this 
disease that would be more effective. HER2-targeted 
nanoparticles exhibiting diagnostic and therapeutic 
properties seem to be among the most promising tools 
in our efforts to develop novel cancer treatment strat-
egies.

Magnetic nanoparticles conjugated to DARPin G3 
and DARPin 9_29 have proved to be effective for the 
theranostics of HER2-positive tumors. Thus, magnetic 
nanoparticles–DARPin G3 complexes targeting HER2 
on the surface of the SK-BR-3 human breast adeno-
carcinoma cell line were obtained via chemical con-
jugation. This has enabled in vivo fluorescence and 
magnetic resonance imaging of HER2-overexpressing 
tumors [64].

Chemical conjugation of DARPin 9_29 to magnetic 
particles did not result in selective binding of nano-
particles to the target cells [67, 68]. Direct conjuga-
tion of small molecules to the nanoparticle surface 
seems to cause such problems as (1) partial protein 
denaturation on the nanoparticle surface, (2) binding 
through multiple amino groups and non-oriented at-
tachment, and (3) steric hindrance upon target recog-
nition. These problems have been solved using pro-

tein adapter systems. In particular, the high-affinity 
barnase:barstar protein pair was used as a mediator 
between the nanoparticle surface and the DARPin 
molecule.

The barnase-barstar pair is a unique tool for the 
design of multifunctional biomedical agents [72–
74]. Barstar (10 kDa) is a natural inhibitor of bar-
nase, a bacterial ribonuclease (12 kDa). These pro-
teins are characterized by an extremely high affinity 
(the binding constant Kb ~ 1014 M–1) and fast in-
teraction kinetics (the complexation rate constant 
kon ~ 108 M–1s–1), while the absence of these pro-
teins in mammalian cells allows one to use them 
in the bloodstream without any potential complica-
tions related to competitive binding to endogenous 
blood components. Their small size and high binding 
constant make these proteins the ideal “molecular 
glue” in designing various self-assembling struc-
tures based on different modules, where one mod-
ule (e.g., the therapeutic one) contains one compo-
nent of the system (e.g., barstar), while the other 
module (e.g., DARPin) contains the other component 
(e.g., barnase). This “LEGO” approach allows one 
to avoid the standard problems related to chemical 
conjugation of the components to the nanostructures 
and obtain biologically active structures simply by 
mixing the components (e.g., nanoparticle–barstar + 
barnase–DARPin).

In particular, a novel, universal method for the 
biomodification of nanostructures of different na-
ture has been developed; this method consists in 
using peptides that bind the solid phase and the 
barnase:barstar protein module [68]. It involves 
non-covalent modification of the nanoparticle surface 
with a peptide binding the SiO2 surface of nanopar-
ticles (VKTQATSREEPPRLPSKHRPG)4VKTQTAS 
(silica-binding peptide, SBP) genetically fused to 
barstar (SBP-Bs). The efficiency of the proposed 
method was confirmed by the obtaining fluorescent 
and magnetic nanoparticles modified with DARPin 
9_29 recognizing the HER2 tumor marker and by 
targeted delivery of these nanoparticles to the 
HER2-overexpressing cancer cells. Fusion proteins 
consisting of the SiO2-binding polypeptide and bar-
star (SBP-Bs), as well as those formed by DARPin 
9_29 and barnase (DARPin 9_29-Bn), were produced 
and characterized to implement this approach. In 
both proteins, the functional modules are connected 
by a protease-resistant flexible peptide linker to pre-
serve their functional activity. The targeted nanopar-
ticles were obtained by self-assembly of two compo-
nents: nanoparticles with barstar and the targeted 
DARPin with barnase. This approach turned out to 
be much more efficient in the recognition of the tar-
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get (HER2 on the cell surface) compared to chemical 
conjugation.

This approach is rather versatile: the components 
of the adapter system containing barnase or barstar 
can be easily replaced. Twelve methods for the tar-
geted delivery of nanoparticles modified with target-
ed polypeptides through barnase:barstar in different 
ways have been described [68]. The C-terminal motif 
of the Mms6 protein, one of the magnetosome mem-
brane proteins in magnetotactic bacteria, was also 
used as a polypeptide that mediates protein binding 
in the barnase:barstar adapter system to the nano-
particle surface [67]. The self-assembled constructs 
based on MNPs-Bs-C-Mms6-DARP 9_29-Bn mag-
netite nanoparticles were used for targeted deliv-
ery to HER2-overexpressing SK-BR-3 cells. These 
constructs were shown to be efficient for selective 
in vitro labeling and imaging of HER2-positive cells 
[65, 67].

3.2. Modification of gold 
nanostructures with DARPins
Nanosized objects acquire unusual quantum chemi-
cal properties differing from those of large samples, 
making it possible to design multifunctional thera-
peutic and diagnostic tools [75–78]. One of such in-
teresting properties is the effect of localized surface 
plasmon resonance (LSPR) in gold and silver nanos-
tructures, as well as in hybrid ones (e.g., core–shell 
nanostructures).

The LSPR phenomenon relies on the resonant ex-
citation of plasmons (quasiparticles being quanta of 
free-electron vibrations at the interface between two 
phases having different refractive indices provided 
that the total internal reflection condition is met). If 
the conditions of LSPR are met, the intensity of the 
reflected light drops abruptly as the energy of the in-
cident electromagnetic wave is transformed into plas-
mon energy. The absorbed energy can be converted 
into thermal energy: so, the hyperthermal properties 
of the sample with LSPR are implemented, which 
can be used in the therapy of tumors whose cells are 
highly sensitive to heating.

Basic research addresses the properties of LSPR 
nanostructures (mainly formed by gold and silver, 
as well as other, less conventional materials, such 
as aluminum, copper, palladium, and platinum). In 
particular, gold nanoparticles sized 5 nm and modi-
fied with DARP 9_29 have been obtained [79]. The 
non-covalent stabilization of uncoated gold nanopar-
ticles using DARP 9_29 molecules has given rise to 
colloidally stable complexes containing target mole-
cules capable of selective recognition of the surface 
of HER2-expressing cancer cells. A similar modifi-

cation method has been used to produce gold nano-
rods 50 nm long and 7 nm in diameter for in vitro 
targeted delivery to HER2-positive cells and their 
selective destruction by photothermically induced 
local hyperthermia upon 20-min excitation (wave-
length, 850 nm; intensity, 30 mW/cm2) [80]. The ef-
ficiency of the designed targeted nanorods for local 
hyperthermia has been confirmed by the fact that 
irradiation caused almost 100% death of exclusively 
HER2-overexpressing cells, while non-irradiated cells 
and cells exhibiting negligible HER2 expression re-
mained fully viable.

3.3. Modification of upconversion 
nanoparticles with DARPins
Upconversion nanoparticles (nanosized anti-Stokes 
phosphors) are photoluminescent nanoparticles that 
convert lower-energy electromagnetic radiation (hav-
ing a longer wavelength) into higher energy elec-
tromagnetic radiation (having a shorter wavelength) 
[81–85]. Nanosized anti-Stokes phosphors are NaYF4 
crystals doped with rare-earth elements: namely, 
Yb3+, Er3+, and Tm3+. These nanostructures absorb 
several low-energy photons and re-emit one high-en-
ergy photon, thus implementing the upconversion 
phenomenon, where the emission wavelength is shift-
ed toward shorter wavelengths (the blue shift or an-
ti-Stokes shift) while most fluorescence processes in 
living systems involve the Stokes shift (the red shift). 
Nanosized phosphors are synthesized in such a way 
that excitation occurs in the biotissue transparen-
cy window (~ 980 nm), while emission occurs in the 
short-wave range suitable for most imaging devices 
to work with living objects both in vitro and in vivo. 
Nanosized anti-Stokes phosphors are excellent labels 
for in vivo imaging, since their long-lasting photolu-
minescence and time-resolved signal acquisition make 
it possible to completely eliminate biotissue autofluo-
rescence and record a real signal without noise with 
a high sensitivity, so that even a single particle can be 
registered.

The NaYF4:Yb,Er,Tm/NaYF4 core/shell nanosized 
phosphors were coated with anti-HER2 DARPin 
DARPin 9_29 and used for targeted delivery to a 
HER2-positive cancer cell culture and for the imag-
ing of tumor xenografts in animals for at least 24 h. 
A comprehensive preclinical study of the overall and 
specific toxicity of these nanostructures was per-
formed, including an assessment of their allergenic, 
immunotoxic, and reprotoxic properties. The exper-
imental results suggest that both non-targeted and 
targeted nanosized phosphors are functional, non-cy-
totoxic, biocompatible and safe for in vitro imaging of 
cells and in vivo imaging of tumors [86–88].
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In order to ensure an additional therapeutic modal-
ity of nanophosphors, their surface was modified with 
the DARPin 9_29 protein fused with a low-immuno-
genicity fragment of the pseudomonad exotoxin A, 
LoPE, using genetic engineering techniques [89]. The 
resulting DARP-LoPE protein possesses all the qual-
ities needed for theranostics: it is capable of target-
ed interaction with target cells and is cytotoxic upon 
binding to cells.

Exotoxin A of Pseudomonas aeruginosa (PE, ETA) is 
one of the most efficient apoptosis inducers owing to its 
enzymatic activity, which inhibits translation. PE con-
sists of three domains: domain I is responsible for toxin 
binding and penetration into the cell; domain II partici-
pates in the intracellular transport of the toxin; and do-
main III possesses intrinsic enzymatic activity. It cata-
lyzes the ADP-ribosylation of eukaryotic eEF2, thus 
inhibiting protein biosynthesis in the cell and eventual-
ly causing its death [90]. The truncated variants of this 
toxin (namely, the catalytic domain coupled to target-
ing modules characterized by different specificities) are 
used for designing efficient PE-based immunotoxins. 
HER2-recognizing DARPin-based immunotoxins cou-
pled to a variant of the C-terminal (effector) fragment 
of PE (LoPE), with mutations in immunodominant hu-
man B-cell epitopes, have been obtained [91]. The im-
munogenicity and systemic toxicity of this fragment 
are lower than those of the unmodified fragment.

DARP-LoPE immunotoxin, a targeting cytotoxic 
protein, was conjugated to the surface of nanosized 
anti-Stokes phosphors using carbodiimide and an in-
termediate linker, polyethylene glycol. The as-synthe-
sized nanosized phosphors were coated with PMAO, 
an alternating maleic anhydride–1-octadecene copol-
ymer, and polyethylene glycol to ensure a greater col-
loidal stability [89]. The cytotoxicity of the targeting 
nanosized phosphor–PEG–DARP–LoPE complexes 
was studied for SK-BR-3-Kat cells. The half-maxi-
mum inhibitory concentration (IC50) of these com-
plexes is 0.4 μg/mL, while IC50 = 200 μg/mL in the 
control CHO cells not expressing HER2, which proves 
that the resulting compounds exhibit targeted cyto-
toxicity.

Targeted cytotoxicity was significantly enhanced 
by using yttrium-90 as a beta emitter in nanosized 
phosphors. Radioactive nanosized anti-Stokes phos-
phors with a beta emitter (having a half-life of 63 h, 
which is optimal for biomedicine applications) and 
those modified with a DARP 9_29 fusion protein car-
rying a fragment of pseudomonad exotoxin A (PE) 
were synthesized [92]. Combining the two therapeu-
tic modalities in a single nanoparticle yields a strong 
synergistic effect: the IC50 values of the targeted na-
noparticles and nanoparticles doped with yttrium-90 

were 5.2 and 140 μg/mL, respectively; the half-maxi-
mal inhibitory concentration of the nanoparticles con-
taining a targeting module and yttrium-90 decreased 
significantly: IC50 = 0.0024 μg/mL [92].

3.4. Lipid nanostructures conjugated to DARPins
Lipid structures such as single-layered liposomes and 
exosomes were used as study objects to solve the 
problems of cancer theranostics.

Liposomes (117 ± 41 nm in size) loaded with an 
RNase barnase and chemically conjugated to an-
ti-HER2 DARPin 9_29 were obtained [93, 94]. There 
is interest in RNases as a non-mutagenic alterna-
tive to the conventional chemotherapeutics. However, 
many mammalian RNases are not potent toxins, 
since they are significantly suppressed by the rib-
onuclease inhibitor that is present in the cytoplasm 
of mammalian cells. The ribonuclease barnase stands 
out, because it is not mutagenic, does not have se-
vere toxic side effects, and once it has penetrated 
the cell, it cleaves RNA and causes cell death. The 
human ribonuclease inhibitor does not suppress bar-
nase activity. Barnase causes degradation of low-mo-
lecular-weight RNAs (namely, tRNA and 5.8S rRNA, 
but not 5S rRNA). Upon internalization, barnase 
causes plasma membrane blebbing and apoptosis 
via internucleosomal chromatin cleavage. Therapy 
of HER2-positive BT474 xenograft tumors using li-
posomes loaded with barnase and modified with an-
ti-HER2 DARPin in laboratory animals proved ef-
fective. The IC50 of barnase within the targeted 
liposomes was 0.11 nM for a BT474 cell culture in 
vitro; the in vivo efficacy of tumor growth inhibition 
was 84%. A combined treatment with the targeted 
liposomes and the targeted immunotoxin based on 
LoPE and DARPin EC1 inhibited tumor growth by 
91.8% and completely prevented the appearance of 
metastases [94].

DARP EC1 binds to the EpCAM receptor with a 
picomolar affinity (Kd = 68 pM). EpCAM, a transmem-
brane glycoprotein with a molecular weight of 40 kDa 
and consisting of 314 amino acid residues, was first 
discovered as a tumor antigen in colon cancer cells in 
1979. The key function of EpCAM is to provide inter-
cellular communication. The EpCAM molecule is also 
often expressed in human breast cancer cells, which 
is associated with a poor prognosis. Thus, the findings 
of an extensive study showed that EpCAM expression 
is detected in 48% of human breast cancer cases [95]. 
Similarly to HER2, EpCAM is already employed as a 
target in monoclonal antibody-based immunothera-
py (using Removab). In connection to this, it seems 
promising to combine different methods of affecting 
malignant tumors using scaffold proteins that target 
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both HER2 and EpCAM to develop effective cancer 
treatment strategies.

Along with barnase-loaded liposomes, 90-nm li-
posomes loaded with PE40 and modified with DARP 
9_29 were obtained [96]. These liposomes were 
used to selectively kill HER2-overexpressing cells 
(IC50 = 0.17 nM for SK-BR-3 cells and 0.21 nM for 
SK-OV-3 cells) [96].

An elegant approach to designing targeted lipid 
nanoparticles is to employ natural mechanisms for 
obtaining nanoparticles that have already been mod-
ified and do not require chemical conjugation. In 
particular, exosomes from HEK293T cells transduc-
ed with lentivirus, with the gene encoding HER2-
detecting DARPin DARP G3 inserted, have been 
obtained [97]. These exosomes bound specifically to 
SK-BR-3 cells and have ensured targeted delivery 
of small interfering RNAs against the TPD52 gene, 
thus down-regulating the gene’s expression by 70% 
[97].

3.5. Nucleic acid delivery using DARPins
It has been demonstrated that DARPins can be used 
for the targeted delivery of genetic material into eu-
karyotic cells. Lentiviruses displaying HER2-targeting 
DARPins DARP G3, DARP H14R, DARP 9_29, DARP 
9_26, DARP 9_16, and DARP 9_01 on their surface 
have been obtained [98]. DARPin 9_29 turned out to 
be the most effective DARPin both in terms of its 
content on the virus surface and the transduction of 
HER2-positive cells. DARPins were more effective 
than the previously used scFv mini-antibody, a HER2-
targeting single-chain fragment of the light and heavy 
chains of 4D5 immunoglobulin [98].

DARPins were used to deliver small interfering 
RNAs complementary to mRNA of the Bcl-2 apopto-
sis regulator [99]. Dimers of DARPin EC1 fused with 
protamine 1, a small protein that forms a complex 
with nucleic acids, were used. Protamine 1 bound four 
to five small interfering RNA molecules and retained 
its specificity of binding to the EpCAM receptor on 
the MCF-7 cell surface. This made it possible to per-
form targeted transfection of exclusively EpCAM-
overexpressing cancer cells and effectively inhibit the 
biosynthesis of Bcl-2 [98].

4. AFFIBODIES AS A TOOL FOR TARGETED 
NANOPARTICLE DELIVERY
Affibodies contain the Z domain of Staphylococcus 
aureus protein A, which consists of 58 amino acid res-
idues forming three α-helices arranged as a barrel. 
Affibodies are able to withstand high temperatures 
(~ 90°C) and are resistant to proteolysis and to acid-
ic and alkaline conditions (pH ranging from 2.5 to 11). 

A range of affibodies specific to a number of molec-
ular targets (HER1, HER2, and TNF-α) has recently 
been obtained. The ZHER2:342 affibody (also known as 
ABY-002), which recognizes HER2 with Kd = 22 pM, 
is the one that has been studied most intensively [26]. 
The ZHER2:342 affibody binds to subdomain I of HER2 
without competing with other compounds targeting 
HER2 (antibodies trastuzumab or pertuzumab), thus 
opening up great avenues in the theranostics of cancer. 

4.1. Modification of magnetic 
nanostructures with affibodies
Affibodies are among the most efficient scaffold pro-
teins used for targeting nanoparticles to eukaryotic 
cells. A comparative study addressing the efficiency 
of various anti-HER2-targeting molecules in deliv-
ering carboxymethyl dextran-stabilized magnetic 
nanoparticles (sized 25 nm) to HER2-positive cells 
has been conducted [66]. The affibody-modified na-
noparticles are most suitable for both the magnet-
ic detection and fluorescence imaging of cells using 
nanoparticles. The reason for that is the small size 
of ZHER2:342 affibody (8 kDa) compared to that of other 
molecules: DARPin DARP G3 (14 kDa) and trastu-
zumab antibody (150 kDa); so, a greater number of 
active molecules can be bound to the nanoparticle 
surface [66].

The effectiveness of affibodies is confirmed by the 
findings of numerous fundamental studies [100, 101]. 
A set of particles was produced to perform visualiza-
tion and contrast-enhanced magnetic resonance im-
aging of EGFR- and HER2-positive cells both in vit-
ro and in vivo. Lanthanide-doped superparamagnetic 
iron oxide nanoparticles sized 27 nm were obtained to 
perform a multiplex assay of nanoparticle–cell bind-
ing by inductively coupled plasma mass spectrome-
try. Anti-HER2 affibodies were conjugated to these 
nanoparticles using the copper-free click-chemistry 
method [102].

Click reactions (biorthogonal reactions) are char-
acterized by an extremely high yield; they are re-
gioselective and proceed under various conditions, 
including physiological ones. Azide-alkyne cycload-
dition, with copper (I) used as a catalyst, is among 
the most common click reactions [103–105]. Since 
protein molecules typically contain neither azide nor 
alkyne moieties, by inserting these groups into the 
conjugated components and using this reaction, one 
obtains full control over conjugation selectivity and 
efficiency.

Superparamagnetic iron oxide (SPIO) nanopar-
ticles sized 7 nm within 50-nm microemulsions 
formed by amphiphilic dyes (including photosensi-
tizers), indocyanine green (ICG) and protoporphyrin 
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IX (PpIX), were used for in vitro targeted deliv-
ery [106]. SPIO nanoparticles (sized 30 nm) modified 
with the anti-HER2 affibody using the click chemis-
try approach were employed for contrast-enhanced 
magnetic resonance imaging of HER2-overexpressing 
T6-17 tumors [107]. The number of affibody mole-
cules bound to nanoparticles needed to be optimal, so 
that target recognition could be ensured and maxi-
mum contrast enhancement in MRI achieved. Thus, 
it was shown by determining the number of affibody 
molecules on the nanoparticle’s surface after the 
click reaction that 30-nm SPIO nanoparticles carry-
ing 23 anti-HER2 affibody molecules on their surface 
(the tested range being 6–36 molecules) are the most 
effective ones [108].

The multifunctionality of magnetic nanostructures 
was also used for trimodal imaging by 24-nm 64Cu-
chelated heterostructures consisting of iron oxide 
(Fe3O4) and gold nanoparticles. Optical, PET, and MRI 
imaging of EGFR-overexpressing tumors in laborato-
ry animals was carried out using nanoparticles con-
jugated to the ZEGFR:1907 anti-EGFR affibody via the 
carbodiimide method [109]. Trimodal imaging of tu-
mors by computed tomography, ultrasound imaging, 
and MRI was also performed. Magnetic nanoparticles 
sized 10 nm conjugated to ZHER2:342 anti-HER2 affibody 
and labeled with the NIR-830 near-infrared dye were 
used for this purpose [110, 111]. These particles, load-
ed with cisplatin, were subsequently used for the in 
vivo photothermal therapy of HER2-positive tumors 
[112].

Magnetic particles modified with the IGF-1R-
targeted ZIGF1R:4551 affibody were used for both con-
trast-enhanced MRI and photoinduced hyperthermia 
of SW620 tumors upon irradiation with 808-nm light 
[113].

4.2. Modification of gold 
nanostructures with affibodies
Silicon-coated gold nanoparticles (sized 140 nm) mod-
ified with the ZEGFR:1907 anti-EGFR affibody through 
a heterobifunctional maleimide derivative of PEG 
were used to selectively label a EGFR-overexpressing 
cell culture and for ex vivo tumor imaging [114]. 
Complexes that had formed between nanoparticles 
and cells were detected by both fluorescence micros-
copy and surface-enhanced Raman scattering [114]. 
These nanoparticles were shown to be weakly toxic 
for healthy mice as confirmed by measurement of the 
biochemical parameters, performance of a immuno-
histochemical analysis, and measurement of cardiac 
parameters for 2 weeks after systemic delivery of 
nanoparticles [115]. Targeted gold nanoparticles have 
been designed in a number of studies for the diag-

nosis [110, 116] and therapy of HER2-overexpressing 
tumors [112, 117].

Along with their contrast-enhancement ability in 
Raman spectroscopy, gold nanoparticles are efficient 
X-ray sensitizers. Gold nanoparticles (sized 56 nm) 
coated with the anti-HER2 affibody were obtained 
using the carbodiimide method in [118]. When ex-
posed to X-rays (at a dose of 10 Gy), these parti-
cles exhibit HER2-specific cytotoxicity; HER2-positive 
SK-OV-3 cells turned out to be the most sensitive 
cell line among the ones tested (SK-BR-3, SK-OV-3, 
HN-5, and MCF-7): their survival rate upon exposure 
to targeted nanoparticles and X-rays decreased by 
63 % [118].

Au-Fe2C Janus particles sized 12 nm were synthe-
sized to achieve the maximum efficiency in diagnosis 
(trimodal imaging) and therapy (photo-induced hy-
perthermia of the tumor). These particles were coat-
ed with the ZHER2:342 anti-HER2 affibody and used for 
in vivo trimodal tumor detection (MRI, photoacous-
tic imaging and computed tomography) and for in 
vivo 808-nm induced hyperthermia of cancer cells in 
HER2-overexpressing xenograft models [119].

A more elegant approach to obtaining nanoparti-
cles with a narrow size distribution was developed 
based on protein nanoparticles formed by the hepati-
tis B virus capsid displaying affibody molecules on its 
surface. Gold was reduced, giving rise to gold nano-
particles sized 1–3 nm on the surface of the viral par-
ticles that had already been obtained. These EGFR-
specific heterostructures sized 40 nm are effective 
both for cancer cell imaging via Cy5.5 labeling and 
for the hyperthermic effect on EGFR-overexpressing 
MDA-MB-468 tumor cells [120].

4.3. Modification of the anti-Stokes 
nanostructures of affibodies
Upconversion nanoparticles are efficient diagnostic 
tools. They allow the high-sensitivity visualization 
of biological objects without significant autofluores-
cence interference [121]. NaYF4:Tm+3,Yb+3 nanopar-
ticles covalently modified with anti-EGFR affibodies 
have been obtained for the visualization of EGFR-
expressing tumors in vivo [122]. Upconversion na-
noparticles with a more complex architecture have 
been synthesized for photodynamic therapy of EGFR-
overexpressing tumors [123]. Complex superstructures 
with an upconverting NaYF4,Yb,Er core surrounded 
by zinc-based organometallic framework structures 
were obtained. The self-assembly of such structures 
was performed using complementary DNA strands. 
When these structures are excited by external IR 
light, the upconverting core emits visible light, there-
by exciting the organometallic frameworks that can 
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produce reactive oxygen species and act as therapeu-
tic agents [123].

4.4. Affisomes
Compounds based on affibody-conjugated liposomes 
are known as affisomes [124, 125]. A number of lipos-
omes covalently modified with the ZHER2:342 anti-HER2 
affibody [126] and via a polyethyleneglycol linker 
(ZHER2:477 anti-HER2 affibody [124], (Z00477)2-Cys [127], 
and (ZEGFR:955)2 anti-EGFR affibody [128]) have been 
obtained and used to treat HER2- and EGFR-positive 
tumors.

4.5. Complexes of polymeric 
nanostructures and affibodies
Various materials (gold, carbon, magnetite, sil-
icon, etc.) are used for synthesizing nanoparti-
cles. Biocompatible polymers stand out in terms of 
their structural and functional characteristics: e.g., 
poly(lactic-co-glycolic acid) (PLGA), which is already 
used in diagnosis and therapy. PLGA is gradually 
degraded to lactic and glycolic acids and is excreted 
from the body. Various PLGA polymers containing 
free carboxyl and amino groups have been synthe-
sized, opening up avenues for particle modification 
with molecules that recognize tumor antigens. PLGA 
nanoparticles sized 140 nm and loaded with the Nile 
Red fluorescent dye and doxorubicin were obtained. 
These nanoparticles were stabilized with chitosan 
and conjugated to the ZHER2:342 anti-HER2 affibody by 
EDC/sulfo-NHS coupling. The PLGA–ZHER2:342 nan-
oparticles were used to label HER2-overexpressing 
cancer cells both in vitro and in vivo. The specific-
ity of these nanoparticles was higher than that of 
the control non-targeted nanoparticles more than 
60-fold. The PLGA–ZHER2:342 nanoparticles were used 
to affect the cells either alone or in combination with 
the DARP-LoPE-targeted bifunctional immunotox-
in (42 kDa). Combination therapy using DARP-LoPE 
and PLGA–ZHER2:342 was shown to reduce the effec-
tive immunotoxin concentration 1,000-fold in vitro. 
This dual-targeting strategy improved the efficacy of 
the anti-tumor therapy of HER2-positive cells in vivo 
[6]. The synthesis and surface modification method 
was further employed to design nanoparticles load-
ed with a rose bengal photosensitizer agent. When 
irradiated at the 532-nm wavelength, these nanopar-
ticles produce reactive oxygen species, killing HER2-
overexpressing cancer cells [129].

Nanoparticles consisting of hybrid polymers 
are also being intensively studied. Polymeric 
nanoparticles formed by poly(lactide-co-gly-
colide)-block-poly(ethylene glycol) have been ob-
tained, modified with the ZHER2:342 anti-HER2 affibody 

by maleimide-based chemical conjugation, and load-
ed with paclitaxel. These nanoparticles were used to 
selectively kill HER2-overexpressing cells in vitro 
[130].

A large number of nanoparticles (in which a pol-
ymer is the matrix for synthesizing and incorpo-
rating both soluble and insoluble compounds) have 
been developed. Meanwhile, the polymeric mate-
rials can per se have a diagnostic and therapeutic 
significance: they can possess fluorescence proper-
ties or photothermal conversion ability [131]. Thus, 
30-nm nanoparticles based on polymers poly[9,9-
bis(2-(2-(2-methoxyethoxy)ethoxy)ethyl)fluoroe-
nyldivinylene]-alt-4,7-(2,1,3-benzothiadiazole) ex-
hibiting fluorescent properties in the near-red 
spectral range and photosensitizing properties and 
poly[(4,4,9,9-tetrakis(4-(octyloxy)phenyl)-4,9-dihy-
dro-s-indacenol-dithiophene-2,7-diyl)-alt-co-4,9-
bis(thiophen-2-yl)-6,7-bis(4-(hexyloxy)phenyl)thiad-
iazole-quinoxaline] possessing strong near-infrared 
absorption and excellent photothermal conversion 
ability have been designed for theranostic purposes. 
These particles are characterized by a quantum yield 
of 60.4% and efficient photothermal conversion of 
47.6%. The use of two types of impact (photodynam-
ic and photothermal) was shown to have a synergis-
tic effect in tumor therapy [132, 133]. Fluorescent 
hyperbranched polyelectrolyte core/shell complexes 
sized 30 nm were also obtained. A fluorescent pol-
ymer with the emission maximum at 565 nm, pro-
duced by polycyclotrimerization of alkynes, was used 
as a core; polyethylene glycol was used as a shell. 
These polyelectrolyte complexes were coated with an 
anti-HER2 affibody by carbodiimide conjugation and 
used as efficient fluorescent tags for the imaging of 
SK-BR-3 cells [134].

Nanobubbles, a unique class of contrast agents used 
for in vivo contrast-enhanced ultrasound imaging, 
stand out among polymeric nanomaterials [135]. Thus, 
480-nm nanobubbles consisting of the phospholipid 
shell, filled with C3F8 gas and coated with anti-HER2 
affibody using the streptavidin–biotin system have 
been obtained [136].

Particles of different shapes (80×320 and 
55×60 nm) synthesized using the PRINT technolo-
gy (particle replication in nonwetting templates) 
were modified with anti-EGFR affibodies with dif-
ferent affibody densities on the nanoparticle surface. 
Significant differences in the accumulation of both 
types of nanoparticles in the tumor depending on the 
affibody density were observed in vivo. The maxi-
mum ratio between the nanoparticle contents in the 
tumor and in blood was achieved for the particles 
where the amount of the ligand was maximal [137].
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4.6. Complexes of protein 
nanoparticles and affibodies
In clinical practice, the biocompatibility and biodegra-
dability of protein nanoparticles make them the lead-
ing diagnostic and therapeutic drugs. Meanwhile, the 
advances in genetic engineering allow us to generate 
fully genetically encoded fusion proteins with the de-
sired functional characteristics without the need to 
use chemical conjugation techniques.

Albumin-based nanoparticles are among the most 
popular protein nanoparticles. They were modified 
with an anti-HER2 affibody using a bacterial super-
glue, the SpyTag (ST)/SpyCatcher (SC) protein adapt-
er system derived from the split protein CnaB2 of 
Streptococcus pyogenes. SpyTag (a 13-amino acid pep-
tide) and SpyCatcher (a 15-kDa protein) bind through 
a covalent peptide bond. The SpyTag/SpyCatcher sys-
tem was used as a molecular mediator between the 
nanoparticle surface and the affibody molecule, thus 
ensuring that the affibody is attached regioselective-
ly to the nanoparticle with an almost 100% efficiency. 
These nanoparticles were loaded with an indocyanine 
green photosensitizer and used for photothermally 
induced death of HER2-overexpressing cancer cells 
[138].

The SpyTag/SpyCatcher system was also success-
fully used to modify nanoparticles based on encapsu-
lin [139, 140] and lumazine synthase [141]. Encapsulin 
(Encap) is a nanoparticle-forming protein isolated 
from the thermophilic bacteria Thermotoga marit-
ima, the study of which began relatively recently. 
The encapsulin-SpyTag fusion protein has been ob-
tained; this protein forms 35-nm nanoparticles with 
one of the elements of the adaptor system, ST [140]. 
Anti-HER2–anti-EGFR affibody proteins fused with 
the second component of the protein pair (SC) were 
also obtained. These fusion proteins were fluores-
cently tagged with two different dyes and doped 
with nanoparticles; specific bimodal fluorescence de-
tection of cells characterized by different levels of 
HER2 and EGFR expression was then performed 
[140]. In a similar manner, nanoparticles based on 
lumazine synthase from Aquifex aeolicus (AaLS) and 
loaded with the gadolinium complex (Gd(III)-DOTA) 
were used for contrast-enhanced MRI of tumors 
characterized by different HER2 and EGFR expres-
sions in mice [141].

Self-assembled protein nanoparticles (e.g., those 
based on hepatitis B virus capsid) are often used for 
both gene and protein delivery [142–148]. Viral cap-
sid-based nanoparticles (sized 28 nm) loaded with the 
mCardinal far-red fluorescent protein and modified 
with the anti-HER2 affibody were engineered. In vivo 
tests showed that the particles actively accumulated 

in the tumor, while accumulating in the liver much 
less intensively compared to nanoparticles loaded with 
the conventional dyes (namely, Cy5.5) [142].

Human ferritin nanoparticles (sized 12 nm) con-
sisting of 24 subunits of ferritin heavy chains fused 
with an anti-EGFR affibody by the genetic engineer-
ing technique have been obtained. These particles 
were labeled with a Cy5.5 near-red dye and used 
to visualize EGFR-overexpressing cells [149]. To en-
sure longer term in vivo circulation of ferritin na-
nostructures in the bloodstream, the following mod-
ifications were made: hydrophobic sequences were 
inserted into the structure so that a hydration shell 
was formed (this effect was similar to that of nan-
oparticle PEGylation) [150]. This approach has en-
hanced the accumulation of nanoparticles in the tu-
mor twofold as confirmed by intravital imaging using 
the Cy5.5 dye [150].

It was found that 90-nm camptothecin-loaded mes-
oporous silicon nanoparticles coated with a protein 
corona formed by a glutathione-S-transferase/an-
ti-HER2 affibody fusion protein bind to serum pro-
teins to a significantly lower extent, thus minimizing 
the nanoparticle uptake by macrophages [151]. Such 
particles labeled with a DiI fluorescent dye and load-
ed with camptothecin, a cytotoxic quinoline alkaloid 
inhibiting topoisomerase I, were used for imaging and 
inhibiting tumor growth in vivo with 90% efficiency 
[151].

4.7. Modification of tetrahedral DNA 
complexes with affibody molecules
Many publications have addressed the develop-
ment of systems for the targeted delivery of genet-
ic material. For example, ZHER2:2891 anti-HER2 affibody 
molecules bound to the polyethylene glycol–poly-
ethyleneimine copolymer were used to deliver the lu-
ciferase gene into HER2-overexpressing BT474 cells. 
The luminescence intensity of the transfected HER2-
overexpressing cells was shown to be higher than that 
of the control MDA-MB-231 cells, characterized by 
a moderate HER2 expression of more than 300-fold 
[152].

DNA can carry not only genetic information, but 
also chemotherapeutic drugs. In particular, DNA tet-
rahedra (3D structures produced from 20 bp DNA 
double helices using the DNA origami method) act as 
scaffolds. DNA tetrahedra chemically modified with 
the anti-HER2 affibody via maleimide conjugation and 
loaded with doxorubicin (53 doxorubicin molecules 
per complex) [153] inhibited cell growth significantly 
stronger compared to doxorubicin, while being much 
less toxic to cells with a normal HER2 expression lev-
el. Similar cisplatin-loaded nanoparticles (68 cisplatin 
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molecules per nanoparticle) were used to selectively 
kill HER2-positive cells with an almost 100% efficien-
cy level [154].

A fusion protein consisting of the ZHER2:342 affibody 
and RALA peptide, an efficient nonviral agent for nu-
cleic acid delivery into cells, was also obtained. The 
affibody and the peptide were connected by a flexible 
protease-resistant glycine–serine linker (G4S)3. The 
resulting fusion peptide is associated with FUdR15, a 
sequence of 15 residues of 5-fluorodeoxyuridine that 
is metabolized into a 5-fluorouracil chemotherapeutic 
agent [155]. The resulting system has a targeted im-
pact on HER2-overexpressing N87 cells and leads to 
their apoptosis [155]. Subsequently, the targeted de-
livery mechanisms elaborated in the reviewed stud-
ies [154, 155] were combined into the DNA tetrahe-
dron-based system for the delivery of FUdR to the 
cells of a tumor induced by the injection of BT474 
cells; this system slowed down tumor progression ap-
proximately 2.5-fold [156].

4.8. Modification of quantum dots with affibodies
Quantum dots are fluorescent semiconductor na-
nocrystals (with a core sized 1–12 nm) synthesized 
from group II and VI elements (e.g., ZnS, CdSe or 
CdTe) or, less frequently, group III and V (InP) or 
group IV and VI (PbS, PbSe, or PbTe) elements. 
They differ from the conventional fluorophores such 
as organic dyes and fluorescent proteins in terms of 
their broad absorption band, significant Stokes shift, 
narrow emission spectrum, and high quantum yield 
(up to 80%), as well as high photostability [157, 158]. 
The significant dependence of the emission wave-
length on the particle size makes it possible to per-
form multicolor labeling and simultaneous identifi-
cation of different biological objects. However, the 
toxicity of QDs significantly limits the scope of their 
in vivo application for therapeutic purposes. The use 
of QDs for sentinel lymph node mapping is much 
more promising, since in this case the drug is inject-
ed locally and the metastatic lymph node is subse-
quently resected.

In particular, quantum dots QD655 modified with 
the ZHER2:477 anti-HER2 affibody through the streptavi-
din–biotin system have been used for diagnostic pur-
poses. These quantum dots have been applied for the 
immunohistochemical staining of tumor cross-sections 
to successfully identify the HER2 status of the tumor, 
as well as the presence and localization of HER2 ho-
modimers, by confocal and electron microscopy [159, 
160].

Quantum dots QD800 sized 5 nm (core/shell/shell = 
InAs/InP/ZnSe) conjugated to the ZHER2:342 anti-HER2 
affibody through a heterobifunctional PEG deriva-

tive carrying a terminal amino group were used for 
in vivo imaging. The affibody was modified with 
cysteine at its N-terminus, and the chemical conju-
gation reaction was performed using 4-maleimidobu-
tyric acid N-succinimidyl ester. Anti-HER2 quantum 
dots were employed for selective real-time imaging of 
SK-OV-3 tumors in immunodeficient mice using an 
intravital imaging system [161]. The accumulation of 
targeted quantum dots in the tumor was shown to be 
approximately threefold higher than that of non-tar-
geted ones [161].

ZEGFR:1907 anti-EGFR affibody was adsorbed onto 
the surface of 8 nm silver sulfide (Ag2S) quantum 
dots, and the modified particles were used for pho-
toacoustic imaging of EGFR-overexpressing tumors 
[162]. The same quantum dots coated with IGF-1R-
recognizing affibody, ZIGF1R, were used in vivo for 
bimodal photoacoustic imaging and near-infrared 
imaging of tumors in immunodeficient animals [163].

Carbon dots possessing a broad range of unique 
optical characteristics have found a wide applica-
tion. Thus, not only do 20 nm gadolinium-encapsu-
lated Gd@C carbon dots possess bright fluorescence, 
but they also exhibit MRI contrast properties [164]. 
These dots were coated with ZEGFR:1907 anti-EGFR af-
fibody and used for both in vitro and in vivo target-
ed delivery. It was shown in vitro that the MRI sig-
nal for HCC827 cells (EGFR+) is significantly higher 
than that for NCI-H520 cells (EGFR-). These struc-
tures are also efficient for in vivo targeted tumor 
imaging 1 h post-injection (MRI signals for HCC827 
and NCI-H520 tumors differed by a factor of 1.5). 
Furthermore, Gd@C quantum dots with ZEGFR:1907 are 
efficiently excreted by the kidneys, unlike Gd@C 
dots [164].

5. TARGETED ANTIBODIES BASED ON ADAPT PROTEINS
The high affinity constants of proteins based on al-
bumin-binding domains (ABDs) ADAPT have made 
it possible to design an ultrasensitive method for 
detecting HER2 in the samples containing 10% of 
serum. Thus, QD625 quantum dots have been ob-
tained and modified by HER2-targeting ADAPT6 
via self-assembly. The threshold of HER2 detec-
tion using these quantum dots was 40 × 10−12 M 
(≈ 8 ng/mL) [165].

6. CONCLUSIONS
Scaffold proteins can be called next-generation pro-
teins [166–169]. An appreciably large number of med-
ications based on these proteins are currently under-
going clinical trials [170–175], and some of them are 
already used in theranostics (e.g., ecallantide, a pro-
tein based on the Kunitz domain).
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Despite such advantages as small size, stable struc-
ture, and the simplicity of large-scale biotechnologi-
cal production, these proteins also have shortcomings 
when used in combination with functional nanostruc-
tures, which are related to regioselective binding to 
the surface of nanostructures, while the recognition 
properties are retained. The problems of this kind are 
solved using various molecular mediators between 
the nanoparticle surface and protein molecules (e.g., 
SpyTag–SpyCatcher, barnase/barstar, and streptavi-
din/biotin), as well as genetic engineering techniques 
(e.g., incorporation of DARPins into the viral enve-
lope).

Our advances in chemical modification and genetic 
engineering allow one to produce nanoparticles that 
are maximally effective only in vitro. When target-
ed nanoparticles are injected systemically into the 
bloodstream, their accumulation in the tumor is of-
ten no more than 2.5 times greater than that in the 
case of non-targeted nanoparticles; the total accu-
mulation in the tumor is no greater than 0.7% of the 
injected dose. 

Along with the development of targeted agents for 
the therapy and diagnosis of cancer (as well as cancer 
theranostics), designing novel methods for nanoparti-
cle administration and delivery is an equally impor-
tant task in nanobiomedicine. This has received much 
less attention thus far. In particular, methods for pro-
longing nanoparticle circulation in the bloodstream 
are being developed: the mononuclear phagocyte sys-
tem is suppressed temporarily without any serious 
side effects.

Since solid tumors are dense heterogeneous struc-
tures, the in vivo impact of targeted therapeutic 
agents on cancer cells is meaningful only for the 
uppermost tumor layers, while deep-lying cells re-
main viable, thereby neutralizing the effect of the 
targeted action. Angiogenesis needs to be inhibit-
ed (through their impact on endothelial markers), 
thus disrupting the blood supply to deep-lying can-
cer cells. 

This work was supported by the Russian Foundation 
for Basic Research (project No. 20-14-50514).
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INTRODUCTION
The major driving force of molecular evolution is 
mutation, a process that introduces changes to the 
genomic sequences that are transmissible through 
generations. While the most frequent type of mu-
tations are single-nucleotide polymorphisms, which 
affect single bases, genomic duplications are another 
important type of DNA changes. A particular subtype 
are the so-called tandem genomic duplications, which 
are represented by DNA sequences typically more 
than 1 kb long, are immediately adjacent to each oth-
er, and have a high level of sequence identity [1, 2]. 

Tandem genomic duplications may affect entire 
genes, either protein-coding or non-coding, or only 
gene parts. In the latter case, the duplication leads to 
propagation of only a portion of the gene sequence, 
thus affecting the exon-intron structure [3]. The pro-
cess where the same exon of a gene is duplicated or 
two or more exons from different genes are brought 
together ectopically is called exon shuffling [4, 5]. In 
many cases, exon shuffling through tandem exon du-
plication has been linked to mutually exclusive exon 
choice, a regulated pattern of alternative splicing in 
which only one exon from a group of exons is in-
cluded in the mature transcript [6, 7]. Mutually ex-
clusive exons (MXEs) are found in the genes across 
diverse phylae; e.g., cadherin-N (CadN) [8, 9], my-

osin heavy chain (MHC) [10], 14-3-3ζ [11], srp [12], 
multidrug resistance-associated protein (MRP) [13] 
genes in D. melanogaster, mammalian forkhead box 
(FOX) transcription factor [14] and tropomyosin gene 
families [15]. Perhaps the most fascinating example 
of MXE that resulted from tandem duplications is 
D. melanogaster down syndrome cell adhesion mol-
ecule 1 (DSCAM1) gene, which contains 4 groups of 
MXE clusters, which in total can lead to up to 38,016 
distinct protein isoforms [16, 17, 18, 19, 20, 21]. 

In 2002, a systematic study of common exon dupli-
cations and their role in alternative splicing reported 
that about 10% of animal genes contain tandemly du-
plicated exons and discovered more than 2,000 unan-
notated candidate MXEs by similarity searches iden-
tifying homology to neighboring exons or within DNA 
adjacent to exons [22]. However, tandem exon dupli-
cations may also affect the intronic and untranslated 
regions (UTRs) that are not immediately adjacent to 
annotated exons, and genome annotation databases 
have significantly expanded. This has motivated us to 
revisit this question by detecting homology between 
annotated exons and the entire gene sequences and 
their genomic neighborhoods. We found that, indeed, 
tandem exon duplications span far beyond the pro-
tein-coding part of gene sequence and are also quite 
frequent in the untranslated regions. We present a 
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dynamic picture of the abundance of exon duplica-
tions as a function of nucleotide sequence homology 
and report a number of characteristic examples of 
such duplications. 

METHODS

Genome sequences and annotations
The February 2009 (hg19, GRCh37.p13) assembly 
of the human genome was downloaded from the 
Genome Reference Consortium [23]. GENCODE 
comprehensive gene annotation version 19 was 
downloaded from the GENCODE consortium web-
site [24]. D. melanogaster BDGP Release 6 (dm6) 
and C. elegans WBcel235 (ce11) genome assemblies 
were downloaded from the UCSC Genome Browser 
website [25]. ENSEMBL transcript annotations for 
D. melanogaster were imported from FlyBase, re-
lease dmel_r6.32 [26]. ENSEMBL transcript annota-
tions for C. elegans release 104 were imported from 
Wormbase [27]. RefSeq transcript annotations for all 
organisms were downloaded from NCBI RefSeq da-
tabase [28]. Records other than protein coding genes 
were excluded from all annotation databases. The 
numbers of unique exons in the human, D. melano-
gaster, and C. elegans databases were 329,983; 83,276; 
and 172,984, respectively. 

Exon homology search
The homology search was carried out using the 
EMBL-EBI’s exonerate tool to identify tandem exon 
duplication [29]. The nucleotide sequence of each 
exon was aligned to the nucleotide sequence of its 
parent gene that was extended in both directions by 
15% of the gene length in a strand-specific way. We 
chose to use a percent of the gene length rather than 
a fixed window around the gene, since human genes 
are substantially longer than D. melanogaster genes. 
The choice of 15% cutoff was motivated by the fact 
that the distance from a gene to its neighbor genes 
does not exceed 15% of the gene length for approx-
imately one half of D. melanogaster genes. The pro-
gram was executed in the exhaustive mode to ob-
tain a more accurate alignment. The minimal percent 
identity cutoff was set to 50%; however, exonerate 
did not detect sequence homology below 57%. The 
sequences of the alignments were extracted using 
the getfasta tool from the bedtools package [30]. The 
alignments were organized in a bed12 table, in which 
each line corresponds to one query-target pair (in-
cluding self-hits). After discarding self-hits, the ta-
ble contained 116,320; 5,244; and 5,605 query-target 
pairs for the human, D. melanogaster, and C. elegans 
genes, respectively. 

Filtering procedure for query-target pairs
To identify unannotated tandem exon duplications, 
we filtered the table of query-target pairs using the 
bedtools intersect utility as follows. We removed the 
query-target pairs in which the target sequence in-
tersects at least one annotated exon by more than 5% 
if its length. Additionally, we removed the query-tar-
get pairs in which the target sequence intersects at 
least one annotated interspersed repeat or low-com-
plexity DNA sequence by more than 10% if its length, 
according to multiple repeats tracks from the UCSC 
Genome browser [25]. 

RNA-seq data
The RNA-seq data from 6,625 samples in the 
Genotype-Tissue Expression (GTEx) consortium v7 
data were analyzed using the procedure described 
previously [31]. Short reads were mapped to the hu-
man genome using STAR aligner v2.4.2a by the data 
providers [32]. Split reads supporting splice junc-
tions were extracted using the IPSA package with 
the default settings [33] (Shannon entropy threshold 
1.5 bit). Only split reads with the canonical GT/AG 
dinucleotides were considered. Uniquely mapped 
reads were selected based on the presence of NH:1 
tag in the BAM files. The average read coverage and 
PhastCons conservation scores were calculated using 
the Deeptools software package [34].

RESULTS

Nucleotide increase ratio
In order to detect exonic duplications, we used the 
largest to-date exon annotation datasets, including the 
GENCODE [35] and RefSeq [28] databases, and per-
formed a sequence similarity search for each exon 
within the extended nucleotide sequence of its parent 
gene using exonerate software [29]. In what follows, 
we refer to the annotated exons as query sequenc-
es, and their respective homologs that were found 
by exonerate as target sequences (Fig. 1). Each que-
ry-target pair is characterized by the covariates re-
lated to the query (e.g., location within CDS or UTR), 
the covariates related to the target (e.g., whether or 
not it overlaps an annotated exon), and percent se-
quence identity between the query and the target. 
Since many exons are alternatively spliced and, thus, 
contribute as overlapping regions to the exon annota-
tion sets, we introduced the Nucleotide Increase Ratio 
(NIR) score, which is defined as the total number of 
nucleotides covered by the target set as a fraction of 
the total number of nucleotides covered by the query 
set in the similarity search with the given or higher 
percent of sequence identity. By construction, NIR 



RESEARCH ARTICLES

VOL. 14 № 1 (52) 2022 | ACTA NATURAE | 75

is always greater than 1 since each query serves as 
its own target with 100% sequence identity. NIR can 
be computed for all query exons as well as for cod-
ing and UTR queries separately. Tables of query-tar-
get pairs are available through the online repository 
https://zenodo.org/record/5474863. 

As expected, the NIR values decrease with increas-
ing sequence identity threshold (Fig. 2A). Despite 
the 50% threshold on minimal sequence identi-
ty, exonerate did not detect any query-target pair 
with sequence homology below 57%. Considering 
80% sequence identity cutoff as the midpoint in the 
60%–100% interval, which contains all the targets, 
we observed that approximately 2% of human ex-
onic nucleotides were found to have homologs when 
performing the similarity search with 80% sequence 
identity or larger, while only 0.08% of D. melanogaster 
and 0.06% of C. elegans exonic nucleotides did so. 
Obviously, this has to do with the fact that the targets 
of exonic nucleotides beyond the annotated exons be-
long to intronic regions, and human introns are much 
longer than those of D. melanogaster and C. elegans. 
Remarkably, when considering only exons that are 
located in UTRs, almost 15% of human exonic nucle-
otides were found to have homologs when perform-
ing the similarity search with 80% sequence identi-
ty or larger (Fig. 2A). The respective proportions for 
D. melanogaster and C. elegans were 0.3% and 0.2%, 
indicating a substantially larger frequency of exon 
duplications in UTRs. 

Next, we asked whether some genes are more 
prone to tandem exon duplications than the others. 
To address this question, we computed the NIR val-
ues for each annotated gene separately and plot-
ted the NIR frequency distributions (Fig. 2B). The 
NIR frequencies followed a power law distribu-
tion as evidenced by a nearly linear dependence 
of the logarithm of frequency on the logarithm of 
the NIR, with a substantial decline towards high-

er frequencies for larger NIR values in some genes. 
Interestingly, the human genes with declining NIR 
values for CDS exons included CAMK1D (Calcium/
Calmodulin Dependent Protein Kinase ID), CLYBL 
(Citramalyl-CoA Lyase), and NBPF20 (Neuroblastoma 
breakpoint family member 20) genes; however, some 
genes also had declining NIR values for the UTRs; 
e.g., OBSCN (Obscurin, Cytoskeletal Calmodulin and 
Titin-Interacting RhoGEF) and NEB (Nebulin). In 
D. melanogaster, the remarkable outliers were the 
dpy, hydra, and heph genes.

The difference in the propensity of tandem du-
plications in the genes with large NIR compared to 
other genes could potentially arise from differences 
in their exon lengths. To address this, we compared 
the NIR values in groups of exons equally spaced in 
ten bins by length. We found that the NIR values de-
crease approximately fourfold as exon length increas-
es from 20 to 220 nucleotides, thus indicating that 
longer exons do not contribute to larger NIR values. 
Indeed, the longer the target, the smaller the likeli-
hood of finding a homolog at 80% sequence identi-
ty cutoff should be. Additionally, the average exon 
length for the top 200 genes with the largest NIR val-
ues did not differ significantly from the average exon 
length in the population of all exons (Wilxcoxon test, 
P value = 0.2). Therefore, exon lengths do not signif-
icantly affect the propensity of tandem duplications. 
The Gene Ontology analysis of the top 200 genes with 
large NIR values revealed a statistical enrichment of 
GO categories related to cell adhesion and nervous 
system development (biological function), ion binding 
and receptor activities (molecular function), and mem-
brane localization (cellular compartment).

To further investigate the structure of exonic du-
plications in these genes, we created a track hub for 
the UCSC Genome browser as a visualization tool for 
all query-target pairs. As a positive control, we con-
firmed that our procedure successfully identified clus-

Fig. 1. A schematic 
representation of 
the tandem exon 
duplication search. 
The nucleotide 
sequence of each 
exon of every gene 
is aligned to the nu-
cleotide sequence of 
its parent gene that 
is extended 15% in 
length upstream and 
downstream

15% 15% Gene

Unannotated 
exon

Unannotated 
exon

Unannotated 
exon

Annotated 
homologous exon

exonerate
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Fig. 2. (A) The Nucleotide Increase Ratio (NIR) in human, D. melanogaster, and C. elegans genes as a function of 
query-target nucleotide sequence identity. (B) The frequency distribution of NIR in human, D. melanogaster, and 
C. elegans genes (sequence identity threshold 80%). Gene names are shown for remarkable outliers. The insets list the 
genes with large NIR (cutoffs are shown)
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ters of tandemly duplicated exons in the genes known 
from the literature [10, 11, 12, 13] (data not shown). 
In order to discover novel, unannotated tandem exon 
duplications, we excluded the query-target pairs that 
overlap any annotated exon from consideration and 
filtered out the targets intersecting the annotated re-
peats or low-complexity regions, since they could have 
originated through a different mechanism; e.g., exoni-
zation of transposed elements [36]. As statistical evi-
dence for the expression of the newfound exons, we 
computed the read coverage and splice junction sup-

port using RNA-seq data from the Genotype Tissue 
Expression project [31]. 

CASE STUDIES

Obscurin (OBSCN)
Obscurin (OBSCN) is a remarkable example of a hu-
man gene broadly affected by tandem exon duplica-
tions. It spans more than 150 kb and contains over 80 
exons [37]. The protein encoded by this gene belongs 
to the family of giant sacromeric signaling proteins, 
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which also includes titin and nebulin [38]. OBSCN is 
expressed in the heart (RPKM 8.6), prostate (RPKM 
2.9), and other tissues [31]. 

Our analysis has shown that the vast majori-
ty of OBSCN exons are homologous to each other 
and similar in length, being indicative of their ori-
gin in tandem duplication (Fig. 3). The presence of 
repeated elements in the intervening introns fur-
ther suggests that they originated through sever-
al rounds of genomic duplications, most likely, via 
non-homologous recombination. Remarkably, one of 
the intervening introns contains a region that is ho-
mologous to other exons but is not annotated as exon 
(Fig. 3, blue). The functionality of this region is sup-
ported by a peak of phastCons score and the exist-
ence of split reads aligning to exon–exon junctions. 
Interestingly, the same intervening intron contains 

another peak of phastCons score downstream of the 
shaded exon that is also supported by split reads; 
however, it does not show sufficient sequence homol-
ogy to other exons (percent sequence identity 62.4% 
vs. 78.9% for the other regions).

UDP Glucuronosyltransferase 
Family 1 Member A (UGT1A)
The human UGT1A gene encodes UDP Glucuronosyl-
transferase Family 1 Member A group of proteins, 
which is represented by thirteen unique alternate 
first exons followed by four common exons. UGT1A is 
associated with diseases including Gilbert syndrome 
[39] and Crigler–Najjar syndrome [40]. Each first exon 
encodes the substrate binding site, giving rise to pro-
teins with different N-termini and identical C-termini, 
and is regulated by its own promoter. According to 

Fig. 3. A Genome Browser diagram of tandem exon duplications in OBSCN. The annotated transcripts (GENCODE and 
RefSeq) are shown in dark blue. The query-target pairs with 80% sequence identity are shown in red; query exons are 
thick, and their targets are thin. The track below query-target pairs represents split reads supporting splice junctions. 
The PhastCons score over 100 vertebrates is shown in green

Fig. 4. A Genome Browser diagram of tandem exon duplications in UGT1A. The color codes in this legend are identical 
to those in Fig. 3
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our analysis, the variable initial exons of these genes 
are homologous to each other (Fig. 4), thus likely be-
ing generated by tandem exon duplications. There is 
a region in the 5’-UTR of this gene that contains a 
region that is homologous to the initial exons, but not 
annotated as an exon. This region is also supported by 
a peak of phastCons score (Fig. 4, blue). A remarkable 
feature of this exon cluster is the mutually exclusive 
choice of the initial exons in the mature transcripts of 
this gene. 

Examples of tandem exon duplications 
in D. melanogaster UTRs
Two remarkable examples of tandem exon duplica-
tions in UTRs of D. melanogaster are the hydra (Fig. 
5A) and pip (Fig. 5B) genes. In hydra, nine homol-
ogous initial exons are spliced in a mutually exclu-
sive manner, while in pip we observe eight tandemly 
repeated homologous clusters of mutually exclusive 
terminal exons. It was shown that the initial exon of 
hydra has undergone recurrent duplications, and sev-
en of these alternative initial exons are flanked on 
their 3’-side by the transposon DINE-1 (Drosophila 
interspersed element-1) [41]. At least four of the 
nine duplicated initial exons can function as alter-
native transcription start sites [41]. The 3’-UTRs of 
pip, which encodes sulfotransferase that contributes 
to the formation and polarity of the embryonic dor-
sal-ventral axis, have been studied in much less detail. 
A similar pattern of mutually exclusive usage of 3’-
UTRs has been recently reported to be dependent on 
competing RNA secondary structures, including the 
3-UTR of pip [42]. 

Expression support by RNA-seq data
To assess the expression of tandem exon duplica-
tions using RNA-seq data, we considered query-tar-
get pairs in the human genes in which the target re-
gion does not intersect any annotated exon or any 
annotated repeat element, and merged the remaining 
targets using the bedtools merge program. This pro-
cedure yielded 4,027 intronic targets. Each of these 
targets was matched randomly to a control region of 
the same length that was located 30 nt upstream or 
downstream. 

One inherent problem in assessing the expression 
of tandem exon duplications using RNA-seq data is 
that in the case of high nucleotide sequence identity, 
short reads align equally well to the query and target 
regions, thus confounding the analysis. We, therefore, 
filtered out all short reads that aligned to more than 
one position in the genome and computed the aver-
age read coverage for the target and control regions 
in each of the 53 tissue transcriptomes within the 
Genotype Tissue Expression (GTEx) project [31] using 
only uniquely mapped reads. Next, we computed the 
score log FC

i
 = log10(1 + target

i
) - log10(1 + control

i
), 

where target
i
 is the average target read coverage 

in the tissue i and control
i
 is the average control 

read coverage in the tissue i. Tissues with an insuf-
ficient number of log FC

i
 values (Bladder, Cervix - 

Endocervix, Cervix - Ectocervix) were excluded from 
further analysis. In a group of targets that showed at 
least 80% nucleotide sequence homology to the que-
ry, we observed a significant positive departure of 
the log FC

i
 metric from zero (Wilcoxon signed rank 

test), which remained significant in some tissues af-

Fig. 5. A Genome Browser diagram of tandem exon duplications in D. melanogaster genes hydra (A) and pip (B) .  
The color codes in this legend are identical to those in Fig. 3

A

B
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Fig. 6. The distribution of the log FC
i
 read coverage metric in GTEx tissues for targets with at least 80% nucleotide se-

quence homology to the query. The standard color coding of GTEx tissues from [31] was used. Only tissues with signifi-
cant departure of log FC

i
 from zero are shown (by descending statistical significance). Significance levels were assigned 

by Wilcoxon signed rank test after the Benjamini-Hochberg correction criteria for multiple testing had been applied
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ter Benjamini-Hochberg correction for multiple test-
ing (Fig. 6); e.g. Whole Blood, Esophagus, Lung, Testis, 
Muscle, Brain, and also some of the transformed cells. 
Remarkably, the Wilcoxon signed rank test indicated 
a statistically significant departure from zero even in 
the cases when the median was close to zero, which 
indicates the prevalence of large positive differenc-
es in the sample. We also observed an increase in the 
number of split reads supporting exon–exon junctions 
for tandemly duplicated exons with higher nucleotide 
sequence identity (Fig. 7). These results demonstrate 

that at least some of the unannotated tandemly du-
plicated exons may indeed be expressed, but in a tis-
sue-specific manner. 

Finally, we calculated the difference between av-
erage PhastCons [43] scores obtained from the mul-
tiple alignments of 100 vertebrate species between 
the target and control regions. The target regions 
were on average more evolutionarily conserved 
than the control regions (Wilcoxon signed rank test,  
P value = 0.009), which additionally supports their 
functionality. 
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DISCUSSION
An interesting observation made in this work is that 
tandem exon duplications are prevalent not only in 
the coding regions, but also in the UTRs of eukaryotic 
genes and, moreover, they seem to be associated with 
a mutually exclusive choice of tandemly duplicated 
initial and terminal exons. A recent study has shown 
that the regulatory mechanism underlying the mutu-
ally exclusive choice of 3’ variable regions in D. mel-
anogaster PGRP-LC pre-mRNA involves competing 
RNA structures [42]. These RNA structures jointly 
regulate the 3’ UTR selection through activating the 
proximal 3’ splice site and concurrently masking the 
intron-proximal 5’ splice site, together with physical 
competition of RNA pairing [42]. A similar regulatory 
program also operates in 3’ variable regions of D. mel-
anogaster CG42235 and pip genes. This observation 
raises an intriguing question of whether tandem exon 
duplications in UTRs can generally be controlled by 
competing RNA structures.

Recently, we have proposed an evolutionary mech-
anism for the generation of competing RNA struc-
tures associated with mutually exclusive splicing via 
genomic duplications that affect not only exons but 
also their adjacent introns with stem-loop structures 
[44]. According to this hypothesis, if one of the two 
arms of an intronic stem-loop is duplicated, it will au-
tomatically generate two sequences that compete for 
base pairing with another sequence, a pattern that 
is associated with MXE splicing [13, 14, 15, 21]. This 
model implies that the mutually exclusive splicing 
pattern is an inevitable consequence of tandem exon 
duplications. Considering the high abundance of con-

served complementary regions in the UTRs of human 
genes [45], it appears plausible that tandem exon du-
plications within UTRs also could generate competing 
RNA structures leading to mutually exclusive exon 
inclusion.

CONCLUSIONS
Tandem exon duplications are abundant not only in 
the coding parts, but also in the untranslated regions 
of eukaryotic genes. It still remains an open question 
whether or not competing RNA structures are broad-
ly involved in the regulation of mutually exclusive 
splicing of these exons, as well as whether they could 
be generated as a byproduct of tandem genomic du-
plications. 
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ABSTRACT Formate dehydrogenase from Pseudomonas sp. 101 bacterium (PseFDH, EC 1.2.1.2) is a research 
model for the elucidation of the catalytic mechanism of 2-oxyacid D-specific dehydrogenases enzyme super-
family. The enzyme is actively used for regeneration of the reduced form of NAD(P)H in chiral synthesis 
with oxidoreductases. A multi-point mutant PseFDH SM4S with an improved thermal and chemical stabil-
ity has been prepared earlier in this laboratory. To further improve the properties of the mutant, additional 
single-point replacements have been introduced to generate five new PseFDH mutants. All new enzymes 
have been highly purified, and their kinetic properties and thermal stability studied using analysis of thermal 
inactivation kinetics and differential scanning calorimetry. The E170D amino acid change in PseFDH SM4S 
shows an increase in thermal stability 1.76- and 10-fold compared to the starting mutant and the wild-type 
enzyme, respectively.
KEYWORDS formate dehydrogenase, Pseudomonas sp. 101, catalytic properties, thermal stability, site-directed 
mutagenesis.
ABBREVIATIONS FDH – formate dehydrogenase; NAD(P)+ – nicotinamide adenine dinucleotide (phosphate).
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INTRODUCTION
NAD+-dependent formate dehydrogenase (FDH, EC 
1.2.1.2) from methylotrophic bacterium Pseudomonas 
sp. 101 (PseFDH) is one of the best studied enzyme in 
the group. PseFDH is the first formate dehydrogenas-
es obtained in a highly purified form and character-
ized [1]. The gene coding for the enzyme, psefdh, has 
been the first bacterial formate dehydrogenase gene 
cloned and overexpressed in Escherichia coli [2, 3]. 
Crystal structures for apo- and holo-forms of PseFDH 
have been determined (PDB2NAC, PDB2NAD, 
PDB2GO1, and PDB2GUG structures). Despite the 
fact that many novel formate dehydrogenases have 
been cloned, isolated, and characterized in the last 
decades, PseFDH is still the one with the highest 

thermal stability [4], and high catalytic activity and 
efficiency [5, 6]. Formate dehydrogenase from patho-
genic bacterium Staphylococcus aureus (SauFDH) has 
been recently isolated and crystallized in this labora-
tory [7]; this enzyme is comparable to PseFDH in its 
thermal stability [4] and exhibits a higher catalytic ac-
tivity, but not efficiency [6].

We systematically study structure-function rela-
tionships in formate dehydrogenases. The importance 
of His332-Gln313 pair and Arg284 residue in the cata-
lytic mechanism of PseFDH has been confirmed [8, 9]. 
Hydrophobization of alpha-helices with single-point 
replacement resulted in the production of mutant 
forms with improved thermal stability [10]. The ex-
periments aimed at changing the coenzyme specific-
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ity have been initiated [11]; the mutants with changed 
isoelectric point have been constructed [12]. The ef-
fect of N-terminal His-tag on the properties of the 
wild-type enzyme and its NADP+-specific mutants 
has been studied by site-directed mutagenesis [13]. 
Chemical stability of PseFDH has been improved as 
well, and the mutants with an increased stability in 
the presence of hydrogen peroxide have been pro-
duced [14, 15].

As seen from above, to construct a novel biocatalyst 
with just one improved parameter, one needs to intro-
duce a set of amino acid replacements. In some cases, 
combination of mutations results in synergy. For ex-
ample, such effect has been observed while improv-
ing thermal stability of soybean FDH [16]. In case of 
PseFDH SM4S mutant, replacements in 311th position 
generate enzymes with a 2.4-fold improved thermal 
stability with respect to the initial mutant, and more 
than 7-fold if compared to the wild-type PseFDH [17].

By combining replacements improving catalytic 
activity, as well as thermal and operational stabili-
ty, we have generated PseFDH SM4S variant. Here 
we continued experiments to improve properties 
of the above mutant. Additional single-point amino 
acid substitutions were introduced in PseFDH SM4S. 
Previously it have been shown that these changes 
provided positive effect on the properties of the wild-
type enzyme. 

EXPERIMENTAL

Site-directed mutagenesis
Single point amino acid substitutions were introduced 
using a two-step polymerase chain reaction (PCR). 
The pPseFDH8_SM4S plasmid, with psefdh gene un-
der control of a strong T7 phage RNA polymerase 
promoter, was used as a template. To introduce mu-
tations, forward (T7_for) and reverse (T7_rev) prim-
ers for the gene ends, as well as forward and re-
verse primers carrying the required substitution in 
the psefdhsm4 gene were used:
T7_for  5’-TAA TAC GAC TCA CTA TAG GG-3’
T7_rev  5’-GCT AGT TAT TGC TCA GCG G-3’
K61R_for 5’-GGC CTG CGC CGT TAT CTC GAA TCC AAC GGC CAC ACC CTG-3’ 
K61R_rev 5’-GAT TCG AGA TAA CGG CGC AGG CCG AGC TCG CCG G-3’
K61P_for 5’-GGC CTG CGC CGT TAT CTC GAA TCC AAC GGC CAC ACC CTG-3’
K61P_rev 5’-GAT TCG AGA TAC GGG CGC AGG CCG AGC TCG CCG G-3’
S131A_for 5’-GTC GAT CTT CAG GCG GCT ATC GAC CGT AAC GTC ACC-3’
S131A_rev 5’-GAT AGC CGC CTG AAG ATC GAC GTG GTC-3’
S160A_for 5’-GAT GAT CCT GGC GCT GGT GCG CAA CTA TCT GCC CTC-3’
S160A_rev 5’-GCA CCA GCG CCA GGA TCA TCA TCA CCA CAT G-3’
E170D_for 5’-CCT CGC ACG ATT GGG CGC GGA AGG GCG GCT G-3’
E170D_rev 5’-CTT CCG CGC CCA ATC GTG CGA GGG CAG ATA GTT GCG CAC-3’.

The PCR reaction mixture contained 2.5 μL of 
10x Pfu DNA polymerase buffer (200 mM Tris-HCl 
(pH 8.8 at 25°C), 100 mM (NH4)2SO4, 100 mM KCl, 
1 mg/mL BSA, 1% (v/v) Triton X-100, 20 mM 

MgSO4); 2.5 μL of dNTP mix (dATP, dGTP, dTTP, 
dCTP, concentration of each 2.5 mM); 1 μL DNA 
template (≈10 ng/μL); 2 μL of primers (10 nmol/mL); 
0.5 μL of Pfu DNA polymerase (2.5 U/μL) and deion-
ized water to a total mixture volume of 25 μL. PCR 
was performed in a 0.5 mL thin-walled plastic tube 
(SSI, USA) on a Tertsik device (“DNA-Technologies”, 
Russia).

To prevent evaporation of the reaction mixture, 
30 μL of mineral oil was added to the tube. The tube 
was heated for 5 min at 95°C and then the reaction 
was carried out according to the following program: 
denaturation, 95°C, 30 s; primer binding, 54–58°C; 
elongation, 72°C, 2 min, 25–35 cycles in total. After 
the last cycle, the reaction mixture was additionally 
left for 5 min at 72°C. The temperature at the second 
stage was chosen to be 3–5°C lower than the melting 
temperature of duplexes (Tm) formed by the prim-
ers.

To obtain fragments containing the desired sub-
stitution, two PCRs were performed using primer 
pairs: 1) forward PseFor containing the required nu-
cleotide(s) substitution(s) and reverse standard primer 
T7_rev (fragment 1); standard forward primer T7_for 
and reverse primer PseRev, also containing the re-
quired nucleotide(s) substitution(s) (fragment 2). The 
products of two PCRs were purified by electropho-
resis in 1% agarose gel followed by isolation of DNA 
fragments from the gel. At the next stage, the third 
combining PCR was performed with primers T7_for 
and T7_rev, where both previously obtained frag-
ments were used as a DNA template.

The product of the third PCR was purified in the 
same manner and then digested with restriction en-
donucleases NdeI and XhoI. The PseFDH_SM4S plas-
mid was treated with the same restrictases to remove 
the gene fragment with the introduced mutation. The 
digested PCR product and plasmid were purified by 
electrophoresis and ligated. The mixture obtained af-
ter the ligation reaction was transformed into E. coli 
DH5α cells. The introduction of the required mu-
tations was controlled by plasmid DNA sequencing 
at the Genome Center of Collective Use, Engelhardt 
Institute of Molecular Biology, Russian Academy of 
Sciences or at the Industrial Biotechnology Center 
of Collective Use, Federal Research Center for 
Biotechnology, Russian Academy of Sciences.

Expression of new PseFDH mutants in E. coli cells
PseFDH wild-type and mutant variants were ex-
pressed in E. coli BL21(DE3)/pLysS cells. Cells 
were transformed with the corresponding plasmid 
and plated on Petri dishes with agar medium con-
taining ampicillin (100 μg/mL) and chloramphenicol 



84 | ACTA NATURAE | VOL. 14 № 1 (52) 2022

RESEARCH ARTICLES

(25 μg/mL). To prepare the inoculum, a single col-
ony was taken from the dish and cultured in 5 mL 
of 2YT medium (yeast extract 10 g/L, bactotrypton 
16 g/L, sodium chloride 5 g/L, pH 7.0) in the presence 
of 150 μg/mL ampicillin and 25 μg/mL chlorampheni-
col for 7–9 hrs at 30°C and 180 rpm until the absorp-
tion at a wavelength of 600 nm was A600 ≈ 0.6–0.8. 
Then, 2 mL of the overnight culture were transferred 
into 100 mL shaked flasks containing 20 mL of 2YT 
medium and 150 μg/mL ampicillin and the cells were 
cultured at 37°C and 120 rpm until the absorbance 
of A600 = 0.6–0.8 was reached. Then cells were re-
seeded into flasks containing 230 ml of 2YT medium 
without antibiotics and cultivated at 30°C until the 
absorbance value A600 ≈ 0.6–0.8. Protein synthesis 
was induced by adding a lactose solution (300 g/L) to 
the culture medium to a final concentration of 20 g/L. 
After induction, the cells were incubated for 17 hrs at 
120 rpm and 30°C. The cell biomass after cultivation 
was collected on a Beckman J-21 centrifuge (USA) 
at 7500 rpm for 20 min at 4°C. The supernatant was 
removed and the cells were resuspended in 0.1 M so-
dium phosphate buffer pH 8.0 in a ratio of 1 : 4 (w/w). 
The resulting suspension was frozen and stored at 
–20°C.

Isolation and purification
Cells after cultivation were disintegrated by sonica-
tion. Cellular debris was precipitated by centrifuga-
tion (Eppendorf 5804R, 40 min, +4°C, 12000 rpm), 
and a saturated solution of ammonium sulfate was 
added to the supernatant to final concentration 35% 
of saturation (0.1 M sodium phosphate buffer, 0.01 M 
EDTA, pH 7.0 (solution A)) and the final solution was 
incubated for 4–8 h at +4°C. Undissolved proteins 
were precipitated in 50 ml tubes on an Eppendorf 
5804 R centrifuge (11,000 rpm, +4°C), and the result-
ing supernatant was applied to a 1.0 × 10 cm column 
with Phenyl Sepharose FastFlow (Pharmacia Biotech, 
Austria) equilibrated with solution A. After apply-
ing the enzyme, the column was washed with solu-
tion A until absorption at 280 nm disappeared. The 
enzyme was eluted from the column with a linear 
ammonium sulfate gradient (35–0% saturation, 0.1 M 
phosphate buffer, 0.01 M EDTA, pH 7.0, total vol-
ume 150 mL). 5 mL fractions were collected, absorb-
ance at 280 and 260 nm (A280 and A260, respectively) 
and enzymatic activity (A) were measured. Fractions 
with the maximum ratio (A/A280) were combined. 
Desalting was performed on a 2.5 × 10 cm column 
(volume 25 mL) with Sephadex G25 (Pharmacia Fine 
Chemicals, Sweden) equilibrated with 0.1 M Na-
phosphate, 0.01 M EDTA, pH 7.0. Fractions of 0.5 mL 
were collected, and enzymatic activity and absorb-

ance at 280 nm were determined in each fraction. 
The purity of the preparations was controlled by 
analytical electrophoresis in 12% polyacrylamide gel 
in the presence of 0.1% sodium dodecyl sulfate on 
a BioRad MiniProtean II electrophoresis device ac-
cording to the manufacturer’s protocol. The enzyme 
concentration in the samples was calculated from the 
absorption value of 1.6 for a 0.1% solution of purified 
PseFDH at a wavelength of 280 nm.

Measurement of formate dehydrogenase activity
FDH activity was determined spectrophotomet-
rically by the accumulation of NADH (NADPH) at 
a wavelength of 340 nm (ε340 = 6,220M–1 cm–1) on a 
Schimadzu UV1800 PC spectrophotometer at 30°C in 
0.1 M sodium phosphate buffer, pH 7.0. The concen-
tration of sodium formate and NAD(P)+ in the cuvette 
was 0.6 M and 1 mg/mL, respectively.

Determination of Michaelis constants
The Michaelis constants for NAD+ and formate were 
determined from the dependences of the enzyme ac-
tivity on the concentration (0.4–6 KM) of the corre-
sponding substrate. The concentration of the second 
substrate was saturating (>15 KM). The exact concen-
tration of the stock NAD+ solution was determined 
spectrophotometrically at a wavelength of 260 nm 
(ε260 = 17,800 M-1cm-1).

A solution of sodium formate with a given con-
centration was prepared by dissolving the required 
amount of the substrate in 0.1 M sodium phosphate 
buffer, pH 7.0. The volume of the solution was con-
trolled in a volumetric flask. The KM values were cal-
culated from the experimental dependences by the 
method of non-linear regression using the Origin Pro 
2015 program.

Thermal inactivation kinetics
Thermal stability of enzymes was measured in 0.1 M 
sodium phosphate buffer, pH 7.0 at several temper-
atures. Test tubes (0.5 mL volume) with 100 μL of 
the enzyme solution (0.2 mg/mL) were placed in a 
water thermostat preheated to the required temper-
ature (temperature control accuracy ±0.1°С). At cer-
tain time points, one tube was taken and transferred 
to ice for 5 min, then the tube was centrifuged for 
3 min at 12,000 rpm in an Eppendorf 5415D centri-
fuge. A residual FDH activity was measured in trip-
licate as described above. The thermal inactivation 
rate constant (kin) was determined as the slope of the 
direct dependence of the natural logarithm of the re-
sidual activity on time (semilogarithmic coordinates 
ln(A/A0) – t) by linear regression using the Origin Pro 
8.1 program.
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Determination of temperature stability 
by differential scanning calorimetry
Temperature stability was studied on a Nano DSC 
differential adiabatic scanning microcalorimeter 
(TA Instruments, USA). The working volume of cap-
illary calorimetric platinum cells was 300 μL. To pre-
vent the formation of bubbles and boiling of solutions 
with increasing the temperature, an excess pressure 
of 3 atm was maintained in the cells of the calorime-
ter. Before the experiment, the instrumental baseline 
was recorded and then subtracted from the data ob-
tained for the protein. During measurements, a buf-
fer solution was placed in the control cell, and FDH 
solution in the same buffer was placed in the working 
cell. The enzyme concentration was 1–2 mg/mL, and 
the heating rate was 1°C/min.

RESULTS AND DISCUSSION 

Selection of residues for directed mutagenesis
C145S, C255A, and A198G mutations are the key 
amino acid replacements in PseFDH SM4S mu-
tant. The first two protect the active site of PseFDH 
from chemical modification and/or oxidation of es-
sential cysteine residues. The C255A replacement re-
sults in preservation of 60% of the enzyme activity 
after 90-day storage at 25°C, whereas the wild-type 
PseFDH becomes completely inactive at this point 
[14]. The double replacement C145S/C255A decreases 
the enzyme inactivation rate constant in the presence 
of 100 mM hydrogen peroxide by almost 100 times 
[15]. The A198G replacement provides a decrease in 
structural tension in the polypeptide chain turn con-
necting βА beta-sheet and αВ helix in the coenzyme 
binding domain of PseFDH active site. This replace-
ment improves the enzyme thermal stability 2.6-fold, 
and Michaelis constant for NAD+ almost 2 times [11]. 
The present work focuses on the improvement of the 
thermal stability of PseFDH SM4S mutant.

Lys61 replacements
A shift in the medium pH from 7.0 to 8.0 increas-
es the rate constant of PseFDH thermal inactiva-
tion by 6 times [18]. This fact may be interpreted by 
ionic pairs disruption in alkaline pH, for example, 
by losing the positive charge on ε-amino group of 
lysine residue. In the previous work on FDH from 
Mycobacterium vaccae N10 (MycFDH), which has 
4 times worse thermal stability than PseFDH but 
differs from PseFDH by two amino acid residues, 
with one being Glu61 instead of K61 in PseFDH, 
the introduced mitations Glu61K (like in PseFDH) 
or Glu61Pro yield mutant MycFDHs close in their 
stability to PseFDH [19]. The analysis of apo- and 

holo-PseFDH structures (PDB2NAC and PDB2NAD, 
respectively) points to the ionic pair formed by K61 
amino group and Asp43 carboxyl. The same stabili-
zation effect of the introduced Pro61 to that of Lys61 
means that the ionic pair, responsible for the support 
of the enzyme structural stability, is preserved in the 
K61P mutant with the increase in pH. Additionally, 
K61R replacement can be introduced, since guani-
dine group will preserve the positive charge up to at 
least pH 12.

Hydrophobization of S131 and S160 residues
An approach to proteins stabilization based on hy-
drophobization of protein α-helices, is known for a 
while [20]. The most frequent Ser/Ala replacement 
in α-helices is a universal and effective approach 
for majority of proteins. For example, using this ap-
proach, we increased the thermal stability of D-amino 
acid oxidase by several fold [21]. The analysis of 
PseFDH structure revealed five Ser residues located 
in α-helices, among which only one was conserved. 
Mutations of the other four residues showed that the 
highest stabilization effect (ca. 20% each) was ob-
served for S131A and S160A replacements [10]. These 
particular replacements were selected for introduction 
into PseFDH SM4S.

Glu170Asp replacement
The Glu170 residue is located at the center of the 
protein globule, at the subunit interface (Fig. 1), and 
the negatively charged oxygen atoms of Glu170A car-
boxyl group of the first subunit are only 2.67 Å far 
from the oxygen atoms of Glu170В carboxyl group of 
the second subunit. A removal of carboxylic groups is 
inappropriate, since these groups participate in elec-
trostatic interactions, and in particular with Arg173 
guanidine groups from both А and В subunits (2.64 Å 
distance). To decrease the mutual repulsion of Glu170 
residues without disrupting the whole system of 
Glu170 interactions, Asp residue can be introduced, 
because it is shorter by one CH2-gropup than Glu res-
idue [22]. Of note, Moraxella sp. C2 FDH (84% homol-
ogous to PseFDH) does have Asp residues in position 
170 [23, 24]. The E170D replacement in PseFDH re-
sulted in a 40% increase in the enzyme thermal sta-
bility [22].

Thus, the structural analysis allowed us to choose 
5 amino acid replacements in 4 positions for direct-
ed mutagenesis as shown in Fig. 1. Of note, they are 
located both on the surface and inside the protein 
globule, including the subunit interface, which is not 
accessible for solvent molecules. Each replacement 
in the wild-type PseFDH did not give a significant 
improvement in stability (max to 40%), however, our 
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previous mutagenesis experience let us expect syner-
gy for the introduced replacements, and the combined 
effect could be sufficiently high.

Production of PseFDH SM4S mutant forms
New mutants of PseFDH SM4S have been con-
structed in accordance with the protocol described 
in the Experimental Section. Gene sequencing shows 
that only target mutations have been introduced. 
The expression results are summarized in Table 1. 
Expression of PseFDH SM4S and wild-type enzyme 
PseFDH are used as control. The data obtained allow 
us to conclude that the protocol developed for wild-
type PseFDH expression is applicable for production 

of all new enzyme forms. Isolation and purification 
of mutant PseFDH forms has been performed us-
ing the method developed by us earlier [8]. The re-
sults of analytical electrophoresis of PseFDH mu-
tants shown in Fig. 2 confirm that each preparation 
contains only one lane and no impurities. Thus, the 
enzyme preparations obtained are no less than 99% 
pure.

Fig. 1. Positions of Lys61, Ser131, Ser160 and Glu170 in 
the structure of apo-form of FDH from Pseudomonas sp. 
101 (PDB2NAC)

Table 1. Expression of mutant forms of PseFDH and wild-type enzyme in E. coli cells

Enzyme Enzyme yield, activity, 
U/L of medium

Biomass yield,
g/L of medium

Yield of enzyme by mass*, 
mg/L of medium

Enzyme content in 
cells, U/g

PseFDH wt 3875 13.5 388 287

PseFDH SM4S 5430 12.0 543 462

PseFDH SM4S K61P 4865 17.0 487 300

PseFDH SM4S K61R 4575 17.2 458 265

PseFDH SM4S S131A 5200 20.0 520 213

PseFDH SM4S S160A 5450 17.0 545 315

PseFDH SM4S E170D 6300 17.0 630 358

*Enzyme yield per 1 liter of medium was calculated based on activity yield (column 2) and specific activity value of 
10 U/mg of protein.

kDa

50

40

30

25

М 1 2 3 4 5 6 7

Fig.2. Analytical electrophoresis in 12% polyacrylamide 
gel in the presence of SDS-Na of enzyme preparations 
after purification. M – molecular weight marker;  
1 – PseFDH wild type; 2 – PseFDH SM4S;  
3 – PseFDH SM4S K61P; 4 – PseFDH SM4S E170D;  
5 – PseFDH SM4S K61R; 6 – PseFDH SM4S S131A;  
7 – PseFDH SM4S S160A
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Kinetic properties of enzyme mutants
The values of catalytic and Michaelis constants for 
NAD+ and HCOO- for all PseFDH mutants obtained 
are summarized in Table 2. Of note, the apparent 
value of the catalytic constant for all PseFDH mu-
tants remains unchanged within the experimental 
error. A small increase in Michaelis constant for for-
mate is observed for S131A change (60% and 40% as 
compared to PseFDH SM4S and wild-type PseFDH, 
respectively). The K61R replacement has a similar 
effect on KМ for formate. The values of Michaelis 
constants for NAD+ for the mutants obtained re-
main unchanged within the experimental error 
(a 10–20% increase and 15–35% decrease in com-
parison with KМ for PseFDH SM4S and wild-type 
PseFDH, respectively). As a consequence of these 
subtle changes, the catalytic efficiency kcat/KМ

NAD+ for 
all mutants is 1.4-fold lesser than that for PseFDH 
SM4S and equals to that of wild-type PseFDH. The 
value of kcat/KМ

HCOO- is slightly increased as the re-
sult of K61P and S160A replacements in PseFDH 
SM4S. Overall, the introduced replacements do not 
cause noticeable effects on the enzyme catalytic 
properties.

Thermal stability of PseFDH mutant forms
Thermal stability of PseFDH mutants has been stud-
ied in the temperature range of 65–69°С, where ther-
mal inactivation of the wild-type enzyme proceeds 
irreversibly in accordance with a monomolecular 
mechanism and first-order reaction kinetics [19]. An 
example of a dependence of the enzyme residual ac-
tivity on time in a semi-logarithmic coordinates is 
shown in Fig. 3A for PseFDH SM4S E170D. As seen, 
the semi-logarithmic plot shows a linear dependence, 
and thus, the inactivation process obeys first-order re-

Table 2. Kinetic parameters of mutant PseFDHs and wild-type enzyme

Enzyme kcat, s
-1 KM

HCOO-
, mM KM

NAD+
, μM kcat/KM

NAD+, (M-1s-1)×106 kcat/ KM
HCOO-, (M-1s-1)×103

PseFDH wt 7.3 ± 0.3 1.63 ± 0.08 52.5 ± 2.5 0.14 4.47

PseFDH SM4S 7.3 ± 0.3 1.36 ± 0.14 35.5 ± 1.5 0.21 5.37

PseFDH SM4S K61P 7.3 ± 0.3 1.19 ± 0.08 48.3 ± 1.7 0.15 6.13

PseFDH SM4S K61R 7.7 ± 0.4 1.89 ± 0.11 45.8 ± 2.0 0.17 4.07

PseFDH SM4S S131A 7.5 ± 0.4 2.31 ± 0.15 48.6 ± 1.6 0.15 3.25

PseFDH SM4S S160A 7.3 ± 0.3 1.22 ± 0.12 48.6 ± 2.7 0.15 5.98

PseFDH SM4S E170D 7.3 ± 0.3 1.11 ± 0.08 41.0 ± 1.7 0.18 6.58

Note. 0.1 M sodium phosphate buffer, 0.01 M EDTA, pH 7.0, 30°C.
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action kinetics. The apparent first-order rate constant 
for thermal inactivation, kin, is calculated from the 
slope of the linear dependence. The residual activity 
at 67°С for all enzyme forms studied plotted versus 
time in the semi-logarithmic coordinates is shown in 
Fig. 3B. It is clear that the highest stabilization effect 
is observed for E170D replacement in PseFDH SM4S. 
The K61R replacement slightly destabilizes PseFDH 
SM4S, however, the K61R PseFDH SM4S is still more 
stable than the wild-type enzyme. All other mutants 
exhibit the stability similar to that of PseFDH SM4S 
(Fig. 3B).

The analysis of the temperature dependence of the 
apparent rate constant of thermal inactivation gives 
an answer to the thermodynamic origin of the im-
proved stability of PseFDH SM4S E170D mutant. The 
true monomolecular character of PseFDH inactivation 
in the whole range of the temperatures studied allows 
us to apply the transition state theory for the analysis 
of the inactivation process.  

According to the theory, the equation for the ap-
parent rate constant of thermal inactivation has the 
following dependence on the temperature:

= ⋅
Δ
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where kB = 1.238 × 10-23 J/K – is Bolzmann’s constant;
h = 6.634 × 10–34 J/s-1 – is Plank’s constant;
R = 8.314 J/mol/К – is universal gas constant.
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The dependence in ln(kin/T) – 1/T coordinates is 
linear with the slope equal to -ΔH≠/R. The experi-
mental data on the dependence of the apparent rate 
constant for thermal inactivation for all PseFDH mu-
tants are plotted in Fig. 4. As one can see, in all cases 
the character of the dependence is the same as for 
PseFDH SM4S. Using the transition state theory, the 
values of enthalpy (ΔH≠) and entropy (ΔS≠) have been 
calculated. The value of ΔS≠ can be obtained from the 
slope of the dependence of ΔG≠ on temperature in ac-
cordance with the equation:

 ΔG≠=ΔH≠–TΔS≠

The value of activation Gibbs energy can be calcu-
lated from:
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As seen in Table 3, ΔH≠ and ΔS≠ for the mutants 
and PseFDH SM4S have the close values and they 
are higher than for the wild-type enzyme. The high-
est value of ΔH≠ is observed for the mutant with the 
highest stabilization effect, PseFDH SM4S E170D 
(Table 3).
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Thermal stability of some most interesting PseFDH 
mutant forms has been also studied using differential 
scanning calorimetry. Since the mutants exhibit simi-
lar stability, the above method has been used for the 
wild-type enzyme, PseFDH SM4S and two its vari-
ants with additional replacements E170D and K61P 
(S131A and S160A exhibit close stabilization effects), 
as shown in Fig. 5. The numeric values of the heat 
capacity and phase-transition temperature calculat-
ed from the melting curves are shown in Table 3. As 
seen from Table 3 and Fig. 5, E170D replacement re-
sults in the highest increase in the maximum tem-
perature at the melting curve (0.5°С) as compared to 
the one for PseFDH SM4S. Such increase is in agree-
ment with the magnitude of the stabilization effect 
observed in kinetic experiments on thermal inactiva-
tion. The E170D substitution also causes an increase 
in the specific heat of phase transition in comparison 
with the other mutants studied and the wild-type en-
zyme (Table 3), being in agreement with the analysis 
of thermal inactivation kinetics with the help of the 
transition state theory. Thus, there is a good agree-
ment in the results obtained by two independent ap-
proaches to the study of thermal stability of PseFDH 
mutants.

CONCLUSION 
The values of relative thermal stability of the new-
ly obtained mutants with respect to the wild-type 
PseFDH and the starting PseFDH SM4S mutant 
(value in brackets) at different temperatures are 
shown in Table 4. The comparison of the stabilization 
effects leads us to a number of conclusions.

1. Replacements in position 61 confirmed the im-
portance of K61 residue in supporting the active 

Table 3. Parameters for thermal inactivation process of mutant PseFDHs and wild-type enzyme

Enzyme ΔH≠, kJ/mol ΔS≠, J/mol/K ΔH
DSC

, kJ/mol Phase transition  
temperature, T

m
, °С

PseFDH wt 470 ± 35 1100 ± 100 1470 68.3

PseFDH SM4S 650 ± 40 1600 ± 100 1975 70.9

PseFDH SM4S K61P 665 ± 40 1650 ± 100 1880 70.9

PseFDH SM4S K61R 600 ± 40 1450 ± 100 nd nd

PseFDH SM4S S131A 630 ± 50 1720 ± 100 nd nd

PseFDH SM4S S160A 690 ± 35 1550 ± 100 nd nd

PseFDH SM4S E170D 700 ± 30 1730 ± 100 2070 71.4

Note. nd – no data. 0.1 M sodium phosphate buffer, pH 7.0.

PseFDH structure. Despite the fact that K61R substi-
tution results in destabilization of PseFDH SM4S, the 
additional mutation still results in the variant with 
a higher stability that the wild-type. As mentioned 
above, the replacement of Lys61 with Pro aimed at 
the removal of the ionic pair without compromising 
the stability. The results obtained confirm the va-
lidity of our hypothesis at рН 7.0. It has been also 
proposed that the removal of the ionic pair could in-
crease the enzyme thermal stability at an increased 
pH of 8.0. Preliminary experiments show that K61P 
change in PseFDH SM4S at рН 8.0 and the standard 
0.1 M phosphate buffer actually results in a decrease 
in the apparent thermal inactivation rate constant, in 
comparison with the starting PseFDH SM4S enzyme 
form. The further work will be performed in a wider 
range of buffer concentrations, because A198G sub-
stitution results in the change of the profile of the de-
pendence of the thermal inactivation rate constant on 
the buffer concentration compared to the wild-type 
enzyme [18].

2. Replacements S131A and S160A cause no mea-
surable change in the thermal stability of PseFDH 
SM4S. This is likely the result of the mild stabilization 
effect even for the wild-type enzyme (no more than 
20%), which is negligibly small and falls within the 
experimental error when one studies PseFDH SM4S, 
which thermal stability at 65–69°С is 3.6–7.0 times 
higher than for the wild-type PseFDH.

3. The E170D replacement in the highly stable 
PseFDH SM4S results in a 2-fold stronger stabiliza-
tion effect than that for the wild-type enzyme, hence, 
we do observe a strong synergy effect (200%). In ad-
dition, a higher enthalpy of activation (ΔH≠ = 700 and 
470 kJ/mol for PseFDH SM4S E170D and wild-type 



90 | ACTA NATURAE | VOL. 14 № 1 (52) 2022

RESEARCH ARTICLES

Table 4. Values of the stabilization effect* of mutant enzymes with respect to wild-type PseFDH and PseFDH SM4S at 
various temperatures

Enzyme

Stabilization effect, k
in

wt/k
in

mut
 
(k

in
SM4S/k

in
mut)

Temperature, °C

65 66 67 68 69

PseFDH wt 1.0 1.0 1.0 1.0 1.0

PseFDH SM4S 7.03(1.0) 5.59(1.0) 4.86(1.0) 3.78(1.0) 3.62(1.0)

PseFDH SM4S K61R 4.43(0.63) 2.58(0.56) 2.75(0.57) 2.5(0.59) 2.48(0.61)

PseFDH SM4S K61P 7.70(1.1) 5.16(0.92) 4.30(0.90) 3.5(0.97) 3.4(0.97)

PseFDH SM4S S131A 7.39(1.05) 4.13(0.93) 4.5(0.93) 4.2(1.15) 2.9(0.83)

PseFDH SM4S S160A 6.35(0.90) 4.13(0.93) 4.3(0.90) 3.1(0.95) 2.81(0.81)

PseFDH SM4S E170D 12.40(1.76) 7.95(1.41) 6.85(1.42) 5.4(1.49) 4.7(1.35)

*Stabilization effect calculated as the ratio of the observed inactivation rate constant of the mutant enzyme to the ob-
served inactivation rate constant of wild-type PseFDH at a given temperature (k

in
wt/k

in
mut). Values in parentheses show 

the corresponding k
in

SM4S/k
in

mut ratios, in which the observed rate constant of thermal inactivation of PseFDH SM4S was 
taken as the baseline.
0.1 M sodium phosphate buffer, 0.01 M EDTA, pH 7.0.

PseFDH, respectively) leads to the values of apparent 
rate constants of the new mutant enzyme inactivation 
at application temperatures (25–40°С) thousand times 
lesser than those for the wild-type enzyme. The mu-
tant obtained at these temperatures will be hundreds 
times more stable than the starting PseFDH SM4S 
mutant.

4. Since four single-point substitutions, e.g. K61P, 
S131A, S160A, E170D, do no change or even slightly 
increase thermal stability, and barely affect the ki-
netic parameters in comparison with PseFDH SM4S, 
they open a possibility of combining all the amino 
acid changes into a multi-point mutant. Strong syn-
ergy observed upon introducing E170D replacement 
into PseFDH SM4S supports the need in producing 

multi-point mutants, because by analogy, one may ex-
pect a similar synergic effect for combination of the 
other three mutations. Preliminary modeling and cal-
culations (to be published in separate) demonstrate 
that there is one more possible replacement that could 
improve chemical stability and Michaelis constants for 
both NAD+ and formate. The work in this direction is 
underway. 
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INTRODUCTION
In vitro culturing of mammalian cells remains one 
of the most valuable tools in molecular and cell biol-
ogy. In 1885, Wilhelm Roux developed a cell culture 
method by incubating live chick embryo cells in sa-
line for several days. In 1906, American zoologist Ross 
Granville Harrison became the first scientist to grow 
an artificial tissue culture [1]. Cell cultures began to 
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be used as a tool to study the interaction of various 
substances with living objects as the 19th century 
was coming to an end [2]. Two-dimensional (2D) cell 
models, which are currently the main tool employed 
in in vitro experiments, are widely used in funda-
mental and applied research; in particular, in develop-
ing antitumor therapy methods using various hybrid 
assemblies [3] and nanoparticles loaded with active 

ABSTRACT The aim of this work is to develop a 3D cell culture model based on cell spheroids for predicting 
the functional activity of various compounds in vivo. Agarose gel molds were made using 3D printing. The 
solidified agarose gel is a matrix consisting of nine low-adhesive U-shaped microwells of 2.3 × 3.3 mm for 3D 
cell spheroid formation and growth. This matrix is placed into a single well of a 12-well plate. The effective-
ness of the cell culture method was demonstrated using human ovarian carcinoma SKOVip-kat cells stably 
expressing the red fluorescent protein Katushka in the cytoplasm and overexpressing the membrane-asso-
ciated tumor marker HER2. The SKOVip-kat cell spheroids were visualized by fluorescence microscopy. The 
cell concentration required for the formation of same-shape and same-size spheroids with tight intercellu-
lar contacts was optimized. To verify the developed model, the cytotoxicity of the targeted immunotoxin an-
ti-HER2 consisting of the anti-HER2 scaffold DARP 9_29 and a fragment of the Pseudomonas aeroginosa 
exotoxin, DARP-LoPE, was studied in 2D and 3D SKOVip-kat cell cultures. The existence of a difference in 
the cytotoxic properties of DARP-LoPE between the 2D and 3D cultures has been demonstrated: the IC50 
value in the 3D culture is an order of magnitude higher than that in the monolayer culture. The present 
work describes a universal tool for 3D cultivation of mammalian cells based on reusable agarose gel molds 
that allows for reproducible formation of multicellular spheroids with tight contacts for molecular and cell 
biology studies.
KEYWORDS 3D printing, 3D cell culture models, DARPin, TurboFP635.
ABBREVIATIONS MTT – 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide; FITC – fluorescein iso-
thiocyanate; DARPin – designed ankyrin repeat protein; LoPE – low immunogenic exotoxin A fragment of 
the gram-negative bacteria Pseudomonas aeruginosa; HER2 – human epidermal growth factor receptor 2.
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substances [4–9]. Studies in 2D cultures take into ac-
count differences from in vivo animal models; how-
ever, in order to predict what effect this will have on 
the body, a large number of cell culture experiments 
is required. Other disadvantages of monolayer cul-
tures include the lack of a tissue structure and un-
limited access of cells to such growth medium com-
ponents as oxygen, nutrients, and metabolites, while 
access of a tumor tissue to these substances is, on the 
contrary, more variable. These limitations have led to 
the need for an alternative system resembling organs 
that allows one to perform a large number of routine 
experiments without laboratory animals. Such sys-
tems are spherical clusters of interacting cells: three-
dimensional (3D) models [10] such as dense cell ag-
gregations; spheroids grown on the surface of either 
low-adhesion plastic [11] or agarose [12]; and those 
obtained using hanging drops [13], alginate capsules 
[14], and other 3D systems.

Tumor 3D spheroids are closer to in vivo cell mod-
els compared to 2D cultures, since the latter do not 
reflect the architecture of animal organs, which have 
a specific structure and spatial organization. Spheroids 
are used to create organelles and organs mimicking 
the heterogeneity and pathophysiology of oncological 
processes in a living organism and also test potential 
drugs [11, 15, 16].

Tumor tissue consists not only of cancer cells 
but also of stromal cells, such as fibroblasts, vascu-
lar endothelial cells, pericytes, adipocytes, lymphatic 
endothelial cells, and the cells of the immune sys-
tem. These cells contribute to tumor formation and 
growth and participate in cancer drug resistance [17]. 
Spheroids consisting of tumor cells only form cell–cell 
and cell–extracellular matrix interactions and, thus, 
create a barrier for the substances to be tested [18]. 
Therefore, the results of studies of cytotoxic com-
pounds in 3D models differ from those obtained in 
monolayer cultures. Thus, 3D cultures are most suit-
able for in vitro studies aimed at predicting and mod-
eling the tumor response to drug exposure. For this 
reason, introduction of these objects into laboratory 
practice will save time and costs in identifying new 
drug candidates, accelerate clinical trials, and reduce 
the development time to market [18, 19].

This paper presents a simple and universal meth-
od for creating 3D spheroids (same-shape and same-
size cell clusters) to study the activity of substances 
in both fundamental and preclinical studies. The 3D 
printing technique was used to make gel molds from 
a photopolymer resin. Molds were filled with aga-
rose, which served as the well matrix for cell spher-
oid formation. Fluorescent microscopy showed the 
presence of numerous live cells, outnumbering dead 

ones, during spheroid growth. Comparison of 2D and 
3D cell cultures revealed significant differences in 
the cytotoxicity of the original targeted immunotoxin 
DARP-LoPE [20]. For instance, the half-maximum in-
hibitory concentration (IC50) value for the immuno-
toxin in the 3D culture is approximately an order of 
magnitude higher than that in the 2D culture, which 
must be taken into account when selecting drug doses 
for therapeutic injections in vivo.

EXPERIMENTAL

Cell culture conditions
Fluorescent ovarian carcinoma SKOVip-kat cells 
have been previously obtained to study the ef-
fect of antitumor compounds in the intraperitoneal 
metastasis model in immunodeficient animals [20]. 
CHO cells were obtained from the collection of the 
Laboratory of Molecular Immunology of the Institute 
of Bioorganic Chemistry of the Russian Academy of 
Sciences. SKOVip-kat and CHO cells were cultured 
in cell culture flasks (Nunc, Denmark) containing 
a DMEM medium (Gibco, USA) supplemented with 
10% fetal bovine serum (FBS, Capricorn, Germany) in 
a CO2 incubator (BINDER, Germany) at 37°C and 5% 
CO2. The cells were detached from the surface of cul-
ture flasks using a Versen solution (PanEco, Russia).

Formation of fluorescent SKOVip-kat cell spheroids
Agarose molds were made of a FormLabs Gray Resin 
1L photopolymer resin (USA) using a FormLabs 
Form3 3D printer (USA). Agarose (1%; PanEco) dilut-
ed in a colorless Fluorobrite DMEM medium (Gibco) 
without FBS was used as a mold material for sphe-
roid formation. The spheroids were obtained by add-
ing SKOVip-kat cell suspension to agarose gel wells 
in a 12-well plate (Nunc) containing the DMEM medi-
um (Gibco) supplemented with 10% FBS (Capricorn) 
and further culturing of cells for five days in a CO2 
incubator (BINDER, Germany) at 37°C and 5% CO2. 
The resulting spheroids were stained with fluorescent 
dyes and visualized using fluorescence microscopes 
Leica DMI6000B (Leica Microsystems, Germany) and 
Axiovert 200 (Carl Zeiss, Germany).

Fluorescence microscopy
The cells were visualized using fluorescent dyes 
Hoechst 33342 (PanEco), propidium iodide, and acri-
dine orange (Sigma-Aldrich, USA).

Labeled SKOVip-kat spheroids were visual-
ized using the inverted fluorescence microscopes 
Leica DMI6000B and Axiovert 200. The Katushka 
(TurboFP635) protein fluorescence was excited with 
the HBO 100W mercury lamp of an Axiovert 200 flu-
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orescence microscope with excitation and emission 
wavelengths of 565/30 and 620/60 nm, respectively; 
the excitation and emission wavelengths for fluores-
cent dyes were 365/12 and 397/LP nm for Hoechst 
33342 and 565/30 and 620/60 nm for propidium iodide, 
respectively. The Katushka protein fluorescence was 
also excited using the metal halide lamp of a Leica 
DMI6000B fluorescence microscope with excitation 
and emission wavelengths of 545/30 and 610/75 nm, 
respectively; the excitation and emission wavelengths 
for fluorescent dyes were 405/10 and 460/40 nm for 
Hoechst 33342, 545/30 and 610/75 nm for propidium 
iodide, and 470/40 and 525/50 nm for acridine orange, 
respectively. Plastic 96-well plates (Nunc) were used 
to visualize the 2D SKOVip-kat and CHO cell cul-
tures. The cells were incubated in 100 μL of a color-
less DMEM medium (Gibco) with FBS (Capricorn) for 
12 h at 37°C and 5% CO2. Then, either the monoclonal 
antibody trastuzumab or DARP-LoPE immunotoxin 
conjugated to the fluorescent dye fluorescein 5(6)-iso-
thiocyanate (FITC) was added to a final concentration 
of 2 μg/mL [7] in a volume of 100 μL. The cells were 
washed to remove unbound proteins and resuspended 
in a 1% bovine serum albumin in phosphate buffer. A 
Leica DMI6000B fluorescence microscope was used 
for visualization.

Cell viability assay
The cytotoxicity of the SKOVip-kat [20] and CHO 
cells incubated with DARP-LoPE immunotoxin [21] 
was analyzed using the colorimetric MTT assay (MTT 
is a yellow tetrazolium dye that is reduced to purple 
formazan by live cells) [22].

The assay was performed in a 96-well plate (Nunc). 
The SKOVip-kat and CHO cells (3.5 × 103 cells per 
well) were incubated in 100 μL of a phenol-red free 
DMEM medium (Gibco (Thermo Scientific), USA) 
supplemented with 10% FBS (Capricorn) for 12 h at 
37°C and 5% CO2. Then, 100 μl of DARP-LoPE immu-
notoxin was added and the cells were incubated for 
72 h. After this, the medium underwent shaking and 
100 μl of 0.5 g/L MTT were added. The MTT solution 
underwent shaking after 1 h, and 100 μL of DMSO 
(Panreac-AppliChem, USA) was added to the wells 
to dissolve formazan. The optical density was mea-
sured using an Infinite M1000 Pro microplate read-
er (Tecan, Austria) at a wavelength of 570 nm and a 
reference wavelength of 630 nm. The IC50 values of 
DARP-LoPE in SKOVip-kat and CHO cells were de-
termined using the GraphPad Prism 8.0.1 software.

RESULTS AND DISCUSSION
The aim of the current work is to produce reproduc-
ible 3D spheroids in vitro that mimic the characteris-

tics of tumor tissues to test various active substances, 
including drugs. We used human ovarian carcinoma 
SKOVip-kat cells overexpressing the HER2 receptor, 
a diagnostic and therapeutic marker of some cancers, 
on its surface. This cell line has been previously ob-
tained by stably transfecting SKOV3-1ip cells with 
the gene of the red fluorescent protein Katushka [23]. 
The Katushka fluorescence excitation and emission 
wavelengths are in the near infrared region (588 and 
635 nm, respectively) [24]; this region falls in the tis-
sue transparency window, which makes it possible to 
visualize these cells both in vitro and in vivo with 
equal efficiency.

Formation of 3D spheroids using agarose molds
Agarose, which is a natural biodegradable, non-adhe-
sive, and non-toxic polysaccharide derived from sea-
weed, was used as the matrix for the 3D spheroids 
[25]. Agarose has the characteristic necessary for cre-
ating three-dimensional cell culture models: high po-
rosity (average pore size, 100–300 nm), which allows 
for the renewal of nutrient media for 3D cell growth 
[25] and provides access to gases and small molecules 
[26]. Since agarose is an optically transparent ma-
terial, it is suitable for the microscopic visualization 
of spheroids. Agarose gel solidifies in molds at room 
temperature, which makes it possible to perform ex-
periments under sterile conditions without significant 
difficulties, while the accessibility of the resulting gel 
wells to a pipette tip makes it possible to introduce 
cells and conduct other mold manipulations.

The resulting agarose molds have nine identical 
wells, 2.3 mm in diameter and 3.3 mm in height, in 
which spheroids with the same size and shape are 
formed. The designed mold is an open system that al-
lows one to analyze spheroid formation and test vari-
ous compounds using light and fluorescence micros-
copy.

Figure 1 presents the design of SKOVip-kat cell 
spheroids. Molds for the agarose gel were printed 
on a FormLabs Form3 3D printer (USA) using the 
FormLabs Gray Resin (USA). The agarose volume 
in the mold is 1,200 μl; the volume of a single aga-
rose well is 10 μl. The agarose surface is non-adhe-
sive to cells, which allows for spheroid self-formation. 
Spheroids formed in five days, which was confirmed 
visually by the presence of intercellular contacts [26] 
(Fig. 2). Figure 2 shows the viability of the cells in-
side the spheroids assessed using a Leica DMI6000B 
fluorescence microscope. Three representative spher-
oids stained with fluorescent dyes were visualized 
along the Z axis with a 200-nm step. The fluorescent 
dye acridine orange stains nucleic acids in living cells; 
propidium iodide stains nucleic acids in dead cells, 
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since the membranes of living cells are impermeable 
to the dye [27]; Hoechst 33342 stains nucleic acids 
in nuclei [28] by passing through the membranes of 
living cells [29]. Staining with acridine orange and 
Hoechst 33342 showed that there are more live cells 
than dead cells stained with propidium iodide both 

inside and outside the spheroid. Thus, the 3D cell 
cultures obtained by us are most suitable for testing 
drugs, since the cells in a spheroid create intercellular 
contacts and create an approximate model of cancer 
tissues; i.e., they represent a more adequate in vitro 
system than 2D cultures.

Fig. 1. Design of 
3D SKOVip-kat cell 
spheroids. An agarose 
solution was added to 
the molds for solidifica-
tion at room tempera-
ture. A suspension of 
SKOVip-kat cells was 
added to the gel-con-
taining wells. After the 
spheroids had formed, 
the cells were labeled 
with fluorescent dyes 
and analyzed by fluo-
rescence microscopy

Addition  
of agarose solution

Placement of cell  
suspension in agarose wells

Labeling  
of spheroids with 
fluorescent dyes

Fluorescence 
detection

Agarose gel mold

Agarose gel

Cell  
suspension

Fluorescent dye

Cell spheroid

Fig. 2. Imaging of 
SKOVip-kat spher-
oids. Imaging of three 
representative spher-
oids stained with the 
fluorescent dyes acri-
dine orange, Hoechst 
33342, and propidium 
iodide with a Z-axis 
step of 200 nm. The 
excitation and emis-
sion wavelengths for 
fluorescence detec-
tion were as follows: 
470/40 and 525/50 
nm for acridine orange, 
545/30 and 610/75 
nm for propidium io-
dide, and 405/10 and 
460/40 nm for Hoechst 
33342, respectively. 
Scale: 250 µm
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Fig. 3. Imaging of the HER2 receptor expression in SKOVip-kat (HER2-positive) and CHO (HER2-negative) cells using 
the monoclonal antibody trastuzumab conjugated to the fluorescent dye FITC. Expression of HER2 on the SKOVip-kat 
cell surface was confirmed by intense staining of the cell membrane with the anti-HER2 antibody. Cell nuclei were stained 
with Hoechst 33342. The excitation and emission wavelengths for fluorescence detection were as follows: 405/10 and 
460/40 nm Hoechst 33342 and 470/40 and 525/50 nm for FITC, respectively. Scale: 50 µm
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Evaluation of HER2 receptor expression 
on the SKOVip-kat cell surface
HER2 (human epidermal growth factor receptor 2) 
is a well-known membrane-associated tumor marker 
[30–32]. Expression of this receptor is often high in 
mammary, ovarian, endometrial, gastric, and esopha-
geal cancers and low in normal cells [33]. For example, 
this tumor marker is found in 30% of breast cancers 
[34]; for this reason, HER2 is considered an important 
target in tumor diagnosis and therapy. HER2 expres-
sion on the surface of SKOVip-kat cells was evaluated 
using the monoclonal antibody trastuzumab conjugat-
ed to FITC. Chinese hamster ovary CHO cells lack-
ing HER2 on their cell surface were used as a nega-
tive control (Fig. 3). Both cell cultures were incubated 
with a trastuzumab–FITC conjugate and then visu-
alized on a Leica DMI6000B fluorescence microscope. 
The data presented in Fig. 3 confirm the presence of 
HER2 on the SKOVip-kat cell surface.

DARP-LoPE immunotoxin 
cytotoxicity in the 2D culture
In order to validate the developed 3D model as a tool 
for studying the antitumor efficacy of the compounds, 
we evaluated the cytotoxicity of the targeted antitu-
mor compound, DARP-LoPE immunotoxin.

Immunotoxins are targeted proteins fused to the 
toxin isolated from either bacteria or poisonous plants 

[35, 36]; they are considered one of the most promis-
ing targeted molecules in oncotherapy. The immuno-
toxin DARP-LoPE has previously been genetically 
engineered using the non-immunoglobulin designed 
ankyrin repeat protein DARP 9_29 that binds to the 
HER2 receptor [37, 38], and the low-immunogenic 
variant of the exotoxin A region (LoPE) isolated from 
the Gram-negative bacterium Pseudomonas aerugino-
sa [21]. This immunotoxin binds specifically to HER2 
and induces tumor cell death in vitro [21]. Moreover, 
DARP-LoPE effectively inhibits the growth of HER2-
positive human ovarian carcinoma xenografts, which 
confirms the effectiveness of DARPin-based targeted 
drugs [5, 20, 21, 39].

Figure 4 shows DARP-LoPE cytotoxicity analysis 
results and fluorescence microscopy data confirming 
the specificity of immunotoxin binding to SKOVip-kat 
cells. Cytotoxicity was evaluated using the MTT as-
say; the data was processed using the OriginPro 2015 
software. The obtained results indicate the targeted 
cytotoxicity of DARP-LoPE in SKOVip-kat cells and 
the absence of DARP-LoPE cytotoxicity in CHO. The 
IC50 value for DARP-LoPE in SKOVip-kat cells was 
41.9 pM (Fig. 4A).

Tumor cells were visualized by labeling HER2 
on the surface of SKOVip-kat cells with the mono-
clonal antibody trastuzumab and FITC-conjugated 
DARP-LoPE. It was shown that both immunotoxin 
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and trastuzumab effectively interact with HER2 on 
the tumor cell surface (Fig. 4B).

DARP-LoPE immunotoxin cytotoxicity 
in SKOVip-kat spheroids
In order to select the optimal number of cells in the 
spheroid wells, the concentration range from 1,500 to 
15,000 cells per well was tested. Optimal concentra-
tions were determined on day 3 of cell incubation in 
the agarose wells by transmitted light microscopy and 
fluorescence visualization of the Katushka protein in 
SKOVip-kat. Reproducibility of our results and for-
mation of cell contacts (the absence of cell fragmen-
tation) [26] were observed in wells containing 15,000 
cells per spheroid (Fig. 5).

Along with selection of the cell concentrations, 
DARP-LoPE cytotoxicity was studied by incubat-
ing the spheroids with various concentrations of 
DARP-LoPE. After incubation with the protein and 
staining with Hoechst 33342 and propidium iodide, the 

Fig. 4. Interaction of the 
targeted immunotoxin 
DARP-LoPE with SKOVip-kat 
cells. (A) – evaluation of 
DARP-LoPE cytotoxicity in 
SKOVip-Kat and CHO cells 
using the MTT assay. Cell 
viablity in the absence of 
DARP-LoPE immunotoxin 
was considered as 100%. 
(B) – visualization of live cells 
using the Katushka protein 
(TurboFP635) and Hoechst 
33342 dye; visualization of 
HER2 receptor expression in 
SKOVip-kat cells incubated 
with the monoclonal antibody 
trastuzumab–FITC and im-
munotoxin DARP-LoPE–FITC. 
The excitation and emission 
wavelengths were as follows: 
545/30 and 610/75 nm for 
Katushka protein, 405/10 
and 460/40 nm for Hoechst 
33342, and 470/40 and 
525/50 nm for FITC, respec-
tively. Scale: 50 µm
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samples were analyzed by fluorescence microscopy 
(Fig. 5). Visually determined IC50 of DARP-LoPE in 
the 3D culture was 0.3 nM, which is about eight times 
greater than that in the 2D culture (41.9 pM). Since 
the structural organization of 3D cell models is closer 
to animal models in vivo than that of 2D models, the 
visualization and cytotoxicity results in the 3D culture 
should presumably be similar to those obtained in an-
imal objects in vivo.

CONCLUSION
The transition from 2D to 3D models is necessary due 
to the insufficient information value of 2D systems 
when studying various effects and testing drugs for 
the diagnosis and treatment of various diseases. The 
creation of 3D spheroids imitating solid tumors and 
their introduction in research practice can also be ra-
tionalized on ethical grounds: the results obtained by 
using these systems are closer to in vivo results [40]. 
Thus, the use of these models may reduce the num-
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Fig. 5. Imaging of SKOVip-kat spheroids and analysis of DARP-LoPE immunotoxin cytotoxicity in the 3D culture. The cells 
were incubated with various concentrations of immunotoxin; cell viability was analyzed for six days. The cytotoxicity of 
DARP-LoPE immunotoxin in the 3D cell culture containing spheroids comprised of a different number of SKOVip-kat cells 
was analyzed. The optimal number of cells for creating a 3D culture was shown to be 15,000 cells per spheroid. The vi-
ability of SKOVip-kat cells was assessed based on the fluorescence of the Katushka protein using real-time fluorescence 
microscopy on days 3 and 6. On day 6, the spheroids were incubated with dyes: live and dead cells were visualized 
using Hoechst 33342 and propidium iodide, respectively. The Excitation and emission wavelengths were as follows: 
565/30 and 620/60 nm for Katushka, 365/12 and 397/LP nm for Hoechst 33342, and 565/30 and 620/60 nm for 
propidium iodide, respectively. Scale: 250 µm
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ber of animal experiments required for drug screen-
ing [41].

Three-dimensional cell spheroids form a specific 
microenvironment with characteristics different from 
those of 2D structures: pH value, presence and con-
centration of autocrine factors, as well as oxygen and 

CO2 concentrations; cells in this microenvironment 
have their own morphology, ability to differentiate, 
proliferate, and respond to various stimuli, thereby 
imitating the in vivo behavior. These properties of 
cells in a spheroid are important in order to study the 
effect of various drugs, since the artificial microenvi-
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ronment limits penetration of the latter; therefore, a 
higher substance concentration is required to achieve 
the desired effect [18].

In our work, we present a method for creating can-
cer cell spheroids based on 3D printing of photopoly-
mer resin molds and their filling with agarose. It is a 
simple and reproducible method for drug testing; it 
allows one to obtain cytotoxicity analysis results that 
are close to those obtained in vivo. Today, 3D print-
ing is becoming an affordable means for obtaining 
molds with the desired characteristics; it is widely 
used in various fields, such as regenerative medicine 
[42], engineering [43], architecture [44], and manufac-
turing [45]. To date, 3D printers and materials for cre-
ating the desired objects have become more afford-
able [46], which makes it possible to use the technique 
in many laboratories. The use of agarose as the ma-
trix for spheroid formation makes this method as ef-
fective as possible for routine experiments. Since aga-
rose is low adhesive to cells, interactions in a spheroid 
occur only between cells, which promotes cell growth 
in all directions instead of just one. In addition, since 
agarose is a transparent polymer, it can be used in 
various studies: in particular, in photodynamic thera-

py. Furthermore, the developed spheroid model is an 
open system that allows one to perform such cell ma-
nipulations as medium change and washoff of various 
components, external exposure to electromagnetic ra-
diation, introduction of other cell types (endothelium 
cells and fibroblasts), and placement of biopsy speci-
mens into a separate well.

Using the developed method, we obtained repro-
ducible same-shape and same-size 3D spheroids from 
fluorescent SKOVip-kat cells. Significant differences 
were revealed in the effect of the targeted immuno-
toxin between 2D and 3D models using the colorimet-
ric toxicity assay and fluorescence microscopy. Thus, 
we have developed a simple and effective method for 
obtaining representative 3D spheroid models for mo-
lecular biological and cellular studies [47, 48]. 
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Foundation, RSF No. 17-74-20146 (isolation and 
purification of targeted immunotoxin, evaluation 

of its cytotoxicity).

REFERENCES
1.Harrison R.G. // Exp. Biol. Med. 1906. V. 4. № 1. P. 140–143.
2.Yao T., Asayama Y. // Reprod. Med. Biol. 2017. V. 16. № 2. 

P. 99–117.
3.Grebenik E.A., Kostyuk A.B., Deyev S.M. // Russ. Chem. 

Rev. 2016. V. 85. № 12. P. 1277–1296.
4.Shipunova V.O., Sogomonyan A.S., Zelepukin I.V., Ni-

kitin M.P., Deyev S.M. // Molecules. 2021. V. 26. № 13. 
P. 3955.  doi: 10.3390/molecules26133955.

5.Shramova E., Proshkina G., Shipunova V., Ryabova A., 
Kamyshinsky R., Konevega A., Schulga A., Konovalova E., 
Telegin G., Deyev S. // Cancers (Basel). 2020. V. 12. № 10. 
P. 3014.  doi: 10.3390/cancers12103014.

6.Shipunova V.O., Komedchikova E.N., Kotelnikova P.A., 
Zelepukin I.V., Schulga A.A., Proshkina G.M., Shramova 
E.I., Kutscher H.L., Telegin G.B., Kabashin A.V., et al. // 
ACS Nano. 2020. V. 14. № 10. P. 12781–12795.

7.Shipunova V.O., Kolesnikova O.A., Kotelnikova P.A., Solo-
viev V.D., Popov A.A., Proshkina G.M., Nikitin M.P., Deyev 
S.M. // ACS Omega. 2021. V. 6. № 24. P. 16000–16008.

8.Zelepukin I.V., Popov A.A., Shipunova V.O., Tikhonowski 
G.V., Mirkasymov A.B., Popova-Kuznetsova E.A., Klimen-
tov S.M., Kabashin A.V., Deyev S.M. // Mater. Sci. Eng. 
C. 2021. V. 120. P. 111717.

9.Kabashin A.V., Kravets V.G., Wu F., Imaizumi S., Shipuno-
va V.O., Deyev S.M., Grigorenko A.N. // Adv. Funct. Mater. 
2019. V. 29. № 26. P. 1902692.

10. Kapałczyńska M., Kolenda T., Przybyła W., Zajączkowska 
M., Teresiak A., Filas V., Ibbs M., Bliźniak R., Łuczewski Ł., 
Lamperska K. // Arch. Med. Sci. 2016. V. 14. № 4. P. 910–919.

11. Zanoni M., Piccinini F., Arienti C., Zamagni A., Santi S., 
Polico R., Bevilacqua A., Tesei A. // Sci. Rep. 2016. V. 6. 
P. 19103.

12.Liao W., Wang J., Xu J., You F., Pan M., Xu X., Weng 
J., Han X., Li S., Li Y., et al. // J. Tissue Eng. 2019. V. 10. 
P. 2041731419889184.  doi: 10.1177/2041731419889184.

13.Białkowska K., Komorowski P., Bryszewska M., Miłowska 
K. // Int. J. Mol. Sci. 2020. V. 21. № 17. P. 6225.  doi: 10.3390/
ijms21176225.

14. Andersen T., Auk-Emblem P., Dornish M. // Microarrays. 
2015. V. 4. № 2. P. 133–161.

15. Zhang C., Yang Z., Dong D.-L., Jang T.-S., Knowles J.C., 
Kim H.-W., Jin G.-Z., Xuan Y. // J. Tissue Eng. 2020. V. 11. 
P. 1–17.

16. Balalaeva I.V., Sokolova E.A., Puzhikhina A.D., Brilkina 
A.A., Deyev S.M. // Acta Naturae. 2017. V. 9. № 1. P. 38–44.

17. Zanoni M., Cortesi M., Zamagni A., Arienti C., Pignatta S., 
Tesei A. // J. Hematol. Oncol. 2020. V. 13. № 1. P. 97.

18. Sant S., Johnston P.A. // Drug Discov. Today Technol. 
2017. V. 23. P. 27–36.

19. Godugu C., Patel A.R., Desai U., Andey T., Sams A., Singh 
M. // PLoS One. 2013. V. 8. № 1. P. e53708.

20.Sokolova E.A., Shilova O.N., Kiseleva D.V., Schulga A.A., 
Balalaeva I.V., Deyev S.M. // Int. J. Mol. Sci. 2019. V. 20. 
№ 10. P. 2399.  doi: 10.3390/ijms20102399.

21. Proshkina G.M., Kiseleva D.V., Shilova O.N., Ryabova 
A.V., Shramova E.I., Stremovskiy O.A., Deyev S.M. // Mol. 
Biol. 2017. V. 51. № 6. P. 865–873.

22. Mosmann T. // J. Immunol. Methods. 1983. V. 65. № 1–2. 
P. 55–63.

23. Zdobnova T., Sokolova E., Stremovskiy O., Karpenko D., 
Telford W., Turchin I., Balalaeva I., Deyev S. // Oncotarget. 
2015. V. 6. № 31. P. 30919–30928.

24. Shcherbo D., Merzlyak E.M., Chepurnykh T.V., Frad-
kov A.F., Ermakova G.V., Solovieva E.A., Lukyanov K.A., 
Bogdanova E.A., Zaraisky A.G., Lukyanov S., et al. // Nat. 



100 | ACTA NATURAE | VOL. 14 № 1 (52) 2022

RESEARCH ARTICLES

Methods. 2007. V. 4. № 9. P. 741–746.
25. Shin S., Ikram M., Subhan F., Kang H.Y., Lim Y., Lee R., 

Jin S., Jeong Y.H., Kwak J.-Y., Na Y.-J., et al. // RSC Adv. 
2016. V. 6. № 52. P. 46952–46965.

26. Tang Y., Liu J., Chen Y. // Microelectron. Eng. 2016. V. 158. 
P. 41–45.

27. Nicoletti I., Migliorati G., Pagliacci M.C., Grignani F., 
Riccardi C. // J. Immunol. Methods. 1991. V. 139. № 2. 
P. 271–279.

28. Arndt-Jovin D.J., Jovin T.M. // J. Histochem. Cytochem. 
1977. V. 25. № 7. P. 585–589.

29. Purschke M., Rubio N., Held K.D., Redmond R.W. // Pho-
tochem. Photobiol. Sci. 2010. V. 9. № 12. P. 1634–1639.

30. Krishnamurti U., Silverman J.F. // Adv. Anat. Pathol. 
2014. V. 21. № 2. P. 100–107.

31.Carlsson J., Nordgren H., Sjöström J., Wester K., Villman 
K., Bengtsson N.O., Ostenstad B., Lundqvist H., Blomqvist 
C. // Br. J. Cancer. 2004. V. 90. № 12. P. 2344–2348.

32.Murphy C.G., Modi S. // Biologics. 2009. V. 3. P. 289–301.
33. Iqbal N., Iqbal N. // Mol. Biol. Int. 2014. V. 2014. P. 852748.
34. Mitri Z., Constantine T., O’Regan R. // Chemother. Res. 

Pract. 2012. V. 2012. P. 743193.
35. Stepanov A.V., Belogurov A.A., Ponomarenko N.A., 

Stremovskiy O.A., Kozlov L.V., Bichucher A.M., Dmitriev 
S.E., Smirnov I.V., Shamborant O.G., Balabashin D.S., et al. 
// PLoS One. 2011. V. 6. № 6. P. e20991.

36. Pastan I., Hassan R., FitzGerald D.J., Kreitman R.J. // 
Annu. Rev. Med. 2007. V. 58. P. 221–237.

37. Boersma Y.L., Plückthun A. // Curr. Opin. Biotechnol. 
2011. V. 22. № 6. P. 849–857.

38. Dreier B., Honegger A., Hess C., Nagy-Davidescu G., Mittl 
P.R.E., Grütter M.G., Belousova N., Mikheeva G., Krasnykh 
V., Plückthun A. // Proc. Natl. Acad. Sci. USA. 2013. V. 110. 
№ 10. P. E869–877.

39. Plückthun A. // Annu. Rev. Pharmacol. Toxicol. 2015. 
V. 55. P. 489–511.

40.de Dios-Figueroa G.T., Aguilera-Marquez J.D.R., Cama-
cho-Villegas T.A., Lugo-Fabres P.H. // Biomedicines. 2021. 
V. 9. № 6. P. 602.  doi: 10.3390/biomedicines9060602.

41.Jensen C., Teng Y. // Front. Mol. Biosci. 2020. V. 7. P. 33.
42.Nakayama Y., Takewa Y., Sumikura H., Yamanami M., 

Matsui Y., Oie T., Kishimoto Y., Arakawa M., Ohmuma K., 
Tajikawa T., et al. // J. Biomed. Mater. Res. B. 2015. V. 103. 
№ 1. P. 1–11.

43.Kun K. // Procedia Eng. 2016. V. 149. № 2. P. 203–211.
44.Nicholas P., Rossi G., Williams E., Bennett M., Schork T. // 

Int. J. Archit. Comput. 2020. V. 18. № 4. P. 371–384.
45. Murphy S.V., Atala A. // Nat. Biotechnol. 2014. V. 32. № 8. 

P. 773–785.
46.Wang L., Pumera M. // Trends Analyt. Chem. 2021. V. 135. 

P. 116151.
47. Tolmachev V.M., Chernov V.I., Deyev S.M. // Russ. Chem. 

Rev. 2022. V. 91. RCR5034.  https://doi.org/10.1070/RCR5034
48. Shipunova V.O., Deyev S.M. // Acta Naturae. 2022. V. 14. 

№ 1(52). P. 54–72.



RESEARCH ARTICLES

VOL. 14 № 1 (52) 2022 | ACTA NATURAE | 101

ABSTRACT Inborn errors of immunity can be detected by evaluating circular DNA (cDNA) fragments of 
T- and B-cell receptors (TREC and KREC) resulting from the receptor gene rearrangement in T and B 
cells. Maturation and activation of the fetal immune system is known to proceed gradually according to 
the gestational age, which highlights the importance of the immune status in premature infants at differ-
ent gestational ages. In this article, we evaluated TREC and KREC levels in infants of various gestational 
ages by real-time PCR with taking into account the newborn’s weight and sex. The 95% confidence inter-
vals for TREC and KREC levels (expressed in the number of cDNA copies per 105 cells) were established 
for different gestational groups. The importance of studying immune system development in newborns is 
informed by the discovered dependence of the level of naive markers on the gestational stage in the early 
neonatal period.
KEYWORDS T-cell receptor excision circles, K-deleting recombination excision circles, primary immunodefi-
ciency, inborn error of immunity, severe combined immunodeficiency, reference value.
ABBREVIATIONS TREC – T-cell receptor excision circles; KREC – K-deleting recombination excision circles; 
TCR – T-cell receptor; BCR – B-cell receptor; PID – primary immunodeficiency; IEI – innate errors of im-
munity; SCID – severe combined immunodeficiency; DBS – dried blood spot.
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INTRODUCTION
Innate errors of immunity (IEI), which are also 
known as primary immunodeficiency (PID), are a 
group of genetic diseases that manifest themselves 
as various developmental defects and immune sys-
tem dysfunction. In 2019, the International Union of 
Immunological Societies classified and listed more 
than 450 individual IEI [1]. Thanks to advances in 
our understanding of their pathogenetic basis and 

improvement in laboratory diagnostic methods, it 
has become possible to provide a large number of 
patients with a clinical diagnosis confirmed by the 
results of molecular genetic studies. The IEI preva-
lence currently stands at 1.27 per 10,000 cases [2, 3].

V(D)J recombination is one of the most important 
events taking place in a functional immune system, 
during which diverse and functional variants of T- 
and B-cell receptors (TCR and BCR, respectively) 
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and antibodies are formed. These processes are es-
sential stages in adaptive immunity development [4]. 
The recombinases RAG1 and RAG2 play an impor-
tant role in this process [5]. These proteins catalyze 
the rearrangement of the DNA fragments of TCR 
genes during T cell maturation and the B cell re-
sponse at the stage of selection of variable regions of 
immunoglobulins.

T-cell receptor excision circles (TREC) are DNA 
fragments resulting from the TCR gene rearrange-
ment in thymocytes. TREC are transported as episo-
mal DNA from the nucleus to the cytoplasm of in-
dependent, although still naive, T cells, where they 
persist without being involved in replication during 
mitosis. The resulting TREC concentration indicates 
the number of naive T cells, which is, apparent-
ly, an important diagnostic criterion [6–8]. Double-
stranded DNA circles similar to TREC are formed 
during BCR gene rearrangement in naive B cells; 
they are called kappa-deleting recombination exci-
sion circles (KREC) [9]. KREC resulting from intron 
RSS–Kde rearrangement at the IGK locus is used 
to assess B-cell neogenesis in the bone marrow [10, 
11]. Both TREC and KREC are non-replicative and 
stable; their levels do not change during cell prolif-
eration (e.g., clonal expansion) [12, 13]. Because of 
that, quantification of TREC and KREC molecules 
is widely used to assess the state of the thymus and 
bone marrow in various physiological and pathologi-
cal conditions. The blood levels of TREC and KREC 
can be a criterion of high diagnostic significance in 
various immunodeficient states. A method for mul-
tiplex real-time PCR that makes it possible to de-
tect defects in T and B cells generation by simulta-
neously measuring TREC and KREC copy numbers 
has been developed [14, 15]. Mass screening for the 
TREC/KREC level could help us classify an infant 
as a risk group patient based on their immunolog-
ical profile as early as in the neonatal period; this 
will increase the survival rate of infants with an im-
mune-related pathology and reduce expenses [16–
18]. This approach has other advantages, including 
high sensitivity, high throughput capacity, relatively 
low cost, and the possibility of using DNA isolated 
from the minimum volume of a blood sample col-
lected using Guthrie cards [6, 16, 19]. This allows 
for using TREC and KREC molecules as functional 
markers of the thymus and bone marrow in various 
clinical conditions and, in particular, IEI. However, in 
order to characterize IEI patients, one has to know 
the state of these immunity markers in a healthy in-
dividual, especially with taking into account his/her 
age and sex [20]. Quantification of TREC and KREC 
in a newborn’s blood remains topical.

EXPERIMENTAL

Dried blood spot samples
Our study included 80 dried blood spot (DBS) sam-
ples obtained from otherwise healthy (no deviations 
according to the results of large neonatal screen-
ing and blood transfusion data) infants (40 boys and 
40 girls) collected onto Perkin Elmer 226 Guthrie 
cards (Perkin Elmer Health Sciences, USA). The 
Guthrie cards were stored at the Neonatal Screening 
Laboratory of the Medical Center “Healthcare of 
mother and child” (Yekaterinburg) at room temper-
ature before use.

DNA isolation
DNA was isolated from seven DBS discs 3.2 mm in 
diameter (20 μl) by magnetic sorting on the Magna 
Pure LC 2.0 Instrument using the MagNA Pure 
LC DNA Isolation Kit I (Roche Diagnostics GmbH, 
Germany) according to the standard DNA I Blood_
Cells_High_Performance protocol. The DBS pre-
treatment step included sample lysis using the buff-
er from the Magna Pure LC DNA Isolation Kit II 
(Tissue). A total of 260 μl of the lysis buffer and 
40 μl of proteinase K were added to the DBS sam-
ples. The resulting mixtures were thoroughly vor-
texed and incubated at 65°C for 20 min with occa-
sional tube shaking and, then, at 95°C for 10 min 
with shaking on a vortex every five min. The sam-
ples were cooled to room temperature, and the ex-
tract was transferred to the Sample Cartridge and 
loaded into the workstation.

PCR analysis of TREC and KREC
The TREC and KREC molecules were quantified 
by PCR with real-time detection of the fluores-
cent signal. The study was conducted on a CFX96 
qPCR Detection System (Bio-Rad, USA) using the 
Immuno-BiT reagent kit (ABV-test, Russia) accord-
ing to the manufacturer’s instructions. The number 
of TREC and KREC molecules per 105 nucleated cells 
(leukocytes) was calculated relative to the ALB gene 
copy number using the following formula:

( )( )
( )

= ×TREC KREC copies leukocytes
TREC KREC copies

ml

ALB copies
ml

/ 10  
 

200 000.5

( )( )
( )

= ×TREC KREC copies leukocytes
TREC KREC copies

ml

ALB copies
ml

/ 10  
 

200 000.5

In the case of an ALB copy number < 105, the re-
sult was considered invalid, and the study was re-
peated, starting from the DNA isolation stage.
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Statistical data analysis
The data were analyzed mathematically using the 
Microsoft Excel (Microsoft Office 365, USA) and 
IBM SPSS Statistics V21.0 (IBM Corp., USA) statis-
tical software packages. The normality of the data 
distribution was assessed using the Shapiro–Wilk 
test; the arithmetic mean and standard error of the 
mean (m ± SEM) were used for descriptive charac-
terization. Student’s t-test for independent samples 
and Pearson’s correlation coefficient (p) were used to 
analyze the statistical significance of the differences 
between the mean values and the presence of cor-

relations, respectively. Differences were considered 
significant at p < 0.05.

RESULTS
The study included 80 apparently healthy infants 
(40 boys and 40 girls) of different gestational ages 
born in the Sverdlovsk region in 2020 (Fig. 1).

Gender differences in the TREC and KREC levels
An analysis of the TREC and KREC levels in the DBS 
samples of the presumably healthy boys and girls re-
vealed no statistically significant differences (Fig. 2), 

Fig. 1. Distribution 
of healthy infants 
based on gesta-
tional age and birth 
weight
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Fig. 2. TREC (A) and KREC (B) levels in the DBS samples of healthy infants depending on gender. Note: hereinafter, the 
median, interquartile, and maximum range are shown
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which corresponds to the results obtained by other 
researchers [21].

TREC and KREC levels in preterm 
infants of different gestational ages
A statistical analysis based on correlation data was 
conducted to determine possible variations in the 
TREC and KREC copy numbers associated with a 
newborn’s gestational age. A statistically significant 
positive correlation (ρ = 0.446 (p < 0.001)) was estab-
lished between the gestational age and the TREC lev-
el. No relationship was found between an infant’s age 
and the level of KREC, which is a marker of naive B 
cells (Fig. 3).

TREC and KREC levels in preterm 
infants with different birth weight
The relationship between naive T- and B-cell mark-
er levels and a newborn’s weight was also analyz-
ed. Naturally, the fetus develops during pregnancy. 
All internal organs and, in particular, the thymus, 
develop according to the gestational period. During 
their growth and differentiation, thymogenic tissues 
are enriched with lymphocyte precursors and, in 
particular with ones that have already passed dou-
ble recognition; i.e., positive and negative selection. 
This is denoted by a positive correlation (ρ = 0.413 
(p < 0.001)) between an infant’s birth weight and the 
TREC level in their DBS sample. No such correlation 
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Fig. 3. TREC (A) and KREC (B) levels in the DBS samples of healthy infants depending on gestational age in the early 
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was found between the birth weight and KREC lev-
el (Fig. 4).

Analysis of TREC and KREC levels in infants 
of different preterm birth categories
Having discovered a positive correlation between the 
newborn’s gestational age and TREC level, we decid-
ed to evaluate the possibility of significant differenc-
es in the TREC level of infants of different preterm 
birth categories. In order to do this, we decided to di-
vide newborns into four groups according to the pre-
term birth category: extremely preterm (< 28 weeks), 
very preterm (28–32 weeks), moderate to late pre-
term (33–38 weeks), and term-birth (39–41 weeks) 
infants (Fig. 5, Table).

Figure 1 shows a trend towards an increase in the 
TREC marker level during fetus growth and devel-
opment; however, there was no statistically signifi-
cant correlation between the preterm category and 
TREC level. Since no statistically significant relation-
ship was found between the KREC copy number in 
the DBS sample and such parameters as a newborn’s 
body weight and gestational age in infants of differ-
ent preterm categories, the newborns were not divid-
ed into separate groups. An average of 599.9 KREC 
copies per 105 leukocytes (SE = 34.9) were found per 
sample; however, one needs to know the lower limits 
of the obtained reference intervals for practical use. 
The lowest KREC value in the group of apparently 
healthy infants was 162.8 copies/105 leukocytes, while 
the lower limit of the 95% confidence interval was 
210.9 copies/105 leukocytes (the results of descriptive 
statistics are presented in the Table).

DISCUSSION
To date, there have been numerous attempts at 
TREC/KREC quantification in different age groups, 
ranging from infants and older children to adult pop-
ulations. The main goal of most of these studies was 

to assess the changes in the functional activity of na-
ive immunity during organism maturation and ag-
ing [21–23]. According to Douek et al., the TREC and 
KREC copy numbers in the blood samples of older 
children and adults are 10 and 100 times lower than 
those in healthy term-birth newborns, respectively. 
These data indicate a reduced thymic output owing 
to the age-related decrease in the functional thymus 
tissue [24]. The study of patients with combined var-
iable immunodeficiency and healthy control donors 
revealed a stable KREC level, while TREC levels re-
duced with age in both patients with an immune-re-
lated pathology and the control group; this confirms 
the independence of the decrease in the level of na-
ive T-cell markers from the disease and dependence 

Fig. 5. TREC levels in the DBS samples of infants of differ-
ent gestational ages in the early neonatal period
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on age [23, 25–27]. The TREC and KREC levels may 
also decrease because of dilution. Nuclear DNA rep-
licates only during an active immune response at the 
stage of cellular expansion of functionally active lym-
phocyte clones. Since TREC and KREC are episomal 
molecules, they remain only in precursor cells, which 
leads to a relative decrease in the parameters [28]. 
Despite numerous data on age-related changes in 
T- and B-cell immunity, it is also important to study 
TREC and KREC level alternations not only in the 
early neonatal period, but at different fetal develop-
ment stages as well. This will allow for assessing the 
immune state at different stages of human embryonic 
development.

The main goal of our study was to determine the 
TREC and KREC levels in the blood of newborns 
delivered at different gestational ages. However, for 
greater informational value, we decided to analyze 
gender differences in the levels of naive immunocom-
petent cell markers. We have not found any significant 
differences in the TREC and KREC levels between 
boys and girls, which is consistent with the results 
obtained by other researchers [29, 30]. However, some 
works indicate a higher TREC level in the blood of 
females [31–33].

To date, data have been published on the relation-
ship between an infant’s birth weight and his/her 
TREC level [34–36]. A recent study of DBS samples 
of preterm infants revealed a positive correlation be-
tween the TREC and KREC levels and birth weight 
[5]. Another work studied the relationship not only 
between birth weight, but also gestational age at the 
time of birth. Based on the analysis results in that 
work, newborns were divided into three groups: in-
fants with very low, low, and normal birth weight [32]. 
Data have also been published on the existence of a 
relationship between the immune state and growth of 
adult individuals [36, 37].

All internal organs, in particular, the thymus, devel-
op in accordance with the gestational period. During 
growth and differentiation, thymogenic tissues are en-
riched with lymphocyte precursors and, in particular, 
with the ones that have already passed double recog-
nition: i.e., positive and negative selection. This is indi-
cated by a positive correlation (ρ = 0.413 (p < 0.001)) 
between the infant’s birth weight and the TREC level 
in his/her DBS sample. [21, 26, 27].

We also analyzed the relationship between the 
quantitative content of B-cell markers, gestational 
age, and newborn’s weight; however, the relationship 
between these parameters was not statistically signif-
icant. These results show that the KREC level in the 
DBS of a newborn delivered at a gestational age ≥ 28 
weeks, which corresponds to normative values, is an 

indicator of proper B cell maturation in the bone mar-
row. Pre-B-cells are found in the fetal liver at week 
eight of pregnancy, where they already express class 
M immunoglobulins on their surface by that period. 
This indicates that the system of humoral parameters 
of immunity functions with high efficiency by that 
early stages of human development, which probably 
determines the relatively high KREC level in the DBS 
of newborns delivered at different gestational ages 
[23, 27].

IEI usually remain undiagnosed until clinical signs 
begin to appear. These signs are, mainly, chronic 
and recurrent infections. In order to diagnose PID, 
a clinical blood analysis, lymphocyte phenotyping, 
determination of various types of immunoglobulins, 
functional tests for determining immunocompetent 
cells, and a genetic analysis are used. Functional 
tests for determining immunocompetent cells and 
a genetic analysis are currently the most promis-
ing and important approaches. The analysis of the 
TREC and KREC levels is a fast and sensitive tool 
for screening for severe combined immunodeficien-
cy (SCID) and diagnosing other IEI, especially con-
sidering the fact that a small sample volume is re-
quired for DNA extraction, which reduces the risk 
of harm to the infant. The impossibility of collect-
ing the required amount of biological sample is of-
ten an insurmountable barrier in laboratory diag-
nostics. The use of different protocols for TREC and 
KREC level analysis in different laboratories con-
tributes to the wide spread of thresholds for new-
born screening programs among different countries. 
Genetic differences between populations may also 
play a role. Therefore, our results in determining 
TREC and KREC intervals with taking into account 
the patient’s age and sex are of no small importance 
for diagnosing IEI in infants.

PIDs are still considered rare diseases, although 
they are not orphan. In 2019, a total of 2,798 patients 
with IEI were registered in the Russian Federation, 
with 60% of them being children [38]. The introduc-
tion of programs for mass newborn screening based 
on an evaluation of the TREC and KREC levels will 
significantly increase the risk group for SCID and 
other severe PIDs that cause death at an early age. 
Early diagnosis will ensure the possibility of timely 
application of pathogenetically appropriate therapy. 
This also relates to the use of radical transplantation 
technologies during the opportunity window before 
the onset of severe clinical manifestations; this will 
not only improve the quality of life of patients with 
this pathology and save their lives, but also reduce 
the financial and economic costs in the treatment and 
life support of patients [39–45].
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CONCLUSION
The results of our studies suggest that the gestational 
age should be considered as an important factor af-
fecting the TREC and KREC levels. In order to inter-
pret the results of newborn screening, we calculated 
the reference ranges of these parameters for differ-
ent gestational groups. This also has the potential to 
allow us to monitor immune changes in T and B cells 
during immunotherapy, including monitoring after he-
matopoietic stem cell transplantation.

Early diagnosis and treatment are important in all 
IEI variants. The use of the method of quantitative 
assessment of the T- and B-cell markers TREC and 
KREC, respectively, has made it possible to devel-
op screening programs for SCID and agammaglob-

ulinemia detection in many countries of the world. 
However, other PIDs such as immunodeficiency dis-
orders with normal levels of peripheral T and B cells, 
defects in phagocyte count and function, complement 
deficiency, and diseases associated with immune dys-
regulation remain unaddressed. Further search for ef-
fective disease markers; development of strategies for 
cellular, genetic, and functional diagnostics; as well as 
adaptation of these tolls to mass diagnostic programs 
for various PIDs are required. 

This study was carried out within the framework 
of the AAAA-A21-121012090091-6 project at the 

Institute of Immunology and Physiology of the Ural 
Branch of the Russian Academy of Sciences.
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ABSTRACT A breakthrough in cattle breeding was achieved with the incorporation of animal genomic data 
into breeding programs. The introduction of genomic selection has a major impact on traditional genetic as-
sessment systems and animal genetic improvement programs. Since 2010, genomic selection has been official-
ly introduced in the evaluation of the breeding and genetic potential of cattle in Europe, the U.S., Canada, 
and many other developed countries. The purpose of this study is to develop a system for a genomic evalu-
ation of the breeding value of the domestic livestock of Black-and-White and Russian Holstein cattle based 
on 3 milk performance traits: daily milk yield (kg), daily milk fat (%), and daily milk protein content (%) and 
6 fertility traits: age at first calving (AFC), calving interval (CI), calving to first insemination interval (CFI), 
interval between first and last insemination (IFL), days open (DO), and number of services (NS). We built a 
unified database of breeding animals from 523 breeding farms in the Russian Federation. The database in-
cluded pedigree information on 2,551,529 cows and 69,131 bulls of the Russian Holstein and Black-and-White 
cattle breeds, as well as information on the milk performance of 1,597,426 cows with 4,771,366 completed lac-
tations. The date of birth of the animals included in the database was between 1975 and 2017. Genotyping 
was performed in 672 animals using a BovineSNP50 v3 DNA Analysis BeadChip microarray (Illumina, USA). 
The genomic estimated breeding value (GEBV) was evaluated only for 644 animals (427 bulls and 217 cows) 
using the single-step genomic best linear unbiased prediction – animal model (ssGBLUP-AM). The mean ge-
netic potential was +0.88 and +1.03 kg for the daily milk yield, -0.002% for the milk fat content, and –0.003 
and 0.001% for the milk protein content in the cows and bulls, respectively. There was negative genetic pro-
gress in the fertility traits in the studied population between 1975 and 2017. The reliability of the estimated 
breeding value (EBV) for genotyped bulls ranged from 89 to 93% for the milk performance traits and 85 to 
90% for the fertility traits, whereas the reliability of the genomic estimated breeding value (GEBV) varied 54 
to 64% for the milk traits and 23 to 60% for the fertility traits. This result shows that it is possible to use the 
genomic estimated breeding value with rather high reliability to evaluate the domestic livestock of Russian 
Holstein and Black-and-White cattle breeds for fertility and milk performance traits. This system of genom-
ic evaluation may help bring domestic breeding in line with modern competitive practices and estimate the 
breeding value of cattle at birth based on information on the animal’s genome.
KEYWORDS GEBV, Russian Black-and-White cattle, genotyping, TD ssGBLUP-AM, test-day, milk perfor-
mance, fertility.
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INTRODUCTION
One of the most challenging stages in the selection 
of farm animals is the assessment of their breeding 
value. To evaluate the breeding value, it is necessary 
to compare and analyze the breeding characteristics 
of the animals being evaluated, their closest relatives, 
offspring, and ancestors. At the initial stages of the 
development of livestock breeding, the breeding val-
ue was assessed by phenotypic indicators: in particu-
lar, milk performance indicators were used in dairy 
cattle breeding [1, 2]. However, more efficient methods 
based on molecular genetic markers have been devel-
oped in the last decade in order to assess the breed-
ing value. Significant progress has been achieved 
thanks to success in deciphering the genome of the 
main agricultural animals (cattle, pigs, and sheep) [3], 
as well as the use of statistical analysis, in particular 
the best linear, unbiased prediction (BLUP) method. 
Calculation of the breeding value using the BLUP 
method makes it possible to exclude the influence of 
non-genetic factors on the variability of the selected 
traits in a population, as well as to identify and eval-
uate the genetic component with a high degree of 
reliability [4]. The use of molecular genetic markers 
improves reliability in the assessment of the breeding 
value of young animals, reduces the generation inter-
val, and expands the capabilities of intensive selec-
tion. In addition, the use of genomic assessment leads 
to an increase in the rate of genetic improvement of 
economically useful traits in cows and to a decrease 
in material and technical costs in assessing the genet-
ic potential of sires [5, 6]. Genomic assessment is of 
particular importance for health and fertility indica-
tors, because the reliability of a genomic assessment 
of the breeding value is only slightly inferior to the 
reliability of these indicators for the quality of off-
spring. To date, there has been no significant genetic 
progress in the assessment of fertility traits, because, 
for a long time, many of these traits have not re-
ceived the appropriate level of attention in breeding 
programs [7]. The reliability of the genomic estimat-
ed breeding value of young animals depends on the 
reliability of the assessment of the animals includ-
ed in the reference population – a population of sires 
with a highly reliable assessment of the offspring and 
available genomic information [8]. Because obtaining 
information about the genome is a standardized and 
proven technology, the reliability of the genomic esti-
mated breeding value largely depends on the reliabil-
ity of the assessment of the animals included in the 
reference population based on the offspring. In prac-
tice, assessment of the breeding value for milk per-
formance traits by offspring is based on the use of a 
305-day lactation yield [9]. The 305-day milk yield is 

calculated using daily measurements of milk produc-
tion and the percentage of milk fat and protein for a 
month. These measurements are called test days [10]. 
The use of the 305-day milk yield to evaluate the esti-
mated breeding value not only has some advantages, 
but also a number of disadvantages. First, the pro-
cedure for calculating the milk yield [11] is based on 
plotting the lactation curve using the test day results 
with fixed parameters, which leads to an underesti-
mation of milk performance during the first months 
of lactation and to its overestimation during the last 
months of lactation. These wrinkles may lead to an 
incorrect calculation of the 305-day milk yield and a 
decrease in the reliability of the estimated breeding 
value based on these source data and, therefore, to a 
decrease in the reliability of the genomic estimated 
breeding value. Second, when using the 305-day milk 
yield in linear and non-linear mathematical models as 
a fixed factor influencing the variability of this value, 
an averaged effect of the environment for this lacta-
tion (herd–year–calving season effect) is used, which 
means that the effect is constant throughout lactation 
[12]. In practice, this effect may vary greatly from one 
lactation day to the next [13]. Ignoring the variabili-
ty of the environmental effect on the daily milk yield 
leads to incorrect calculation of genetic and para-
typic parameters upon assessment of the breeding 
value and also introduces an error in the assessment 
of the breeding value by the offspring and genome. 
Using the daily milk yield results directly in the gen-
eration of mathematical models for the assessment of 
the breeding value solves all the problems mentioned 
above  [14]. These mathematical models are called test 
day models or TD models [15]. The purpose of this 
study was to develop a system for genomic evalua-
tion of the breeding value of the domestic stock of 
Holstein and Black-and-White cattle using the TD 
ssGBLUP-AM method based on a set of milk perfor-
mance traits (daily milk yield (kg), milk fat (%), milk 
protein (%)) and the ssGBLUP-AM method for fertil-
ity traits: age at first calving (AFC, days), calving in-
terval (CI, days), calving to first insemination interval 
(CFI, days), interval between first and last insemina-
tion (IFL, days), days open (DO, days), and number of 
services (NS).

EXPERIMENTAL

Database of breeding animals
We developed a unified database on the phenotypic 
indicators of the studied traits and the pedigree of 
animals from 12 regions of the Russian Federation. 
To develop the unified database, we used primary 
databases about animals from 523 farms included in 
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the register of breeding organizations of the Ministry 
of Agriculture of the Russian Federation. Primary 
raw data were obtained as databases generated us-
ing the SELEX software package [16], which is relat-
ed to RDBMS Firebird 2.5. Operating the databases 
and unloading the necessary information were per-
formed using the Python 2.7 programming language 
and FDB package. Information on fertility and milk 
performance indicators and the pedigree of each an-
imal with completed lactation from 523 local data-
bases was uploaded. Information about milk perfor-
mance for each animal included information about TD 
(the day of collection of animal milk performance at 
the control milking day) for each lactation: daily milk 
yield, daily fat percentage, and daily protein percent-
age. Information for the database of phenotypic data 
on fertility traits included information about the date 
of calving for each animal, age at calving, and date 
and number of services. Also, we uploaded all prima-
ry information about the pedigree of all animals with 
known productivity and information about all known 
generations of ancestors on the paternal and mater-
nal lines.

System for assessing the reliability of the 
phenotypic data of the breeding animals 
included in the created database
An analysis of the unified database of the breeding 
animals revealed that the primary data contain nu-
merous errors and inaccuracies. This prevented the 
use of these data in further research. To correct the 
situation, a unique multi-stage system for checking 
the reliability of milk performance data was devel-
oped. It included six main stages: checking data for 
critical values, checking the duration of pregnancy, 
checking the variability of milk performance data 
within each farm, checking the number of test days 
in lactation, and analyzing the reliability of milk per-
formance data within each lactation. All lactations in-
cluded in the created unified database were checked 
sequentially at each stage. Lactations that did not pass 
quality control were removed from further analysis.

First, milk performance data whose values were 
less than or equal to 0 were removed from the data-
base. Next, the milk performance data were checked 
for falling into the interval (μ – 3σ, μ + 3σ), and those 
that did not fall in the interval were removed. It 
should be noted that not only daily milk yield values, 
but also data on milk fat and milk protein content 
were deleted, regardless of whether they passed the 
test or not.

At the next stage, the duration of pregnancy for 
each lactation was also checked using the three-sigma 
rule [17]. Erroneous non-positive values were pre-

liminarily removed. As a result, lactations that corre-
sponded to a pregnancy duration of 268 to 317 days 
were tested. Lactations whose duration of pre-preg-
nancy did not fall within the confidence interval were 
excluded from further analysis.

At the third checking stage, the variability of the 
traits within the herd at each farm was controlled to 
exclude data obtained by copying one-shot values. 
This checking eliminated trait values at each farm 
from further analysis if the same values were found 
in the data of the farm for each control dairy day, 
week, or month.

The next step in checking milk performance data 
was to check the number and quality of the test days 
in each lactation. According to the accepted rules for 
assessing the milk performance of cows [18], the data 
were checked for meeting the following conditions:

1) there should be data on at least three test days 
in lactation;

2) there should be no more than 70 days between 
the calving date and the first TD date;

3) there should be no more than 70 days between 
adjacent TDs.

Lactations that did not fit these rules were re-
moved. It should be noted that if the “daily milk yield 
in kg” data were deleted, then the entire lactation was 
deleted.

At the next checking stage, a lactation curve was 
built using internationally recognized methods [19, 
20] for each lactation for which the information on 
daily milk yields passed the previous checking stages. 
For each plotted lactation curve, the mean absolute 
approximation error (MAE) was calculated for each 
trait. The results obtained for each trait form a nor-
mally distributed sample of values. On the basis of 
the analysis of the calculated mean absolute approxi-
mation errors for each lactation, lactations that had 
too large an approximation error (were not within the 
interval (0, μ + 3σ)) were excluded from further cal-
culations.

Primary data on fertility traits were checked for 
each trait separately. Regarding the age at first calv-
ing, data whose values did not fall into an interval of 
18–30 months were deleted. Regarding calving inter-
val data, the database included only those lactations 
that corresponded to a calving interval of 300 to 600 
days. Also, the database included data whose values 
ranged from 25 to 360 days for the calving interval 
trait – first insemination (CFI) and 25 to 500 days 
for first–last insemination (IFL) and days open (DO) 
traits. The reliability of the data on the number of 
services (NS) was checked for compliance with the 
condition that this value should not exceed 10 insemi-
nations per lactation.
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System for assessing the reliability of information 
on the pedigree of the breeding animals
Information about the pedigree of all animals whose 
lactation data were deleted during checking of the 
reliability of fertility and milk performance data was 
deleted from the unified database. A primary analy-
sis showed that the quality of the data on the pedi-
gree of the animals precluded their further analysis 
because of a large number of duplicates, errors, and 
inaccuracies.

At the first stage of correcting the data on the ped-
igree of the animals, a unique algorithm for correct-
ing loops in the existing primary database was devel-
oped. The main idea behind the algorithm is to assign 
a generation number to an animal and analyze its 
changes. Initially, each animal in the kinship table has 
a value of 1. If sequential passing through the table 
encounters descendants of an animal, then the num-
ber of the appropriate generation is increased by one. 
If the offspring of an animal has a higher generation 
number, then the generation number of the animal 
should be proportionally increased. The algorithm op-
erates until the numbers of animal generations stop 
changing. Accordingly, the animal with the highest 
generation number is the ancestor. If there are errors 
in the data of some animal and there are cycles, its 
generation number will not stop increasing. Animals 
with this anomaly were removed from the pedigree 
database. The developed algorithm enabled the re-
moval of erroneous data of this kind.

The next step in adjusting the constituted kinship 
database was the formation of a combined database 
on the pedigree of the animals using a reference 
database. This stage included integrating animals 
from the created database into the CDCB (Council 
of Dairy Cattle Breeding, USA) [21], which is pub-
licly available and is the most complete database of 
dairy breeds in the world. Information on the animal 
pedigree obtained from this database was considered 
as the reference. Further, data on the pedigree of 
animals obtained from Russian and foreign sources 
were used to generate two genealogical trees and 
perform a search for matches at the tops of these 
trees. Search conditions were matching of gender + 
part of the number + date of birth or matching of 
gender + number with a length of more than 7 dig-
its. If the vertices coincided, all records about the 
ancestors of the animal, which were obtained from 
Russian sources, were replaced with reference ones. 
This, among other things, satisfied the lack of infor-
mation in the databases and the combined branches 
of the genealogical tree built based on Russian data, 
which would never have crossed without a foreign 
database.

After developing the combined database on the 
pedigree of the animals, grouping of duplicates of the 
same ancestors of the animals with completed lacta-
tion was performed. First, records that had not been 
replaced at the previous stage were pooled according 
to the coincidence of nickname + date of birth, or in-
ventory number + nickname, or inventory number + 
date of birth. Each group of records was assigned a 
unique number in chronological order. Erroneous data 
were deleted if two or more unique numbers were 
assigned to parents (father or mother) in one group 
of records. Further, the data were grouped with al-
lowance for sibling relationships (match of father or 
mother + match of any personal data (nicknames, 
numbers or dates of birth)).

We also tested a method for the recovery of some 
missing information in the relationship matrix by it-
eratively estimating the matrix R (covariance ma-
trix of the residual error e) for the AM model. We 
applied the EM algorithm [22], an algorithm used in 
mathematical statistics to find maximum likelihood 
estimates for the parameters of probabilistic models 
when the model depended on some hidden variables. 
First, latent variables are estimated by the current 
approximation of parameters and, then, the parameter 
estimate that maximizes the likelihood of the latent 
variable is estimated and repeated until it converges 
to the maximum likelihood. As a first approximation, 
we assumed that the matrix R was diagonal. By solv-
ing the AM model with it, we obtained an estimate 
of the internal parameters (β and u) of the model; in 
the next iteration, we found the next approximation 
of the estimate of the matrix R using the same AM 
model, thereby improving the accuracy of our AM 
model estimate.

Animal genotyping
We genotyped 672 animals. DNA was isolated from 
blood and skin notches according to the standard 
QIAamp® DNA Investigator protocol. Samples con-
taining 4 μl of a DNA solution with a concentration 
of 50 ng/μl were genotyped using a BovineSNP50 v3 
DNA Analysis BeadChip microarray (Illumina, USA), 
according to the manufacturer’s instruction. Only 
genotypes with a call rate > 90% were used to devel-
op a system for genomic evaluation of the breeding 
value. All SNP markers with a minor allele frequency 
of less than 5% were excluded from the analysis.

Determination of breed by Principal 
Component Analysis (PCA)
Using the PCA method, we were able to tentative-
ly identify the breeds of the animals, information on 
which was not available in our database. In this meth-
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od, we used the genotypes of 672 animals of various 
breeds and the plink program.

Thus, Fig. 1 shows a clear separation of Jersey and 
Ayrshire animals and a large cluster of animals from 
the Black-and-White family. The method enabled the 
identification of 644 animals (427 sires and 217 cows) 
belonging to the Holstein (392) and Black-and-White 
(252) breeds, which were subsequently used to assess 
the breeding value.

Estimation of the breeding  
value and genetic parameters  
of the Black-and-White animal population
The breeding value of the animals was assessed using 
the TD ssGBLUP AM method [23, 24] for milk per-
formance traits and the ssGBLUP AM method [25] 
for fertility traits. The following fixed models were 
created:

Y = X1А + X2HYSс + X3L + X4 TD +Z1a + Z2p + e
AFC = X1RYSb + X2H + Z1a + e

CI = X1RYSc + X2H + X3LA + Z1a + Z2p + e
OFI = X1RYSc + X2H + X3LA + Z1a + Z2p + e
FLI = X1RYSi + X2H + X3LA + Z1a + Z2p + e
DO = X1RYSc + X2H + X3LA + Z1a + Z2p + e
NS = X1RYSi + X2H + LA + Z1a + Z2p + e,

where Y is a vector of the milk performance traits 
(milk yield (kg), fat content (%), milk fat yield (kg); 
protein content (%), and milk protein yield (kg)); AFC 
is the vector of the age at first calving trait (days); CI 
is the vector of the calving interval trait (days); CFI is 
the vector of the calving to first insemination interval 
trait (days); IFL is the vector of the interval between 
first and last insemination trait (days); DO is the vec-
tor of the days open trait (days); NS is the vector of 

the number of services trait; A is the fixed effect vec-
tor of animal age; HYSс is the fixed effect vector of 
farm–year–calving season; RYSb is the fixed effect 
vector of region–year–season of birth; L is the fixed 
effect vector of lactation number; H is the fixed effect 
vector of farm; TD is the fixed effect vector of control 
milk day; RYSc is the fixed effect vector of region–
year–calving season; RYSi is the fixed effect vector of 
region–year–season of insemination; LA is the fixed 
effect vector of lactation–animal age; a is the vector 
of animal randomized additive effects; p is the vector 
of randomized environmental effects; e is the residual 
effect vector; and X1, X2, X3, Z1, and Z2 are unit diag-
onal matrices relating the vector of observation to the 
fixed and random effect vectors.

The genetic parameters (heritability and repeatabil-
ity coefficients) were calculated according to the fol-
lowing formulas [26]:

h2 a
2

a
2

p
2

e
2

σ
σ σ σ

=
+ +

R
 

a
2

p
2

a
2

p
2

e
2

σ σ
σ σ σ

=
+

+ +
,

where h2 is the heritability coefficient; R is the repeat-
ability factor; σa

2 is the additive genetic variance; σp
2 is 

the environment variance; and σe
2 is the residual ef-

fect variance.
The reliability of the estimated breeding value was 

calculated using the following formula [27]:

REL 1 PEV
1 F a

2σ( )= −
+

,

where REL is the reliability of the estimated breeding 
value, PEV is the predicted error variance; F is the 
inbreeding coefficient and σa

2 is the additive genetic 
variance.

RESULTS

Characterization of the database  
of breeding animals of the Russian  
Black-and-White cattle population
The developed system was used to form a unique, 
consolidated database on the pedigree of breeding 
animals on the paternal and maternal lines, which in-
cluded information on 69,131 bulls and 251,529 cows 
of the Black-and-White dairy breed. The developed 
system enables a combination of heterogeneous in-
formation on the pedigree of dairy breeding animals 
from 523 farms in the Russian Federation. The birth 
dates of the animals according to lactations included 
in the database were distributed between 1975 and 
2017; the mean number of test days per lactation was 
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Fig. 1. Principal component analysis PC1 and PC2 (PCA) 
for the genotyped animals
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9. The distribution of the animals in the developed 
database and the distribution of genotyped animals by 
date of birth are shown in Figs. 2 and 3.

After a test of the system for checking phenotyp-
ic data and the data on the pedigree of the animals, 
the final database included information on 1,597,426 
cows with 4,771,366 completed lactations. There are 
data on the daily milk yield, milk fat, and milk pro-
tein in 1,047,224, 1,033,839, and 1,046,148 animals, re-
spectively. The number of test day records for the 
daily milk yield, milk fat, and milk protein content 
was 29,735,417, 26,393,276, and 26,955,476, respec-
tively. The kinship table for three milk performance 
traits contained information on 1,983,031 animals, of 
which 51,810 were sires. The mean performance val-
ue of the entire livestock was 20.9 ± 8.433 kg for the 
daily milk yield, 3.90 ± 0.46% for the milk fat con-
tent, and 3.18 ± 0.24% for the milk protein content. 
The mean age at first calving was 836.06 ± 117.32 
days. For other fertility indicators, the mean value 
was: 401.79 ± 67.098 days for the calving interval, 
90.713 ± 53.425 days for the calving–first insemina-
tion interval, 41.685 ± 79.243 days for the interval be-
tween first–last insemination, 140.18 ± 89.805 days for 
days open, and 1.80 ± 1.39 for the number of services 
(Table 1).

Evaluation of the genetic parameters 
of breeding traits in the Holstein and 
Black-and-White cattle population
To assess the breeding value of animals in a cattle 
population, it is necessary to determine the parame-
ters of breeding traits in the animals in the popula-
tion. The following genetic parameters of the Russian 
Holstein and Black-and-White cattle populations were 
evaluated: phenotypic variance, genetic variance, en-
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Table 1. Indicators of breeding animals from the Russian Holstein and Black-and-White cattle populations

Trait Number  
of animals

Number  
of records

Number of animals 
in kinship table

Number  
of bulls Min Max Mean Standard 

deviation

Daily yield, kg 1,047,224 29,735,417 1,983,031 51,810 0.2 46.211 20.90 8.43

Milk fat, % 1,033,839 26,393,276 1,983,031 51,810 2.38 5.47 3.90 0.46

Milk protein, % 1,046,148 26,955,476 1,983,031 51,810 2.31 4.08 3.18 0.24

AFC, days 937,175 937,175 1,434,321 49,644 540 1230 836.06 117.32

CI, days 763,773 2,026,259 1,247,553 46,371 300 600 401.79 67.1

CFI, days 904,999 2,535,158 1,409,240 49,111 25 360 90.713 53.43

IFL, days 787,536 3,174,412 1,214,206 47,352 0 720 41.685 79.24

DO, days 898,131 2,539,399 1,400,007 48,964 25 500 140.18 89.81

NS 959,501 3,575,124 1,447,815 49,781 1 10 1.80 1.39
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vironment variance, residual variance, repeatability 
coefficient, and heritability coefficient. To calculate 
the dispersion components, the AIREMLF90 module 
was used, which, in turn, is based on the AI-REML 
(Average Information-Residual Maximal Likelihood) 
algorithm. The calculated genetic parameters are pre-
sented in Table 2.

The calculation of variance components shows that 
the variability of the fertility and milk performance 
traits in the Holstein and Black-and-White cattle pop-
ulations in Russia is quite high, which makes targeted 
breeding for these traits quite effective. The herita-
bility coefficient was 0.20 for the daily milk yield, 0.31 
for the milk fat content, and 0.26 for the milk protein 
content. For all fertility traits, except for AFC, the 
heritability coefficient was low; < 0.11. This indicates 
a low genotypic diversity of the animal population 
and a high impact of environmental conditions on the 
variability of these traits.

Evaluation of the breeding value of cows and 
sires of Holstein and Black-and-White breeds
We calculated the genomic breeding value of all the 
animals born between 1975 and 2017 and represent-
ed in the developed database. The estimated breeding 
value (EBV) was calculated using the ssGBLUP-AM 
method. This method enables the inclusion of infor-
mation about the phenotype and genotype of the an-
imals and the pedigree of the animals into a single 
model. The BLUPF90 software [27] was used at all 
steps of breeding value assessment. The result of the 
breeding value evaluation is provided in Table 3.

The mean genetic potential was 0.88 kg in cows 
and 1.03 kg in bulls for the daily milk yield, –0.002% 
for the milk fat content, and –0.003 and 0.001% for 
the milk protein content in cows and the progeny of 
bulls, respectively. It should be noted that the mean 
assessment values for each trait are close to zero, 
and that the distribution of the animals relative to 

Table 2. Calculation of the genetic variance (σ2
а
), environment variance (σ2

p
), residual variance (σ2

e
), repeatability coeffi-

cient (R), and heritability coefficient (h2)

Trait σ2
а σ2

p σ2
e h2 R

Daily milk yield, kg 4.644 ± 0.783 5.278 ± 0.545 13.536 ± 0.112 0.20 0.427

Milk fat, % 0.108 ± 0.189 0.109 ± 0.130 0.127 ± 0.610 0.31 0.631

Milk protein, % 0.221 ± 0.431 0.261 ± 0.302 0.364 ± 0.172 0.26 0.569

AFC, days 2,025 ± 24.12 – 7,515 ± 19.09 0.21 –

CI, days 215.98 ± 4.896 334.3 ± 4.762 3,736.6 ± 4.646 0.05 0.13

CFI, days 232.02 ± 3.172 147.42 ± 2.569 2,187.5 ± 2.375 0.09 0.15

IFL, days 296.58 ± 5.141 438.19 ± 4.523 4,861.7 ± 4.462 0.05 0.13

DO, days 505.30 ± 9.534 1,070.8 ± 8.925 6,183.1 ± 6.994 0.07 0.2

NS 0.961± 0.423 0.522 ± 0.341 0.731 ± 0.254 0.11 0.19

Table 3. Evaluation of the breeding value of cows and sires for the main breeding traits of fertility and milk performance in 
the Holstein and Black-and-White cattle populations

Trait

EBV (cows) EBV (bulls)

Min Max Mean Reliability
(mean) Min Max Mean Reliability

(mean)

Daily milk yield, kg –11.23 13.98 0.88 0.38 –12.05 15.07 1.03 0.33
Milk fat, % –0.55 0.69 -0.002 0.39 –0.97 0.73 –0.002 0.34

Milk protein, % –0.22 0.31 –0.003 0.37 –0.18 0.30 0.001 0.32
AFC, days –142.66 170.45 –11.35 0.35 –199.83 198.35 –10.67 0.32

CI, days –34.37 49.54 2.76 0.28 –36.68 49.88 3.07 0.26
CFI, days –51.45 56.24 –2.02 0.33 –66.5 73.9 –0.73 0.30
IFL, days –40.38 82.07 5.93 0.30 –48.52 94.69 5.85 0.27
DO, days –53.94 72.18 3.25 0.29 –68.83 106.07 4.14 0.27

NS –1.03 2.18 0.14 0.23 –1.08 1.66 0.05 0.21
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this value is almost symmetrical (1 : 1): i.e., 50% of 
the animals have positive values and the other 50% 
have negative values. The genetic trend for the main 
breeding traits of fertility and milk performance in 
the Black-and-White breed population is built using 
the mean calculated breeding value of the animals by 
year of birth and is shown in Fig. 1 (Appendix).

A significant increase in the milk yield (4.4 kg/day) 
was observed between 1975 and 2017, while a de-
crease in the milk protein content was noted between 
1975 and 2002. Then, between 2002 and 2017, the 
mean breeding value of the animals increased from 
–0.006 to 0.002%. After 2010, the genetic trend in the 
fat content shows a significant drop from –0.005 to 
–0.03%. A decrease in all fertility indicators, except 
for the age at first calving, occurred between 1975 
and 2017.

One of the factors affecting the accuracy of the 
breeding value estimate is the level of trait heritability. 
The higher the heritability, the higher the estimate ac-
curacy. In our study, the EBV accuracy for three milk 
performance traits and the AFC fertility trait is higher 
than the EBV accuracy for other fertility traits (CI, 
CFI, IFL, DO, and NS). However, the heritability coef-
ficient varied from 0.20 to 0.31 for the AFC and milk 
traits and from 0.05 to 0.11 for other fertility traits.

Assessment of the effectiveness of the system 
for genomic evaluation of dairy cattle
The reliability of the genomic estimated breed-
ing value was evaluated using cross-validation. 
Genotyped animals were randomly divided into 11 

equal groups. Ten groups were used in turn to calcu-
late the model. The remaining 11th group was a test 
group: data on the descendants of the animals in this 
group were deleted, and the breeding value was cal-
culated only based on the genome. Then, the breeding 
value of the animals was compared to their breeding 
value using phenotypic data. The degree of correla-
tion between the breeding value of the genotyped an-
imals, which was calculated by offspring (EBV), and 
their breeding value calculated by genotype (GEBV) 
served as a criterion for the reliability of the genomic 
estimated breeding value. The result of our assess-
ment of the reliability of the genomic prediction is 
presented in Table 4.

The accuracy in the assessment of the breeding 
value by offspring (EBV) was calculated based on the 
variational components and genetic variability of the 
traits using the REML method, and the accuracy of 
GEBV was calculated as the square of the rank corre-
lation coefficient between the EBV and GEBV values. 
It is worth noting that bulls have significantly more 
offspring than cows. In this study, the mean num-
ber of offspring in the genotyped bulls ranged from 
219.4 for IFL to 583.2 for milk performance traits. In 
the genotyped cows, the mean number of offspring 
did not exceed 1.02 for all the studied traits, while 
the reliability of EBV mainly depended on the num-
ber of offspring. As shown in Table 4, the reliability 
of EBV in the genotyped cows is less than that in the 
bulls. In the genotyped bulls, a high accuracy of EBV 
(> 85%) is observed for all fertility and milk perfor-
mance traits; in the genotyped cows, the reliability 

Table 4. Calculation of the reliability of the genomic-estimated breeding value for the main breeding traits of fertility and 
milk performance in the Black-and-White cattle population

Trait

Genotyped cows (n = 217) Genotyped bulls (n = 427)

Number  
of offspring 

(mean)

Reliability  
of EBV

Reliability  
of GEBV*

Number  
of offspring 

(mean)

Reliability  
of EBV

Reliability  
of GEBV*

Daily milk yield, kg 1.02 0.59 0.98 583.2 0.93 0.65

Milk fat, % 1.02 0.59 0.97 583.2 0.92 0.54

Milk protein, % 1.02 0.57 0.97 583.2 0.89 0.54

AFC, days 0.08 0.21 0.82 358.2 0.89 0.24

CI, days 0.05 0.15 0.87 285.1 0.87 0.60

CFI, days 0.08 0.21 0.93 347.1 0.87 0.45

IFL, days 0.08 0.20 0.54 219.4 0.86 0.26

DO, days 0.08 0.20 0.93 345.5 0.90 0.56

NS 0.09 0.18 0.51 359.1 0.85 0.23

*Reliability of the estimate compared to the estimate for offspring (square of the rank correlation coefficient).
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Fig. 4. Correla-
tion between the 
estimated breed-
ing values (EBV) 
of bulls and their 
genomic esti-
mated breeding 
values (GEBV) for 
the fertility and 
milk performance 
traits
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Fig. 5. Corre-
lation between 
the estimated 
breeding values 
of the genotyped 
cows (EBV) and 
their genomic-es-
timated breeding 
values (GEBV) for 
the fertility and 
milk performance 
traits 
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Table 5. Comparison of the Black-and-White breed with various cattle breeds in the world

Breed
Number of cows

Milk yield, kg Milk fat Milk protein

Black-and-white 1,047,224 1,033,839 1,046,148

Nordic RDC 3,538,966 3,538,966 3,538,966

Holstein (Canada) 5,976,711 5,976,711 5,976,711

Ayrshire (Canada) 221,533 221,533 221,533

Jersey (Canada) 185,737 185,737 185,737

Portuguese Holstein 578,552 – –

German Holstein 48,977 – –

Number of test days, million

Milk yield, kg Milk fat Milk protein

Black-and-white 29.7 26.4 27

Nordic RDC 95.6 95.6 95.6

Holstein (Canada) 72.4 72.4 72.4

Ayrshire (Canada) 2.4 2.4 2.4

Jersey (Canada) 1.7 1.7 1.7

Portuguese Holstein 11.4 – –

German Holstein 0.106

Reliability of GEBV, %

Milk yield, kg Milk fat Milk protein

Black-and-white 65 54 54

Nordic RDC 40 50 40

Holstein (Canada) 65 58 67

Ayrshire (Canada) 39 43 54

Jersey (Canada) 58 62 68

Portuguese Holstein 52–72 – –

German Holstein 81–88 – –

of EBV ranges from 0.18 for NS to 0.59 for the milk 
yield and milk fat content.

The correlation of EBV and GEBV (reliability of 
GEBV) exceeded 80% in the genotyped cows for most 
of the studied traits and reached 98% for the daily 
milk yield.

When calculating GEBV, offspring data of geno-
typed animals were removed and the breeding val-
ue was assessed only by genotype. Genotyped cows 
have few offspring, so removal of offspring from the 
ssGBLUP model does not significantly affect the EBV 
values of the animals and, thus, there is a high corre-
lation between the EBV and GEBV values. Therefore, 
unlike sires, the reliability of GEBV in genotyped 

cows may not reflect the effectiveness of the genomic 
scoring system.

In genotyped bulls, mean values of GEBV reliabil-
ity were found for three milk performance traits. This 
result indicates the possibility of assessing the breed-
ing value of the Black-and-White cattle population by 
genotype with a reliability of up to 65% for the daily 
milk yield and up to 54% for the milk fat and protein 
content. A rather high accuracy of GEBV was found 
for the CI, DO, and CFI traits: 60, 54, and 45%, respec-
tively. The minimum GEBV accuracy was obtained 
for AFC (24%), IFL (26%), and NS (23%) traits.

The advent of genomic selection has reduced the 
requirements on traditional approaches to choosing 
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candidates for selection when many phenotypic traits 
of all close relatives of candidates should be deter-
mined. Genomic selection opens up the opportuni-
ty for selecting traits that are difficult or expensive 
to measure, such as fertility. This approach will be 
developed through new genomic studies (based on 
genomics, transcriptomics, and proteomics) aimed at 
identifying the genes and pathways that control fertil-
ity in cattle and will improve phenotyping for repro-
ductive function.

The result of an evaluation of the reliability of the 
genomic prediction in genotyped bulls and cows is 
also shown in Figs. 4 and 5.

DISCUSSION
The breeding results confirmed that prediction of 
the cattle breeding value using genomic information 
is more accurate than kinship, alone [28–30]. In this 
study, the genomic estimated breeding value in the 
Russian Holstein and Black-and-White cattle popu-
lations was determined for the first time in Russia 
based on fertility traits. The reliability of the genomic 
estimated breeding value was 65% for the daily milk 
yield and 54% for the milk fat and protein content. 
The reliability of GEBV for fertility traits amount-
ed to 60% (CI), 54% (DO), 45% (CFI), 24% (AFC), 26% 
(IFL), and 23% (NS). These values are slightly high-
er than those in Nordic Red dairy cattle (from 0.22 to 
0.31%) for three fertility traits [31]. A similar result 
(28.9% reliability) was obtained by Su et al., who as-
sessed the breeding value in Danish Jersey using a 
small reference population (1,250 Danish bulls) [32].

In addition, we used the TD ssGBLUP-AM test day 
model to assess the breeding value of cattle for milk 
traits. Currently, this model is used to officially as-
sess the cattle breeding value in many countries: e.g., 
Nordic Red dairy cattle (RDC) [33]. The official RDC 
assessment data for March 2012 were obtained from 
a genetic assessment of Nordic cattle (NAV). To as-
sess the breeding value of RDC, 3,538,966 cows were 
selected from 95.6 million records of test days and 
the total number of animals in the RDC pedigree was 
477,468 (Table 5). Comparison of the results of our 
earlier study of the Holstein Dairy breed shows that 
despite a 2.5-fold difference in the size of the sta-
tistical sample, assessment of the breeding value of 

the Holstein and Black-and-White breeds by the TD 
ssGBLUP-AM method has a rather high prediction 
reliability (about 65%).

The calculated genomic prediction reliability of 
the breeding value is comparable with the estimated 
breeding value of Portuguese Holstein cows [34]. The 
mean reliability of the genomic-estimated breeding 
value of Portuguese Holstein bulls was 52% in young 
bulls and 72% in bulls with data on the performance 
of their daughters.

The test day model is likewise used for a genomic 
estimate of the breeding value in three dairy cat-
tle populations in Canada (Holstein, Ayrshire, and 
Jersey). The prediction reliability of the breed-
ing value for the milk yield is 65, 39, and 58% for 
Holstein, Ayrshire, and Jersey breeds, respectively 
[35]. In a study by Bohlouli et al., 11.4 million test day 
records were used to estimate the breeding value of 
48,977 Holstein cows in Germany. The reliability of 
the evaluation reached 88% [36].

CONCLUSION
In this study, despite a small number of genotyped 
sires in the reference population, an acceptable level 
of reliability in the genomic assessment of the cattle 
breeding value was achieved. Reliability may be im-
proved by increasing the number of genotyped ani-
mals in the reference population. We have shown that 
there is a possibility to use the genomic-estimated 
breeding value in the domestic population of Holstein 
and Black-and-White cattle according to various fer-
tility and milk performance traits. This system will 
take domestic breeding to a modern, competitive level 
and help evaluate the cattle breeding value at birth 
based on information about the animal’s genome. 
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APPENDIX

Fig. 1. Genetic trend in the Holstein and Black-and-White 
cattle populations from 1975 to 2017 for the daily milk 
yield and fertility traits: age at first calving (AFC), calving 
interval (CI), calving to first insemination interval (CFI), in-
terval from first to last insemination (IFL), days open (DO), 
and number of services (NS)
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