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The Role of Non-coding RNAs in the Pathogenesis of Glial Tumors
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Among the many malignant neoplasms, glioblastoma (GBM) leads to one 
of the worst prognosis for patients and has an almost 100% recurrence 
rate. In this review, authors summarize the functions of long noncoding 
RNAs, circular RNAs, as well as microRNAs, PIWI-interacting RNAs, 
small nuclear and small nucleolar RNAs. They provide a classification of 
these transcripts and describe their role in various signaling pathways and 
physiological processes. Authors also provide examples of oncogenic and 
tumor suppressor ncRNAs belonging to each of these classes in the context 
of their involvement in the pathogenesis of gliomas and glioblastomas. In 
conclusion, authors considered the potential use of ncRNAs as diagnostic 
markers and therapeutic targets for the treatment of glioblastoma.

Functions of different types of 
ncRNAs in the cell

The p53 Protein Family in the Response 
of Tumor Cells to Ionizing Radiation: 
Problem Development
O. A. Kuchur, D. O. Kuzmina, M. S. Dukhinova, A. A. Shtil
Survival mechanisms are activated in tumor cells in response to thera-
peutic ionizing radiation. This reduces a treatment’s effectiveness. The 
p53, p63, and p73 proteins belonging to the family of proteins that regu-
late the numerous pathways of intracellular signal transduction play a 
key role in the development of radioresistance. This review analyzes the 
p53-dependent and p53-independent mechanisms involved in overcom-
ing the resistance of tumor cells to radiation exposure.
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Neutrophil Extracellular Traps (NETs): 
Opportunities for Targeted Therapy
D. V. Volkov, G. V. Tetz, Y. P. Rubtsov, A. V. Stepanov, A. G. Gabibov
Antitumor therapy, including adoptive immunotherapy, inevitably faces 
powerful counteraction from advanced cancer. Recent studies show that the 
development of the tumor and its ability to metastasize directly affect the ex-
tracellular traps of neutrophils (neutrophil extracellular traps, NETs) formed 
as a result of the response to tumor stimuli. In addition, the nuclear DNA of 
neutrophils – the main component of NETs – erects a spatial barrier to the 
interaction of CAR-T with tumor cells. Previous studies have demonstrated 
the promising potential of deoxyribonuclease I (DNase I) in the destruction of 
NETs. In this regard, the use of eukaryotic deoxyribonuclease I (DNase I) is 
promising in the quest to increase the efficiency of CAR-T by reducing the 
NETs influence in TME. Authors will examine the role of NETs in TME and 
the various approaches in the effort to reduce the effect of NETs on a tumor.
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Genetic Diversity and Evolution of the Biological 
Features of the Pandemic SARS-CoV-2
A. A. Nikonova, E. B. Faizuloev, A. V. Gracheva, I. Yu. Isakov, V. V. Zverev
In this review, authors have focused on the general characteristics of SARS-
CoV-2 and COVID-19. Also, authors have analyzed available publications on the 
genetic diversity of the virus and the relationship between the diversity and the 
biological properties of SARS-CoV-2, such as virulence and contagiousness.
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INTRODUCTION
Cardiovascular diseases (CVDs) are a vast group of 
heart and blood vessel diseases of various etiologies. 
They lead to impairment of the normal functions of 
various organs and, in severe cases, death. They put a 
huge burden on health care systems and the economy 
around the world. According to WHO estimates, more 
than 17 million people die from heart diseases every 
year. By 2030, this number is estimated to exceed 23 
million. The leading causes of death are strokes and 
coronary heart diseases, which account for 31% of all 
deaths. In Russia, this indicator stands at 57%. Current-
ly, a large number of drugs with various mechanisms 
of action exist, and they are used for the treatment 
of CVDs. Naturally, all possess certain side effects. 

For example, antiplatelet agents and anticoagulants 
can cause gastrointestinal tract complications and in-
tracranial bleeding. The most common side effects of 
angiotensin-converting enzyme inhibitors are arterial 
hypotension, paroxysmal unproductive dry cough, 
angioedema of the upper respiratory tract, cholestasis, 
hyperkalemia, proteinuria, and impaired renal func-
tion. The use of β-blockers can be accompanied by a 
number of side effects, both cardiac (weakening of the 
pumping function of the heart, bradycardia, etc.) and 
extracardiac (drowsiness, depression, bronchospasm, 
etc.). In addition, a significant problem is associated 
with the insufficient efficacy of drug therapy for a 
number of CVDs, something that  is especially pro-
nounced in patients with concomitant pathologies. For 
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ABSTRACT Snake venoms, as complex mixtures of peptides and proteins, affect various vital systems of the 
organism. One of the main targets of the toxic components from snake venoms is the cardiovascular system. 
Venom proteins and peptides can act in different ways, exhibiting either cardiotoxic or cardioprotective effects. 
The principal classes of these compounds are cobra cardiotoxins, phospholipases A2, and natriuretic, as well as 
bradykinin-potentiating peptides. There is another group of proteins capable of enhancing angiogenesis, which 
include, e.g., vascular endothelial growth factors possessing hypotensive and cardioprotective activities. Venom 
proteins and peptides exhibiting cardiotropic and vasoactive effects are promising candidates for the design of 
new drugs capable of preventing or constricting the development of pathological processes in cardiovascular 
diseases, which are currently the leading cause of death worldwide. For example, a bradykinin-potentiating 
peptide from Bothrops jararaca snake venom was the first snake venom compound used to create the widely used 
antihypertensive drugs captopril and enalapril. In this paper, we review the current state of research on snake 
venom components affecting the cardiovascular system and analyse the mechanisms of physiological action of 
these toxins and the prospects for their medical application.
KEYWORDS bradykinin-potentiating peptides, snake venom, cardioprotector, cardiotoxin, natriuretic peptide, 
cardiovascular system.
ABBREVIATIONS ACE – angiotensin-converting enzyme; AR – adrenergic receptor; BPP – bradykinin-poten-
tiating peptide; CT – cardiotoxin; NP – natriuretic peptide; NPR – NP receptor; CVD – cardiovascular disease; 
CVS – cardiovascular system; TFT – three-finger toxin; PLA2 – phospholipase A2; VEGF – vascular endothelial 
growth factor; ANP – atrial NP; BNP – brain NP; CNP – C-type NP; SRTX – sarafotoxin; VEGFR – vascular 
endothelial growth factor receptor.
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example, a serious challenge in modern medicine is the 
chronic heart failure that is increasingly common in 
many cases and is difficult to correct. All these obsta-
cles speak to the need for more effective drugs, with a 
fundamentally new mechanism of action: drugs that 
are free of the limitations typical of existing medicines.

SNAKE VENOMS: COMPOSITION AND PROPERTIES
Snake venoms are complex mixtures of compounds 
with high biological activity and a high selectivity of 
action. These compounds are capable of affecting var-
ious systems of the organism, but their main targets 
are the nervous and cardiovascular systems (CVS). 
Depending on the most affected system, snake venoms 
are classified as neurotoxic and hemotoxic. Neurotoxic 
venoms are typical of snakes from the Elapidae family 
(cobras, kraits, mambas, coral snakes, and some other 
snakes) and contain mainly non-enzymatic toxins that 
block nerve impulse conduction. Hemotoxic venoms 
are typical of snakes from the Viperidae family (vipers, 
moccasins, rattlesnakes and some other snakes). Hemo-
toxic venoms consist mainly of enzymes that cause co-
agulopathy. Both types of venoms can contain toxins 
that affect the CVS, with the venom of one individual 

comprising up to several hundred different peptides 
and proteins. Snake venom proteins and peptides af-
fecting the CVS can act in different ways, causing both 
cardiotoxic and cardioprotective effects. These com-
pounds belong to different toxin families and interact 
with various biological targets in the organism. Snake 
venom poisoning is associated with a number of cardio-
vascular effects, including hypotension, myocardial in-
farction, cardiac arrest, hypertension, brady- or tachy-
cardia, and atrial fibrillation [1]. Given the multiplicity 
of the effects, it may be stated that snake venom is a 
rich source of compounds that affect the CVS. These 
compounds, with various biological activities, could be 
of significant pharmacological value and represent a 
promising basis for the development of new drugs.

It should be noted that snake venoms contain a large 
number of peptides and proteins that affect blood cells 
and enzyme systems. However, in this review, we will 
limit ourselves to the consideration of toxins that di-
rectly affect the CVS.

Snake toxins affecting the CVS
As has already been noted, snake venoms contain a 
number of compounds that affect the CVS. By their 

Snake venom toxins that affect the CVS

Toxin Molecular 
weight, kDa Main biological target Effect on CVS

Bradykinin-
potentiating 

peptides
1.5–2.0 Angiotensin-converting 

enzyme

Lowering of blood pressure through a decrease in the concen-
tration of angiotensin II and an increase in the concentration 

of bradykinin [3]

Natriuretic  
peptides 2.5–5.5 Natriuretic peptide 

receptors A, B, and C

Lowering of blood pressure through a reduction in vascular 
resistance (due to a decrease in the influx of calcium ions into 
muscle cells) and a decrease in the volume of circulating blood 

(due to an increase in the volume of excreted urine) [4–6]

Sarafotoxins 2.3–2.7 Endothelin type A (ET
A
) 

and B (ET
B
) receptors

Increased vasoconstriction followed by narrowing of the 
bronchi and increased airway resistance as well as an increase 

in hydrostatic pressure of microvessels in the lungs, which 
leads to their edema. Failure of various parts of the heart, 

mainly the left ventricle [7, 8]

Three-finger toxins 6.2–8.0
Cell membranes, 

adrenergic receptors, 
cholinergic receptors

Suppression of contractility and irreversible contracture of 
the myocardium; lowering blood pressure; cardioprotection 

[9–11]
Cysteine-rich 

secretory proteins 
(CRISPs)

23–25 Voltage-gated ion 
channels

Inhibition or activation of aortic smooth muscle contraction 
[12, 13]

Alternagin-C 21.7 Integrin α2β1 and 
VEGFR-2

Enhancement of cardiac activity; protection against hypoxia/
reoxygenation-induced cardiomyocyte negative inotropism 

[14, 15]

Endothelial vascu-
lar growth factors 24–26

Receptor tyrosine kinas-
es VEGFR-1, VEGFR-2, 

and VEGFR-3

Cardioprotective effect; reduction in reperfusion injury to the 
heart and infarct size [16, 17]

Phospholipases A2 13–14 Cell membrane, secreto-
ry PLA2 receptors

Cardiotoxicity; myocardial contracture, vascular relaxation 
[18–21]



6 | ACTA NATURAE | VOL. 13 № 3 (50) 2021

REVIEWS

chemical nature, these can be low-molecular-weight 
organic compounds (e.g., adenosine), peptides, and 
proteins. These snake venom components include, in 
particular, bradykinin-potentiating peptides (BPPs), 
natriuretic peptides (NPs), sarafotoxins (SRTXs), and 
three-finger toxins (TFTs), including cobra cardiot-
oxins (CTs), phospholipases A2 (PLA2s), and vascular 
endothelial growth factors (VEGFs) [2] (Table). These 
toxins affect the heart muscle, vascular smooth mus-
cles, and the capillary vascular bed.

Peptide toxins
Bradykinin-potentiating peptides (BPPs). BPPs consist 
of 5–14 amino acid residues and contain a proline-rich 
region [2, 22] (Fig. 1A). In the organism, BPPs inhibit 
the angiotensin-converting enzyme (ACE) that breaks 
down angiotensin I, converting it into angiotensin II, a 
potent vasoconstrictive and hypertensive agent. BPPs 
lower blood pressure by blocking the formation of an-
giotensin II. In addition, ACE is also capable of cleaving 
bradykinin that possesses hypotensive activity and 
inhibition of the enzyme enhances the effect of brad-
ykinin and leads to vasodilation and decreased cardiac 
output [3]. The first antihypertensive drug of its class, 
the ACE inhibitor captopril (Fig. 1B), was derived from 
a BPP (teprotide) from the venom of the snake Both-
rops jararaca.

It should be noted that ACE is a two-domain en-
zyme. The generation of a potent vasoconstrictor, an-
giotensin II, occurs primarily through the action of the 
ACE C-domain. Both homologous domains hydrolyze 
bradykinin, with the C-domain being somewhat more 
efficient [23]. The ACE inhibitors including captopril 
commonly used in clinic are not domain-selective. 
However, they can lead to life-threatening angioedema 
associated with the systemic accumulation of bradyki-
nin upon the inhibition of both ACE domains. There-
fore, the development of a domain-specific inhibitor 
is urgently needed. Selectivity of action on a certain 
domain was found for some BPPs. For example, the 
decapeptide Bj-BPP-10c (Fig. 1) is 400-fold more selec-

tive for the active site in the C domain (Ki = 0.5 nM) 
than for the N domain (Ki = 200 nM) [24]. The opposite 
was discovered for Bj-BPP-12b (Fig. 1), which is more 
selective for the N domain (Ki = 5 nM) and 30-fold less 
effective for the C domain [25]. The BPPs R-BPP and 
Y-BPP, which we uncovered in the venom of the viper 
Azemiops feae (Fig. 1) [26], are more similar to pep-
tides exhibiting specificity for the ACE C domain and 
may be considered as a basis for the development of 
C domain-selective drugs, which would differ structur-
ally from captopril.

In addition to inhibiting ACE, some BPPs kineti-
cally modulate the activity of argininosuccinate syn-
thase in vitro and in vivo, which ultimately leads to 
the production of nitric oxide (NO) in endothelial cells 
and a decrease in blood pressure [27]. Modulation of 
argininosuccinate synthase not only stimulates the 
production of nitric oxide, but also enhances the syn-
thesis of protective molecules, such as polyamines 
(spermine, spermidine, and putrescine) and agmatine, 
which, as was shown in one of our studies, can lead to 
a positive inotropic effect even upon reduced activ-
ity of Ca2+-ATPase of the sarcoplasmic reticulum [28], 
a characteristic of heart failure [29]. Recently, one of 
the mentioned BPPs was shown to protect SH-SY5Y 
neuroblastoma cells from the oxidative stress caused 
by hydrogen peroxide [30]. It should be noted that 
post-heart-attack reperfusion induces oxidative 
stress, leading to severe cardiac dysfunction. There-
fore, biologically active compounds that reduce oxida-
tive stress can be considered a promising therapeutic 
strategy for heart diseases. Potentially, BPPs could be 
such compounds. In addition, BPPs have a direct ef-
fect on the components of the cardiovascular system. 
For example, in some cases there is no correlation be-
tween ACE inhibition and the hypotensive effect [31], 
and a BPP from the venom of the cobra Naja haje haje 
dose-dependently reduces the contractility of the rat 
atria [32]. The BPP Bj-PRO-5a was also found to cause 
vasodilation by interacting with the muscarinic cholin-
ergic receptors M1 and bradykinin receptors BK

B2
 and 

Fig. 1. Amino acid 
sequences of BPPs 
(A) and the structure 
of captopril (B). Z is 
a pyroglutamic acid 
residue

А B
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triggering NO synthesis by the endothelium [33]. There 
is evidence that BPPs can enhance the effect of brady-
kinin by increasing the sensitivity of its receptors. But 
the mechanism of this action has not been elucidated 
[34]. Therefore, many physiological mechanisms, both 
central and peripheral, underlie the general hypoten-
sive effect of BPPs.

Natriuretic peptides. A number of snake venom pep-
tides mimic the actions of endogenous peptides. These 
compounds include, in particular, natriuretic peptides 
(NPs). NPs contain about 20 to 50 amino acid residues 
and are based on a conserved 17-aa sequence confined 
by a disulfide bond (Fig. 2). There are three isoforms 
of mammalian NPs: namely atrial NP (ANP), brain NP 
(BNP), and C-type NP (CNP). NPs also include urodila-
tin, which is an extended ANP derived from a precur-
sor using an alternative processing system. In addition, 
a D-type NP (DNP) and ventricular NPs (VNPs) are 
sometimes distinguished. The DNP is a unique NP iso-
lated only from the venom of the eastern green mamba 
Dendroaspis angusticeps. To date, VNP expression has 
been confirmed only in the heart of primitive bony fish 
[35]. Atrial NPs are the key hormones in the regula-
tion of pressure–volume homeostasis. These peptides 
interact with membrane-bound NP receptors (NPRs) 
in the heart, vasculature, and kidneys, reducing blood 
pressure and circulation volume. The effects of NPs 
can be quite diverse: in mice, endogenous BNPs and 
CNPs increase the heart rate [36], while in the rat myo-
cardium, CNP causes a decrease in contractility [37]. A 
common property of NPs is the ability to induce an in-
crease in NO production and activate protein kinase G, 
which mediates their vasorelaxant effect [4, 38] in most 
cases; however, some NPs can also induce relaxation 
on endothelium-denuded aortic preparations [38, 39]. 

Therefore, NPs cause a whole spectrum of physiologi-
cal effects that can potentially be used to correct CVD. 
For example, intravenous infusion of NPs improves the 
hemodynamic status in patients with heart failure, but 
sometimes it is accompanied by severe hypotension, 
which requires the development of NP analogs lacking 
these side effects.

NPs are found in the venoms of various snake spe-
cies, including the eastern green mamba D. angusti-
ceps [40], rattlesnakes C. atrox and C. oreganus abys-
sus [4], and others [41, 42] (Fig. 2). Their action leads 
to vascular relaxation and a decrease in myocardial 
contractility [4, 6]. Venom NPs are of interest as a ba-
sis for the creation of NPs with a longer half-life and 
improved selectivity for vessels and kidneys [43]. In 
this regard, snake venom NPs are considered a good 
basis for the design of NPs with therapeutic potential. 
To date, venom NPs have been used to develop sev-
eral analogs with the prospect of clinical application; 
of these, the most successful agent is cenderitide [5]. 
Cenderitide is a chimeric peptide consisting of a hu-
man C-type NP fused to the C-terminal fragment of 
an NP from the venom of the eastern green mamba 
D. angusticeps (Fig. 2). Cenderitide was developed to 
co-activate two NP receptors, in particular the gua-
nylyl cyclases pGC-A and pGC-B, for improving renal 
function, but without clinically significant hypoten-
sion. Cenderitide was shown to be well tolerated by 
healthy volunteers, without side effects and to ac-
tivate cGMP, which corresponded to the activation 
of the NP receptor. Cenderitide induced a minimal 
decrease in blood pressure, along with natriuresis and 
diuresis. Preliminary experiments in patients with 
heart failure demonstrated good tolerance and no side 
effects. Cenderitide is a promising agent for the treat-
ment of heart failure.

Fig. 2. Amino acid sequences of NPs. Identical amino acid residues are underlined. The disulfide bond is shown as a line 
connecting cysteine residues. hANP and hBNP are human atrial and brain NPs, respectively. hCNP is the human C-type 
NP. DNP is an NP from Dendroaspis angusticeps mamba venom (UniProtKB -P28374), CA-CNP is a C-type NP from Cro-
talus atrox venom (P0CV87), COA-NP2 is an NP from C. oreganus abyssus venom (B3EWY2), and PNP is an NP from 
Pseudocerastes persicus venom (P82972)

Cenderitide
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Sarafotoxins. Sarafotoxins (SRTXs), which possess 
strong vasoconstrictive properties, are short peptide 
toxins found in the venom of snakes of the genus 
Atractaspis. These peptides, which have a high de-
gree of identity with endothelins, recognize and bind 
endothelin receptors. SRTXs from the venom of 
Atractaspis engaddensis contain 21 amino acid residues 
and two disulfide bonds (Fig. 3); the toxins of other 
snake species have an extended C-terminal fragment. 
They stimulate endothelin receptors and increase va-
soconstriction, followed by left ventricular dysfunc-
tion, bronchospasm, and increased airway resistance. 
SRTX-B binds to endothelin receptors with high affin-
ity and causes cardiac arrest and death in mice within 
minutes of intravenous administration.

The contractile response of vessels to sarafotoxins 
is mainly associated with the input of extracellular 
calcium through L-type calcium channels, while intra-
cellular calcium stores released through ryanodine and 
IP-3 channels play a relatively small role [8].

The effect of SRTX-C can be multidirectional. For 
example, a small negative inotropic effect is observed 
in the intact right papillary muscles of a rabbit, while 
a strong increase in contractility occurs upon removal 
of the endothelium and inhibition of nitric oxide or 
prostaglandin signaling [44]. In the human myocar-
dium, SRTX-C causes an increase in contractility as-

sociated with arrhythmia, which is most pronounced 
in the right atrium compared with other myocardial 
tissues [45]. Intracoronary administration of SRTX-C 
is known to lead to a decrease in cardiac output and an 
increase in the time parameters of cardiac contraction 
in pigs [46]. In this case, the classic short SRTXs from 
A. engaddensis cause disturbances in the left ventricle, 
while SRTX-m from the venom of A. microlepidota 
microlepidota [47] leads to a dysfunction of the right 
ventricle [7].

In scientific research, SRTXs are used to label en-
dothelin receptors and develop vasospasm models [48].

Non-enzymatic protein toxins

Three-finger toxins. Three-finger toxins (TFTs) con-
stitute one of the most abundant families of snake 
venom toxins. TFTs consist of 57–82 amino acid resi-
dues; structurally, TFT molecules are represented by 
three β-structural loops extending from a compact 
hydrophobic core that is stabilized by four conserved 
disulfide bonds. The biological properties of TFTs are 
very diverse; a number of TFTs affect the CVS [11].

Cytotoxins, also called cardiotoxins (CTs), are 
TFTs that consist of about 60 amino acid residues 
and contain four disulfide bonds (Fig. 4). A common 
property of cytotoxins is their direct interaction with 
the membrane to form an ionic pore, which causes 
depolarization of a cell and its death. This is most 
clearly seen in the heart, which imparts to this group 
the alternative name cardiotoxins. Despite the fact 
that the amino acid sequences of CTs are very similar 
[49], their biological activity can differ significantly 
[50, 51]. Most studies have shown that CTs begin to 
act even at a concentration of less than 1 μM, initially 
causing an increase in contraction, followed by a de-
crease and a concomitant rise in the resting tension 
[9, 52, 53]. Comparison of various myocardial tissues 
showed that the effect of CTs on the ventricular tis-
sue is more pronounced than that on the atria [54, 
55]. Usually, contracture caused by the CT effect is 
irreversible and leads to cell death [10, 53, 56–58]. 
Initial cell depolarization results in an increase in 
the intracellular calcium concentration from intra- 
and extracellular sources [53]. The role of individual 
calcium-transporting mechanisms in the development 
of CT effects can vary depending on myocardial char-
acteristics. For example, the L-type Ca2+ current in 
neonatal rat cardiomyocytes is the leading mechanism 
for increasing the level of intracellular calcium [57], 
while the blocking of this mechanism in adult cardio-
myocytes [53] and guinea pig myocardium [10] does 
not prevent the development of contracture. It should 
be noted that the CT effect depends on the concen-

Fig. 3. Amino acid sequences of endothelins and sara-
fotoxins. Disulfide bonds are shown as lines connecting 
cysteine residues. END1 (UniProtKB – P05305) and END2 
(P20800) are human endothelin 1 and 2, respectively. 
SRTX-A (UniProtKB – P13208), SRTX-B (P13208), SRTX-C 
(P13208), SRTX-E (P13208), and SRTX-D (P13211) are 
sarafotoxins A, B, C, E, and D from A. engaddensis ven-
om, respectively. SRTX-i1 (P0DJK0) is sarafotoxin i1 from 
A. irregularis venom; SRTX-m (Q6RY98) is sarafotoxin m 
from the venom of A. microlepidota microlepidota
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tration of extracellular calcium, high concentrations 
of which (about 10 mM) block CT effects [10, 53, 57]. 
CTs induce a long-term increase in the intracellular 
calcium concentration, accompanied by the activation 
of peptidases inside the cell and disintegration of the 
cardiomyocyte structure [53, 57], which results in a 
chain of pathological processes leading to cell death 
[53] through the necrotic mechanism [58].

In blood vessels, as in other muscle tissue types, CTs 
cause contracture; in this case, a transient relaxation 
effect caused by the activation of endothelial cells is 
observed in phenylephrine-precontracted aortic rings 
[59]. The contractile response involves both the input 
of extracellular calcium [59] and its release from in-
tracellular stores [60]. The effects of CT on both the 
smooth muscle and endothelial cells are curbed by high 
calcium concentrations [61, 62].

Despite the fact that CTs are very toxic compounds 
highly unlikely to exert a positive effect on the heart 
and blood vessels, CTs (fraction 1 from N. naja sia-
mensis) have been reported to induce a positive inotro-
pic response with no contractures at a dose of up to 
100 μg/mL [10], which may be useful in myocardial 
pathology, accompanied by a decrease in the pumping 
function of the heart. Currently, only cardiac glyco-
sides are used as drugs with a positive inotropic effect, 
which, according to the DIG study, is particularly good 
on patients with chronic heart failure with a reduced 
left ventricular ejection function [63]. Therefore, 
searching for new compounds possessing a cardiotonic 
effect remains a priority. However, there is nary in-
formation about studies of CTs with such a profile of 
action in pathological myocardium models; e.g., in SHR 
rats with reduced cardiac contractility. CTs may also 

be useful in exploring the mechanisms of dystrophic 
vascular calcification [64]. In this case, CTs are used 
as a methodological approach for triggering a cascade 
of pathological events that may be used to investigate 
vasoprotective mechanisms.

The TFT group also includes venomous cardiotox-
in-like proteins [65] that interact with the different 
adrenergic receptors (ARs) abundant in the cardio-
vascular system. For example, a number of toxins 
have been isolated from the venom of the eastern 
green mamba D. angusticeps. These specifically in-
teract with different subtypes of adrenergic recep-
tors: ρ-Da1a (Fig. 4) selectively blocks the α1A-AR 
subtype [66, 67], and ρ-Da1b blocks all three α2-AR 
subtypes [68, 69]. The so-called muscarinic toxins MT1 
and MT2 reversibly bind to α1-ARs [70]. The toxins 
MTβ and CM-3, similar to ρ-Da1a, were isolated from 
the venom of the black mamba D. polylepis; however, 
they interact with higher affinity with the α1B- and 
α1D-AR subtypes [71].

β-Cardiotoxin was isolated from the venom of the 
king cobra Ophiophagus hannah (Fig. 4). It is capable 
of blocking β1 and β2 ARs [72]. This leads to a decrease 
in the heart rate in vivo and in vitro without noticeable 
cytotoxicity, which may be associated with the inabil-
ity of β-cardiotoxin to directly interact with the mem-
brane, due to some of its structural features [73]. Later, 
a cytotoxic effect on cultured smooth muscle cells and 
no effect on skeletal cells and cardiac myocytes were 
shown in [74]. Interestingly, the study revealed direct 
negative inotropic and lusitropic effects, with the in-
tracellular calcium concentration in systole remaining 
unchanged. These data may indicate the existence of 
direct mechanisms of β-cardiotoxin action which are 

Fig. 4. Spatial structures of some three-finger toxins. Cardiotoxin II from Naja oxiana (PDB code – 1CB9), β-cardiotoxin 
from Ophiophagus hannah (3PLC), toxin ρ-Da1a from Dendroaspis angusticeps (4IYE), and weak toxin WTX from Naja 
kaouthia (2MJ0). The structures of cardiotoxin II and WTX were established by NMR, the structures of β-cardiotoxin and 
toxin ρ-Da1a were determined by X-ray analysis. Disulfide bonds are highlighted in yellow

1CB9 3PLC 4IYE 2MJ0
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not associated with AR activation, and the ability of 
ARs to alter the sensitivity of myofilaments to calcium 
ions. The presence of compounds in the TFT group 
which interact highly specifically with individual AR 
subtypes may be of great utility in pharmacological 
studies, because each of the three subtypes plays an 
important role in CVS pathologies and their correction. 
For example, blocking β-ARs is one of the main direc-
tions in the therapy of various forms of hypertension 
and chronic heart failure [75, 76]; activation of α1-ARs 
may be considered as a compensatory pathway in the 
desensitization of the β-AR pathway [77–79]; and α2 
activation may be considered as a cardioprotective 
pathway preventing adrenergic overload of the heart 
[80, 81] and, as shown in our publications, blocking the 
development of arrhythmias and Ca-overload in car-
diomyocytes [82, 83].

One of the TFT groups is composed of the so-called 
non-conventional toxins that contain an additional di-
sulfide bond in the N-terminal fragment and are usu-
ally characterized by low toxicity. Interestingly, one of 
the representatives of this group, toxin WTX, when 
administered intravenously, reduced blood pressure in 
rats [84] by affecting cholinergic transmission.

Another TFT group is represented by toxins affect-
ing the activity of various ion channels and the recep-
tors present in the CVS. However, since there are no 
data on the effect of these toxins on the CVS, they are 
not discussed in this review.

Other types of toxins. There are a number of other 
toxins that affect the CVS and lack enzymatic activity. 
These include toxins of the CRISP (Cysteine-RIch Se-
cretory Protein) family, which are 23–25 kDa proteins 
containing eight disulfide bonds. For example, ablo-
min from the venom of A. blomhoffi and some similar 
toxins blocked the contraction of rat arterial smooth 
muscles caused by a high concentration of potassium 
ions. Ablomin is supposed to inhibit the voltage-gated 
influx of extracellular calcium, which causes vascular 
contraction [13]. Natrin of N. atra venom induces a 
contractile response in the endothelium-denuded tho-
racic aorta of mice [85]. Further experiments showed 
that natrin is able to block the high-conductance cal-
cium-activated potassium channels (BK

Ca
) that play a 

significant role in the regulation of the vascular tone. 
In addition, natrin can block the skeletal isoform of 
the ryanodine receptor [86] and voltage-gated potas-
sium channels K

V
1.3 [87].

The protein alternagin-C, isolated from Bothrops 
alternatus snake venom, has a very interesting effect 
on the CVS [88]. This protein can induce the expres-
sion of the vascular endothelial growth factor, pro-
liferation and migration of endothelial cells, enhance 

angiogenesis, and increase the viability of myoblasts. 
Therefore, this peptide can play a crucial role in the 
mechanisms of tissue regeneration. A study of the 
alternagin-C effect on the cardiac function in vitro in 
freshwater fish showed that the protein enhances car-
diac activity, promoting a significant increase in the 
contraction force and the rate of contraction and re-
laxation with a concomitant decrease in time to peak 
tension and improving the cardiac pumping capacity 
[14]. Alternagin-C improves the cardiac function by 
increasing the efficiency of calcium ion transport, 
which leads to positive inotropism and chronotropism 
[14]. Therefore, this protein can improve the regula-
tion of the cardiac output, which indicates the pos-
sibility of its use in the treatment of cardiac contrac-
tile dysfunction. Also, the effect of alternagin-C on 
hypoxia/reoxygenation in isolated ventricular strips 
of fish and on morphological changes and the den-
sity of blood vessels was studied [15]. Treatment with 
alternagin-C provided protection of cardiomyocytes 
from the negative inotropism caused by hypoxia/re-
oxygenation. This protein also stimulated angiogenesis 
and improved excitation–contraction coupling dur-
ing hypoxic conditions. These results indicate a new 
therapeutic strategy for the treatment of diseases 
associated with ischemia.

A number of snake venom proteins mimic the ef-
fects of the endogenous factors that regulate the 
physiological functions of the body. Regarding the 
CVS, of interest is a group of proteins, such as vascular 
endothelial growth factors (VEGFs), that can enhance 
angiogenesis and increase vascular permeability. 
VEGFs exhibit hypotensive [17] and cardioprotective 
effects [16]. Three receptor tyrosine kinases, known as 
VEGFR-1, VEGFR-2, and VEGFR-3, act as VEGF re-
ceptors. VEGFR-1 and VEGFR-2 are present primarily 
on vascular endothelial cells and mediate several ma-
jor angiogenic activities: for example, endothelial cell 
proliferation. Reperfusion injury of the heart includes, 
among various mechanisms, coronary endothelial dys-
function. VEGF activates endothelial cells and has a 
cardioprotective effect. Snake venoms contain proteins 
that induce VEGF-like effects in endothelial cells. A 
number of the proteins that interact with VEGF re-
ceptors have been isolated and characterized [16]. In 
this case, some snake proteins selectively interacted 
with VEGFR-2, e.g., vammin from V. ammodytes, 
while others exhibited selectivity for VEGFR-1, e.g., 
VEGF from T. flavoviridis [89]. It was found that a 
protein from V. lebetina, like VEGF, significantly re-
duces reperfusion injury and infarct size thanks to a 
stimulation of VEGFR-2 receptors [16]. However, its 
activity proved somewhat less impactful than that of 
VEGF. Probably, snake venoms contain proteins with 
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the same cardioprotective activity as in VEGFs, but 
without their inherent side effects.

Enzymatic protein toxins
Of the many enzymes present in snake venoms, so far 
only phospholipases A2 (PLA2s) have exhibited direct 
action on the CVS. Snake venom PLA2s belong to the 
class of secreted lipolytic enzymes that hydrolyze the 
ester bond of glycerophospholipids at the Sn2 position 
to form lysophospholipids and free fatty acids [90], 
which serve as a source for the synthesis of the second-
ary mediators involved in the physiological processes 
taking place in cells. However, the effect of lipolysis 
products is not decisive for cardiotoxicity [91]; rather, 
damage to the cell membrane plays a leading role here 
[92]. In addition, some of the physiological effects are 
mediated through interaction with secretory PLA2 
receptors [93]. Snake venom PLA2s can lower blood 
pressure through the production of arachidonic acid, 
a precursor of cyclooxygenase metabolites (prosta-
glandins or prostacyclins). It should be noted that 
systemic administration of high PLA2 doses can cause 
disruptions in the structure of myocardial tissue [21, 
94] and its functioning, such as bradycardia and atri-
oventricular block [95, 96]. Interestingly, some of the 
cardiotoxic effects observed in in vivo animal studies 
are due to disruptions in the composition of the internal 
medium of the organism [97, 98]. PLA2s derived from 
the venoms of different snakes can differ significantly 
in their cardiotoxicity; e.g., PLA2s from O. hannah and 
N. nigricollis cause intracellular structural changes 
and contracture [94, 96, 99], in contrast to the PLA2 
from the venom of N. naja atra that lacks cardiotox-
icity [99]. The inotropic effect can be multidirectional; 
usually, contractility decreases after short growth, 
accompanied by an increase in the resting tension that 
can be transformed into contracture [20, 21, 99]. Acting 
on blood vessels, PLA2s usually exert a vasorelaxant 
effect that is independent of the endothelium and is 
partially mediated by an increase in cGMP in smooth 
muscle cells [18, 19]. The PLA2 effects can be signifi-
cantly weakened by suramin [100] and a phospholipase 
A2 inhibitor: p-bromophenacyl bromide [21, 97]. As in 
the case of CTs, the PLA2 effects can be blocked by 
a high concentration of calcium ions, while calcium 
channel blockers are ineffective [19, 96]. PLA2s and 
CTs induce myocardial contracture, whereas PLA2 
induces vascular relaxation.

PROSPECTS OF SNAKE VENOMS IN DRUG 
DEVELOPMENT AND POSSIBLE ROADBLOCKS
Snake venom toxins highly efficiently and selectively 
affect the various systems in living organisms, includ-
ing the CVS, which makes them very attractive as a 
basis for drug design. The main disadvantages of toxins 
are their high toxicity and irreversibility of action; i.e., 
the inability of an affected system to return to its orig-
inal state. Given the abovementioned data, there are 
many highly active cardiotropic or vasoactive snake 
toxins which may be used in the future as a basis for 
the development of new drugs. Some of these proteins 
and peptides have demonstrated that they can be 
highly selective tools in research into physiological pro-
cesses. Others have been used as probes for potential 
therapeutic targets or a basis for the development of 
therapeutic agents.

We have already considered the antihypertensive 
drug captopril (Fig. 1) derived from a bradykinin-
potentiating peptide of the South American jararaca. 
Another drug based on this peptide is enalapril, (S)-
1-[N-[1-(ethoxycarbonyl)-3-phenylpropyl] -L-alanyl]-
L-proline, that is currently widely used in hyperten-
sion.

A promising drug is cenderitide, produced by the 
addition of a 15 aa C-terminal fragment of a natriuretic 
peptide isolated from D. angusticeps venom to the full-
length human C-type natriuretic peptide. It may be 
used in heart failure. Cenderitide has already passed 
the first and second phases of clinical trials, albeit with 
a small number of participants, and has shown promise 
in maintaining left-ventricular function in myocardial 
infarction.

There are good prospects for alternagin-C, its ana-
logs, and endothelial vascular growth factor analogs 
from snake venoms for the development of drugs that 
prevent reperfusion injuries. However, it remains nec-
essary to evaluate the in vivo activity of these proteins 
and their stability in the organism. To date, there are 
still no data on clinical studies of these proteins.

In conclusion, it should be noted that, despite their 
existing drawbacks, a number of snake venom peptides 
and proteins that affect the CVS have good prospects 
as a basis for the development of new drugs. 

The reported study was funded by RFBR, project 
number 20-14-50134.
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INTRODUCTION
Unlike hematologic cancers, malignant solid tumors 
form a closed structure consisting of several layers. 
Cancer cells residing in the tumor center and carrying 
adhesion receptors on their surface are linked by tun-
neling nanotubes and communicate with each other 
through autocrine and paracrine signals transmitted 
via soluble factors and the extracellular matrix. A layer 
forming another niche (involving vessels, cancer-as-
sociated fibroblasts and stromal cells receiving signals 
via adhesion receptors and soluble factors) lies closer to 
the periphery. Farther away from the tumor’s center 
lies a confined layer that is reached by stimulation or 
inhibition signals from tumor cells and includes the ne-
ovasculature, intratumoral lymph nodes, immune cells, 
cancer-associated fibroblasts, the extracellular matrix, 
and nerve endings. The proximal (with respect to the 
normal tissue) layer that involves the nearest lymphat-
ic and blood vessels, immune cells, and proximal lym-
phoid elements is considered to be the outermost layer. 
The additional levels of tumor cell architecture that 
influence cancer development refer to metastatic foci. 
The so-called confined layer is considered a boundary 
of the tumor microenvironment. The neoplasm’s com-

plex structural morphology requires the engineering 
of targeted therapy based on a significant mechanistic 
understanding of therapeutic agents’ penetration di-
rectly to transforming cells [1–5]. 

The major portion of TME consists of the host’s im-
mune cells, with neutrophils being the most numer-
ous group. Inflammation develops within the tumor 
growth region, and the signals released by malignant 
and tumor-associated cells recruit neutrophils, which 
are converted to tumor-associated neutrophils (TANs). 
They belong to the group of myeloid-derived suppres-
sor cells (MDSCs). MDSCs can also manifest in non-
cancer cases; however, these cells inhibit the protective 
antitumor immune response in cancer patients. TANs 
also receive cell death (cellular suicide) signals, which 
induces a specific type of cell death accompanied by 
the release of a large quantity of genomic DNA, as well 
as the proteins and enzymes associated with it, which 
eventually form NETs. The composition of NETs varies 
depending on the type of the initial stimulus/a com-
bination of stimuli. The chromosomal DNA network 
is an invariable part of NETs. This has led research-
ers to suggest that deoxyribonucleases can be used 
to efficiently degrade NETs. Indeed, recent studies 
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ABSTRACT Antitumor therapy, including adoptive immunotherapy, inevitably faces powerful counteraction from 
advanced cancer. If hematological malignancies are currently amenable to therapy with CAR-T lymphocytes 
(T-cells modified by the chimeric antigen receptor), solid tumors, unfortunately, show a significantly higher 
degree of resistance to this type of therapy. As recent studies show, the leading role in the escape of solid tumors 
from the cytotoxic activity of immune cells belongs to the tumor microenvironment (TME). TME consists of 
several types of cells, including neutrophils, the most numerous cells of the immune system. Recent studies show 
that the development of the tumor and its ability to metastasize directly affect the extracellular traps of neutro-
phils (neutrophil extracellular traps, NETs) formed as a result of the response to tumor stimuli. In addition, the 
nuclear DNA of neutrophils – the main component of NETs – erects a spatial barrier to the interaction of CAR-T 
with tumor cells. Previous studies have demonstrated the promising potential of deoxyribonuclease I (DNase I) 
in the destruction of NETs. In this regard, the use of eukaryotic deoxyribonuclease I (DNase I) is promising in 
the effort to increase the efficiency of CAR-T by reducing the NETs influence in TME. We will examine the role 
of NETs in TME and the various approaches in the effort to reduce the effect of NETs on a tumor.
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have demonstrated that DNase I administered to ex-
perimental mice slows the progression of a primary 
tumor, inhibits the metastatic potential of tumor cells, 
and increases animals’ lifespan. The hopeful results 
of research focusing on the administration of purified 
DNase I to mice have driven the elaboration of novel 
methods for the delivery of DNase I into the body.

FORMATION OF NETS AND THEIR COMPOSITION
Neutrophil extracellular traps were discovered as one 
of the defense mechanisms of neutrophils in response 
to bacterial infection [6]. Released NETs impede the 
transmission of pathogens in the blood flow and kill 
pathogenic microorganisms [6, 7]. Later, NETs were 
also found in tumor biopsy specimens from patients 
with different types of cancer. Their presence correlat-
ed with poor prognosis in patients [8–11]. This discov-
ery has spurred active research into the role played by 
NETs in oncogenesis.

In the best-studied pathway leading to the expulsion 
of NETs (Fig. 1), signal transduction by extracellular 
signal-regulated kinase (EPK) results in the activation 
of NADPH oxidase (NOX) (Fig. 1, I) and production of 
superoxide radicals, which are converted to hydrogen 
peroxide by superoxide dismutase (Fig. 1, II) [12]. My-
eloperoxidase (MPO) converts hydrogen peroxide to 
hypochlorous acid, and activates neutrophil elastase 
(NE) (Fig. 1, II). Neutrophil elastase is responsible for 
the disassembly of the cytoskeleton and nuclear mem-
brane; it allows the nuclear content to mix with the cy-
toplasm (Fig. 1, II) [13]. The conversion of the arginine 
residues within histones to citrulline (citrullination) 
by activated protein arginine deiminase (PAD) and 
proteolytic cleavage of MPO and NE cause chromatin 
decondensation (Fig. 1, III) [14]. Chromatin fibers bind 
to granules and cytoplasmic proteins, to be eventually 
expelled from the cell (Fig. 1, IV).

Production of reactive oxygen species (ROS) is the 
key event in NETosis (Fig. 1, I). The mitochondrial re-
spiratory chain and NOX contribute independently to 
the formation of oxygen species. Many different recep-
tors trigger the formation of NETs by activating NOX 
in the classical suicidal NETosis [15] (Fig. 1, I). Identi-
cally, phorbol 12-myristate 13-acetate (PMA) mimics 
diacylglycerol and activates protein kinase C (PKC) [16] 
and ERK signal transduction, which is similar to the 
induction of NETs by pathogenic bacteria and fungi. 
Interestingly, the pathways of PMA-mediated induc-
tion of NETosis in cultivated neutrophils can differ 
significantly [17].

The NOX-independent NETosis pathway is based 
on the production of mitochondrial ROS promoted by 
alkaline pH, which increases the inflow of Ca2+ [18]. 
In turn, Ca2+ activates SK3, one of the types of small 

conductance calcium-activated potassium channels 
(SK), a crucial step in NOX-independent NETosis 
[19]. PAD4 activation and histone citrullination are 
clearly visible in NOX-independent NETosis. Calcium 
ionophores such as ionomycin and A23187 (calcimycin) 
activate PKC-ζ and, then, PAD4 [16], thus triggering 

Fig. 1. The signaling pathway of NOX-dependent NETosis. 
Various cancer-associated stimuli increase the cytoplasmic 
Ca2+ concentration in TANs, which results in the activa-
tion of PKC and NOX and, therefore, leads to intracellular 
production of ROS (I). As SOD and MPO interact, ROS 
are converted into HClO, leading to the activation of NE 
(II). NE promotes NM degradation, and then PAD4, MPO, 
and NE ensure chromatin decondensation and its mixing 
with cytoplasmic granules (III); the resulting mixture (in the 
form of NETs) is released into the extracellular space dur-
ing NETosis (IV). Abbreviations: TAA – tumor-associated 
antigen; cfDNA – cell-free DNA; TAA-Abs – anti-TAA 
antibodies; FcγR – receptor for the fragment crystallizable 
region of IgG; TLR – toll-like receptor; CXCL – cytokine 
belonging to the CXC family; CXCR – CXCL receptor; 
ER – endoplasmic reticulum; GR – granule; G-CSF – gran-
ulocyte colony-stimulating factor; G-CSFR – G-CSF 
receptor; CS – complement system; C5a – complement 
component 5a; C5aR – C5a receptor; SN – segment-
ed nucleus; NM – nuclear membrane; NE – neutrophil 
elastase; MPO – myeloperoxidase; SOD – superoxide 
dismutase; ROS – reactive oxygen species; PKC – pro-
tein kinase C; NOX – NADPH oxidase; cCHR – con-
densed chromatin; PAD4 – protein arginine deiminase 
4; dCHR – decondensed chromatin; NETs – extracellular 
neutrophil traps
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NOX-independent NETosis. Under certain conditions, 
nuclear and mitochondrial DNA is released via the 
NOX-independent pathway from live neutrophils. It 
was shown that ribonucleoprotein immune complexes 
act upon normal neutrophils or low-density immuno-
suppressive neutrophils, thus inducing the production 
of mitochondrial ROS and release of NETs containing 
mitochondrial DNA from living cells [20]. In patients 
with sepsis, activated platelets adhere to neutrophils 
and cause the extrusion of NETs from living cells [21].

Although production of ROS and enzyme activities 
play different roles in NETosis induction, the different 
activation pathways result in the formation of NETs 
exhibiting similar bactericidal capabilities [22].

Along with ionophores and PMA, there are more 
than a dozen substances capable of inducing NETosis, 
which can be used in vitro to analyze this process [10]. 
A proteomic analysis of NETs induced by various stim-
uli has revealed 330 proteins within these NETs; 74 of 
these proteins were present regardless of the method 
used for NETosis induction, comprising a pool of key 
elements that characterizes any type of the known 
NETs [23, 24].

THE ROLE OF NETS IN TUMOR PROCESSES
The data on the link between NETs and cancer pro-
gression have driven intense research into the func-
tions of NETs in different tumor types. It was reported 
soon after that NETs have a direct impact on the pro-
liferation of tumor cells through proteases or activating 
signaling [25–28].

Cancer cells are one of the reasons for NETosis
Cancer cells were shown to be able to induce NETosis 
both in vivo and in vitro [11], and the link between 
TANs and NET formation was also demonstrated [11, 
29–31]. Thus, it has been found in vitro that the human 
pancreatic tumor cell line (AsPC-1) induces NET for-
mation [32]; the extracellular proteins expressed in this 
cell line are considered to play a crucial role in NETosis. 
The study has also demonstrated that NETs enhance 
the endogenous thrombin potential of normal plasma 
and induce the migration, invasion, and angiogenesis 
of cancer cells [32]. As shown in another in vitro study, 
extracellular RNAs from Lewis lung carcinoma cells 
cause NET formation [33].

Neutrophils in mice with chronic myeloid leukemia, 
breast or lung cancer are more susceptible to NETosis 
than those in healthy animals. The high susceptibility 
of neutrophils to NET formation in these pathologies 
correlates with the systemic effect tumors have on the 
organism [34, 35].

Neutrophil recruitment by a conditioned medium 
from hypoxic cancer cells was observed in vitro. Cell 

migration was mediated by high levels of chemokines 
and HMGB1, which can also generate NETs in the TME 
[31]. Tohme et al. [31] have recently shown that NETs 
promote tumor cell growth by enhancing their mito-
chondrial function. Furthermore, tumors implanted 
subcutaneously grew faster in control mice than in 
PAD4 knockout (PAD4-KO) ones in these researchers’ 
experiments. PAD4-deficient mice had fewer hepatic 
metastases compared to the control group. Recombi-
nant DNase I injected intraperitoneally also reduced 
the number of metastases in PAD4 wild-type mice. 
Immunofluorescence staining of tumor tissue slices in 
PAD4-KO mice showed a very low level of neutrophil 
infiltration compared to the control. Overall, these 
data emphasize the pivotal role played by neutrophil 
recruitment and NET formation in tumor growth and 
progression [31]. Park et al. also revealed a close rela-
tionship between metastatic cancer cells, neutrophil 
recruitment, and NET formation [11]. They showed 
that metastatic breast cancer cells induce NETosis that 
maintains metastases due to NETs. Cytokine CXCL1 
mediated neutrophil recruitment in tumor in mice with 
orthotypically transplanted breast cancer cells: 4T1 
(metastatic) and 4T07 (non-metastatic). Primary 4T1 
tumors were found to contain more neutrophils than 
4T07 tumors do. The lower CXCL1 level in 4T1 cells 
reduced neutrophil infiltration in the tumor. It was 
shown by immunofluorescence staining of lung tissue 
slices that NETs form immediately after 4T1 has been 
injected into the tail vein. Furthermore, metastatic 
cells released a granulocyte colony-stimulating factor 
(G-CSF), which induced NETosis around these cells, 
while antibodies blocking G-CSF significantly reduced 
NET formation after injection of 4T1 cells [11].

NETs are involved in circulatory disturbance
Changes in blood vessels and increased neutrophil infil-
tration in the heart and kidney resembling the systemic 
lesions in cancer patients were revealed in RIP1-Tag2 
(spontaneous insulinoma) and MMTV-PyMT (breast 
cancer) transgenic mice. Furthermore, platelet–neu-
trophil complexes were detected in the kidney of these 
animals, an indication of NET formation. It is note-
worthy that this phenomenon was observed in none 
of the analyzed healthy mice [36]. It was shown earlier 
that platelets drive neutrophils to release NETs, thus 
promoting bacterial death [21]. Olsson et al. found that 
accumulation of NETs in the vasculature was related to 
the activation of the proinflammatory adhesion mole-
cules ICAM-1, VCAM-1. and E-selectin, as well as the 
proinflammatory cytokines IL-1b, IL-6 and chemokine 
CXCL1. DNase I injected to ensure NET degradation 
normalized renal and cardiac perfusion and prevented 
vascular occlusion in these organs. The results of this 
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study strongly suggest that NETs mediate the detri-
mental harmful effects of tumors on distal organs by 
disrupting tumor vasculature and increasing the likeli-
hood of inflammation in them [36].

In case of pancreatic adenocarcinoma (PA), NETs 
and platelets play a crucial role in blood hypercoagula-
tion, which increases the risk of venous thromboem-
bolism and cancer-associated thrombosis both in the 
orthotopic PA model in C57BL/6 mice and in patients 
[37]. Berger-Achituv et al. [8] showed that TANs are 
found in diagnostic biopsy specimens from children 
with Ewing sarcoma. In two specimens, NETs were 
produced due to TANs. These patients had metastases 
and early tumor recurrence after high-dose chemo-
therapy, thus indicating that NETs might play a role in 
the progression of Ewing sarcoma [8]. The association of 
NETs with altered coagulation in patients with tumors 
attests to the important role of NETs in cancer. NETs 
stimulate cancer-associated thrombosis, a symptom ac-
companying a very poor prognosis [26, 38]. The levels of 
circulating NETs were also measured in patients with 
hepatocellular carcinoma (HCC) by assessing the levels 
of the respective markers (DNA–histone complexes, 
double-stranded DNA, and NE). Markers of contact 
phase activation (factor XIIa and high-molecular-
weight kininogen) were measured in the same way. 
The levels of NETs and markers of contact phase ac-
tivation were higher in patients with HCC compared 
to those in healthy subjects in [39]. Jung et al. revealed 
a correlation between the high levels of NET markers 
and hypercoagulation observed in patients with ma-
lignant pancreatic neoplasms [32]. Furthermore, the 
plasma levels of citrullinated histone H3 (H3-cit) were 
higher in late-stage cancer patients compared to those 
in healthy subjects while an elevated H3-cit level was 
found in the neutrophils of cancer patients. In addition, 
the plasma level of H3-cit in cancer patients did cor-
relate with the levels of NETosis activators: NE, MPO, 
interleukins-6 and -8 [40, 41].

An elevated level of NETs correlates with 
the presence of a tumor process
Spontaneous intestinal neoplasia in mice correlates 
with the accumulation of immunosuppressive pro-on-
cogenic low-density neutrophils with an N2 phenotype, 
activation of the complement receptor C3a, and NET 
formation [42].

A positive correlation between an elevated plasma 
level of NETs and various tumor processes was re-
vealed in studies that compared cancer patients and 
healthy subjects. Li et al. detected NETs in the lung 
tissue, peripheral blood, and sputum in patients with 
lung cancer [33]. In patients with colorectal cancer, the 
levels of NETs produced by neutrophils after in vitro 

stimulation were significantly higher than those in the 
control group consisting of healthy subjects and came 
with an unfavorable clinical outcome [10]. Park et al. 
demonstrated the presence of NETs in patients with 
breast cancer. NETs were also detected in lung metas-
tases in this case; the highest percentage was revealed 
in patients with triple-negative breast cancer [11]. 
Identically, Tohme et al. [41] found that the amount 
of TANs and NETs in the histopathology specimens of 
hepatic metastases from colorectal cancer patients was 
increased compared to that in healthy subjects. Fur-
thermore, high levels of citrullinated histones were also 
detected in tumors, being indicative of NETosis. The 
preoperative serum levels of MPO–DNA, a reliable 
marker of systemic NETosis [41], were higher in pa-
tients compared to those in healthy controls and were 
associated with a poor prognosis. Therefore, the serum 
levels of MPO–DNA can potentially be a prognostic 
marker in these patients [31].

NETs and cancer cells adhere to each other
Along with exhibiting local tumor and systemic effects, 
NETs can promote metastasizing by entrapping cir-
culating tumor cells (CTCs) (Fig. 2, IV) [43]. Adhesion 
of cancer cells to NETs and upregulated expression of 
integrin beta-1 both in cancer cells and in NETs, which 
seems to be a key factor of CTC adhesion to NETs, 
was demonstrated in mice with intraperitoneal sepsis 
mimicking postoperative inflammation. Treatment 
with DNase I inhibited this process [44]. In mouse 
models, NETosis and the entrapment of CTCs in lungs 
caused hepatic micrometastases [45]. Finally, NETs 
contributed to the development and progression of 
hepatic metastases after a surgical intervention [41]. 
Monti et al. [46] demonstrated that different cancer 
cell lines (HT1080, U-87MG, H1975, DU 145, PC-3, and 
A-431) can adhere in vitro to NETs formed from neu-
trophil-like cells through the integrins α

5
β

1
, α

v
β

3
 and 

α
v
β

5
 that were present on the cell surface. An excess 

of cyclic peptide RGD inhibited the adhesion of cancer 
cells to NETs to a level similar to that observed during 
hydrolysis of NETs by DNase I.

NETs induce metastases
In addition to all the functions described earlier, 
NETs awaken dormant cancer cells (Fig. 2, I). The in-
volvement of NET in tumor recurrence was recently 
established [47]. Chronic lung inflammation caused 
by tobacco smoke or nasal instillation of a NETosis-ac-
tivating lipopolysaccharide was found to promote the 
activation of dormant cancer cells and metastasizing. 
NETs were found bound to the extracellular matrix 
and triggered laminin cleavage and remodeling to 
give rise to a new surface epitope, which initiated 
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the proliferation of dormant cells by activating inte-
grin and transducing signals through the FAK/ERK/
MLCK/YAP kinase pathway. The in vitro and in vivo 
NET degradation by DNase I suppressed metastasiz-
ing. Monteiro et al. [47] assessed the ability of isolat-
ed NETs to change the phenotype of human breast 
cancer cells to a pro-metastatic one. NETs change the 
typical morphology of MCF7 cells from the epithelial 
phenotype to a mesenchymal one, when the migratory 
properties of a tumor are enhanced and there are typ-
ical signs of epithelial–mesenchymal transition (EMT) 
such as elevated levels of N-cadherin and fibronec-
tin. Meanwhile, the E-cadherin level was found to 
decrease. Interestingly, NETs positively regulate the 
expression of genes encoding several factors associ-
ated with proinflammatory and pro-metastatic prop-
erties. Comparison of the Cancer Genome Atlas and 
RNA sequencing data revealed that specimens taken 
from patients with breast cancer show a significant 
correlation between the expression of the protumor 
genes and the expression of the genes whose prod-
ucts are involved in the interaction with neutrophils. 
Therefore, NETs drive the pro-metastatic phenotype 

in human breast cancer cells by activating the EMT 
program.

NETs suppress the activity of cytotoxic cells
In addition to the functions already listed above, an 
important function of NETs is that they “hide” can-
cer cells from cytotoxic immune ones. In their recent 
study, Melero et al. [48] showed that CXCL chemok-
ines released by tumor cells induce NETosis in TANs. 
The resulting NETs envelop the tumor using DNA 
filaments to form a physical hindrance to any inter-
action between T cells or NK cells and tumors (Fig. 2, 
III). Furthermore, as established recently, NETs can 
contain suppressor molecules (e.g., PD-L1) and have a 
negative effect on the activity of cytotoxic lymphocytes 
(Fig. 2, II) [49]. A specific role in the study of NETs 
should be assigned to work on the treatment of cancer 
pathologies with the help of re-programmed T cells 
with induced cytolytic activity. CAR-T therapy of he-
matological cancer, taking into account the approaches 
of personalized medicine, is increasingly becoming a 
reality [50, 51]. At the same time, the possibilities of 
CAR-T therapy for solid tumors remain very limited 

Fig. 2. The diverse effects of 
NETs. NET granules contain 
fragments that promote dormant 
cancer cell awakening and 
change their phenotype to a 
metastatic one (I); NETs also 
contain suppressor molecules 
(PD-L1), which interact with 
cytotoxic cells and suppress 
their activity (II); DNA filaments, 
the key component of NETs, 
ensnare tumor cells, thus acting 
as a steric hindrance to the inter-
action with cytotoxic cells (III); 
the awakened cancer cells leave 
the microenvironment and enter 
blood vessels; these circulat-
ing cells are entrapped in distal 
tissues via NETs, which promotes 
metastasizing (IV). Abbrevia-
tions: dCHR – decondensed 
chromatin; NETs – neutrophil ex-
tracellular traps; GR – granule; 
PD-L1 – programmed death 
ligand 1; PD-1 – PD-L1 receptor; 
CTL – cytotoxic T lymphocyte; 
CTC – circulating tumor cell; 
NAN – neutrophil after NETosis
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[52]. It is likely that NETs, in this case, will become im-
portant in efforts to overcome the barriers to effective 
CAR-T therapy.

METHODS FOR DETECTING AND INFLUENCING NETS
According to recent findings, NETs could turn into a 
promising therapeutic target for cancer. Judging by 
the crucial role played by NETs in enhancing the met-
astatic potential of malignant cells, patients prognosis 
can be improved by inhibiting NET formation and 
activity [11].

Markers of NETs
To perform clinical screening of NETs, the reference 
levels of NETosis need to be identified using a stand-
ardized procedure. However, a fully reliable method 
has not been reported in the literature yet. The sim-
plest techniques for detecting NETs in vivo include 
measuring of the blood levels of NET-bound substanc-
es such as circulating cell-free DNA, H3-cit, NE, and 
MPO. Thus, the amount of circulating free DNA was 
measured in the serum specimens of patients with 
colorectal and breast cancer using simple nucleic acid 
staining [53, 54]. Although the amount of circulating 
DNA is known to correlate with the size and grade of 
breast tumor [55], the direct DNA staining technique 
was not specific enough in order to measure NETosis. 
The increased serum level of cell-free DNA (cfDNA) in 
cancer patients can also be related to other factors such 
as apoptotic and necrotic cells or the microorganisms 
passing into the systemic blood flow when permeability 
of the intestinal wall increases [56]. Hence, measuring 
circulating MPO–DNA conjugates is more specific to 
NET formation than for assessing the cfDNA level only 
[57]. H3-cit results from PAD4-mediated citrullination 
during NETosis and is the most specific marker of 
circulating NETs [58]. Furthermore, H3-cit can have 
prognostic significance, since Thålin et al. [40] have re-
vealed that a high plasma level of H3-cit is a significant 
prognostic factor of short-term mortality in patients 
with late-stage cancer. Despite this, there were no 
significant differences in other NET-related markers, 
including NE and MPO, in severely ill patients with or 
without malignant neoplasms. The reason is that these 
enzymes can be released independently during neutro-
phil degranulation, in the absence of NET formation. 
These findings indicate that H3-cit currently remains 
the most reliable indicator of NETosis.

NETs as a therapeutic target
According to the review by Jorch and Kubes [59], 
the vast majority of experimental and clinical stud-
ies focusing on NETs were conducted for noncancer 
pathologies such as autoimmune or lung diseases, or 

the complications associated with autoimmune disor-
ders. Autoimmune pathologies characterized by a high 
level of antibodies to DNA are of particular interest 
in terms of studying the role of NETs [60–64]. Studies 
involving patients with systemic lupus erythematosus 
(SLE) have shown that serum DNase I is important for 
the hydrolysis of NET chromatin. Moreover, in some 
patients with SLE, DNase I dysfunction causes severe 
renal damage, which reinforces the fact that the bal-
ance between NET formation and degradation is ex-
tremely important [65]. Based on these findings, DNase 
I was tested using experimental cancer models. Thus, 
treatment with DNase I mitigated disease severity in 
mouse models of breast cancer [36]. Furthermore, in 
the mouse model of intraperitoneal sepsis mimicking a 
postoperative inflammatory environment, DNase I dis-
rupted in vivo interaction between NETs and circulat-
ing tumor cells [44]. Systemic administration of DNase 
I also reduced the number of metastases in the mouse 
model of metastatic lung cancer [45], while DNase 
I-coated nanoparticles exhibited an even stronger 
effect due to enzyme stabilization. The DNase I nano-
particles hydrolyzed NETs in vitro and inhibited the 
spread of metastatic breast cancer to the lungs in vivo, 
although it had no effect on the growth of the primary 
tumor [11, 66]. In a recent study [67], a novel method 
for increasing plasma activity of DNase I was demon-
strated. DNase I gene transfer to hepatocytes mediated 
by adeno-associated viruses after a single intravenous 
injection in a mouse model of colorectal cancer sup-
pressed metastases and increased the number of CD8+ 
T cells in the tumors [68, 69]. These encouraging results 
obtained using animal studies give grounds for per-
forming clinical trials once DNase I can be used as an 
antitumor agent.

It would be reasonable to extend the application of 
the inhibitors of the molecules involved in NETosis and 
preventing NET formation currently employed for 
non-cancer pathologies so as to use these inhibitors on 
cancer patients after they have undergone clinical tri-
als. These agents include NE inhibitors, which are used 
to treat the chronic obstructive pulmonary disease, and 
PAD4 inhibitors. These compounds can improve the 
clinical outcome for cancer patients [25] even though 
the commercially available PAD4 inhibitors (e.g., 
Cl-amidine) have a short half-life in blood serum [70]. 
Domingo-Gonzalez et al. proposed to use prostaglandin 
E

2
 (PGE

2
) as an alternative inhibitor of NET formation; 

through the prostaglandin receptors EP
2
 or EP

4
, pros-

taglandin negatively affects NETosis both in mice and 
in patients who have undergone hematopoieic stem cell 
transplantation [71]. Another study has shown either 
that PGE

2
 inhibits the NET formation induced both by 

cancer cells and PMA (probably due to the increased 
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concentration of intracellular cAMP and reduced con-
centration of intracellular Ca2+ needed for NET for-
mation) or that antithrombin significantly inhibits the 
NET formation induced by cancer cells [72]. Along with 
the NETosis inhibitors listed above, the NET inhibitor 
chloroquine was proved to reduce platelet aggregation, 
the level of circulating tissue factor (coagulation fac-
tor III), and hypercoagulation in mice with tumor. The 
same effects were uncovered in patients with cancer 
[37].

Unfortunately, clinical trials are far from being con-
cluded, and the optimal method for affecting NETs is 
yet to be determined (NCT03781531, NCT04177576, 
NCT04294589, NCT01491230, and NCT01533779).

CONCLUSIONS
The unique role played by NETs in carcinogenesis, in-
cluding their ability to initiate neoplastic transforma-
tion, accelerate tumor growth and metastatic spread, 
not to mention enhance resistance to anticancer ther-
apy, makes NETs a relevant therapeutic target. There 
is an increasing number of promising studies that focus 
on using various approaches to NETs degradation in 
oncology, including the use of DNase I. The application 
of DNase I implies that both NETs and cfDNA will un-
dergo degradation, which is expected to ensure a more 

efficient inhibitory effect on cancer. The optimal ap-
proach to combatting NETs is yet to be identified; fu-
ture research does need to focus on NETosis regulation 
and the balance between NET formation and degrada-
tion, so that NETs could be affected without disturbing 
the immune system functions. Furthermore, there is 
additional value in considering as cancer therapy dis-
rupters tight junctions. They maintain the integrity of 
solid epithelial tumors and prevent the penetration of 
bulky agents, including T cells and NK cells, into the 
tumor’s depth. In the areas of the intercellular junction 
of epithelial cells protein desmoglein 2 is in action. It 
provides structural adhesion of neighboring cells [73]. 
Recombinant proteins called “junction openers” bind 
desmoglein 2. They cause a temporary and specific 
opening of tight junctions that allows various thera-
peutic agents to penetrate tumors [74, 75]. It seems pos-
sible that the combined use of DNase I and “junction 
openers” could increase the effectiveness of anticancer 
therapy, since it would facilitate the effective penetra-
tion of agents, including cytotoxic cells, into the depths 
of a malignant neoplasm.  
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INTRODUCTION
Theranostics, which combines photodynamic thera-
py (PDT) and fluorescence diagnostics, is a promising 
field in modern medicine that uses light to detect and 
eliminate tumors, other unwanted structures, as well 
as the foci of microbial and fungal infections of the skin 
and mucous membrane [1, 2]. Photodynamic reactions 
are carried out by dye molecules capable of absorb-
ing a quantum of light and passing into a long-lived 
triplet state. During its deactivation, a dye molecule 
produces reactive oxygen species (ROSs) and free 
radicals. ROSs possess high oxidative activity and can 
be used to disrupt the functionality of individual bi-
omolecules and the vital activity of whole cells. Such 
dyes are called photosensitizers (PSs). These are typi-
cally complex heterocyclic compounds with a number 
of absorption bands in the visible spectral range. A 
substantive search for highly effective PSs that can 
be used within the phenomenon of photosensitization 
for the treatment of cancer and infectious diseases is 
currently underway. A number of synthetic PSs are 
already successfully being used in clinical practice to 
fight certain types of cancer, in dentistry, etc. [3].

One of the key criteria in choosing dyes for PDT is 
the significant absorption capacity of PS in the red and 
near-infrared spectral regions, since light penetration 
depth into biological tissues is considered to be the 
greatest in this range. Modifying the structure of a PS 
molecule might be an inefficient way to meet this cri-
terion; therefore, it might be required to use additional 
light collectors. Having absorbed light of the required 
spectral range, the light collector will transfer energy 
to the PS and, thereby, enhance its photodynamic ef-
fect.

The main mechanism of energy transfer in such 
hybrid complexes (HCs) is considered to be the non-
radiative one (Förster resonant energy transfer, 
FRET). Accordingly, a number of requirements also 
apply regarding the light collector. In particular, the 
resonance condition imposes certain restrictions on 
the spectral characteristics of an energy donor and an 
energy acceptor. Taking into account the fact that the 
spectral properties of HC components largely depend 
on their structural properties, which can change dur-
ing the complex formation, we obtain a complicated 
multicomponent system whose design optimization is 
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among the most consequential issues in applied bio-
physics.

Luminescent nanoparticles (LNPs) are currently the 
most commonly used as light collectors for PS mole-
cules [4]. Such nanoparticles can be applied simultane-
ously as an antenna, a diagnostic marker, and a plat-
form for targeted drug delivery. A sufficient number 
of reviews have focused on the latter two aspects of 
nanoparticle use [5–7], whereas the fundamental prob-
lems of using nanoparticles as a light collector receive 
less attention [8–10].

Upconversion [11, 12], silicon [13], and carbon [14, 
15] nanoparticles are the LNPs most widely used in 
photobiology. Furthermore, a large number of studies 
have been devoted to the application of semiconductor 
nanoparticles (quantum dots, QDs) as energy donors 
for PS, although their biocompatibility still remains 
disputable [16]. Nevertheless, the question regarding 
the relationship between the spectral and structural 
properties of QDs is the one that has been resolved 
most satisfactorily, making it possible to study the en-
ergy transfer in HCs in detail.

This review considers the features of the design 
of HCs based on QDs and PSs with allowance for the 
complex formation mechanism, the stoichiometry of 
the complex, the structure of HC components, as well 
as the influence of these parameters on the efficiency 
of energy transfer and ROS generation in the complex-
es. We found out that the photodynamic properties of 
PS decrease with a rising ratio of the components of 
the PS : LNP complex because of its high local con-
centration on the nanoparticle surface even through 
energy transfer efficiency is enhanced. Enhancement 
of the luminescent properties of QDs due to protective 
shells can reduce the efficiency of energy transfer in 
HC, as the distance between the energy donor and the 
acceptor increases. Based on the correlations obtained, 
a technique allowing one to synthesize highly efficient 
HCs has been proposed; the aim of this technique is to 
maximize the generation of reactive oxygen species by 
the photosensitizer within a HC. The conclusions drawn 
in this review largely apply to HCs based on all other 
types of LNPs.

1. COMPONENTS OF THE HYBRID COMPLEX

1.1. Second-generation tetrapyrrolic photosensitizers
A photosensitizer that is highly efficient in terms of 
ROS yield is supposed to boast the following charac-
teristics. First, the energy of its triplet state must be 
sufficient to enable a photodynamic reaction with mo-
lecular oxygen; the selection is performed to increase 
the yield of the triplet state and its lifetime. Second, the 
PS is supposed to exist in a monomeric state, since PS 

aggregates do not generate ROS as efficiently. Third, 
the PS should have a high absorption capacity, prefer-
ably within the “optical window” of biological tissues.

It is obvious that the photodynamic properties 
depend on the structure of a PS molecule. We will 
consider the relationship between the structural and 
photophysical properties of PSs using tetrapyrrole 
dyes, the most common second-generation PSs, as an 
example.

Porphin is the simplest dye of the tetrapyrrole series. 
The absorption spectrum of porphin contains an in-
tense Soret band at the boundary between the UV and 
visible regions, as well as four low-intensity narrow 
bands in the visible region (Q

I
–Q

IV
; numbering starts 

at longer wavelengths). There are several main ways 
to modify the structure of a porphin molecule, making 
it possible to obtain PS that exhibit high photodynamic 
activity (Fig. 1A):

(A) sequential hydrogenation of two double bonds, 
which are not formally included in the conjugated sys-
tem, shifts the Q

I
 band to the long-wavelength spectral 

region (a bathochromic shift) and increases its intensity 
by more than an order of magnitude. Hydrogenation 
gives rise to the classes of dihydroporphyrins (chlorins) 
and tetrahydroporphyrins (bacteriochlorins);

(B) replacement of carbon in the methine CH groups 
with a nitrogen atom (tetrazaporphyrins) or incorpora-
tion of benzene rings in the macrocycle of a dye mole-
cule (tetrabenzoporphyrins) increases the intensity of 
the Q

I
 and Q

III
 bands, as well as causes their bathochro-

mic shift. The strongest effect is obtained when these 
two approaches are combined, i.e., in the classes of 
tetrazatetrabenzoporphyrins or phthalocyanines (Pcs); 
and

(C) coordination of various elements by the macrocy-
cle of a porphin molecule due to the lone electron pairs 
of the central nitrogen atoms. For porphyrins, complex-
es with divalent metals are the most typical. Formation 
of a metal complex leads to the degeneration of four 
absorption bands in the visible spectral region to leave 
two bands whose intensity is significantly increased. 
This situation is typical of all porphyrin dyes containing 
no hydrogenated pyrrole rings. When a metal atom is 
incorporated into the Pc macrocycle, insignificant ba-
thochromic shifts of the Q

I
 and Q

II
 bands are observed 

and the magnitude of the bathochromic shift increases 
as the atomic number of the metal increases [17].

Modification of the porphyrin structure also changes 
the characteristics of the excited triplet state. Thus, the 
yield of the excited triplet state slightly decreases as 
one proceeds from porphyrins to chlorins [18]. Heavy 
and paramagnetic metal atoms within the Pc increase 
the probability of a singlet–triplet transition; there-
fore, such Pcs are characterized by a high yield of the 



26 | ACTA NATURAE | VOL. 13 № 3 (50) 2021

REVIEWS

excited triplet state [19]. In addition, the probability of 
nonradiative deactivation to the ground state increases 
due to the involvement of the d-shells of the metal in 
the conjugation system [20]. The relationship between 
the constants of these processes depends on the nature 
of the metal and side substituents [21].

The solubility of a tetrapyrrolic PS in water is 
achieved by incorporating side substituents at the 
macrocycle periphery. These side substituents are 
usually low-molecular-weight ligands imparting po-
larity and/or charge to a molecule [22]. The maximum 
number of side substituents that can be inserted into 
a tetrapyrrole molecule is determined by the number 
of binding sites on pyrrole (or benzene in the case of 
benzoporphyrins) rings and is equal to eight for both 
the ortho- and meta-substitution [23]. For silicon PS (or 
PS complexes with trivalent metals), insertion of axial 
ligands is available [24]. Side substituents significantly 
affect the optical and photophysical properties of PS 
[17, 25, 26]. A wide range of substituents with specific 
properties, as well as the possibility of varying the de-
gree of substitution, allow one to create substituted PSs 
for various fields of industry (catalysts, sensors, and 
solar cells) or medicine.

Although chemical modification of PS molecules 
makes them more water-soluble, the hydrophobic na-
ture of the macrocycle determines the probability of 
aggregation of these molecules in aqueous solutions. 

Several types of tetrapyrrole aggregates have been 
proven to exist [27]. H-type (oligomeric) and D-type 
(dimeric) aggregates have a narrow absorption band in 
the visible region, which is shifted to the blue spectral 
region compared to the absorption band of monomeric 
form (Fig. 1B). Tetrapyrrole molecules in such aggre-
gates form a “sandwich” structure; the aggregates do 
not fluoresce, since the excited state is nonradiatively 
deactivated due to intramolecular conversion. J-type 
(polymeric) aggregates have a wide absorption band 
shifted to the red spectral region, compared to the ab-
sorption band of the monomeric form; the aggregates 
are formed by PS molecules interacting with the edge 
parts. Porphyrin molecules can simultaneously exist in 
both forms (the monomer/aggregate equilibrium) of all 
types of aggregates; transitions between these states 
are also possible [28–30]. Aggregation can be caused 
by variation of a number of ambient parameters (pH 
and ionic strength of a solution) [31, 32] or an increase 
in PS concentration [33]. It can also be initiated by the 
formation of a complex between tetrapyrroles and 
molecules of a different nature [34]. The probability of 
aggregation also depends on the presence and nature of 
the central metal atom in the PS macrocycle.

1.2. Colloidal quantum dots
Quantum dots simultaneously have the physical and 
chemical properties of molecules and the optoelectronic 

Fig. 1. (A) – The structure of a porphin molecule and possible ways for its modification. (B) – The absorption spectra of 
zinc phthalocyanines modified with different numbers of choline groups R
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properties of semiconductors. A QD is a luminescent 
semiconductor nanocrystal whose characteristic di-
mensions lie in the range of 3–10 nm (Fig. 2A). It is 
known that the properties of nanomaterials qualita-
tively differ from those of a bulk analog [35] because 
of the quantum size effects. If the size of an object does 
not exceed the Bohr radius of the exciton, typical of 
a given material, the charge carrier inside the object 
appears in a three-dimensional potential well [36]. 
This leads to a modification of the energy spectrum 
(Fig. 2B). The classical spectrum of a semiconductor 
with a valence band, a forbidden band, and a conduc-
tion band is transformed into a set of discrete energy 
levels with a characteristic gap h2/8π2mr2, where h 
is the Planck constant, m is the effective mass of the 
charge carrier, and r is the QD radius. Electron tran-
sitions are possible between these levels, accompanied 
by absorption or emission of a quantum of light in the 
visible wavelength range.

Due to the absorbed energy, the electron is trans-
ferred to a high-energy level, so that an exciton (an 
electron–“hole” pair) is formed in the QD crystal. De-
activation of the excited state is performed by exciton 
recombination accompanied by the emission of excess 
energy as a light quantum.

Since the gap between the energy levels of QDs de-
pends on particle size, the luminescence spectrum of 
QDs undergoes a bathochromic shift when the crystal 

radius is increased. Thus, by varying the crystal size, 
one can choose QDs with the required spectral proper-
ties for specific research problems.

Quantum dots absorb light in a wide wave-
length range with molar extinction coefficients of 
~105–106 L/mol·cm. This fact has spurred a keen 
interest in QDs as promising luminescent labels for 
biological research. However, for a successful appli-
cation of QD in biology, two significant disadvantages 
of QDs (the low luminescence quantum yield (φ) and 
hydrophobicity of semiconductor material) need to be 
overcome.

The main reason for the low φ values is the crystal 
lattice defects on the nanocrystal surface, which act 
as trap states for the charge carrier [36]. The charge 
carrier localized in such a trap prevents radiative re-
combination of the exciton. A QD is said to have passed 
into the so-called “off” state, which can be up to 100 s 
for an individual crystal [37].

The number of the defects on the QD surface was 
reduced for the first time in 1990 by coating a CdSe 
nanocrystal with a protective ZnS shell [38]. We will 
further refer to the luminescent central part of a mul-
tilayer QD as its core. Zinc sulfide is also a semiconduc-
tor, but with a wider gap, which creates a potential 
barrier for the charge carrier and pushes exciton to 
localize in the QD core. In addition, the protective shell 
is a physical barrier between the QD core and the en-

Fig. 2. (A) – An electron micrograph of CdSe/ZnS nanoparticles. (B) – The energy spectra of a bulk and nanosized 
semiconductor vs. the energy spectrum of an organic fluorophore. C – the conduction band; V – the valence band;  
E

z
 – the forbidden band; and S

0
, S

1
 and S

2
 – the ground, first and second excited electronic levels, respectively. Vertical 

arrows indicate the electronic transitions; dashed arrows indicate the transitions to the lower excited levels accompa-
nied by thermal energy dissipation
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vironment, making the optical properties of the QD 
less sensitive to chemical reactions on its surface. By 
1996, the development of methods for coating the QD 
core with a protective shell had given rise to samples 
of relatively monodisperse nanocrystals with φ ~ 50% 
[39]. The modern methods used to synthesize QDs yield 
nanocrystal samples with a φ ~ 80–90% [40]. It should 
be noted that the φ  value depends nonlinearly on the 
thickness of the protective shell of the QD: the protec-
tive shell consisting of more than three ZnS layers was 
shown to quench the luminescence of the QD with a 
CdSe core [41]. It is believed that the probability of for-
mation of intrinsic defects increases with the number 
of atomic layers in the shell [42].

Furthermore, the use of QDs in biological research 
involves the transfer of hydrophobic nanocrystals to 
the aqueous phase. Substitution chemistry methods are 
usually used for this purpose: the precursor molecules 
covering QDs during their synthesis are replaced with 
amphiphilic ligands with the target properties.

Any molecules containing nucleophilic groups can be 
adsorbed on the nanocrystal surface. The organic shell 
can be multilayered: an amphiphilic polymer is addi-
tionally adsorbed onto a layer of low-molecular-weight 
hydrophobic ligands, which is responsible for the sur-
face properties of QDs. In addition to water solubility, 
the organic shell largely ensures passivation of crystal 
lattice defects [43]. However, organic ligands cannot 
cover the entire surface of QDs; therefore, some crystal 
lattice defects persist [36]. In addition, ligands can give 
rise to new energy levels: thiols are known to quench 
the luminescence of CdSe QDs due to the emergence 
of an energy level superjacent to the first excited level 
of QDs [36].

The typical lifetime values of QD luminescence are 
5–20 ns, being quite sufficient for efficient energy 
transfer. The kinetics of QD luminescence decay are 
characterized by two or three time components. There 
currently is no clear understanding of the reasons for 
the complexity of the decay kinetics of QD lumines-
cence [35]. The most common hypothesis associates 
each time component with emissions from a specific 
energy state. This is evidenced by the complex struc-
ture of the exciton absorption peak of QDs [44]. In the 
simplest case (biexponential decay curve), the fast 
component corresponds to the radiative recombination 
of an exciton, while the slower one corresponds to the 
radiation mediated by crystal lattice defects [45, 46]. 
In this model, the QD luminescence spectrum consists 
of two overlapping bands, which sometimes cannot 
be separated. The contribution of the slow component 
declines with decreasing temperature [45] and lumines-
cence quantum yield [40]. In this case, the luminescence 
decay curves of ideal QDs without defects would be 

monoexponential; indeed, only one time component 
was found in some QD samples [37, 47]. The more dif-
ferentiated the defects in crystals are (especially in QDs 
with a core/shell structure), the more time components 
in the luminescence decay curves there are [39].

Particle size nonuniformity can be an alternative 
reason for the emergence of several time components 
in the decay curves of QD luminescence. Increasing the 
QD size not only leads to a bathochromic shift in the lu-
minescence spectrum, but also causes a corresponding 
shift of the exciton band in the absorption spectrum 
[48], reduces the luminescence lifetime [49], and causes 
nonlinear changes in the quantum yield φ [50]. Conse-
quently, a broadened luminescence spectrum will be 
observed for a sample containing several fractions of 
QDs of different sizes. Such a spectrum is a superpo-
sition of the spectra from different fractions of QDs, 
which have their own quantum yield and luminescence 
lifetime values. The average value weighted over all 
the components is typically used as the QD lumines-
cence lifetime because of the complexity of interpret-
ing the time components.

2. THE COMPLEXATION STRATEGIES
The following types of interactions make it possible to 
create hybrid LNP–PS complexes in aqueous solutions: 
electrostatic or covalent ones, or a group of interac-
tions combined under the concept of sorption (Fig. 3). 
The spectral properties of PS change as bonds of any 
of these types form. The properties of LNPs change 
extremely rarely and are not associated with the HC 
formation process [51–53].

2.1. Electrostatic interaction
HCs are often formed by mixing the aqueous solutions 
of LNP and PS due to the electrostatic attraction of 
oppositely charged components (Fig. 3, 1.1–1.2). In this 
case, changes in the spectral properties of PS should be 
determined by electron density perturbation and may 
differ depending on the nature and the stoichiometric 
ratio of HC components. Information on the following 
complexation effects is available:
(1) a bathochromic shift in the absorption and/or fluo-
rescence spectra of PS [54–59];
(2) a hypsochromic shift in the absorption and fluores-
cence spectra of PS [52, 60–62];
(3) hypochromism [52, 56, 57, 60];
(4) a reduced quantum yield of the PS fluorescence [60, 
62];
(5) an increased [60, 63] quantum yield of the triplet 
state of PS; and
(6) an increased [60, 62] lifetime of the triplet state of PS.

The increased yield of the triplet states of PS is usu-
ally attributed to the so-called “heavy-atom effect.” 
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According to it, the probability of intramolecular con-
version of PS to the triplet state increases in the pres-
ence of heavy metal atoms (Cd, Te), which also reduces 
the quantum yield of PS fluorescence. In some cases, 
the cadmium ion from QD can be incorporated into the 
macrocycle of metal-free PS upon HC formation [62, 
64]. It was noted [65] that the magnitude of the changes 
in the optical properties of PS increases with the size 
of the QD crystal. The presence of the ZnS protective 
shell is expected to reduce the effect of the heavy met-
al atoms in the QD core on the properties of PS.

2.2. Nonspecific sorption
HCs formed due to the electrostatic attraction of op-
positely charged nanoparticles and photosensitizers 
do not require special preparation protocols and are 
quite stable. However, it was noted that mixing of like-
charged components also leads to the formation of HC 
in some cases [66–70]. Consequently, the self-assembly 
of HCs can involve interactions other than electrostatic 
ones, which we will further combine under the term 
“sorption”.

Depending on the structure of the organic shell of 
QD, there can be two variants of PS sorption. If the 
QD surface is coated with a layer of low-molecu-
lar-weight ligands, then PS molecules are incorporat-
ed into this monolayer due to peripheral [64] or axial 
[71–73] hydrophobic substituents. In this case, we talk 
about surface binding (adsorption, Fig. 3, 2.2). This 
kind of interaction weakens with increasing branch-
ing of the substituent [73]. Interestingly, the energy 
transfer efficiency increases with the substituent 
length as a result of stronger interaction, but then it 
decreases if the substituent length starts to exceed 
the length of the low-molecular-weight ligand on the 
QD surface [72].

Direct interaction between a PS molecule and a QD 
crystal is a special case of adsorption (Fig. 3, 4). The 
formation of a coordination bond between the tertiary 
nitrogen atom of the PS molecule and the atoms of the 
CdSe/ZnS QD crystal lattice in toluene can be con-
sidered proven [74–78]. In this case, a close contact is 
required between the PS and the QD crystal, which 
can be hindered by the outer organic shell of the nan-
oparticle. Meanwhile, the formation of a coordination 
bond should not be accompanied by the obligatory 
displacement of organic ligands by the PS molecule, 
since adsorption can occur on the ligand-free areas of 
the nanoparticle surface. A porphyrin molecule can 
obviously be adsorbed onto QDs both by the plane of 
the macrocycle involving all the side pyridyl rings and 
by its edge involving one or two pyridyl substituents. 
This is evidenced by the increased efficiency of energy 
transfer W in HC as the number of pyridyl substituents 

in the porphyrin molecule rises from 1 to 4, but the val-
ue of W is comparable for monopyridyl porphyrin and 
bipyridyl porphyrin with an opposite arrangement of 
pyridyl rings.

A hypsochromic shift in the fluorescence spectrum 
of porphyrin and an increase in its fluorescence life-
time were observed during the formation of HC [79]. 
According to Zenkevich et al. [79], the amplitude of the 
effects decreased with increasing porphyrin concentra-
tion in solution due to the rise in the proportion of por-
phyrin molecules not associated with QDs. In addition, 
during the formation of HC, a bathochromic shift of the 
Soret band was observed, which is possibly caused by 
changes in the structure of the π-system of electrons 
upon coordination of the pyridyl nitrogen atom to the 
QD zinc atom, or by a higher dielectric constant of the 
medium near the nanoparticle surface as compared to 
the toluene solution.

The feasibility of coordination interaction has been 
proposed to explain the formation of HC between a 
negatively charged CdTe quantum dot (coated with 
3-mercaptopropionic acid) and aluminum tetrasulfoph-
thalocyanine, which is also negatively charged [80]. It is 

Fig. 3. The most common methods used to create a 
quantum dot–photosensitizer hybrid complex. 1.1–1.2 is 
the electrostatic interaction; 2.1–2.2 are absorption and 
adsorption, respectively; 3.1–3.2 are the covalent inter-
actions; 4 corresponds to coordination. The nanocrystal 
core of QDs is shown in gray; the polymer shell is shown 
in blue; and the shell of low-molecular-weight ligands is 
shown in red. The orange dot indicates the charged func-
tional groups on the polymer/ligand; the green dot shows 
the covalent bond
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assumed that the PS molecule is coordinated to the QD 
carboxyl group by an aluminum atom. The idea was 
extended to CdTe QDs coated with thioglycolic acid 
[81, 82].

The complexes of PS with LNPs coated with a pol-
ymer shell are of particular interest [70, 83–90]. It is 
believed that the PS molecules in such complexes can 
be incorporated into the bulk of the polymer; therefore, 
we talk about absorption in this case (Fig. 3, 2.1). This 
conclusion was drawn from the fact that the hydro-
dynamic radius of an LNP (together with the polymer 
shell) exceeds the distance between the donor and the 
acceptor required for efficient energy transfer via the 
FRET mechanism that is actually observed in these 
systems.

During the formation of HC through sorption, multi-
directional changes in the spectral properties of PS 
were noted, depending on the type of PS molecule [78, 
85, 87, 89, 91, 92]; there could also be no changes at all 
because of the adsorption occurring when incorpora-
tion was minimal [64]. Aggregation of PS molecules can 
be observed during sorption [93].

The triplet yield of PS typically increases upon sorp-
tion on LNP [67, 92]; however, some opposite results 
have also been obtained [68]: thus, a reduced lifetime of 
the triplet state of PS was observed in [91]. This could 
have been due to the fact that when a PS molecule is 
incorporated into the organic shell of a QD, the prob-

ability of quenching of the PS triplet state by oxygen 
decreases [78].

2.3. Covalent binding
The complexes between nanoparticles and PS formed 
via covalent interaction have a number of advantag-
es over HCs stabilized by other types of interactions 
(Fig. 3, 3.1–3.2). First, the interaction occurs between 
specific functional groups of PS and the organic shell of 
QDs; therefore, exact localization of PS in HC is known. 
This makes it possible to predict some of the photo-
physical properties of HCs. Second, this HC potential-
ly remains more stable in the presence of biological 
objects and environments. Therefore, there is a keen 
interest in covalently stabilized conjugates of PSs and 
nanoparticles [53, 65, 94–100].

Formation of a covalent bond can be easily moni-
tored by the emergence of corresponding lines in 
the Raman spectra or absorption spectra in the IR 
region [65, 94, 96]. Meanwhile, it is difficult to control 
the PS : LNP ratio in the end product when routine 
crosslinking methods are used. In addition, when 
crosslinking is performed through amino and carboxyl 
groups, HCs of the electrostatically interacting compo-
nents can form, which is difficult to prevent. For these 
reasons, a number of studies have failed to compare the 
properties of covalently crosslinked and electrostati-
cally stabilized HCs based on the same components [94, 
96, 98].

An even more important problem is that the link-
er that forms between the PS molecule and the LNP 
surface increases the distance between them. This 
fact negatively affects the energy transfer efficiency, 
which rapidly decreases with increasing distance be-
tween the energy donor and acceptor. Figure 3 shows 
that the influence of this effect can be critical when a 
polymer shell is used.

In most studies, changes in the spectral character-
istics of PS during HC formation are identical for the 
covalent and electrostatic binding methods: a hyps-
ochromic shift in the absorption spectrum of PS and 
hypochromism [94, 95, 97] or a bathochromic shift in 
the absorption spectrum of PS and hypochromism [98]. 
There were no changes in the spectral properties of PSs 
during the formation of a covalent bond [96].

3. DESIGN OPTIMIZATION FOR HYBRID COMPLEXES
Designing hybrid complexes based on LNPs implies 
that the efficiency of ROS generation by a photosensi-
tizer upon excitation is increased in the spectral regions 
where the PS itself has a low absorption capacity. Since 
such an enhancement of the photodynamic properties 
of PS is achieved due to nonradiative energy transfer, 
optimization of the HC design is primarily associated 
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with the optimization of energy transfer via the FRET 
mechanism. However, it should be noted that a set of 
properties of HC promoting efficient energy transfer 
may, generally speaking, not coincide with the set of 
properties of HC that enhances the photodynamic 
activity of PS in HC. For this reason, we will consider 
these two aspects of HC optimization separately.

3.1. Energy transfer efficiency
Since energy transfer increases the deactivation rate 
of the excited state of an energy donor, the degree of 
quenching of LNP luminescence is the main criterion 
in a quantitative assessment of the transfer efficiency.

Let us consider the simplest quantum dot–tetrapyr-
rolic PS system stabilized via coordination of the PS 
to the nanocrystal surface. The subject of optimiza-
tion will be energy transfer, which contributes to the 
increase in the absorption capacity of PS in the blue-
green spectral region. According to the nonradiative 
resonance energy transfer theory, the efficiency of this 
process (W) can be increased by
(A) increasing the overlap integral (J) of the LNP lumi-
nescence spectrum and PS absorption spectrum;
(B) increasing the quantum yield of LNP luminescence;
(C) decreasing the LNP–PS distance;
(D) increasing the molar extinction coefficient of a PS 
molecule; or
(E) increasing the PS : LNP stoichiometric ratio.

The J value can be increased by shifting the QD lu-
minescence spectrum to longer wavelengths, closer to 
the absorption spectrum of the PS. Since the position 
of the luminescence spectrum of QDs is easily speci-
fied during their synthesis, a QD providing the maxi-
mum J value can be easily selected when the position 
of the PS absorption spectrum is fixed. However, the 
bathochromic shift in the QD luminescence spec-
trum occurs due to a rise in the particle size, which 
increases the QD–PS distance and reduces the energy 
transfer efficiency W (Fig. 4). This is typically accom-
panied by a reduction in the quantum yield of QD 
luminescence, which should also negatively affect the 
W value. Although the quantum yield of QD lumines-
cence can be increased by growing a protective shell 
from a wider-gap semiconductor, such a modification 
will not only increase the luminescence yield, but also 
additionally increase the crystal size and, accordingly, 
increase the donor–acceptor distance. An alternative 
way is to choose materials for the crystal lattice of 
the QD core. On the one hand, an organic shell on the 
QD core protects the crystal surface against solvent 
molecules; therefore, the QD luminescence yield is 
expected to increase. On the other hand, additional 
defects may form on the crystal surface depending 
on the nature of the molecules comprising the organic 

shell, and the quantum yield of the QD luminescence 
will decrease.

It is possible to increase the J value due to the hyps-
ochromic shift in the absorption spectrum of PS, since 
QDs of a smaller size can be used to create HCs in this 
case. Indeed, a smaller QD size will increase the quan-
tum yield of QD luminescence and reduce the QD–PS 
distance, which will eventually increase the W value. 
However, applying such a strategy means that the red 
spectral region will not be used for ROS generation. 
In addition, if the spectra are ultimately shifted to the 
blue region, there is no need to use QDs, since many 
metal-free PSs absorb blue light perfectly due to the 
Soret band.

Therefore, complex QD-based systems have a num-
ber of parameters that cannot be optimized simulta-
neously due to their mutually exclusive influence on 
each other. Consequently, the highest energy transfer 
efficiency can be achieved only through compromise 
values of the PS and QD parameters.

Variation of only two parameters unambiguously 
increases the W value: increasing the molar extinction 
coefficient of PS and the PS : LNP stoichiometric ratio.

The molar extinction coefficient of PS in the visi-
ble region is usually increased by inserting a metal 
atom into the macrocycle. Since the formation of a 
metal complex significantly increases the lifetime of 
the triplet state of PS, this additionally enhances the 
photodynamic activity of the PS. Alternative ways for 
increasing the molar extinction coefficient of PS are to 
replace carbon with nitrogen in the methine bridges of 
the macrocycle, increase the macrocyclic aromaticity 
due to benzene rings, and hydrogenate double bonds. 
These ways also lead to an additional bathochromic 
shift in the absorption spectrum of PS. Consequently, 
it is necessary to additionally shift the luminescence 
spectrum of QD to longer wavelengths to preserve the 
maximum value of the overlap integral J. The effects 
caused by such a displacement can reduce the efficien-
cy of energy transfer in HC.

The PS : LNP stoichiometric ratio can be increased to 
a certain limiting value that depends on the complexa-
tion method. If HC is formed by covalent crosslinking, 
then [PS : LNP]

max
 is determined by the number of func-

tional groups on the organic shell of the QD (i.e., their 
density and surface area of the QD). If HC is stabilized 
via electrostatic interactions, the [PS : LNP]

max
 is deter-

mined by the number of charged groups on the organic 
shell of QD, as well as the number of charged groups 
on the PS molecule. There is ambiguity here: the more 
charges there are on the PS, the stronger the interaction 
is, but fewer PS molecules will bind to the QD surface.

If HC is stabilized trough sorption interactions, the 
[PS : LNP]

max
 is determined by the LNP surface area, as 



32 | ACTA NATURAE | VOL. 13 № 3 (50) 2021

REVIEWS

well as by the hydrophilic–hydrophobic balance of the 
PS molecule. For a bulk polymer shell of a nanoparticle, 
[PS : LNP]

max
 will be much higher than that when a 

monolayer of low-molecular-weight ligands is used. 
However, additional PS molecules will be located far 
enough from the QD center so that the efficiency of en-
ergy transfer to these PS molecules should be minimal. 
Figure 4 shows the situation where PS is covalently 
bound to the polymer shell of QD. One can see that for a 
total nanoparticle radius of 11.5 nm and Förster radius 
R

0
 = 5 nm, the efficiency of energy transfer to a given 

PS molecule will be no more than 0.7%.
In theory, the increased factor χ2 describing the mu-

tual orientation of the transition dipole moments of the 
donor and acceptor can increase the energy transfer 
efficiency. The χ2 values can vary from 0 to 4. In solu-
tions, χ2 is taken equal to 2/3 due to rotational diffusion 
and random orientation of the molecules. This is also 
used in the case of HCs, since most QDs do not have 
luminescence anisotropy. Nevertheless, in the general 
case, the orientation of transition dipole moments in 
the HC can be nonrandom. It is assumed that studies 
focusing on the anisotropy of the PS and LNPs fluo-
rescence would potentially help estimate the possible 
mutual orientations of the transition dipole moments 
and thereby refine the χ2

 value [101].

3.2. Photodynamic properties of a photosensitizer
A successful energy transfer event causes a transition 
of the PS molecule to an excited state. Energy transfer 
can increase the ROS yield or increase the intensity 

of PS fluorescence. Increased absorption capacity of a 
PS manifesting itself as an increase in the intensity of 
its sensitized fluorescence can be used to calculate the 
energy transfer efficiency W [58, 75, 82]. However, it is 
considered more correct to use the spectral characteris-
tics of the energy donor to calculate the W value, since 
enhancement of the photodynamic properties of PS in 
HC strongly depends on the PS : LNP stoichiometric 
ratio.

It is known that as the PS concentration in a dilute 
solution rises, its fluorescence intensity increases lin-
early in the initial period of time; however, it reaches 
a plateau and then decreases in sufficiently concen-
trated solutions (Fig. 5) [102]. This effect can be called 
“self-quenching of PS fluorescence”. Self-quenching 
of the PS fluorescence can be caused by PS aggrega-
tion and the inner filter effects. PS aggregation was 
discussed in section 1.1. The inner filter effects consist 
in the shielding of the exciting light by layers of the PS 
solution, which lie closer to the front cell wall (a), and 
reabsorption of PS fluorescence (b). The latter is pos-
sible, since tetrapyrrolic PSs have a small Stokes shift 
(~ 10 nm) so that the absorption and fluorescence spec-
tra of PSs largely overlap. In addition to the nonlinear 
dependence of PS fluorescence intensity on its concen-
tration, this phenomenon leads to a bathochromic shift 
in the fluorescence spectrum of PS and increases the 
measured fluorescence lifetime of the PS [103].

Quenching of PS fluorescence in the presence of 
nanoparticles is common [55, 104–106]. The concen-
tration dependence of the fluorescence intensity of PS 
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in HCs with semiconductor nanoparticles is also non-
linear [59, 70, 71, 87]; however, self-quenching starts 
at a much lower PS concentration compared to the PS 
in a single-component solution (Fig. 5A). Indeed, the 
maximum PS : LNP ratio in HC can exceed 1000, so the 
local PS concentration during complex formation can 
be as high as several mM [90].

An increasing PS : LNP ratio may result in the ag-
gregation of PS in the organic shell of the LNP. This 
effect is observed in any type of interaction between 
PS and LNP, except for covalent crosslinking. Any PS 
in a solution exists in a state of monomer/aggregate 
dynamic equilibrium, which can be shifted upon bind-
ing to LNP. The probability of this process depends 
both on the structural properties of the PS molecule 
(the type of metal atom, the nature and number of pe-
ripheral substituents) and on the structural features 
of the organic shell of the LNP. Thus, we have shown 
that despite the presence of eight peripheral carboxyl 
groups, zinc and aluminum Pcs aggregate upon bind-
ing to upconversion LNPs coated with a polymer shell 
containing terminal amino groups; zinc Pcs undergo 
aggregation at lower concentrations than aluminum 
Pcs do [107]. In this case, the PS aggregates continue 
to accept the electronic excitation energy of the LNP 
and the efficiency of this process may increase due to 
the greater overlap of the absorption spectrum of the 
aggregates with the luminescence spectrum of the 
LNP.

In addition, concentrating PS from the solution onto 
the LNP surface leads to solution “bleaching” within 
the region of PS absorption. In this case, the photody-
namic activity of PS in HC is further reduced.

Let us imagine that the number of PS molecules on 
the LNP surface can increase infinitely without an in-
crease in the average PS–LNP distance that is equal to 
the Förster radius R

0
. According to Förster’s theory, at 

PS : LNP = x = 1, the energy transfer efficiency W is 
50% at a distance R

0
. When x = 10, W = 91%; at x = 100, 

W = 99%; and at x = 1000, W = 99.9%. It is clear that 
the highest increase in the W value is observed as the 
PS : LNP ratio rises from 1 to 10, which is much less 
than the characteristic [PS : LNP]

max
 values are. It is 

fair to say that the absolute energy transfer efficiency 
W increases with a rising number of PS molecules in 
HC, while the energy transfer efficiency W for every 
separate PS molecule decreases.

Consequently, the more PS molecules there are in 
a complex with LNP, the less additional energy each 
of them receives, and, therefore, the enhancement of 
photodynamic properties of PS tends to zero. The pho-
todynamic activity of PS in the HC at large PS : LNP 
ratios turns out to be lower than the activity of free PS 
due to self-quenching effects.

Finally, the use of some types of LNP shells can lead 
to the fact that ROS formed in a reaction between PS 
and molecular oxygen inside the organic shell of LNP 
cannot effectively damage the targets in the solution 
surrounding HC, since diffusion in the LNP shell is hin-
dered. In this case, the most likely target of oxidation 
will be the PS molecule itself. Indeed, in electrostatical-
ly stabilized HCs based on aluminum phthalocyanines 
and QDs coated with a polymer shell, we observed 
rapid bleaching of the dye both under selective illu-
mination of Pc and upon excitation of QD, followed 
by energy transfer [108]. As a result, the measured 
concentration of ROS is lower than the actual one. 
Nevertheless, the calculated ROS concentration cor-
responds to the effective concentration of ROS capable 
of exhibiting photodynamic activity outside the hybrid 
complex.

Therefore, the increased energy transfer efficiency 
in HCs due to a rise in the PS : LNP value contradicts 
the idea of enhancing the photodynamic activity of PS.

It should be noted that the interaction between PS 
and LNP can result in electron transfer. This phenome-
non is observed quite rarely and is easily detected with 
strong changes in the spectral properties of PS due to 
the formation of radical anions and other derivatives 
[63, 109]. In addition, the electron transfer implies a QD 
transition to the “off” state, when the model of classical 
static quenching is appropriate. In this case, the QD 
luminescence intensity is quenched without a change in 
its lifetime. Unfortunately, the luminescence lifetime of 
LNPs has been estimated only in some studies and the 
absence of such an estimate may lead to a misinterpre-
tation of the experimental results [52, 56].

CONCLUSIONS AND FUTURE PROSPECTS 
All the mentioned functional relationships between the 
structural and spectral properties of PSs and LNPs, 
which can affect the efficiency of LNP as a light collec-
tor, and an enhancement of the photodynamic activity 
of PS in HC can be summarized in a single scheme 
shown in Fig. 6. One can see that all the key character-
istics of PS and LNPs are interconnected. Therefore, 
the full set of parameters optimized so as to ensure the 
highest ROS yield must involve some degree of com-
promise.

Achieving this compromise is the primary task for 
PDT on its path to creating third-generation PSs. 
However, even though an impressive number of 
studies have been devoted to HCs, the data collected 
are too fragmentary and heterogeneous, making a 
global analysis and the selection of the required set of 
HC characteristics impossible. This would be feasible 
only by using an integrated approach, when all the 
connections shown in Fig. 6 can be identified as quan-
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titative dependences. Since most of these parameters 
are related to each other by the well-known formulas 
of the FRET theory, the difficulty arises only at the 
stage of uncovering the relationship between the 
structural and photophysical characteristics of the 
HC components. First of all, this concerns LNPs, since 
the relationship between the structural and spectral 
properties of tetrapyrrolic PSs has been studied quite 
thoroughly.

However, it is not enough to possess information 
about the properties of each component to optimize 
the design of the HC. Phenomena such as PS aggrega-
tion and static quenching of the luminescence of LNPs 
(as a result of the formation of nanocrystal surface 
defects involving PS) can be quantitatively studied 
only through experiments on HC formation. It should 
also be noted that electron density perturbation in 
a PS molecule during the formation of HC (even in 
the absence of the aforementioned aggregation and 
quenching effects) has some effect on the photophys-
ical properties of PS and, thus, indirectly affects the 
energy transfer efficiency and the enhancement of 
the ROS yield. Failure to take into account any of 
the parameters described above leads to the follow-
ing fact: even in the presence of PSs and LNPs with 
spectral characteristics optimal for FRET, it might not 
always be possible to obtain HC where enhanced PS 
fluorescence or the ROS generation rate is observed 

[87, 98, 104–106]. This usually leads to a rejection of 
the FRET mechanism as a model for describing the 
interactions between a nanoparticle and a PS [51, 56, 
91, 93, 110].

It might be possible to find several variants of com-
plexes significantly differing in terms of their set of 
internal characteristics but having comparable ROS 
yields (or comparable in terms of the efficiency of using 
certain spectral regions for ROS generation) by opti-
mizing the HC design. Since the enhancement of the 
photodynamic characteristics of PS can be achieved 
only at low PS : LNP values, when the luminescence 
of the LNP is not completely quenched, the LNP lumi-
nescence can be used for diagnostic purposes. Such HCs 
can obviously be used to solve specific problems of PDT 
and fluorescence diagnostics depending on the proper-
ties of the target object. In this regard, it must be said 
that we have discussed the trends in optimizing the HC 
design exclusively with a view to enhancing the ROS 
yield. In fact, the overall photodynamic activity will 
depend not only on the absorption capacity of HC and 
the ROS yield, but also on the efficiency of interaction 
between HC and cells, the internalization mechanism, 
and the stability of HC in the presence of blood com-
ponents when an HC-based drug is administered to a 
living being. It is highly likely that the approaches to 
optimizing HC for increasing the efficiency of targeted 
delivery will significantly affect the final set of HC pa-

Fig. 6. Scheme showing the 
functional relationships be-
tween the structural parameters 
of PS/QD molecules and their 
photophysical properties, as 
well as the effect of these prop-
erties on the yield of reactive 
oxygen species through the 
parameters of energy transfer 
via the FRET mechanism. F

d
(λ) 

is the luminescence spectrum 
of QD; ε

a
(λ) is the absorption 

spectrum of PS; and φ is the 
luminescence quantum yield. 
Green arrows denote the 
positive correlation; red arrows 
denote the negative correla-
tion; and blue arrows show the 
nonlinear dependences

PS  QD

 Overlap integral of the 
spectra J

 Energy transfer 
efficiency

 PS : NP  
ratio

The number and  
type of functional 

groups; the nature  
of the metal

 ROS yield

 PS  
aggregation

 Material  
of the  

organic shell

 Material 
of the core

Protective shell 
size

 Donor–acceptor 
distance

 Core  
size

F
d
(λ)

φ

ε
a
(λ)



REVIEWS

VOL. 13 № 3 (50) 2021 | ACTA NATURAE | 35

rameters. Therefore, the scheme shown in Fig. 6 should 
be expanded with allowance for all the aspects of the 
functional activity of HC as a third-generation pho-
tosensitizer. Building a complete scheme of this kind 
will allow one to take the prospects for using HC with 
energy transfer in PDT to a fundamentally new level 

and is, therefore, the main objective of modern medical 
biophysics. 

This study was carried out with the financial support 
from the Russian Foundation for Basic Research 
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ABSTRACT Among the many malignant neoplasms, glioblastoma (GBM) leads to one of the worst prognosis 
for patients and has an almost 100% recurrence rate. The only chemotherapeutic drug that is widely used for 
treating glioblastoma is temozolomide, a DNA alkylating agent. Its impact, however, is only minor; it increases 
patients’ survival just by 12 to 14 months. Multiple highly selective compounds that affect specific proteins and 
have performed well in other types of cancer have proved ineffective against glioblastoma. Hence, there is an 
urgent need for novel methods that could help achieve the long-awaited progress in glioblastoma treatment. 
One of the potentially promising approaches is the targeting of non-coding RNAs (ncRNAs). These molecules 
are characterized by extremely high multifunctionality and often act as integrators by coordinating multiple 
key signaling pathways within the cell. Thus, the impact on ncRNAs has the potential to lead to a broader and 
stronger impact on cells, as opposed to the more focused action of inhibitors targeting specific proteins. In this 
review, we summarize the functions of long noncoding RNAs, circular RNAs, as well as microRNAs, PIWI-in-
teracting RNAs, small nuclear and small nucleolar RNAs. We provide a classification of these transcripts and 
describe their role in various signaling pathways and physiological processes. We also provide examples of 
oncogenic and tumor suppressor ncRNAs belonging to each of these classes in the context of their involvement 
in the pathogenesis of gliomas and glioblastomas. In conclusion, we considered the potential use of ncRNAs as 
diagnostic markers and therapeutic targets for the treatment of glioblastoma.
KEYWORDS glioma, glioblastoma, long noncoding RNAs, circRNAs, miRNAs, piRNAs, snRNAs, snoRNAs.
ABBREVIATIONS BBB – blood–brain barrier; ceRNA – competing endogenous RNA; circRNA – circular RNA; 
GBM – glioblastoma; lncRNA – long non-coding RNA; miRNA – microRNA; nc – nucleotide; ncRNA – non-cod-
ing RNA; piRNA – PIWI-interacting RNA; sncRNA – small non-coding RNA; snRNA – small nuclear RNA; 
snoRNA – small nucleolar RNA; TMZ – temozolomide.

INTRODUCTION
Gliomas form a heterogeneous group of primary brain 
tumors, grade IV astrocytoma (also known as glioblas-
toma (GBM)) being the most aggressive amongst them 
[1]. Treatment of patients with GBM has remained al-
most unchanged over the past 20 years. First, maximal 
surgical resection of the tumor is performed, followed 
by a course of radiotherapy often supplemented with 
chemotherapy using temozolomide (TMZ), a DNA 
alkylating agent. However, despite this combination 
treatment, the mean survival rate of patients with 
GBM is extremely low compared to that for other 
cancer types. Thus, the 5-year survival rate of these 
patients is 4–5%, while the 2-year survival rate is ap-
proximately 26–33%.

Today, a mutation in the IDH gene and the level of 
MGMT promoter methylation are the key prognostic 
markers of gliomas widely used in clinical practice. 
The IDHR132H mutation detected in almost 50% of all 
glioma specimens alters the metabolism and causes 
histone hypermethylation; strangely enough, this sig-
nificantly increases patients’ chances of survival [2]. 
The MGMT promoter methylation revealed in ~ 40% 
of all GBM specimens correlates with susceptibility to 
TMZ and is associated with a favorable outcome for 
patients receiving radiation therapy and chemotherapy 
[3]. Laboratory studies and an analysis of genome and 
transcriptome databases have allowed us to identify 
other survival-related markers and classify glioblasto-
mas into phenotypic groups differing in terms of tumor 
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aggressiveness and susceptibility to therapy [4]. How-
ever, none of these approaches has gained a foothold in 
clinical practice thus far.

The past decades have witnessed a vigorous search 
for novel drugs for the treatment of glioblastoma. In 
particular, low-molecular-weight compounds inhibit-
ing receptor tyrosine kinases such as EGFR (dacom-
itinib; phase II trials) and PDGFR (sunitinib; phase II/
III trials), as well as epigenetic regulator proteins such 
as HDAC6 (panobinostat; phase II trials), are being 
studied. However, although similar drugs have proved 
highly effective in the treatment of various types of 
cancer, no encouraging results have been witnessed yet 
for glioblastoma [5, 6]. Along with low-molecular-com-
pounds, a humanized monoclonal antibody against 
vascular endothelial growth factor A (VEGFA), known 
as bevacizumab, has been approved in a number of 
countries. However, it was shown later that bevaci-
zumab, in combination with standard treatment, does 
not significantly increase a patient’s survival [7]. Inject-
ing immune cells exhibiting direct antitumor activity is 
another promising method to treat GBM. Some immu-
notherapy variants are currently undergoing different 
phases of clinical trials [8], but none of them is actively 
used in clinical practice.

Various classes of non-coding RNAs (ncRNAs) that 
often play an extremely important role in the regula-
tion of the vitality of tumor cells are a rather promising 
target for developing new methods for glioblastoma 
treatment. An evident challenge related to the design 
of these drugs is that compounds capable of specifically 
interacting with a target nucleic acid sequence need to 
be used. This significantly increases the minimal size of 
a drug molecule and impedes its penetration through 
the cell membrane. In this review, we have made an at-
tempt to systematize the data on the non-coding RNAs 
involved in the glioma pathogenesis and discuss the 
therapeutic strategies related to them.

Over the past two decades, it has become increas-
ingly clear that non-coding transcripts play a crucial 
role both in natural physiological processes and in the 
development of various diseases, including cancer 
[9]. It has been found that ncRNAs are also involved 
in the pathogenesis of malignant glial tumors. Many 
ncRNAs have pro-oncogenic properties. Their level in 
malignant tumor tissues is significantly higher than 
in normal brain tissues. In many cases, expression of 
the respective ncRNA correlates with disease stage 
and (or) tumor phenotype [10, 11]. The ncRNAs as-
sociated with pro-neural to mesenchymal transition, 
proliferation of tumor stem cells, as well as ncRNAs 
facilitating tumor adaptation to hypoxia, are known 
[11–13]. Furthermore, it has been reported that on-
cogenic ncRNAs can both be synthesized in tumor 

cells and migrate to other cells within exosomes and 
microvesicles, which may contribute to further dis-
ease progression [14]. Meanwhile, numerous ncRNAs 
functioning as tumor suppressors have been reported 
[15–18]. Therefore, the information on the expression 
of numerous ncRNAs can theoretically be an important 
prognostic factor for patients. On the other hand, un-
derstanding the mechanism via which ncRNAs affect 
the key cellular processes can open up new prospects 
for the development of novel medications for the treat-
ment of malignant glial tumors. In this review, we focus 
on long non-coding RNAs (lncRNAs), circular RNAs 
(circRNAs), microRNAs (miRNAs), PIWI-interacting 
RNAs (piRNAs), small nuclear RNAs (snRNAs), and 
small nucleolar RNAs (snoRNAs) in the context of their 
impact on the development of malignant glial tumors in 
humans (Figure). The roles played by transfer RNAs or 
ribosomal RNAs lie beyond the scope of our review; so, 
we will not discuss them.

1. LONG NON-CODING RNAS

1.1. Biosynthesis, classification, localization, 
and functions of lncRNAs
The group of lncRNAs includes nontranslated RNAs 
≥ 200 nucleotides long. According to different esti-
mates, 15,000 to 50,000 lncRNAs have been identified 
in humans [9, 25]. Most of these RNAs form with the in-
volvement of RNA polymerase II; however, transcrip-
tion of some lncRNAs can involve RNA polymerase III 
[26]. These RNAs are not translated for two reasons. 
First, their sequence usually does not contain open 
reading frames longer than 300 nucleotides. Second, 
these RNAs can contain various inactivating mutations 
that disable translation [27, 28]. As reported recently, 
some lncRNAs contain short open reading frames and 
can be translated to produce peptides whose function 
still needs to be elucidated in most cases [29]. Similar to 
mRNAs, lncRNAs can be capped and polyadenylated. 
Meanwhile, lncRNAs not carrying these modifications 
(e.g., lincROR) are also known [27]. According to the 
GenBank data, many lncRNAs (NEAT1, GAS5, and 
MALAT1) can undergo splicing, including alternative 
splicing, to produce several isoforms. Some lncRNAs 
(MALAT1 and GAS5) are widely expressed in most 
human tissues, while others (CRNDE and HOTAIR) are 
present only in certain types of tissues (the GenBank 
data). Furthermore, it is known that some lncRNAs 
(H19) are transcribed only during embryonic develop-
ment, while their elevated level in the tissues of adult 
humans is indicative of pathology [30].

There are several criteria that are used for lncR-
NA classification: the position of the respective gene, 
the size, intracellular localization, and functions. The 
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classification based on genomic localization of the 
lncRNA gene is provided below [9]. According to this 
classification, there are: (1) intergenic lncRNAs whose 
sequences do not overlap with those of protein-cod-
ing genes; (2) antisense lncRNAs that are transcribed 
in the direction opposite to the protein-coding genes 
and overlap with the gene sequences either partially 
or completely; (3) bidirectional (or divergent) lncRNAs 
whose transcription is initiated near the gene promot-
er and proceeds in the opposite direction; (4) intronic 
(sense and antisense) lncRNAs whose transcription is 
confined to gene introns; (5) pseudogene-derived lncR-
NAs, which are the transcripts of gene copies that have 
lost their coding potential due to inactivating muta-
tions; (6) telomeric and subtelomeric lncRNAs that are 
transcribed from the telomeric chromosomal regions 
and contain telomeric sequences; (7) centromeric lncR-
NAs that are transcribed from centromeric regions and 
contain centromeric repeats; (8) promoter-associated 
lncRNAs; and (9) enhancer-associated lncRNAs that 
are expressed from these regulatory elements of the 
genome in both directions [9].

The lncRNAs can localize both inside the cell nucle-
us and in the cytoplasm [9]. Cytoplasmic lncRNAs can 
entrap regulatory miRNAs and various proteins, thus 
impeding their effects on the respective targets [31, 
32]. The lncRNAs can ensure stability of other RNAs in 
the cytoplasm by binding to them [33]. Some lncRNAs 
act as precursors of regulatory miRNAs [34]. Nuclear 
lncRNAs can regulate gene expression by recruiting 
chromatin remodeling proteins and various activating 

or repressive complexes to gene promoters. Finally, 
due to their size, lncRNAs can act as scaffolds for the 
assembly of macromolecular protein complexes [35]. 
Furthermore, lncRNAs can stabilize chromosome loops 
by ensuring interaction between gene enhancers and 
promoters [36]. Some lncRNAs play a structure-form-
ing role by being involved in the formation and main-
tenance of certain nuclear structures [37]. A number of 
lncRNAs have also been shown to play a crucial role in 
the occurrence of genomic imprinting and X chromo-
some inactivation [9].

The numerous lncRNAs that have been described 
can be viewed as prognostic markers for malignant 
glial tumors. Some of them have pro-oncogenic func-
tions, while others act as tumor suppressors. However, 
existing data on many transcripts are very controver-
sial. Some studies indicate that the same lncRNA can 
act as an oncogene for glioblastoma and as a tumor 
suppressor for other types of glioma that are less ma-
lignant. Thus, this finding is true for lincROR [38, 39]. 
We will focus on several lncRNAs that play different 
roles in the progression of GBM as an example. Table 1 
summarizes the remaining lncRNAs whose functions in 
glioblastoma cells have been studied.

1.2. Oncogenic lncRNAs
NEAT1 (nuclear enriched abundant transcript 1, 
or nuclear paraspeckle assembly transcript 1) is an 
interesting example of oncogenic lncRNAs that has 
been well studied in glioblastomas. The intron-lack-
ing NEAT1 gene resides on chromosome 11q13.1. A 
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full-length 22,743-nucleotide-long non-polyadeny-
lated transcript of NEAT1 and a 3735-nucleotide-long 
truncated polyadenylated lncRNA have been re-
vealed (the GenBank data). NEAT1 is needed for the 
formation of paraspeckle nuclear condensates [37], 
ribonucleoprotein bodies sized 0.3–3 μm surrounded 
by chromatin [62]. Pro-oncogenic protein SRSF1 is an 
important posttranscriptional regulator of NEAT1: it 
interacts with this lncRNA, thus enhancing its stabil-
ity [63].

The NEAT1 content in glioblastomas is more than 
twofold higher than that in less aggressive types of 
gliomas. Furthermore, the level of this lncRNA in glio-

blastoma stem cells (CD133+) is twice higher than that 
in the less aggressive but better differentiated pop-
ulation of CD133- GBM cells [45]. Most often, NEAT1 
exhibits its oncogenic effect in gliomas by binding to 
various miRNAs (e.g., miR-107) [45]. Moreover, NEAT1 
recruits EZH2 to promoters of the AXIN2, ICAT, and 
GSK3B genes, thus facilitating H3K27 histone trimeth-
ylation and reducing the expression level of the afore-
mentioned genes [46]. This example reveals a feature 
shared by all lncRNAs: they are able to activate dif-
ferent signaling pathways; these pathways eventually 
result in identical changes in the cellular phenotype 
and, thus, enhance each other’s action.

Table 1. The role played by lncRNAs and circRNAs in the pathogenesis of malignant glial tumors

Name Type of 
ncRNA Role Molecular mechanism of action Reference

lncRNAs

H19 Intergenic Oncogene Is a precursor of miR-675; acts as a ceRNA for microRNA 
Let-7. [34, 40]

HOTAIR Antisense Oncogene Recruits chromatin modeling complexes PRC2 and CoREST; 
acts as a ceRNA for many miRNAs (e.g., miR-326). [35, 41]

CRNDE Divergent Oncogene Recruits chromatin modeling complexes PRC2 and CoREST; 
acts as a ceRNA for many miRNAs (e.g., miR-186). [42, 43]

XIST Intergenic Oncogene Acts as a ceRNA for many miRNAs (e.g., miR-152). [44]

NEAT1 Intergenic Oncogene Acts as a ceRNA for many miRNAs (e.g., miR-107); recruits 
EZH2 to promoters of the AXIN2, ICAT and GSK3B genes. [45, 46]

PVT1 Intergenic Oncogene Acts as a ceRNA for many miRNAs (e.g., miR-128-3p); 
interacts with EZH2. [47, 48]

CASC2 Divergent Tumor suppressor Acts as a ceRNA for miR-21. [49]
GAS5 Divergent Tumor suppressor Acts as a ceRNA for miR-222. [50]

PTENP1 Pseudogenic 
lncRNA Tumor suppressor Acts as a ceRNA for many miRNAs regulating PTEN 

expression. [15, 31]

lincROR Intergenic Dual Acts as a ceRNA for miR-145. [51]
MEG3 Intergenic Dual Contributes to p53 stabilization; acts as a trap for miR-19a. [52, 53]

NEAT2/
MALAT1 Intergenic Dual Acts as a ceRNA for many miRNAs (e.g., miR-384). [54]

HOTTIP Antisense Dual Acts as a ceRNA for miR-101. [55]
circRNAs

circHIPK3 Exonic Oncogene Acts as a ceRNA for some miRNAs (e.g., miR-654). [56]

circPVT1 Exon-
intronic Oncogene Acts as a ceRNA for miR-199a-5p. [57]

circCFH Exonic Oncogene Acts as a ceRNA for miR-149. [58]
circTTBK2 Exonic Oncogene Acts as a ceRNA for some miRNAs (e.g., miR-761). [59]

circSMARCA5 Exonic Tumor suppressor Interacts with splicing factor SRSF1, thus preventing the 
formation of oncogenic transcripts. [60]

circFBXW7 Exonic Tumor suppressor Encodes the protein promoting ubiquitin-dependent degra-
dation of c-Myc. [16]

circSHPRH Exonic Tumor suppressor Encodes the protein protecting SHPDH protein against 
ubiquitin-dependent degradation. [17]

circPINT Exonic Tumor suppressor Encodes the peptide increasing the affinity for the PAF1 
complex to the target genes. [18]

circITCH Exonic Tumor suppressor Acts as a ceRNA for miR-214. [61]
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1.3. Tumor-suppressive lncRNAs
GAS5 (grow arrest-specific 5) is one of the lncRNAs 
that suppress glioblastoma development. The GAS5 
gene residing on chromosome 1q25.1 partially overlaps 
with the 5’ end of the ZBTB37 gene transcribed in the 
opposite direction. Fifteen isoforms of lncRNA GAS5 
differing in terms of length and the number of exons 
have been reported. The full-length non-polyadenylat-
ed transcript (725 nucleotides long) consists of 13 exons. 
The shorter isoforms contain 9–12 exons (the GenBank 
data). GAS5 interacts with the DNA-binding domain 
of the receptors of steroid hormones (glucocorticoids, 
mineralcorticoids, androgens, and progesterone), thus 
preventing them from impacting the target genes [64]. 
In vitro experiments have demonstrated that lncRNA 
GAS5 acts as a tumor suppressor in gliomas. Thus, 
X. Zhao et al. (2015) found that GAS5 inhibits the pro-
liferation of U87 and U251 cells by binding to oncogenic 
miR-222 [50]. Furthermore, GAS5 overexpression in-
creases the susceptibility of U87 cells to cisplatin [65]. 
Clinical trials also demonstrate that an increased GAS5 
level correlates with a more favorable prognosis both in 
patients with glioblastoma and less malignant gliomas 
[66].

1.4. The lncRNAs exhibiting dual 
effect on glioma cells
Along with lncRNAs that play either an oncogenic or 
a tumor-suppressor role, there are several lncRNAs 
whose functions depend on the context. NEAT2/
MALAT1 (metastasis associated lung adenocarcino-
ma transcript 1) is one of such lncRNAs. The MALAT1 
gene residing on chromosome 11q13 is expressed in 
various human tissues, including the brain. Three var-
iants of lncRNA MALAT1 having a similar size (~ 8000 
nucleotides) have been described; they are produced 
by splicing and differ in terms of the number of exons 
(the GenBank data). During MALAT1 processing, a 
small fragment is cleaved from the 3’ end of the prima-
ry transcript and is transferred to the cytoplasm. The 
mature lncRNA MALAT1, ~ 7,000 nucleotides long, 
predominantly remains inside the nucleus and localiz-
es in nuclear speckles [67]. MALAT1 does not contain 
poly(A) sequences; however, it is rather stable, since a 
special triplex structure forms at its 3’ end. MALAT1 
is associated with the splicing factors SRSF1, SRSF2, 
and SRSF3, and thus involved in mRNA processing. 
In addition, MALAT1 regulates gene expression at a 
transcriptional level. Thus, this lncRNA can bind to 
the nonmethylated protein Pc2 (polycomb 2 protein) 
to facilitate its interaction with the E2F transcription 
factor and transcriptional coactivators [67]. Meanwhile, 
the oncogenic role of MALAT1 in cancer is mainly re-
lated to its ability to affect the level of certain miRNAs 

(including miR-384) [54]. The meta-analysis conducted 
by Q. Zhou et al. (2018) demonstrated that an increased 
MALAT1 level correlates with an unfavorable prog-
nosis in patients with glioma [68]. In vitro experiments 
have demonstrated that suppression of MALAT1 
expression reduces cell resistance to temozolomide, 
as well as cell proliferation, migration, and invasion, 
and stimulates apoptosis [69]. Contrariwise, Y. Han 
et al. revealed that the MALAT1 level in gliomas is 
1.5-fold lower than that in a normal brain. Further-
more, overexpression of MALAT1 reduces the prolif-
eration of U87 and U251 cells [70]. It was also found 
that MALAT1 forms a complex with the RNA-binding 
protein HuR and ensures its recruitment to exon 2 of 
the CD133 gene, the key marker of glioblastoma stem 
cells. As a result, CD133 expression is suppressed at 
the transcriptional level [71]. Therefore, MALAT1 is 
involved in the fine tuning of the phenotype of glio-
blastoma cells while changes in the level of this RNA 
(both the increased and decreased levels) result in an 
unfavorable effect on cells.

2. CIRCULAR RNAs

2.1. General characteristics, biosynthesis, 
classification, and functions
circRNAs include transcripts whose 5’ and 3’ ends are 
linked by a phosphodiester bond yielding a circular 
structure. Inverted repeats contained in the precur-
sors contribute to the formation of circRNAs [72, 73]. 
The circRNAs formed from RNA precursors via the 
so-called reverse splicing. Whereas the 5’-terminal 
donor site is bound to the 3’-terminal acceptor site in 
the case of canonical splicing, during reverse splicing, 
the 3’-donor site interacts with the 5’-acceptor site, 
thus producing a covalently closed circular transcript. 
According to some reports, reverse splicing (as well as 
the conventional forward one) occurs via the canonical 
spliceosome assembly pathway [73]. In a number of cas-
es, both linear and circular RNAs can be transcribed 
from the same sequence [47, 57]. Depending on their 
origin and structure, there are: (1) exonic circRNAs 
(ecircRNAs), (2) exon–intronic circRNAs (eIcircRNAs), 
(3) intronic circRNAs (icircRNAs), and (4) intergenic 
circRNAs (igcircRNAs). In the first case, circRNAs are 
formed from the mRNAs of protein-coding genes. As 
a result, this RNA can have the same exon composi-
tion as mRNA, but the 5’ end of exon 1 is connected to 
the 3’ end of the last exon in circRNAs. In the case of 
eicircRNAs, the circular transcripts contain some of 
the intronic sequences of RNA precursors. icircRNAs 
and igcircRNAs are formed upon transcription of the 
intronic and intergenic sequences, respectively [72]. 
Circular RNAs are neither polyadenylated nor capped. 
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They are more stable than linear lncRNAs, and thus 
more promising diagnostic markers and therapeutics 
[72]. Importantly, transcription of linear and circular 
RNAs of the same gene can occur independently of 
each other as it was demonstrated for lncRNA PVT1 
and circPVT1 [47, 57].

In a manner similar to lncRNAs, circRNAs can in-
teract with other RNAs, DNAs, and proteins, as well as 
perform various functions in the cell. Many circRNAs 
contain microRNA binding sites and act as a “sponge” 
by adsorbing these molecules [56–59, 61]. Circular 
transcripts can also compete with the mRNAs of pro-
tein-coding genes for splicing factors, thus reducing 
the efficiency of mRNA processing. A number of 
circRNAs act as adaptors and recruit various proteins, 
thus ensuring their interaction with each other. Fur-
thermore, circRNAs can reside on gene promoters and 
regulate their transcription [73]. Although circRNAs 
are not capped, some of them contain short reading 
frames and are translated to produce small proteins 
and peptides [16–18]. The nucleotide sequences of these 
circRNAs contain the specific IRES elements required 
for the interaction with ribosomes and translation ini-
tiation factors [73].

It was not until recently that circRNAs were found 
to be involved in the pathogenesis of malignant gli-
al tumors. Nevertheless, there already are several 
publications that have detected circular transcripts 
differentially expressed in patients with glioma and 
glioblastoma. These transcripts are now being actively 
studied, and many of them can be regarded as potential 
diagnostic markers. Some circRNAs playing a pro-on-
cogenic or tumor-suppressor role in the pathogenesis 
of malignant glial tumors will be listed below. Table 1 
provides a more detailed list of circRNAs with known 
functions.

2.2. Pro-oncogenic circRNAs
One of the pro-oncogenic circRNAs is circHIPK3. The 
HIPK3 (homeodomain interacting protein kinase 3) 
gene resides on chromosome 11р13 (the GenBank data). 
Several circRNAs generated by noncanonical splicing 
of the primary HIPK3 linear transcript are known. The 
1099-nucleotide-long circular transcript involving only 
the HIPK3 exon 2 is most abundant in human tissues 
(the CircBase data). This transcript increases cell pro-
liferation and acts as a trap for several miRNAs. P. Jin 
et al. (2018) showed that the circHIPK3 level in gliomas 
is 1.5- to 5-fold higher than that in the normal brain 
tissue of the same patients. Furthermore, the increased 
circHIPK3 level reduces the mean survival time in pa-
tients almost twofold [56]. Suppression of this circRNA 
in in vitro experiments reduces proliferation of U87 
and U251 cells. It was found that circHIPK3 acts as a 

“sponge” for miR-654, which in turn regulates the level 
of pro-oncogenic protein IGF2BP3 [56].

2.3. Tumor-suppressive circRNAs
circSMARCA5 is an example of tumor-suppressor 
circRNA. The SMARCA5 protein-coding gene resides 
on chromosome 4 (4q31.21). The 269-nucleotide-long 
circSMARCA5 includes exons 15 and 16 (according to 
the CircBase data). This circRNA is highly transcribed 
in the human brain and plays an oncoprotective role. A 
reduced SMARCA5 level was shown to correlate with 
an unfavorable prognosis in patients with glioblas-
toma [60]. Overexpression of SMARCA5 contributes 
to reduced migration of U87MG cells. Circular RNA 
SMARCA5 contains binding sites for the splicing fac-
tor, which plays a pro-oncogenic role in many cancers, 
including glioblastomas. By interacting with SRSF1, 
SMARCA5 prevents its involvement in alternative 
splicing and the generation of oncogenic transcripts. In 
particular, this circRNA reduces the ratio between the 
oncogenic and anti-oncogenic VEGF-A isoforms [60].

3. SMALL NON-CODING RNAs
Small non-coding RNAs (sncRNAs) are small molecules 
18–200 nucleotides long. Several types of sncRNAs 
have been identified thus far, namely, tRNAs, miRNAs, 
small interfering RNAs (siRNAs), small nuclear RNAs 
(snRNAs), small nucleolar RNAs (snoRNAs), telomer-
ase RNA components (TERC), PIWI-interacting RNAs 
(piRNAs), small enhancer RNAs (seRNAs), and Y RNAs 
[74]. This list still continues to expand. By cooperating 
with other intracellular molecules, sncRNAs are in-
volved in regulation of gene expression at all levels: the 
cotranscriptional, posttranscriptional, translational, and 
epigenetic ones. An improper amount and functions of 
sncRNAs alter the intracellular processes and trigger 
various diseases: not only cancer, but also neurodegen-
erative and cardiovascular diseases, etc. [75]. There are 
several reasons why the level of sncRNAs synthesized 
by the cell is altered. First, this occurs due to mutations 
in the genes encoding sncRNAs per se [76]. The second 
reason is the mutations and disrupted functions of the 
enzymes responsible for sncRNA biogenesis (e.g., Dicer 
and Drosha for miRNAs) [77]. The epigenetic, transcrip-
tional, or posttranscriptional control over expression of 
both sncRNAs and enzymes processing them can also be 
disrupted [77]. In this section, we will focus on the types 
of sncRNAs involved in the pathogenesis of malignant 
glial tumors. Table 2 provides brief characteristics of 
these sncRNAs.

3.1. microRNAs
microRNAs (miRNAs) are short RNAs (~ 22 nucleotides 
long) involved in posttranscriptional regulation of gene 
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expression. The sequences encoding miRNAs in most 
cases reside inside introns, although exonic miRNAs 
are sometimes found. Transcription of miRNAs is per-
formed by RNA polymerase II, which also transcribes 
the host gene [78]. After the multi-stage processing 
that has been described in detail in many reviews 
[78], miRNAs within the RNA-induced silencing com-
plex (RISC) is involved in recognition of target gene 
mRNAs. The crucial criterion for choosing the target 
mRNA is the presence of a domain complementary to 
the so-called seed sequence of a miRNA, which is a re-
gion consisting of six nucleotides (nucleotides 2 through 
nucleotide 7) at the 5’ end of a miRNA molecule [79]. 
These complementary domains are most typically 
found in the 3’-untranslated regions of mRNA (i.e., out-
side its protein-coding region). The complementarity 
(either complete or partial) ensures binding between 
the target mRNA and the RISC, which either causes 
mRNA degradation or represses its translation. In the 
former case, GW182 protein ensures the removal of 
poly(A) tail or 5’ cap from the mRNA molecule [80] to 
give rise to a non-functional product that is degraded 
by 5′-3′ exoribonuclease 1 (XRN1) [79]. There is cur-
rently no consensus regarding translational repression, 
but most studies indicate that the RISC causes dissocia-
tion of translation initiation factors eIF4AI and eIF4AII 
from the mRNA target, thus inhibiting mRNA scan-
ning by the ribosome and formation of the translation 
initiation complex eIF4F [81]. Both the aforementioned 
gene silencing mechanisms are interrelated; however, 

according to the ribosome profiling data, 66–90% of 
gene silencing is caused by mRNA degradation [82]. 
The available estimates suggest that miRNAs are in-
volved in expression regulation of approximately 30% 
of human genes [83]. The impact of a single miRNA on 
gene expression is usually appreciably weak. There-
fore, miRNAs typically form large-scale networks of 
intracellular molecular interactions, thus exhibiting a 
synergistic effect. We would like to thoroughly describe 
several miRNAs playing different roles in progression 
of GBM as an example (Table 3 lists miRNAs whose 
functions have been studied in glioblastoma cells).

3.1.1. Oncogenic microRNAs. The findings reported 
in numerous studies describing the role played by 
oncogenic miRNAs in the pathogenesis of gliomas 
have been published [94, 95]. Tumor suppressor genes 
usually act as targets for these miRNAs, while the 
disruption of miRNA expression causes uncontrolled 
cell proliferation, enhances cell migration and invasion, 
induces angiogenesis and blocks apoptosis. miR-21 is 
one of the best-studied oncogenic miRNAs; its level is 
elevated in many cancers and correlates with disease 
grade in gliomas [10]. This miRNA regulates numerous 
intracellular processes promoting glioma development 
[86]. The miR-21 targets include the genes promoting 
apoptosis (PDCD4 and LRRFIP1) [99, 100], as well 
as the tumor suppressor genes inhibiting invasion 
(RECK and TIMP3) [101] and proliferation (IGFBP3) 
[87]. Furthermore, miR-21 can affect microglial be-

Table 2. The key characteristics of the sncRNAs involved in glioblastoma pathogenesis

Parameter miRNAs piRNAs snoRNAs snRNAs

Length ~ 22 nucleotides ~ 24–30 nucleotides ~ 60–300 nucleotides
~ 80–350 nucleotides 

(on average, ~ 150 
nucleotides)

Genomic localization
In the intronic regions 

of protein-coding genes, 
sometimes in exons

In PIWI clusters
In introns of protein-cod-

ing genes and polycistronic 
snoRNA clusters

In snRNA genes

Precursors Double-stranded hair-
pin RNA

Single-stranded 
RNA Single-stranded RNA Single-stranded RNA

RNA polymerase per-
forming transcription RNA polymerase II RNA polymerase II RNA polymerase II

RNA polymerase II; 
for U6, RNA poly-

merase III

Mechanism  
of processing

Double-stage cleavage 
by Drosha and Dicer 

proteins

5’- and 3’-exonu-
clease-assisted 

truncation, followed 
by cleavage by 

Zucchini protein

Splicing of pre-mRNA, 
opening of the lariat 

structure, followed by its 
5’- and 3’-exonuclease-as-

sisted truncation

Capping and modifi-
cation of the 3’-end 

of the molecule

Classes of RNA-
binding proteins Argonaute PIWI 5.5 K, NOP56, NOP58, and 

firillarin Spliceosomal proteins

Functions
Regulation of expres-
sion of protein-coding 

genes

Transposon silenc-
ing

Posttranscriptional modi-
fications of the other types 

of cellular RNAs
pre-mRNA splicing
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havior, thus ensuring favorable conditions for tumor 
growth. miR-21 was detected in vesicles secreted by 
glioma cells [14]. Having entered microglia, the vesi-
cles reduced expression of the target genes of miR-21 
(Bmpr2, Btg2, Kbtbd2, Pdcd4, Pten, and Rhob). Some 
of these genes are involved in cell proliferation and 
differentiation. Therefore, their inhibition by vesicular 
miR-21 enhanced microglial proliferation, which may 
significantly affect the formation of tumor microenvi-
ronment and promote its progression as suggested in 
ref. [14].

Interestingly, more and more data on the important 
role played by exogenous miRNA molecules (the ones 
coming from neighboring cells) are being collected. 
Thus, oncogenic miRNAs can migrate between gli-
oma cells and their microenvironment (astrocytes, 
oligodendrocytes, endothelial cells, and microglia/

macrophages), thus being involved in intercellular 
communication, which contributes to tumor pro-
gression [14]. Co-culturing astrocytes with glioma 
cells increases the levels of nine miRNAs (miR-4519, 
miR-5096, miR-3178, etc.) in astrocytes; two miRNAs 
(miR-5096 and miR-4519) directly migrate to astro-
cytes from glioma cells through gap junctions [102]. 
The miRNA transfer in the opposite direction has also 
been reported: miR-19a is transferred from astrocytes 
to tumor cells by vesicles and inhibits PTEN activity 
in tumor cells, thus causing metastatic growth. Fur-
thermore, the exosomes secreted by hypoxic glioma 
cells induce polarization of M2 macrophages and ex-
hibit an immunosuppressive effect, thus promoting 
glioma proliferation, migration, and invasion in vitro 
and in vivo. This effect is attributed to the presence of 
miR-1246 in exosomes [103].

Table 3. sncRNAs associated with glioblastoma development

miRNA Role Target genes Function Reference
miRNAs

let-7 Tumor suppressor NRAS, KRAS, CCND1 Reduces proliferation and invasion; increases 
apoptosis and susceptibility to cisplatin [84]

miR-7 Tumor suppressor EGFR, FAK, PI3K, RAF1 Reduces invasion and migration [84]

miR-17 Tumor suppressor PTEN, MDM2, CCND1, AKT1 Reduces cell migration and viability [84, 85]

miR-21 Oncogene ANP32A, SMARCA4, RECK, 
TIMP3, IGFBP3

Enhances proliferation, invasion, and 
chemoresistance [86, 87]

miR-24 Oncogene ST7L, SOX7 Enhances proliferation and migration [88]
miR-

221/222 Oncogene PTEN, PUMA, MGMT Enhances proliferation, invasion, and treat-
ment resistance [84]

miR-326 Tumor suppressor NOTCH1, NOTCH2 Reduces cell viability [84, 89]

miR-451 Tumor suppressor CAB39, LKB1, AMPK, PI3K, 
AKT Inhibits proliferation [84, 90]

piRNAs

piR-30188 Tumor suppressor lncRNAs OIP5-AS1 Reduces proliferation, migration, and inva-
sion of glioma cells and stimulates apoptosis [91]

piR-8041 Tumor suppressor MAP3K7б, RASSF1 Induces cell cycle arrest and reduces prolif-
eration [92]

piR-
DQ593109 Tumor suppressor Causes degradation of miR-

330-5p Loosens the tight intercellular junctions [93]

piR-598 Tumor suppressor BAX, GOS2, JUN Enhances apoptosis and reduces proliferation [94]
snoRNAs

SNORD44 Tumor suppressor CASP3, CASP8, CASP9 Induces apoptosis, reduces proliferation and 
invasiveness [95]

SNORD47 Tumor suppressor
CCNB1, CDK1, CDC25C, 

CTNNB1, CDH2, VIM, MMP2, 
MMP9, CDH1

Inhibits proliferation and increases patients’ 
survival [96]

SNORD76 Tumor suppressor CCNA1, CCNB1 Inhibits growth and proliferation of glioma 
cells [97]

snRNAs

U1 Oncogene
The mutation in U1 inactivates 
PTCH1 and activates GLI2 and 

CCND2

Upregulates oncogene expression and inacti-
vates tumor suppressor genes [98]



46 | ACTA NATURAE | VOL. 13 № 3 (50) 2021

REVIEWS

3.1.2. Tumor-suppressive miRNAs. A large number of 
tumor-suppressive microRNAs are known [84]. Thus, 
miR-7 inhibits signal transduction through the EGF 
receptor involved in the Akt protein kinase signaling 
pathway. However, miR-7 expression is suppressed 
(its level is reduced more than sixfold compared to the 
normal tissues) in glioblastoma, so the Akt signaling 
pathway is permanently activated and the viability 
and proliferation of tumor cells is increased [104]. It has 
also been demonstrated that exogenous administra-
tion of proapoptotic miR-218 suppresses expression of 
cyclin-dependent kinase 6 (CDK6), reduces prolifera-
tion, and causes apoptotic death of glioma cells [105]. 
Another target of miR-218 is EGFR-coamplified and 
overexpressed protein (ECOP), which regulates the 
transcriptional activity of NF-κB. Overexpression of 
miR-218 in glioma cells leads to a curb of the activity 
of NF-κB by ECOP by causing apoptosis and slowing 
down proliferation [106].

3.2. PIWI-interacting RNAs (piRNAs)
PIWI-interacting RNAs (piRNAs) are the non-coding 
RNAs approximately 24–35 nucleotides long which 
were initially detected in the Drosophila gonads. These 
RNAs have got their name because they bind to PIWI 
(P-element-induced wimpy testis) proteins [107, 108]. 
The so-called piRNA clusters that mainly reside in the 
intergenic or non-coding domains are the sources of 
piRNAs in the genome [109]. There are two mecha-
nisms for piRNA formation in the cell: (1) via the pri-
mary processing pathway and (2) via the ping–pong 
mechanism resulting in amplification of secondary 
piRNAs. These mechanisms have been thoroughly 
described in reviews [110, 111]. It has been demon-
strated that piRNAs are involved in the pathogenesis of 
various diseases, including malignant neoplasms [112, 
113]. According to the profiling data, approximately 
350 piRNAs are expressed in normal brain tissues and 
GBM, some piRNAs being typical of GBM only [92].

3.2.1. Oncogenic piRNAs. Because piRNAs have recent-
ly been studied in various types of malignant tumors, 
only a few publications focusing on piRNAs in gliomas 
are available, and there are no publications that would 
disclose the oncogenic role played by piRNAs in the 
development of glial tumors.

3.2.2. Tumor suppressor piRNAs. Database analysis has 
revealed that single-nucleotide polymorphisms in the 
piR-2799, piR-18913, piR-598, piR-11714, and piR-3266 
genes are associated with the increased risk of glioma 
development; the piR-598 variants correlate with a 
risk level stronger than other variants do. The tran-
scriptome profiling of cells transfected with wild-type 

piR-598 indicates that this piRNA affects expression 
of 518 genes involved in glioma cell death/survival. 
The presence of piR-598 reduced expression of most 
of the detected genes (71.2%). The gene encoding the 
oncogenic transcription factor Jun is one of the genes 
whose expression was significantly decreased. Simulta-
neously, piR-598 increases the level of BAX and GOS2 
pro-apoptotic proteins. Studies focused on the effect of 
piR-598 on in vitro growth of glioma cells demonstrat-
ed that overexpression of wild-type piR-598 reduces 
cell proliferation and colony formation; contrariwise, 
overexpression of the mutant piR-598 increases them, 
which is consistent with the transcriptome analysis 
data [94]. However, the exact mechanisms underlying 
these processes have not been elucidated yet and need 
to be studied further. Other tumor suppressor piRNAs 
are listed in Table 3.

3.3. Small nucleolar RNAs
Small nucleolar RNAs (snoRNAs) are localized in the 
nucleolus and are 60–300 nucleotides long. Human 
snoRNAs reside in the intronic domains of the genes 
encoding proteins or lncRNAs and are cut out from 
them during splicing [114]. snoRNAs have several func-
tions, their involvement in processing and maturation 
of other types of cellular RNAs being the best-known 
function. Therefore, three classes of snoRNAs have 
been differentiated: C/D box snoRNAs (involved in 
2′-O-methylation of rRNAs), H/ACA box snoRNAs (in-
volved in pseudouridination of RNA nucleotides), and 
small Cajal body-specific RNAs (cbsRNAs belonging 
to the class of box C/D–H/ACA RNAs and involved 
in 2′-O-methylation and pseudouridination of splice-
osomal U1, U2, U4, and U5 snRNAs) [114]. snoRNAs 
were reported to act both as tumor suppressors and 
oncogenes. They are known to be involved in prolifera-
tion, apoptosis, metastasizing, and the development of 
drug resistance by tumor cells, while the mechanisms 
of action of these RNAs differ [115].

3.3.1. Oncogenic snoRNAs. No oncogenic snoRNAs in-
volved in glioma development have been reported thus 
far.

3.3.2. Tumor suppressor snoRNAs. SNORD47 is one 
of the tumor suppressor snoRNAs whose level in gli-
omas is twice lower compared to that in normal brain 
tissues. A comparison of gliomas of different grades 
showed that most grade III–IV gliomas have a signif-
icantly reduced SNORD47 level (revealed in 71.4% of 
the analyzed specimens). Therefore, the survival of 
patients with a higher SNORD47 expression in glioma 
tissues is better compared to that in patients with low-
er SNORD47 expression. Overexpression of SNORD47 
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results in the inhibition of cell proliferation by inducing 
cell cycle arrest in the G2 phase. This possibly takes 
place due to a downregulated expression of such im-
portant cell cycle regulators as cyclin B1, CDK1 and 
CDC25C, β-catenin, and phospho-β-catenin. The levels 
of N-cadherin, vimentin, and metalloproteinases 2 and 
9 decrease simultaneously, and the level of E-cadherin 
increases, thus indicating that SNORD47 prevents the 
pro-neural to mesenchymal transition of glioma cells. 
Furthermore, SNORD47 overexpression increases 
the susceptibility of glioma cells to temozolomide [96]. 
SNORD44 is another tumor-suppressor snoRNA. Its 
level and the level of the transcript of its host gene, 
lncRNA GAS5, in glioma cells are 2–3 times lower 
than those in a healthy brain. The levels of caspase 3, 
caspase 8, and caspase 9 are elevated upon SNORD44 
overexpression, thus causing apoptosis. Moreover, cells 
transfected with SNORD44 are characterized by a 
noticeably lower proliferation and invasiveness [116]. 
However, the exact molecular mechanisms of these 
processes remain unknown. Other examples of tumor 
suppressor snoRNAs are listed in Table 3.

3.4. Small nuclear RNAs
Small nuclear RNAs (snRNAs) consist of approximate-
ly 150 nucleotides. The U6 and U6ATAC snRNAs are 
synthesized by RNA polymerase III, while the remain-
ing ones are by RNA polymerase II [117, 118]. During 
maturation, snRNAs undergo numerous processing 
and folding stages and bind to various proteins to form 
functional snRNPs. Mature snRNPs are imported back 
to the nucleus and travel to Cajal bodies to perform 
their functions. The snRNA biogenesis is discussed in 
more detail in review [119].

The key function of snRNAs is participation in 
pre-mRNA processing. snRNAs are the spliceosome 
components: U1, U2, U4, U5, and U6 are the compo-
nents of the major spliceosome, while U5, U11, U12, 
U4ATAC, and U6ATAC are the components of the minor 
one. U7 and U8 have extra-spliceosomal functions: 
U7 is involved in the processing of histone pre-mRNA 
[120], while U8 is needed for rRNA maturation [121]. 
The involvement of snRNAs in splicing was thoroughly 
described earlier [122, 123]. The normal functioning of 
all components of the splicing machinery is critical for 
many biological processes: so, it is not surprising that 
splicing disruption is observed in multiple diseases, 
including glioblastoma [124]. 

3.4.1. Oncogenic snRNAs. Mutations in snRNAs are 
detected in various types of cancer [25], including 
brain tumors. Thus, mutations in the third nucleotide 
within the binding domain of the 5′-splice site in U1 
were detected in medulloblastoma cells. Alternative 

splicing results in inactivation of tumor-suppressor 
genes (PTCH1) and activation of oncogenes (GLI2 and 
CCND2) in medulloblastoma cells with mutant U1 sn-
RNA [98]. Vesicles secreted by apoptotic glioblastoma 
cells were also shown to contain spliceosome compo-
nents, including U2, U4, and U6 snRNAs. The exoge-
nous spliceosome components alter pre-mRNA splicing 
in recipient cells, making the tumor more aggressive 
and treatment-resistant [126].

3.4.2. Tumor suppressor snRNAs. Data on the tumor 
suppressor functions of protein splicing factors has 
been obtained, but nothing is known yet about the tu-
mor suppressor function of snRNAs in gliomas.

4. APPLICATION OF NON-CODING RNAs IN 
TREATMENT AND DIAGNOSIS OF BRAIN TUMORS
Protein molecules have long been viewed as potential 
targets for antitumor therapy and markers of ma-
lignant neoplasms. However, the role played by the 
non-coding part of the genome in cell functioning iden-
tified over the past decades has offered new insight 
into cancer development mechanisms. The number of 
reports on ncRNAs that can be used either as antitu-
mor therapy targets or as prognostic markers increases 
year by year [127, 128]. Furthermore, ncRNA-based 
drugs effective in the treatment of some diseases have 
already been designed [129].

Thus, many sncRNAs are found in the body flu-
ids (blood plasma and serum or cerebrospinal fluid) 
of patients with gliomas. sncRNAs usually reside in 
exosomes, so they are protected against degradation 
and can pass through the blood–brain barrier (BBB) 
[130]. For this reason, sncRNAs can be used as good 
biomarkers in non-invasive diagnostics. For example, 
the miR-221 level in glioma tissue specimens and the 
blood plasma of patients is elevated 2–11 times. Its 
level increases with tumor grade. Therefore, miR-221 
can be viewed as a potential diagnostic marker of glial 
tumors [131]. Similar results have also been obtained 
for miR-21 [132, 133]. Along with miRNAs, other types 
of sncRNAs can also act as potential biomarkers. Thus, 
the miR-320/miR-574-3p/RNU6-1 combination or 
RNU6-1 isolated from serum exosomes is specific to 
patients with glioblastoma [134].

New cancer treatment strategies based on the use 
of antisense oligonucleotides with various RNAs (in-
cluding lncRNAs) acting as targets are currently being 
developed [135, 136]. However, the BBB significantly 
reduces the bioavailability of such therapeutics in pa-
tients with brain tumors of glial origin. It is more prom-
ising to use low-molecular-weight compounds showing 
highly specific binding to certain sequences (or certain 
structural motifs) of lncRNAs for GBM treatment. 
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Thus, the compounds AC1NOD4Q and AC1Q3QWB 
bind to the region residing in the 5’-terminal domain of 
the oncogenic lncRNA HOTAIR and disrupt its interac-
tion with EZH2, the catalytic subunit of the chromatin 
remodeling complex. These compounds significantly 
reduce the migration and invasion of glioma cells, as 
well as suppress their pro-neural to mesenchymal tran-
sition [137–139]. Compounds interacting with the spe-
cific triplex structure localized on the 3’ end of lncRNA 
MALAT1 have also been identified. These low-molec-
ular-weight compounds can reduce the MALAT1 level 
and slow tumor growth in a mouse model of breast 
cancer [140].

RNP complexes containing snRNAs are a promis-
ing therapeutic target. It has been demonstrated that 
activity of U2-snRNP is needed for glioblastoma stem 
cells to survive and pass through the mitotic phase. Pla-
dienolide B, a macrolide inhibiting activity of the SF3b 
subcomplex, disturbs the normal interaction between 
U2 snRNA and pre-mRNA, thus disrupting splicing 
and causing tumor cell death [141]. Two other antitu-
mor agents, spliceostatin A and E7107, have the same 
effect [142, 143]. These agents disrupt mRNA splicing 
in such cell-cycle regulators as cyclin A2 and Aurora 
A kinase [144] by inhibiting the proliferation of tumor 
cells [145]. Furthermore, disrupted splicing results in 
the emergence of aberrant proteins, which may also 
cause tumor cell death [142]. Novel drugs aimed at 
splicing inhibition are being actively developed. For 
example, agent H3B-8800 is currently undergoing 
phase I clinical trials and is expected to become the first 
antitumor splicing inhibitor [146].

piRNA can become another potential target for the 
development of new therapy protocols. Drug delivery 
poses a significant problem relative to the treatment 
of brain tumors. Because of the blood–brain barrier, 
most agents cannot be delivered to the tumor at suf-
ficient concentrations. However, S. Shen et al. have 

recently demonstrated that the penetrability of the 
blood–brain barrier can be increased by inhibiting 
the PIWIL1/piR-DQ593109 complex in the endothe-
lial cells lining tumor blood vessels in gliomas [147]. 
This complex plays a crucial role in the degradation 
of oncogenic lncRNA MEG3, which in turn regu-
lates the formation of tight intercellular junctions. 
PIWIL1/piR-DQ593109 knockdown increases the 
MEG3 level, eventually enhancing the permeability 
of the capillaries supplying the tumor with blood. This 
approach can be used to elaborate novel glioma treat-
ment regimens.

CONCLUSIONS
The research conducted over the past decades has 
made it clear that the roles of RNAs are not confined 
to protein coding. Due to their complex architecture 
and an ability to get involved in highly specific comple-
mentary interactions with a number of various mole-
cules, ncRNAs can act as master regulators of crucial 
intercellular processes. Furthermore, ncRNAs were 
found to play a key role in intercellular interplay. It is 
therefore not surprising that more and more scholars 
are focusing their attention on the role played by these 
molecules in cancer, as well as the prospects of using 
them as a target for the development of novel antitu-
mor agents. Unfortunately, it is much more challenging 
today to design a drug that would inhibit a specific 
ncRNA than to develop novel low-molecular-weight 
protein inhibitors. However, for aggressive cancer 
types such as glioblastoma, these very approaches can 
yield the long-awaited progress in patient treatment. 
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ABSTRACT In modern life sciences, the issue of a specific, exogenously directed manipulation of a cell’s biochem-
istry is a highly topical one. In the case of electrically excitable cells, the aim of the manipulation is to control the 
cells’ electrical activity, with the result being either excitation with subsequent generation of an action potential 
or inhibition and suppression of the excitatory currents. The techniques of electrical activity stimulation are of 
particular significance in tackling the most challenging basic problem: figuring out how the nervous system 
of higher multicellular organisms functions. At this juncture, when neuroscience is gradually abandoning the 
reductionist approach in favor of the direct investigation of complex neuronal systems, minimally invasive 
methods for brain tissue stimulation are becoming the basic element in the toolbox of those involved in the field. 
In this review, we describe three approaches that are based on the delivery of exogenous, genetically encoded 
molecules sensitive to external stimuli into the nervous tissue. These approaches include optogenetics (Part I) as 
well as chemogenetics and thermogenetics (Part II), which are significantly different not only in the nature of 
the stimuli and structure of the appropriate effector proteins, but also in the details of experimental applications. 
The latter circumstance is an indication that these are rather complementary than competing techniques.
KEYWORDS optogenetics, chemogenetics, thermogenetics, action potential, membrane voltage, neurointerface, 
ion channels, rhodopsin, chemoreceptors, GPCR, neuronal activity stimulation, neuronal excitation, neuronal 
inhibition.
ABBREVIATIONS AAV – adeno-associated virus; BLUF – blue-light sensors using flavin-adenine dinucleotide; 
ChR – channelrhodopsin; CIB1 – cryptochrome interacting BHLH 1; COP1 – coat protein complex 1; DBS – deep 
brain stimulation; FAD – flavin adenine dinucleotide; GFP – green fluorescent protein; IR – infra red; LOV – 
light-oxygen-voltage; PhoCl – photocleavable; PHR – photolyase homology related domain; PICCORO – PIxD 
complex dependent control of transcription; PIF – phytochrome-interacting factor; ROS – reactive oxygen 
species; UVR8 – UV-B resistance 8 protein.

INTRODUCTION
Deciphering the principles of the nervous system func-
tioning in higher multicellular organisms is a funda-
mental problem in neuroscience. For many decades, the 
traditional approach to its solution has been reduction-
ism; i.e., extrapolation of the results observed in simple 
model systems to complex neuronal assemblies that 
cannot be directly analyzed (e.g., mammalian brain). 
The numerous disadvantages of such an approach and 
the emergence of revolutionary techniques for imag-
ing and stimulation of cellular processes have pushed 
neuroscientists to look for ways to directly investigate 
the entire organizational nomenclature of the nervous 
system and the complex biological phenomena associ-
ated with its functioning.

Today, minimally invasive methods for a selective 
stimulation of the activity of nerve cells and brain 
structures are among the major tools used in neuro-
science. Here, we describe the main ones: optogenet-
ics (the first part of this review), chemogenetics and 
thermogenetics (the second part), with an emphasis 
on the nature, physicochemical properties, and prin-
ciples for developing effector molecules that mediate 
cellular stimulation and are used in biochemical and 
neurobiological experiments. We will also focus on the 
molecular mechanisms underlying the functioning of 
these genetically encoded tools.

The review focuses on the key characteristics of the 
described approaches (spatial and temporal resolu-
tion, toxicity, invasiveness, etc.), provides a compara-
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tive analysis of these characteristics in relation to the 
topical problems of modern neuroscience, and discuss-
es the prospects for improving these neurostimulation 
tools.

OPTOGENETICS
Optogenetics is a group of techniques that use visible 
light to control the functional activity of cells by means 
of light-sensitive proteins whose genes are introduced 
into the biological system in advance (for a detailed 
review, see [1–7]). Light is not only the primary en-
ergy source for anabolic processes in the entire biota, 
but also the most important physical stimulus playing 
a key role in the physiology and biochemistry of the 
representatives of all living kingdoms. During evolu-
tion, a rich repertoire of light-sensitive molecules has 
emerged. They differ in their physical and biochemical 
properties, structure, and functions [8–14]. This cir-
cumstance provides the prerequisites for the use of a 
wide range of genetically encoded effector molecules 
in optogenetics to affect a wide variety of biochemical 
targets [2, 3, 7].

Before the advent of optogenetic tools, chemical 
compounds with photolabile bonds were used to me-
diate light-driven effects on a cell physiology. Such 
photoeffectors, which include photoactivatable amino 
acids, oligonucleotides, and compounds for a light-de-
pendent release of other molecules, have been engi-
neered in abundance and remained in use until now, 
developing independently of the genetically encoded 
tools [15–17].

Optogenetics in molecular biology
In molecular biology, the optogenetic approach is 
primarily used for the control and manipulation of 
protein–protein interactions [2, 18, 19]. In this case, 
effector molecules are natural proteins or individual 
domains whose oligomeric state or interaction with 
other proteins changes upon absorption of light: e.g., 
phytochromes, bacteriophytochromes, and cryp-
tochromes.

Phytochromes are plant photoreceptors containing 
a covalently bound tetrapyrrole chromophore that is 
sensitive in the red region of the spectrum [18, 20]. The 
optogenetic use of these proteins is primarily based 
on the natural light-dependent reversible interaction 
between phytochrome PhyB and the transcription 
factors PIF3 and PIF6, and the most striking examples 
are the systems for optical control of Gal4 transcription 
factor activity [21], protein splicing activation [22] in 
yeast cells, and rapid reversible translocation of Rho 
family GTPase activators to the plasma membrane of 
mammalian cells [23]. Cryptochromes are FAD-con-
taining, blue and violet sensitive photoreceptors found 

in all cellular life forms, which are also capable of 
photodimerization with partner proteins. In particular, 
photodimerization of the plant cryptochrome CRY2 
with the transcription factor CIB1 [24–27] was used to 
demonstrate light-dependent DNA recombination [28] 
and to control the epigenetic status of chromatin [29] 
in mammalian cells. There are reports on the use of the 
CRY/CIB system for controlling transcription in yeast 
[30] and the activity of the phosphoinositide metabo-
lism in COS-7 cells with a high spatial resolution [31]. 
The light-sensitive PHR domains of CRY2 were used to 
develop tools for controlling the release of intracellular 
calcium [32], including those operating in single T-cells 
in vivo [33].

The three-dimensional conformation of some pho-
toproteins can change significantly in response to light 
absorption [2, 18, 19]. In optogenetics, this property is 
used to manipulate molecular targets. A striking exam-
ple is light-oxygen-voltage (LOV) proteins from a large 
family of light-sensitive flavoproteins found in plant, 
fungal, and bacterial cells [34–36]. LOV domains have 
been used to develop dozens of optogenetic techniques 
[2, 18]; e.g., control of gene expression [37, 38], modula-
tion of enzymatic activity [39] and signaling involving 
cyclic nucleotides [40], regulation of genome editing 
[41], and photosensitization [42].

BLUF (blue-light sensors using flavin-adenine di-
nucleotide) family flavoproteins, which are mainly of 
bacterial origin, similarly to LOV-domains, undergo 
photoactivation accompanied by structural rearrange-
ments [43–47]. Optogenetic applications of these flavo-
proteins include the PICCORO transcription activation 
system [48] and photoactivation of adenylate cyclases 
[49, 50] and guanylate cyclases [51].

A separate group of optogenetic effectors is consti-
tuted by UVR8 photoreceptors that absorb in the UV 
range owing to their intrinsic tryptophan residues and 
are involved in photoprotective reactions in plants [52]. 
In plant cells, UVR8 homodimers dissociate in response 
to ultraviolet light irradiation and monomers bind to 
the E3-ubiquitin ligase COP1 [52–56]. There are re-
ports on the use of this protein for targeted regulation 
of transcription [19, 57, 58] and control of intracellular 
transport of proteins and their secretion [59]. Opto-
genetic control of transcription also uses prokaryotic 
proteins of the xanthopsin family [60, 61], which carry 
a covalently bound p-coumaric acid chromophore and 
have an unusual photocycle [62].

The reversible light-induced interaction of the 
bacterial phytochrome BphP1 and its natural partner 
protein PpsR2 form the basis of another platform for 
optogenetic experiments using bacterial proteins [63]. 
The unique characteristics of the BphP1–PpsR2 sys-
tem include its activation in the near-IR wavelength 
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range (740–780 nm), ability to use endogenous biliv-
erdin of eukaryotes, including mammals, as a chromo-
phore, and spectral compatibility with blue light-based 
optogenetic systems [63]. Further studies of the system 
led to the designing of its updated version, where the 
Q-PAS protein, produced using genetic engineering 
methods, is used instead of natural PpsR2 as a BphP1 
partner [64]. The Q-PAS-based system has no limita-
tions related to the PpsR2 properties, such as a large 
size, multidomain structure, and tendency to oligomer-
ize [64].

The system based on the bacterial phytochrome 
BphP1 was also used for optogenetic control of the ac-
tivity of receptor tyrosine kinases [65]. For this purpose, 
the catalytic domain of the tropomyosin kinases TrkA 
and TrkB, which are present on the cell membrane as 
inactivated dimers, was fused with a photosensitive 
core of BphP1. BphP1 dimerization under illumina-
tion with far red (640–680 nm) and near-IR (740–780 
nm) light activated the kinase dimer and enabled 
light-driven reversible modulation of the enzyme ac-
tivity [65].

Green fluorescent protein (GFP) family members 
are widely used as fully genetically encoded fluores-
cent probes. In addition, there are several examples 
of the use of GFP-like proteins in optogenetics. For 
example, the reversibly switchable Dronpa protein 
was found to simultaneously change its fluorescent 
properties and oligomeric state: it monomerizes after 
exposure to blue light [66]. This property was used 
for light-dependent induction of the activity of target 
proteins (e.g., protein kinases) flanked at the N- and 
C-termini by Dronpa monomers and inactive in the 
dark due to steric blocking by a fluorescent protein 
dimer [66, 67]. Another example is the engineering 
of a photocleavable protein based on mMaple [68] 
that is characterized by irreversible photoconversion 
from a green to red fluorescent state. Although this 
photoconversion is accompanied by a cleavage of 
the polypeptide chain before the chromophore, two 
parts of the protein remain tightly bound through 
many non-covalent interactions. There is a permuted 
mMaple variant, called PhoCl (PhotoCleavable) [69], 
which spontaneously dissociates into two parts after 
exposure to 405-nm light. PhoCl was used to design 
the proteins with light-induced activity: Cre recombi-
nase, Gal4 transcription factor, HCVp viral protease, 
and photocleavable cadherin to study the transfer of 
mechanical tension between cells [69, 70].

A separate area of optogenetics is the use of pho-
totoxic proteins: i.e., proteins that produce significant 
amounts of reactive oxygen species (ROS) in response 
to irradiation with light [71, 72]. The most popular ob-
jects are the phototoxic proteins KillerRed (GFP-like 

red fluorescent protein) and miniSOG (LOV-based fla-
vin-binding protein), as well as their mutated variants 
[42, 73–75]. The advantages of such genetically encod-
ed photosensitizers (in comparison with conventional 
chemical ones) include the possibility to guide them 
toward any cell compartments and subcompartments 
using protein localization signals and, at the level of the 
organism, to target cell populations using tissue-spe-
cific or inducible promoters. Local ROS production 
enables targeted manipulation of biological systems: 
e.g., inactivating target proteins [73, 76], triggering var-
ious pathways of cell death [77–79], damaging genomic 
DNA [80], and destroying target cells in model organ-
isms [81–83].

Protein engineering is widely used in the design 
of optogenetic systems [2, 18], which makes it possi-
ble not only to integrate effector molecules into the 
context of target intracellular interactions, but also 
to adapt their activity to a particular experimental 
task. This adaptation may be exemplified by the 
optobody, an optogenetically activated intracellular 
antibody (intrabody, iB) built on the basis of modified 
LOV domains (namely, the so-called Magnets, chi-
meric variants of the Vivid photoreceptor which are 
capable of light-dependent heterodimerization [84]) 
and anti-GFP nanobody fragments [85]. A composite 
optogenetic tool based on recombinant iBs was used 
for reversible regulation of the activity of endoge-
nous proteins in mammalian cells [86]. The activity of 
endogenous actin and RAS GTPase can be manipu-
lated by guiding effectors of two optogenetic systems 
(BphP1-Q-PAS, which is sensitive to near IR light, 
and LOV, which is activated by blue light) with a flu-
orescently labeled iB [86].

According to their molecular mechanism, there are 
two groups of optogenetic manipulations in molecular 
biology: allosteric manipulations, where the photosen-
sitive domain affects enzymatic activity or access to the 
substrate binding site, and dimerization-based manip-
ulations: i.e., those associated with a light-dependent 
change in the oligomeric status of effector domains, 
which affects the activity of target proteins comprising 
the chimeric molecule. Combinations of the two ap-
proaches are also possible [18]. As we have illustrated 
above, such indirect involvement of optical effectors 
comes handy in a wide range of model systems, but it is 
not typical of neurobiological optogenetics. The activity 
of electrically excitable cells is controlled by effector 
molecules that directly affect the physiological status 
of cells.

Optogenetics in neurobiology
The activity of electrically excitable cells is closely 
related to the electrical potential on their plasma 
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membrane [87]. The potential is generated, in particu-
lar, thanks to the activity of voltage-gated selective 
ion channels; i.e., channels that allow passage of cer-
tain ions at a certain level of membrane polarization 
[87]. The transmembrane gradient of ions, for which 
voltage-gated channels are selective (primarily Na+, 
K+, Cl–), causes a short-term shift of the membrane 
potential, termed the action potential. When the 
membrane is depolarized below the threshold level or 
is hyperpolarized, the arising current rapidly decays 
or integrates with other ionic currents, which can, 
depending on the direction of integrated currents, 
initiate or, on the contrary, prevent the generation of 
a new action potential. Therefore, by changing trans-
membrane ionic currents and the ratio of ion concen-
trations inside and outside the cell, it becomes possible 
to control the functional activity of cells using various 
ionic transporters.

The first report on an instance of activation of 
neurons by light dates back to 1971, when laser light 
was found to nonspecifically stimulate nerve cells 
in tissues of the mollusk Aplysia [88]. The ability of 
genetically encoded effector molecules to influence 
transmembrane ionic currents upon light activation 
was first observed during heterologous expression of 
bacteriorhodopsin in Xenopus laevis oocytes [89]. The 
same system was used to demonstrate the induction 
of photocurrents upon expression of channelrho-
dopsin 1 (channelopsin-1) [90], a retinal-containing 
proton channel from the single-cell green alga Chla-
mydomonas reinhardtii. It is noteworthy that this 
photoreceptor, which has a high homology with 
bacteriorhodopsins, plays a role in the phototaxis 
of algal cells [91]. Later, channelrhodopsin 2 (ChR2) 
from C. reinhardtii was functionally expressed in 
mammalian cells and its activity as a light-dependent 
cationic channel capable of depolarizing the cell mem-
brane was described [92]. One of the first examples 
of use of an optogenetic tool for stimulating neurons 
was associated with the expression of rhodopsin 
from Drosophila in a primary culture of rat neurons 
[93]. But in this case, the minimum set of transgenes 
that ensured the activity of the effector consisted of 
three coding sequences (rhodopsin, arrestin-2, and 
the α-subunit of the G-protein), the latency of the 
stimulation ranged from hundreds of milliseconds to 
seconds, and addition of a retinal solution to the cells 
was required in the experiment. Finally, control of 
neuronal activity using single-component optogenetic 
effectors based on channelrhodopsin 2 (ChR2) was 
shown almost simultaneously in four studies [94–97]. 
From a methodological point of view, these studies 
form the basis of modern neurobiological optogenetics. 
It is noteworthy that due to the efficiency of channel-

rhodopsin, yet early experiments could use complex 
model systems, in particular to control the behavior 
of the Caenorhabditis elegans nematode [96] and 
partially restore the visual sensitivity of transgenic 
mice with degenerative retinal disorders [97]. These 
pioneering works reported a high spatial and temporal 
resolution of activation: stimulation on a millisecond 
time scale [94] or at frequencies of up to 20 Hz [96], 
and the possibility of targeted manipulation of fine 
subcellular neuronal structures.

Effector molecules
Thuswise, rhodopsins constitute the major class of 
effector molecules in optogenetics of electrically ex-
citable cells [1, 3, 98, 99] (the diversity of rhodopsins 
is illustrated in Fig. 1). These light-sensitive trans-
membrane proteins bear a retinal-based chromophore 
that, as a protonated Schiff base, is covalently (via a 
lysine residue) attached to the seventh transmem-
brane helix of the protein backbone [100, 101]. Rho-
dopsins form two independent families: microbial 
rhodopsins (type 1 rhodopsins) and animal rhodopsins 
(type 2 rhodopsins). Despite their structural similari-
ty, representatives of these two rhodopsin types are 
characterized by an extremely low homology of amino 
acid sequences, apparently arising independently dur-
ing convergent evolution [102]. Type 2 rhodopsins are 
known primarily as visual pigments that are specifi-
cally expressed in the cells (rods) of the animal retina; 
however, the proteins of this family are involved in 
other physiological processes, both associated and not 
associated with photoreception [100, 102]. The mech-
anism of signal transduction during photoreception 
is an important distinguishing feature of type 2 rho-
dopsins. For example, the functional cycle of visual 
(rod) rhodopsin involves at least three cytoplasmic 
proteins: G-protein transducin, rhodopsin kinase, 
and arrestin. This circumstance complicates the use 
of animal rhodopsins in heterologous systems and 
thereby reduces their value as optogenetic effectors. 
Microbial rhodopsins are found in archaea, bacteria, 
eukaryotic microorganisms (algae and fungi), and 
even giant viruses [100–105]. The molecules of this 
family perform a wide range of functions associated 
with photosensitivity: light-dependent enzymatic 
activity, photoreception, and ion transport [100, 103, 
106]. According to their working principle, rhodopsins 
involved in ion transport are, in turn, subdivided into 
ion pumps and channels. It is ion-transporting rho-
dopsins, which are capable of generating currents in 
the cell membrane and changing its polarization, that 
are used in optogenetics as effectors (Fig. 1). Among 
wild-type microbial rhodopsins, these include bacte-
riorhodopsins, proton pumps that pump these cations 
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Fig. 1. The diversity of rhodopsins and their use in optogenetics. The top row depicts the four largest families of natural 
rhodopsins. The second row from the top presents the main groups of microbial rhodopsins. The next row presents chi-
meric channelrhodopsins (left) and type 2 rhodopsin-derived molecules (right) optimized for performing special optoge-
netic tasks. In the top two rows, families/types of rhodopsins that have not yet been used in optogenetic applications 
are shown in gray; those involved in optogenetics are represented by spectral colors. Chimeric molecules are differenti-
ated by colors depending on their functional features (the color legend is described in the lower part of the figure)
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out of the cell; halorhodopsins, chloride pumps that 
transport Cl– into the cell; and channelrhodopsins that 
are non-selective cation channels allowing passage 
of H+, Na+, K+, and Ca2+ ions through the membrane 
[3, 107, 108]. The proteins of the first two groups, 

upon photoactivation (by green and yellow light, 
respectively), cause membrane hyperpolarization, 
which in the case of electrically excitable cells leads 
to inhibition of the action potential, thereby acting as 
inhibitory effectors [107] (Fig. 1). Channelrhodopsins 
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absorbing blue light, on the contrary, depolarize the 
membrane and promote the stimulation of nerve cells. 
Determination of channelrhodopsins’ spatial structure 
[109] has enabled the application of rational design 
principles to the development of chimeric variants of 
these proteins and the switch from cationic to anionic 
selectivity of the ionic pore [110, 111], expanding the 
repertoire of optogenetic inhibitors. Later, natural 
chloride anion-conducting channelrhodopsins were 
also discovered [112]. In addition to the abovemen-
tioned inhibitory channelrhodopsins, a rich palette 
of artificial channelrhodopsins optimized for solving 
particular optogenetic tasks has been developed us-
ing protein engineering methods. These include: fast 
channelrhodopsins (e.g., ChETA, ChIEF, Chronos) that 
provide, in particular, high-frequency (up to 200 Hz) 
stimulation of neurons [1, 113–115]; the so-called 
step-function opsins [116] that have a significantly 
increased inactivation time and are therefore able to 
maintain a corresponding  transmembrane current for 
a relatively long time at a short duration of the light 
stimulus (there are both variants causing membrane 
depolarization [117]; and inhibitory hyperpolarizing 
variants [110]).

Wild-type channelrhodopsins are activated by blue 
light, which has a small penetration depth in animal 
tissue and can be toxic to neurons. In addition, blue 
light excites most of the existing fluorescent calcium 
ion indicators that can be used in conjunction with 
optogenetic tools. In this regard, a number of spec-
trally optimized variants of channelrhodopsins with 
absorption maxima shifted to the red region have 
been developed (these include VChR1, C1V1, Chrim-
son, ReaChR, etc.) [1, 114, 117–120] (Fig. 1). Rhodop-
sins with artificially altered cationic permeability are 
represented, in particular, by calcium-translocating 
channelrhodopsin (CatCh) that preferentially con-
ducts Ca2+ ions and is in demand in studies of calcium 
signaling [121]. In addition, unique rhodopsins, Na+ 
pumps, were found in marine bacteria [122], and 
they were used to develop selective transporters of 
potassium, rubidium, and cesium cations [123, 124]. 
Recently, an elegant method for a genetically engi-
neered modification of a ChR2 mutant was proposed, 
which led to inverted topology of the insertion of this 
protein into the cell membrane and its conversion 
from an activator into an inhibitor upon photoactiva-
tion [125, 126].

The last few years have been full of discoveries of 
new groups and even families of rhodopsins which 
can be considered as promising optogenetic tools. For 
example, channelrhodopsins Gt_CCR1–4 from the 
flagellate unicellular alga Guillardia theta, which are 
light-sensitive cationic channels, proved structurally 

closer to the rhodopsins of haloarchaea than to clas-
sical ChR2 [106, 127, 128]. Recently, Gt_CCR4, which 
has activation/inactivation kinetics similar to those 
of ChR2, was shown to have a significantly higher 
photosensitivity, as well as higher selectivity for 
sodium cations [106, 129]. In 2018, a new rhodopsin 
family, heliorhodopsins, was discovered using func-
tional metagenomics methods [103]. These proteins, 
like type 1 rhodopsins, bind retinal in the all-trans 
conformation and are abundant in archaea, bacte-
ria, microalgae, and their viruses. Data on the spatial 
structure of heliorhodopsins [130, 131] confirm their 
structural homology with bacteriorhodopsins and 
an unusual, inverted compared to other rhodopsins, 
orientation in the membrane (with cytoplasmic N- 
and extracellular C-termini, Fig. 1). The biological 
function of these pigments is still unknown, but the 
inability of heliorhodopsins to transfer ions and their 
relatively slow (on a second scale) photocycle is evi-
dence pointing to their photoreceptor role [103]. The 
availability of high-resolution structural data pro-
vides hope that, in the near future, heliorhodopsins 
may become an object of protein engineering aimed, 
in particular, at optimizing their molecules for the 
needs of optogenetics. Representatives of two families 
of light-dependent proton pumps, xenorhodopsins 
[132] and schizorhodopsins [133], may also become 
optogenetic actuators. Interestingly, the proteins 
of both families pump protons into the cell, which 
distinguishes them from the previously described 
bacterio- and archaerhodopsins, which transport H+ 
in the opposite direction.

Finally, chimeric photosensitive G-protein-cou-
pled receptors (Opto GPCRs), such as optoXR, con-
stitute a distinctive class of optogenetic tools. These 
molecules are built on the basis of type 2 rhodopsins 
(visual rhodopsins of animals), in which the intracel-
lular loops of rhodopsin are replaced by loops from, 
e.g., adrenergic or dopamine receptors [134, 135]. In 
this case, photostimulation of rhodopsin can initiate 
various intracellular signaling cascades, depending 
on the type of receptor donating intracellular loop 
regions (Fig. 1) [136–139]. Detailed information about 
Opto GPCR studies can be found in a dedicated re-
view [5].

The biophysical properties of the rhodopsins used 
in optogenetics have been studied in detail [100, 140, 
141]. For example, the three-dimensional structures 
of channelrhodopsins from C. reinhardtii have been 
resolved [109, 142] and the photocycle of microbial 
rhodopsins has been investigated not only by time-re-
solved spectroscopy [100], but also by time-resolved 
X-ray diffraction analysis [143, 144] (their detailed 
description is beyond the scope of this review). How-
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ever, it is worth mentioning two facts that are of fun-
damental value for the optogenetic use of microbial 
rhodopsins: (i) all type 1 rhodopsins use the all-trans 
retinal stereoisomer as a chromophore. The success-
ful development of the so-called single-component 
(i.e., using an effector encoded by a single transgene) 
optogenetics is largely related to the presence of a 
sufficient amount of endogenous retinal in the nerve 
tissues of vertebrates, which excludes addition of this 
cofactor from the outside [145]; (ii) during the photo-
cycle, retinal is photoisomerized into the 13-cis-con-
formation and then, remaining covalently bound to 
the protein backbone, spontaneously returns to its 
initial all-trans state [108]. This process lacks a dissoci-
ation stage, which enables multiple usage of the effec-
tor molecule, while its timescale – 10–20 ms – ensures 
a high temporal resolution of optical stimulation.

Optogenetic experiment
According to the key researchers involved in the im-
plementation of neurobiological optogenetics, about 
the first 5 years of its development were devoted to 
the design and refinement of optogenetic experimental 
techniques [3]. In addition to the selection of successful 
photoeffector molecules (see the previous section), the 
delivery of a transgene to the target model system and 
the design features of an experimental setup play an 
important role in the matter. Here, we will briefly dis-
cuss these aspects.

Generally, strategies for the delivery and introduc-
tion of the genetic material of rhodopsin effectors may 
be reduced either to a transient expression in specific 
populations of nerve cells using viral vectors carrying 
rhodopsin genes [3] or to a stable expression of these 
genes in the brain of transgenic animals [3, 146–148]. In 
the former case, viral particles are usually injected into 
the animal’s brain. Early optogenetic studies gave pref-
erence to retroviral vectors. Modern studies usually use 
high titers of adeno-associated viruses (AAVs), whose 

genome sequences are often optimized to ensure a high 
expression level in specific types of brain cells [1]. In 
the last few years, modified rabies viruses have been 
used for the so-called retrograde (i.e., directed into the 
bodies of presynaptic neurons) targeted expression of 
rhodopsins [149, 150]. To increase the selectivity of “la-
beling” during heterologous expression of rhodopsins, 
promoters specific to a certain cell type [1, 3] (e.g., the 
hypocretin promoter (Hcrt) [151]) are used. In experi-
ments on live embryonic brain slices, the transgene can 
be delivered using in utero electroporation; while in 
the body of transgenic animals, rhodopsin is expressed 
from birth. An increase in the specificity of optogenetic 
stimulation, which is effective in both the transient and 
stable expression of rhodopsins, can be provided by ge-
netic manipulations using site-specific recombination 
[1, 3]. For example, Cre or Flp recombinases, which can 
be delivered to the brain by a separate vector or be sta-
bly expressed in the cells of transgenic animals, allow 
for highly selective turning on/off of the expression 
of a photoeffector gene in the studied cell populations 
[152].

The tissue and cell specificity of optogenetics as 
applied to the stimulation of the intact brain of exper-
imental animals is provided by a combination of the 
genetic approach (specific targeted expression) and 
instrumental solutions for precision optical exposure. 
For example, light is delivered to the brain by means of 
a fiber-optic cable fixed to the animal’s skull, through 
an implanted optical cannula. The fiber-optic neuro-
interface is one of the key technological solutions that 
ensure success of the optogenetic approach [151, 153, 
154]. The most important invention in the field of neu-
rointerfaces for freely moving animals is autonomous 
wireless implants [155–157].

An essential aspect of the experiments on the optical 
manipulation of neuronal activity is the control of stim-
ulation outputs at the level of individual cells and cell 
populations. Along with classical approaches to the di-

Fig. 2. Optogenetics applications at different levels of the nervous system organization. The figure illustrates rhodopsin 
photoactivation in (left to right): a synaptic axon terminal; a single neuron in cellulo; a neuronal population in cellulo; 
a fresh brain tissue slice ex vivo; and the brain of a live and freely moving mouse in vivo. Adapted from [159]
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rect monitoring of electrical activity (e.g., patch-clamp), 
which are often of limited applicability in stimulating 
an intact brain, fluorescent methods, such as imaging 
of genetically encoded calcium and voltage indicators, 
can be used [1, 3]. According to some authors, optoge-
netic tools include not only photoeffector molecules, 
but also fluorescent probes for neuroscience [158, 159]. 
The concept of combining optical stimulation and the 
monitoring of neuronal activity within one experiment, 
or all-optical electrophysiology, has been developed [4, 
158, 160].

Modern applications
A unique feature of the optogenetic approach is its 
versatile character and applicability in model systems 
of varying complexity (Fig. 2). This approach is used 
to investigate all levels of nervous system organiza-
tion: in a culture of neurons in cellulo, live brain slices 
ex vivo, and the whole brain in vivo (in particular, 
awake, freely moving mammals) [159, 161]. Molecules 
mediating optical stimulation can be delivered to most 
highly specialized cells of the nervous system and their 
subcellular compartments, and the functional param-
eters induced by optogenetic stimulation range from 
the electrical activity of a single excitable cell to higher 
behavioral functions of mammals, such as learning, 
memory, etc.

Optogenetic tools have allowed neuroscientists to 
control the activity of neurons and neuroglial cells 
with high temporal and spatial resolution. This advan-
tage of the method is especially important when stud-
ying in vivo tissue physiology and animal behavior. 
The resolution typical of optogenetic tools could not 
previously have been achieved using other neurobio-
logical methods, such as deep brain stimulation (DBS) 
or administration of various drugs. The emergence of 
optogenetic methods in the arsenal of neuroscientists 
has enabled significant progress in understanding the 
formation and functioning of neural networks and sig-
naling pathways in the mammalian brain [1, 3, 162]. 
They have been used to identify causal relationships 
between cellular activity and functional response, in 
particular, in experiments on a relationship between 
the activity of neural networks and the specific be-
havior of animals [163] and gain new information 
about various behavioral patterns in health and dis-
ease [164, 165].

Small rodents (mice and rats) are the main model 
objects in neurobiological research involving optoge-
netic tools. There are hundreds of studies on neuronal 
ensembles, networks, rhythmic brain activity, trans-
mission, memorizing, and storage of information in 
the brain, learning, synaptic plasticity, neurogenesis, 
regulation of motor activity, hunger and thirst, sleep 

and wakefulness, sensory organs, biological rhythms, 
respiratory activities, and social behavior of these ani-
mals [1, 3, 6, 148, 164, 166, 167]. The optogenetic toolbox 
is also used to explore the neurobiology of fish [168], 
birds [169], and primates [170, 171]. Of course, the use 
of microbial rhodopsins in medicine and human neu-
rophysiology research is of particular interest. Here, 
there are several closely related research areas: the 
study of the mechanisms of neurodegenerative diseases 
(Alzheimer’s disease [172, 173] and Parkinson’s disease 
[174, 175], epilepsy [176], etc.), mental disorders, and 
heart diseases in animal models and human neurons, 
finding approaches to the diagnosis of these patholo-
gies using collected data, and screening of compounds 
potentially suitable for their therapy [3, 158]. Also, 
approaches to the therapeutic use of optogenetic tools 
are being developed. Currently, two clinical trials in the 
field of gene therapy for vision recovery using chan-
nelrhodopsins are being carried out in the U.S. [177]. 
Therapy for epilepsy [176] and hearing impairment 
[178] is coming soon.

Method limitations
Paradoxically, it is the extraordinary diversity and 
efficacy of the optogenetic approach that prompts 
researchers to pay significant attention to its short-
comings and limitations. In this case, we are dealing 
with a tool that has become a de facto standard for 
dozens of research areas, and its issues should thus 
draw more attention than the theoretical downsides in 
exotic techniques which can be reproduced by only a 
few laboratories in the world.

Below, we list the most significant problems associ-
ated with single-component optogenetics:

• Expression of microbial rhodopsins has limited 
applicability when working with invertebrates. As 
already mentioned, mammalian neurons contain a 
sufficient amount of retinal for inclusion in hetero-
logically expressed rhodopsins, but in models, such as 
Drosophila or Caenorhabditis, at minimum addition of 
retinal to the diet of experimental animals is required 
[3].

• The spectral repertoire of microbial rhodopsins 
(at least, if activating and inhibiting molecules are 
considered separately) is rather poor. Even new var-
iants of channelrhodopsins with absorption maxima 
shifted to the red region have a large spectral overlap 
with wild-type pigments. Although the use of several 
effectors with different activation profiles enables 
selective simulation of separate neuronal populations 
in the brain [179], this opportunity is rarely used in 
practice.

• Overexpression of microbial rhodopsins in nervous 
tissue can negatively affect the physiology of neurons 
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INTRODUCTION
Ionizing radiation, which ranges from the original 
use of photons to modern sources of ionizing particles 
(protons, electrons, neutrons, and carbon atoms), is a 
key tool in treating tumors. Its effectiveness has been 
proven for more than 50 years. However, the prob-
lem related to the resistance of tumor cells to ionizing 
radiation (either primary resistance or that acquired 
during treatment) remains to be solved. Identically 
to drug resistance, resistance to radiation is an un-
favorable prognostic factor of treatment effective-
ness. There are numerous reasons why resistance to 
ionizing radiation develops. This review analyzes the 
molecular mechanisms forming a synergistic response 
from tumor cells to radiation therapy with gamma 
photons. The response needs to cause cell death rather 
than immune evasion, which may result in cancer cell 
survival and the formation of a recurrent, radiore-
sistant tumor.

The genotoxic effect (disruption of DNA structure 
and functions) is considered to be the primary reason 
why ionizing radiation damages tumor cells. This effect 
can either be caused by direct rupturing of molecular 
bonds due to the ionization of atoms in DNA or be an 
indirect process occurring due to water radiolysis. In 
the latter case, the interaction between the radiation 
energy and water molecules gives rise to reactive rad-

icals that cause single- or double-strand DNA breaks. 
This process can be accompanied by the altering of 
the expression of the genes whose products are in-
volved in homeostasis regulation [1–3]. Therefore, the 
biological effect of radiation is implemented through 
the regulation of gene transcription. It is plasticity, a 
shared feature of all living systems that is especially 
marked in tumor cells, that allows for the rearrang-
ing (reprogramming) of the transcription machinery 
for adaptation to stress. It is quite expected that the 
transcriptional protein p53, a prototype of the family 
comprising p63 and p73, is the primary and key sensor 
regulating the cellular response to radiation-induced 
DNA damage [4, 5]. The p53-family proteins regulate 
the cellular response to radiation, thus maintaining the 
balance between cell survival and apoptosis [6–8].

The research into the p53 family started in 1979, 
when independent researchers discovered the protein 
forming a complex with the known tumor-associated 
protein, the polyomavirus SV40 large T antigen [9]. 
The new protein was examined as an auxiliary protein 
involved in cell malignization by the SV40 virus and 
expression of small T and large T antigens of the virus 
in host cells. Back then, serum containing a previously 
unstudied factor with a molecular weight of 53–54 
kDa was also obtained [10]. The era of p53 had arrived: 
new functions for this protein were being discovered, 
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including such functions as regulation of the cell cycle 
and the balance between cell survival and death, as 
well as control over tumor emergence and progression. 
While previously recognized as a common regulator of 
cell transformation, p53 and the processes mediated by 
it have become some of the main topics of discussion in 
modern molecular oncobiology [11]. The problem re-
mains relevant, as it remains impossible to investigate 
the novel mechanisms of tumor cell response to ionizing 
radiation (and largely, the radioresistance mechanisms) 
without taking into account the significant role played 
by the p53 family.

Has this problem been solved over the past decades 
of research? What remains to be clarified in a broad 
range of questions regarding the role played by the 
p53 family as the main molecular mechanism in the cell 
response to ionizing radiation? In this review, we have 
analyzed the available data on p53-family proteins 
as regulators (sensors) of therapeutic photons. These 
mechanisms determine the fate of an irradiated cell: 
whether it dies or becomes radioresistant.

THE STRUCTURE AND FUNCTIONS 
OF p53 FAMILY PROTEINS
The p53 protein (393 a.a.r.) consists of five domains; the 
key ones are the transcriptional activation domain, the 
DNA-binding domain, and the tetramerization domain 
[12, 13]. Expression of the р53 gene and the activity of 
the р53 protein are regulated by diverse stress signals, 
DNA damage being the main one (but not the only 
one). After single- or double-strand DNA breaks are 
induced in cells by radiation, ATM and ATR protein 
kinases activate the transcriptional competence of p53 
via phosphorylation at Ser15 [14, 15].

Two other proteins belonging to this family, p63 and 
p73, also contain domains similar to those found in p53. 
All three proteins in homotetrameric form regulate 
transcription [16, 17]. The p73 protein is activated upon 
exposure to ionizing radiation, DNA-damaging drugs, 
and medications that disrupt microtubule dynamics 
through the pathways regulated by c-Abl tyrosine ki-
nase [18]. In all likelihood, there is cooperation between 
c-Abl and apoptosis activation by the p73 protein [19]. 
Much less is known about the features of p63 func-
tions. It has been reported that this protein can also 
be activated in response to UV and gamma radiation 
and mediates apoptosis even if p53 is inactivated [20]; 
upregulated p63 expression in some types of tumors 
reduces cellular sensitivity to ionizing radiation [21]. 
Since there is a high level of structural similarity be-
tween the proteins belonging to this family, full-length 
p73 and p63 are capable of binding and activating the 
transcription of most of the p53-dependent promoters 
[22].

MUTATIONS AND ISOFORMS OF p53-FAMILY 
PROTEINS IN TUMOR CELLS
The disruption of the functions of p53-family proteins 
can be caused by mutations in the TP53, TP63, and 
TP73 genes or the genes whose products are involved 
in the modification of these proteins (e.g., protein kinas-
es phosphorylating p53 (Cdc2, JNK1, protein kinase C)) 
[23]. The р53 gene encodes nine protein isoforms (p53, 
p53β, p53γ, Δ133p53, Δ133p53β, Δ133p53γ, Δ40p53, 
Δ40p53β, and Δ40p53γ); this diversity is determined 
by alternative mRNA splicing, alternative use of the 
promoter, or translation initiation sites [24]. An anal-
ysis of the biopsy specimens of 29,346 tumors derived 
from different tissues showed that most of these tu-
mors carry a mutant p53 (Fig. 1). Most malfunctions 
of p53 in tumor cells are caused by missense and/or 
point mutations; there can also be deletions and splicing 
errors [25]. Approximately 15% of the mutations in the 
p53 gene are frameshift or nonsense mutations [26]. In 
most tumors, TP53 mutations are found in exons 5–8 
encoding the DNA-binding domain. Because of this, 
80% of missense p53 mutations are associated with the 
pro-oncogenic function [27, 28].

The main difference between most mutant forms of 
p53 and wild-type p53 (whose half-life in dormant cells 
does not exceed 5–10 min) consists in enhanced stabili-
ty because of the disrupted negative feedback with E3 
ligase Mdm2 and binding to Hsp90 and Hsc70, which 
stabilizes p53 and causes its accumulation in cells [29, 
30]. Importantly, mutant p53 can form oligomeric com-
plexes with wild-type p53. This binding can inactivate 
the intact protein and explains why mutant p53 can 
transform cells in the presence of wild-type protein [31].

A wide range of the isoforms of two other proteins 
belonging to the p53 family are known: the p63 and 
p73 genes contain an internal promoter in intron 3 
and, due to alternative splicing, express the 6 and 35 
mRNA variants, respectively. The p63 gene is located 
in the 3q27-ter locus; three C-terminal isoforms (α, 
β, and γ) formed as a result of alternative splicing are 
expressed from it. The p73 gene is located in the 1p36 
locus; its alternatively spliced transcripts encode the 
C-terminal isoforms α–η [32]. р63 and р73 mRNA can 
be transcribed from the distal and internal (in intron 3) 
promoters. The distal promoter regulates TAp63 and 
TAp73 expression (the transactivation domains are 
homologous to p53), whereas the ΔNp63 and ΔNp73 
isoforms, which are N-terminal truncated proteins 
(ΔN) with properties in opposition to those of the p63/
TAp73 isoforms, are transcribed from the internal 
promoter [33]. These results indicate that the p53 fam-
ily is exceptionally diverse. It is little surprise that the 
problem under examination remains relevant while 
also acquiring new layers of complexity.
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RESPONSE TO THERAPEUTIC IONIZING RADIATION

The p53 protein
As mentioned above, p53 is activated in response to 
stressful conditions (primarily, to DNA damage caused 
by oxidative stress, ionizing radiation, etc.) The proteins 
activating the protein kinases ATM (ataxia telangiecta-
sia mutated kinase) and ATR (ATM- and Rad3-related 
kinase) bind to the DNA damage site [34]. In turn, the 
latter group of proteins activates the checkpoint ki-
nases Chk1 and Chk2 phosphorylating p53 at Ser15. 
Activation of p53 results in the induction of Mdm2, its 
functional antagonist. Binding between Mdm2 and the 
N-terminus of p53 promotes monoubiquitination of 
p53 and nuclear export or polyubiquitination and p53 
hydrolysis in the proteasome [35, 36]. Figure 2 shows 
a generalized scheme of the intracellular responses to 
ionizing radiation involving p53-family proteins.

The “choice” between cell survival and death is reg-
ulated by post-translational modifications of p53 and its 
isoforms, partner proteins, and a set of activated genes 
[37]. The p53 protein activates the transcription of 
p21Cip1/Waf1, blocker of the cell cycle at the G

1
 phase that 

inhibits binding of cyclins A and B to CDK1 and CDK2 
protein kinases [38, 39]. There is insufficient data on the 
role played by p53 in the regulation of the S phase of 
the cell cycle. During the S phase, Chk2 phosphorylates 

phosphatase CDC25A, causing its degradation and cell 
cycle arrest [40]. The p53 protein can delay the G2/M 
progression through repression of CDC2 and cyclin B 
promoters [41].

In response to radiation, p53 can stimulate apop-
tosis through the induction of proapoptotic (Bax) and 
repression of antiapoptotic (Bcl-2) proteins, as well as 
the activation or inhibition of the other target genes 
involved in cell cycle regulation. It is known that 
low-dose radiation induces p21 and Hdm2 (an Mdm2 
homolog), while high-dose radiation increases the 
Bax : Bcl-2 ratio, thus promoting apoptosis [42]. Radi-
oresistance is caused by the activity of antiapoptotic 
proteins (overexpression of the Bcl-2 family proteins), 
loss of the components of apoptotic cell signaling, or 
inhibition of the genes encoding caspases.

The efficiency of DNA damage repair in response 
to radiation depends on the histological origin of the 
cells and cell cycle phase. The G

2
 and mitotic phases are 

most sensitive to it. Importantly, p53 may play a dual 
role in response to radiation exposure. In some cases, an 
increased p53 expression level enhances sensitivity to 
radiation, while correlation between an increased p53 
expression level and radioresistance has been demon-
strated in other cases [43]. Under minor stress, p53 can 
act as a survival factor, since it promotes DNA damage 
repair; therefore, р53 knockout in a colon adenocar-

Fig. 1. Preva-
lence of mutant 
p53 forms in 
tumors based on 
DNA sequenc-
ing (IARCTP53 
Database, 2019). 
X-axis: the 
number of biopsy 
specimens with 
identified mu-
tations; Y-axis: 
the number of 
analyzed biopsy 
specimens
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cinoma cell line (HCT116) increases the sensitivity of 
cells to radiation and causes the “mitotic catastrophe,” 
the aberrant chromosome segregation resulting in cell 
death. A significantly increased number of cells under-
going mitotic catastrophe was also observed in irradi-
ated human fibrosarcoma cells (HT1080) after p53 was 
inactivated by a dominant negative mutant [44].

The transcription factors Slug and Snail regulate the 
epithelial–mesenchymal transition (EMT) and invasion 
by tumor cells of the subjacent tissues [45]. A research 
team from Seoul National University found that p53 in-
duces Slug and Snail degradation by Mdm2-mediated 
ubiquitination [46]. Importantly, Snail activity depends 
on the p53 status. Thus, the mutant forms of p53 cause 
overexpression of Snail and Slug, which is related to 
the acquisition of radioresistance by ovarian cancer 
cells: these proteins increase the survivability of pre-
cursor cells thanks to the activation of the SCF/c-Kit 
signaling pathway [47].

Polo-like serine/threonine protein kinase 3 (PLK3) 
is one of the components of p53-mediated regulatory 
signals. PLK3 interacts with p53, Chk2, and CDC25C 
in response to DNA damage. p53 can bind to PLK3 
promoter and induce expression of its gene, which is 
followed by a delay in G

2
/M progression and cell cycle 

arrest. Another p53-regulated gene, GPX1, encodes 
the antioxidant protein glutathione peroxidase. After 
irradiation, cells accumulate highly active oxygen free 
radicals. Due to GPX1 induction and rapid catabolism 
of H

2
O

2
, p53 can protect cells against the oxidative 

damage that accompanies radiation treatment [48, 49]. 
The dual role of p53 upon radiation exposure manifests 

itself here: this protein protects cells in some cases, 
while in other cases it promotes their death.

Halacli et al. revealed that in colon adenocarcinoma 
cells with non-functional p53, telomerase activity drops 
after irradiation, while it increases in the wild-type 
isogenic line (p53+/+). An opposite effect was observed 
for the catalytic subunit of telomerase (TERT). After 
irradiation, TERT activity decreases as p53 induction 
increases, while TERT activity in p53−/− cells is in-
creases. Whereas irradiation does not alter telomerase 
activity, accelerated senescence is observed in cells 
with normally functioning р53. Therefore, telomerase 
activity and G1-phase arrest of cell cycle progression 
in irradiated cells are regulated depending on the p53 
status [50].

The equally important features of cell cycle regu-
lation have been demonstrated for connective tissue 
cells. Thus, mouse embryonic fibroblasts (MEF p53+/+) 
accumulated in the G

1
 phase after irradiation (5 Gy): 

the p53-dependent promoter of the p21 gene was acti-
vated in them. However, irradiated p53 knockout cells 
did not undergo apoptosis and remained in the premi-
totic phase [51]. In p53−/− cells, p21 and Cdc25 regulated 
p53-independent cell cycle arrest at the G

2
 phase [52].

The p63 and p73 proteins
The role played by p73 in the cellular response to ion-
izing radiation has been studied more thoroughly com-
pared to that of p63. It was found that p73 expression 
level is higher in patients with radiosensitive cervical 
cancer compared to that in patients with radioresistant 
cervical cancer. The р73 protein is a positive regulator 
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of р21 transcription upon irradiation and can poten-
tially take on the role of p53 protein in the regulation 
of cell cycle checkpoints. Hence, p73 is involved in the 
regulation of radiosensitivity [53].

Increased p73 expression induced by radiation ac-
tivates the transcription of the p53-dependent genes 
Bax, Mdm2, and GADD45, thus promoting apoptosis or 
cell cycle arrest and inhibiting proliferation. It has been 
assumed that p73 can be induced by irradiation and 
take on some of the functions of p53 in tumor cells with 
disrupted p53 expression or activity. Furthermore, ac-
tivation of p53 suppresses p73 expression in irradiated 
breast and lung cancer cells [54–56]. It has been shown 
recently that nutlin, a low-molecular-weight agent 
uncoupling the p53-Mdm2 interaction, can induce ap-
optosis in p53-negative cells through activation of p73 
upon irradiation. These results justify the use of nutlin 
for treating tumors with non-functional p53 [57].

The antitumor drug cisplatin and ionizing radiation 
cause Tyr99 phosphorylation of p73 and the accumula-
tion of this protein. This post-translational modification 
occurs due to the interaction between p73 and tyrosine 
kinase Abl; it promotes the apoptotic activity of p73. 
Furthermore, it has been demonstrated that treatment 
with cisplatin can result in the acetylation of p73 by the 
p300 protein. These data attest to the importance of p73 
in cellular response to a combination of chemotherapy 
and radiation therapy [58].

A genome-wide association study (GWAS) in p63 
and p73 knockout cells has shown that these proteins 
regulate the transcription of the BRCA2, Rad51, Rad50, 
and Mre11 genes, whose products are involved in the 
repair of single- and double-strand DNA breaks. This 
mechanism can be responsible for tumor survival. In-
terestingly, the ΔNp63 and ΔNp73 isoforms are strong-
er transactivators of the aforelisted genes than the TA 
isoforms. An analysis of the mutations in the p63/p73 
genes can be important in choosing a radiation therapy 
strategy [59].

Therefore, the mutant p53-family forms are reg-
ulated through numerous pathways, which are far 
from obvious in some cases. Proteins belonging to this 
family mediate the signaling cascades that regulate the 
establishment of stable phenotypes or death of irra-
diated cells. The use of platinum-based drugs in com-
bination with mTOR inhibitors or other intracellular 
signal blockers opens up the potential for modulating 
p53-family proteins and enhancing the response to 
ionizing radiation.

RADIORESISTANCE MEDIATED BY 
p53-FAMILY PROTEINS
A pioneer study focused on the role played by p53 
in the radioresistance of tumor cells was the paper 

by Lee and Bernstein [60], who used transgenic mice 
carrying p53Pro193 and p53Val135 mutations and showed 
that the expression of both mutant variants of the 
p53 gene significantly increases the gamma radiation 
resistance of hematopoietic cells. They uncovered an 
association between mutations in the р53 gene and ra-
dioresistance [60]. The radiosensitivity of rat embryonic 
fibroblasts (REF) transfected with a mutant form of 
p53 (MTp53Pro193), either individually or in combination 
with H-Ras and E7 oncogenes, was studied later. The 
results of the experiments involving transfection with 
p53Pro193 have confirmed the previous data showing 
that radioresistance of cells increases. Cotransfection 
with the mutant p53 and H-Ras genes or transfection 
with p53Pro193, H-Ras and E7 yielded clones with an 
even higher radioresistance and overexpression of mu-
tant p53 [61].

The ovarian adenocarcinoma cell lines SKOV-3 and 
CaOV-3 acquired radioresistance if the mutant p53 was 
overexpressed; irradiation caused neither activation 
nor accumulation of the mutant p53 form. It turned out 
that p-53-regulated expression of Bcl-2 in these cell 
lines was associated with gamma radiation resistance 
and cisplatin sensitivity. It is possible that mutations in 
the p53 gene causing the increased protein expression 
level and radioresistance are associated with greater 
p53 stability and cell cycle blockage; cells have time to 
repair DNA damage [62].

It has been shown for melanoma cells that the Chk2/
hCds1-independent signaling pathway of DNA damage 
dephosphorylating Ser376 in the C-terminal region of 
p53 enhances р53 activity upon irradiation. In cells 
with functional p53, Ser376 phosphorylation is not 
regulated by DNA damage: so, these cells do not de-
velop radioresistance. Contrariwise, the defects in the 
superjacent mechanisms of p53 activation in response 
to DNA damage (e.g., mutations in Chk2/hCds1 disa-
bling Ser376 phosphorylation of p53 upon irradiation) 
are associated with the development of radioresistance 
by melanoma cells. The same feature was also observed 
for the mutant p53, which was unable to interact with 
the 14-3-3 protein [43].

In cooperation with p53, the Ki-67 nuclear pro-
tein, which is expressed in proliferating cells and is 
non-functional in dormant (G

0
) cells, is also a predictor 

of radioresistance. In specimens of head and neck squa-
mous cell carcinoma, the p53 expression level correlates 
with the absence of a tumor response to radiation ther-
apy. A combination of p53 accumulation and low Ki-67 
level is associated with tumor recurrence in patients 
with early-stage cancer. Therefore, p53 and Ki-67 can 
play a key role in the choice of radiation therapy strat-
egies for patients with head and neck tumors [63]. Mul-
tiple mutations, including changes in p53-dependent 
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proapoptotic proteins Bcl-2, PUMA, and Bax, increase 
resistance to radiation therapy and chemotherapy [64].

The activity of focal adhesion kinase (FAK) is in-
creased in patients with various tumors. In the FAK 
knockout cell line of squamous cell carcinoma of the 
skin, radiation suppresses transcription of the p21 
gene and other p53 target genes mediating cell cycle 
arrest and DNA damage repair. Suppression of p53 
and p21 activation promotes radiosensitization of tu-
mor cells; this was not observed for intact FAK [65]. 
The experiments on FAK inhibition in p53-negative 
lung cancer cells showed encouraging results: in vitro 
migration and invasion were reduced, and in vivo sur-
vivability tended to increase [66]. Modulation of FAK 
activity, in combination with radiation, seems quite 
promising.

Overexpression and the accumulation of p53 in en-
dometrial cancer cells are caused by the fact (among 
others) that mutant p53 is refractory to ubiquitin-me-
diated proteasomal degradation. Simultaneous accu-
mulation of p53 and PTEN phosphatase renders endo-
metrial cells insensitive to radiation therapy, which is 
associated with disease progression [67].

Since ionizing radiation induces oxidative stress [68], 
reactive oxygen species (ROS) are involved in radiation 
damage to mitochondria. Activation of mitochondrial 
BNIP3, a proapoptotic protein belonging to the Bcl-2 
family and regulating the generation of ROS in irra-
diated cells and mitophagy, did not take place in the 
cells with non-functional p53. Thus, p53 acts as a key 
mechanism in the regulation of BNIP3; the absence of 
functional p53 can affect the survivability of irradiated 
tumor cells by maintaining mitochondrial integrity [69]. 
The p53 status turns out to be an important biomarker 
for predicting the therapeutic value of drugs targeted 
at mitochondrial proteins.

There are insufficient data on the role played by p63 
and p73 in the formation of radioresistance phenotypes. 
Since the proteins belonging to this family are inter-
changeable or complement each other in some cases, 
it is fair to assume that p63 and p73 can also regulate 
radioresistance via mechanisms similar to those em-
ployed by p53. Indeed, Moergel et al. [21] studied p63 
in specimens of oral squamous cell carcinoma. The 
expression level of the transactivated form TAp63 be-
fore treatment is a marker of radioresistance; the high 
levels of TAp63 expression are associated with poor 
treatment effectiveness and unfavorable prognosis [70, 
71]. These results were confirmed by studies of biopsy 
specimens of squamous cell carcinoma of the head and 
neck collected from 33 patients; the increased level of 
p63 expression before treatment in these tumors is also 
considered a predictor of radioresistance, but studies 
involving a larger patient cohort are needed [21].

Expression of the ΔNp63α isoform upon irradiation 
for the cell lines of squamous cell carcinoma of the 
larynx, head, and neck (PCI-I-1, PCI-13, SCC-68, and 
SCC-4), as well as primary oral mucosal keratinocytes, 
has also been studied. The level of ΔNp63α expression 
was dependent on the radiation dose in all the cell lines. 
ΔNp63 knockdown induced by small interfering RNA 
(siRNA) increased radiation sensitivity [72]. However, 
an opposite effect was also observed: expression of 
TAp73 and caspase 7 in colorectal cancer cells after 
radiation therapy correlated with radiosensitivity. The 
Rb1 gene was then knocked down using microRNA 
miR-622. Rb1 knockdown inhibited the formation of 
the Rb-E2F1-P/CAF complex, thus reducing the ex-
pression of TAp73 and caspase 7, and the cells acquired 
radioresistance [73].

It is also known that upon the irradiation of cells, p63/
p73 bind to the mutant form of p53 in some cases and 
cannot activate the proapoptotic genes: so, the cells sur-
vive. Inhibitors of mutant p53 forms, p63/p73 overex-
pression, or disruption of physical interactions between 
proteins belonging to this family using peptidomimetics 
or low-molecular-weight compounds (see text below) 
are used to enhance p63/p73 activity [74, 75].

WAYS TO OVERCOME RADIORESISTANCE UPON 
MODULATION OF p53-FAMILY PROTEINS

Modulation of р53
The key approaches to modulating p53 for the radio-
sensitizing effect include (Fig. 3):

1. Low-molecular-weight p53 stabilizers [76];
2. Modulators of chaperones/stabilizers of wild-type 

and mutant р53 [77];
3. Regulators of Е3 ubiquitin ligases;
4. Modulators of components of the p53 signaling 

pathway (e.g., CDK and Bcl-2) [78].
Stictic acid, which restores the functions of p53 by 

binding to its mutant form, is one of the examples of 
low-molecular-weight stabilizers [79]. Carbazole-based 
compounds also exhibit a similar effect. Thus, PK083 
binds to the mutant form р53Y220C and restores its 
transcriptional activity, causing apoptosis [36, 80, 81]. 
Analogs of quinazoline (2-styryl-4-aminoquiazoline, 
CP-31398) [82–84] reactivate p53. Alkylating agents 
are involved in the restoration of the structure of the 
p53 protein by directly binding to and modifying its 
mutant forms [85]. PRIMA-1 and its more efficient 
analog, PRIMA-1Met (APR-246), are among such 
agents that restore p53. Inside the cells, these agents 
are converted into an active compound, methylene 
quinuclidinone (MQ), a Michael acceptor that binds 
covalently to cysteine residues in the DNA-binding 
domain of p53. Cys277 is essential for the MQ-mediat-
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ed thermal stabilization of the mutant p53R273H, while 
Cys124 is needed for APR-246-mediated functional 
restoration of the mutant p53R175H in tumor cells and 
the normalizing activity of the wild-type protein. These 
studies are especially important for a rational design of 
p53-targeting molecules [86–88].

The activity of p53 can also be regulated indirectly, 
through stabilizers of the intact or mutant forms of 
p53. Blanden et al. [89, 90] showed that the low-mo-
lecular-weight compound ZMC1 (NSC319726) acts 
as a metallochaperone and restores the functions of 
р53R175H [89, 90]. In the case of the stabilization of mu-
tant pro-oncogenic forms of p53 by Hsp90, the activity 
of this chaperone needs to be suppressed in order to 
sensitize the cell to chemotherapy and radiation ther-
apy. Hsp90 inhibitors (ganetespib and geldanamycin) 
are used for this purpose, which allows one to suppress 
the proliferation of tumor cells carrying mutant p53. 
AUY922 and other candidate drugs destabilize the 
mutant protein by suppressing the chaperone activity 
[91–94]. Cerivastatin, one of the members of the class 
of statins, inhibits the mevalonate pathway. By inhib-
iting HMG-CoA reductase (an enzyme catalyzing the 
synthesis of mevalonic acid), this compound reduces 
the activity of histone deacetylase HDAC6, resulting 
in dissociation of the Hsp90–mutant p53 complex [95]. 
Therefore, it is reasonable to assume that destabiliza-
tion of mutant p53 and restoration of p53 functions can 
increase cell sensitivity to radiation.

Agents that regulate the interaction between E3 
ligases and p53 are being designed. Among the nu-
merous agents uncoupling the Mdm2-р53 interaction, 
the family of cis-imidazolines (nutlins) is universally 
recognized. AMG-232 is currently undergoing clinical 
trials [96]. Anthraquinones activating p53 via Mdm2 
suppression also possess a high therapeutic potential 
[97, 98]. There is a diverse range of Mdm2 inhibitors: 
genisteins, curcumins, ginsenosides, SP141, and 
NFAT1-Mdm2 dual inhibitors. Thus, curcumin, a nat-
ural compound exhibiting antioxidant properties, can 
stabilize p53 by forming a stable complex between p53 
and (NAD(P)H:quinone oxidoreductase 1 [99], while 
genistein can amplify cell death through p53-depend-
ent apoptosis [100–102]. Ma et al. [103] investigated 
USP14, a signalosome COPS5 activator enhancing the 
activity of E3 ligase, as a potentially promising target 
for therapy and endeavored to choose inhibitors for it 
(e.g., IU1 and AP15).

Modulation of p53 can occur indirectly via the regu-
lation of the components of the p53 signaling pathway. 
One of the promising strategies can involve affecting 
cyclin-dependent kinases, which regulate the cell cycle 
and transcription [104]. Treatment with roscovitine, a 
CDK1 and CDK2 inhibitor, has induced the apoptosis 
of cells expressing mutant p53 [105, 106]. Chemical in-
hibitors of mTOR (mammalian target of rapamycin), 
the cyclin-dependent protein kinases CDK1, CDK7, 
and CDK9, as well as poly(ADP-riboso)polymerases 

Fig. 3. Methods for enhancing the sensitivity of tumor cells to ionizing radiation by modulating the p53-family proteins. 
(A) – Modulation of p53 by low-molecular-weight-stabilizing molecules and chaperones. (B) – Regulation of p73 by 
acting on Snail family proteins and E3 ubiquitin ligase (MDM2, ITCH). (C) – The impact on p63 isoforms via Pt-containing 
compounds, low-molecular-weight stabilizers and ubiquitin ligase activity (MDM2, FBXW7). See explanation in the text
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(PARP), also affect p53 functions. Roscovitine and 
flavopiridol increase the p53 expression level in cells 
and reduce Mdm2 transcription, possibly by inhibiting 
CDK7 or CDK9, which are components of the general 
transcription machinery [107]. The effect of CDK in-
hibitors flavopiridol, THZ1 and YKL-1-116 on Mdm2 
transcription and p53 induction was studied using an 
Mdm2:T2A-GFP reporter; its transactivation in breast 
cancer cells (MCF-7 cell line) was quantified. Flavopir-
idol and roscovitine increased p53 transactivation as 
a result of Mdm2 depletion. Although p53 is probably 
inactive in these situations (since transcription in the 
presence of an inhibitor of transcriptional protein ki-
nases is either disrupted or absent), after CDK7 and 
CDK9 inhibitors (THZ1 and YKL-1-116, respectively) 
are removed, p53 activates the targets (DR5, Fas and 
p21) and enhances the antitumor effect of irradiation 
[108, 109].

Treatment with dinaciclib (an inhibitor of CDK1, 
CDK2, CDK5, CDK9, and CDK12) also resulted in a 
switch to p53-dependent apoptosis [110, 111]. Further-
more, AT7519 (an inhibitor of CDK1, CDK2, CDK4, 
CDK6, and CDK9) and SNS-032 (an inhibitor of CDK2, 
CDK7, and CDK9) increases sensitivity to irradiation 
through p53 activation and Chk1 suppression [112]. 
Compound YM155 affects the cell cycle regulation 
through Chk1 and Chk2 by stabilizing р53 and р21 
[113]. The thiazole derivative of quinone RO-3306, an 
inhibitor of CCNB1/Cdk1, induces p53-mediated apop-
tosis of p53-intact neuroblastoma cells [114]. Luteolin, 
which causes Mdm2 degradation, can inhibit cyclin D1 

and CDK2/4, thus increasing the level of p53 expres-
sion in the cell [115]. Therefore, it is promising to use a 
combination of CDK inhibitors and radiation therapy. 
Figure 4 shows the chemical formulas of CDK inhibi-
tors listed above.

Gene therapeutics and synergistic impacts on cel-
lular metabolism, which may restore or evade the 
disrupted functions of mutant p53 through the regula-
tion of the metabolism of tumor cells, are also used for 
tumor treatment, along with chemotherapeutic agents. 
In the cells with intact p53, ATP is synthesized via ox-
idative phosphorylation. The loss of normal functions 
by p53 leaves the cell relying on glycolysis; cells become 
able to survive under hypoxic conditions. Recent find-
ings indicate that treatment with a glycolysis inhibitor 
can increase the sensitivity of the tumor to radiation 
therapy [116].

Alteration of p73 and p63 activity
Sensitivity to chemotherapy and radiation therapy can 
be increased by impacting p53 and other p53-family 
proteins. Thus, some chemotherapy regimens increase 
the expression level of p73 [117]. Platinum-based drugs 
(cisplatin, oxaliplatin, etc.) help the cell overcome drug 
resistance by increasing activity of the TAp73 protein 
and inducing the apoptosis of tumor cells [118]. In ad-
dition, cisplatin suppresses the pro-oncogenic form 
ΔNp63α, which can also inhibit tumor growth [119, 120] 
and presumably enhance its radiosensitivity.

These p53-like strategies can also be applied to p73 
and p63 (to regulate the activity of E3 ligases). E3 ligase 

Fig. 4. Therapeutically promising inhibitors of the cyclin-dependent protein kinases modulating the activity of p53

Dinaciclib AT7519 Luteolin

SNS-032RO-3306

Roscovitine

YM155



REVIEWS

VOL. 13 № 3 (50) 2021 | ACTA NATURAE | 73

ITCH negatively regulates p73; ITCH knockout using a 
combination of nanoparticles and siRNA enhances the 
stabilization of p73 in p53-mutant cells [121]. Agents 
directly regulating p53 activity can also be effective 
in the case of p63 and p73. Curcumin, a p53 stabilizer, 
activates p73 expression [99, 122].

By activating the AMP-activated protein kinase 
(AMPK), metformin affects all three p53-family 
proteins: it increases the expression level of p53 and 
p73, while reducing the expression level of the pro-on-
cogenic form of р63 (ΔNp63α) [123, 124]. Prodigiosin 
has a positive effect on p53 expression by activating 
its reporter via induction of p73 and reduction of the 
expression level of oncogenic ΔNp73, a suppressor of 
the p53 gene [125]. Compound NSC59984 destabilizes 
the mutant p53 and causes its degradation, which is 
accompanied by induction of p73-dependent apoptosis 
[126].

Along with the regulators affecting all proteins 
belonging to the p53 family, agents with selectivity 
to individual proteins have also been proposed. Abrus 
agglutinin (AGG), a plant-derived lectin inhibiting 
translation, leads to p73 induction [127]. The p73 in-
duced by lectin suppresses the expression of Snail and 
inhibits the EMT in the cells of squamous cell carcino-
ma of the larynx. It is noteworthy that AGG promotes 
Snail transfer from the nucleus into the cytoplasm and 
induces its degradation via ubiquitination. Therefore, 
AGG stimulates p73 and suppresses the EGF-induced 
EMT and invasiveness by inhibiting the ERK/Snail 
pathway [128]. Protoporphyrin IX (PpIX), a metabo-
lite of aminolevulinic acid, which is used in photody-
namic cancer therapy, stabilizes TAp73 and activates 
TAp73-dependent apoptosis in tumor cells lacking p53. 
TAp73 is activated through the disruption of TAp73/
MDM2 and TAp73/MDMX interactions, as well as the 
inhibition of TAp73 degradation by ubiquitin ligase 
ITCH [129]. Similar properties were also observed for 
1-carbaldehyde-3,4-dimethoxyxantone, which stabi-
lizes TAp73 by inhibiting its binding to Mdm2 [130]. 
Diallyl disulfide (DADS) enhances the sensitivity to 
ionizing radiation by increasing the expression level of 
TAp73 and reducing the expression level of the ΔNp73 
isoform. The DADS-mediated balance between TAp73 
and ΔNp73 is associated with the radiosensitivity of 
cervical cancer cells [131].

The results of the use of microRNA for p63 modu-
lation have been published [132]. miR-130b activates 
the antitumor р63 isoform (TAp63) by binding direct-
ly to the protein [133]. Special attention should be paid 
to the study of the response of p63 to irradiation and 
the acquisition of p63-mediated radioresistance, as 
well as the choice of drugs targeted at a respective 
gene/protein for designing novel therapy methods, 

especially for patients with cross-resistance to chem-
otherapeutics.

The important problem related to the design of 
methods for targeted drug delivery using liposomes 
and nanoparticles remains poorly studied. The meso-
porous nanoparticles UCNPs(BTZ)@ mSiO2-H2A/p53, 
which contain the proteasome inhibitor bortezomib 
along with cDNA of p53, increased cell sensitivity to 
this drug and induced a more pronounced apoptosis 
compared to the situation in the control cells with-
out nanoparticles in [134]. Not only gene fragments, 
but also antagonists of E3 ligases for p53 (Mdm2 and 
MdmX) can be delivered inside cells as a part of gold 
nanoparticles. Furthermore, the low-molecular-weight 
agents VIP116 and PM2 inhibiting the p53-Mdm2 and 
р53-Mdm4 interactions, which were delivered inside 
lipodisks (the nanosized bilayer structures stabilized 
into flat circular shapes by lipids linked to polyethyl-
ene glycol), significantly reduced the viability of tumor 
cells [136]. This approach can be used to precipitate the 
death of tumor cells exposed to ionizing radiation.

CONCLUSIONS: THE NEW APPROACHES 
TO AN OLD PROBLEM
Despite the many decades of research, the role played 
by the p53 protein as a molecular target and a prognos-
tic marker in radiation therapy remains controversial. 
The situation is complicated by the variability of the 
p53-dependent responses elicited by the radiation 
treatment of different tumors (even cell lines originat-
ing from the same tissue) [137]. Nonetheless, the p53 
protein was reported to be an informative, predictive 
genetic marker of acute toxicity or response to the ra-
diation therapy of native tumors [138]. By analyzing 
the expression of p53 and a number of other genes, 
researchers have predicted the absorbed dose at which 
a particular tumor response is elicited [139, 140]. Gendi-
cine (Ad-p53), a recombinant adenovirus engineered to 
express wild-type p53 in the tumor where this protein 
is mutated, can be considered a successful application 
of p53-targeting therapy. Ad-p53 is used in clinical 
practice and shows a good result when combined with 
radiation therapy, especially in patients with breast, 
pancreatic, cervical, or ovarian cancer [141].

Information regarding the application of p63 and 
p73 in radiation oncology remains so far confined to 
experimental data and the hypothesis on their practical 
use [142]. This gap needs filling, since a general analy-
sis of the p53-protein family reveals a more detailed, 
and more complex, mechanism of radiation response 
regulation.

The problem related to p53-negative tumors re-
mains unsolved. One of the pathways that allow one to 
evade the non-functional p53-dependent mechanism is 
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to use nanostructured silver particles that can induce 
mitochondrial stress and apoptosis independently of 
p53 [143]. The question of whether these materials can 
be combined with radiation therapy remains to be elu-
cidated[144]. Finally, the impact on p63 and p73 should 

be considered justified if their functions are preserved 
in p53-negative tumors [145]. 

This work was supported by the Russian Foundation 
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ABSTRACT The new coronavirus infection (COVID-19) represents a challenge for global health. Since the 
outbreak began, the number of confirmed cases has exceeded 117 million, with more than 2.6 million deaths 
worldwide. With public health measures aimed at containing the spread of the disease, several countries have 
faced a crisis in the availability of intensive care units. Currently, a large-scale effort is underway to identify the 
nucleotide sequences of the SARS-CoV-2 coronavirus that is an etiological agent of COVID-19. Global sequenc-
ing of thousands of viral genomes has revealed many common genetic variants, which enables the monitoring of 
the evolution of SARS-CoV-2 and the tracking of its spread over time. Understanding the current evolution of 
SARS-CoV-2 is necessary not only for a retrospective analysis of the new coronavirus infection spread, but also 
for the development of approaches to the therapy and prophylaxis of COVID-19. In this review, we have focused 
on the general characteristics of SARS-CoV-2 and COVID-19. Also, we have analyzed available publications 
on the genetic diversity of the virus and the relationship between the diversity and the biological properties of 
SARS-CoV-2, such as virulence and contagiousness.
KEYWORDS coronaviruses, SARS-CoV-2, pathogenicity, virulence, contagiousness, virus evolution, viral genome.
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INTRODUCTION
After the first cases of infection were reported in Wu-
han, China, in December 2019, the novel coronavirus 
infection COVID-19 caused by SARS-CoV-2 spread 
throughout the world and became the first coronavi-
rus pandemic in human history [1]. As of March 2021, 
COVID-19 had been diagnosed in more than 117 million 
people worldwide, with more than 2.6 million deaths [2]. 
Currently, preventive vaccines are far from available 
in all countries or to all segments of their populations; 
therefore, quarantine, social distancing, and special 
sanitary precautions have remained the most potent 
measures to prevent the further spread of the infection.

The rapid and worldwide spread of the new coro-
navirus is inevitably associated with its divergence 
and the emergence of strains with various biological 
properties, the most significant of which is virulence. 
Very little is known about the phenotypic diversity 
of SARS-CoV-2, given the short period during which 
it has been investigated. Unfortunately, the available 
reports on genomic sequences provide limited infor-
mation about the patient and are confined to age and 
gender, while, often, information on the severity, mani-
festations, and outcome of the disease is lacking.

One of the topical issues of fundamental and medi-
cal virology is the identification of the nature of the 
pathogenicity and virulence of viruses, including 
those of animal origin. Despite the progress made in 
understanding the evolution of viruses, the question 
of the evolution of virulence resulting from interspe-
cies transmission remains open. Does the virus become 
more or less virulent in a new host? How is the degree 
of virulence modulated by natural selection and why? 
Are there regularities in the evolution of virus viru-
lence in a new host which can allow one to predict the 
direction of this process? A simplified interpretation of 
virulence evolution is that natural selection optimizes 
the level of virulence in a way that increases the ef-
ficiency of viral transmission, which is characterized 
by the basic reproduction number (R0) [3]. The adap-
tation of a virus to a new host is affected by a com-
plex set of host–pathogen interactions. According to 
modern concepts, during interspecies transmission, the 
initial virulence of a virus can vary from an absence 
of pathogenicity (asymptomatic carriage) to a high 
pathogenicity, while it remains very difficult to predict 
the direction in which virulence will evolve. Mankind 
has rarely faced a highly virulent pandemic virus of 
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animal origin – once every several decades – but the 
consequences of such an occurrence are dire and often 
global in scope. In such a context, it is of extreme im-
portance to understand and predict how the biological 
properties of the SARS-CoV-2 coronavirus can evolve. 
The purpose of this review is to analyze the results of 
scientific studies that have focused on the relationship 
between genetic changes in the SARS-CoV-2 virus 
and its biological properties, including pathogenicity, 
virulence, and contagiousness.

The pathogenicity of a virus is defined as its abil-
ity to cause a disease. The term “virulence” can have 
different meanings depending on the context. In this 
review, the virulence of a virus means the measure of 
its pathogenicity; i.e., its ability to cause more or less 
severe diseases; the degree of virulence is determined 
by the mortality rate. The contagiousness (transmis-
sibility) of a virus is its ability to move from infected 
organisms to healthy ones. Contagiousness is assessed 
with two interrelated indicators: the contagiousness 
index (the proportion of susceptible persons infected 
after contact with a source of the pathogen) and the 
basic reproduction number R0 (the average number of 
cases directly infected by one case during the entire in-
fectious period in a completely susceptible population).

GENERAL CHARACTERIZATION OF SARS-CoV-2
The pandemic SARS-CoV-2, along with the 
SARS-CoV virus, belongs to the Coronaviridae family, 
Orthocoronavirinae subfamily, Betacoronavirus genus, 
Sarbecovirus subgenus, and Severe acute respiratory 
syndrome-related coronavirus species [4]. It should be 
noted that, along with the listed pathogens, the Sarbe-
covirus subgenus also includes coronaviruses isolated 
from bats; in particular, horseshoe bats (Rhinolophus 
genus) [5]. The genome sequence of SARS-CoV-2 
was found to be 96.2 and 93.3% identical to that of 
the raTG13 [6] and RmYN02 [7] bat coronaviruses, 
respectively. The degree of nucleotide sequence simi-
larity and evolutionary analysis lends credibility to the 
hypothesis that bats are the natural reservoir of the 
SARS-CoV-2 that was transmitted to humans through 
unknown intermediate hosts [8, 9]. In addition, the 
SARS-CoV-2 genome has been shown to be 85.5–92.4% 
similar to that of coronaviruses isolated from pango-
lins [10], 80% to SARS-CoV [6], and 50% to MERS-CoV 
(Merbecovirus subgenus) [11]. However, the degree of 
genome homology varies greatly depending on genes 
and genomic loci [5]. In this case, the main differences 
between these viruses reside in the ORF1a sequence 
and the gene encoding the spike protein S that plays a 
key role in the interaction of the virus with the cell [12]. 
These features of genome organization may be a result 
of some interviral recombination [13].

SARS-CoV-2 virions are pleiomorphic (usually 
spherical), with an average diameter of 108 ± 8 nm, 
ranging from 84 to 126 nm [14]. The spikes on the sur-
face of viral particles, about 9–12 nm long, give the 
virus its characteristic crown appearance. The mor-
phology of SARS-CoV-2 virions is similar to that of 
other members of the Coronaviridae family, including 
SARS-CoV and MERS-CoV [15].

The SARS-CoV-2 genome is a nonsegmented, sin-
gle-stranded, positive sense RNA, 29.9 kb in size, and 
consists of six main open reading frames (ORF) (Fig. 1). 
Translation of virus-encoded RNA-dependent RNA 
polymerase (replicase) is necessary for the initiation 
of viral replication in the cell and the synthesis of the 
subgenomic viral RNAs that, in turn, serve as a matrix 
for the synthesis of viral structural and accessory pro-
teins [16]. The size of ORF1ab, which encodes replicase, 
is 2/3 of the size of the entire viral genome. ORF1ab is 
followed by the genes for the spike protein (S), ORF3a, 
envelope protein (E), membrane protein (M), ORF6, 
ORF7a, ORF7b, ORF8, nucleocapsid (N), and ORF10. 
In addition, Nelson et al. proved that SARS-CoV-2 con-
tains a new overlapping gene (OLG) ORF3d [17] that is 
also present in coronaviruses isolated from pangolins in 
the Guangxi region of Southern China, but that it is not 
found in other coronaviruses isolated from pangolins 
and bats.

The spike protein S of the SARS-CoV and 
SARS-CoV-2 coronaviruses initiates a fusion of the 
viral envelope with the cell membrane of the host 
cell, and the angiotensin-converting enzyme 2 (ACE2) 
serves as a cellular receptor for the attachment of the 
virus. The receptor for MERS-CoV is hDPP4 (human 
dipeptidyl peptidase 4 or CD26) [18]. The S protein 
comprises two domains, S1 and S2. The S1 domain 
mediates the binding to ACE2, while the S2 domain 
mediates subsequent fusion of the viral envelope with 
a cell’s membrane [19]. The receptor binding domain 
(RBD) is a key functional component of S1, which is 
responsible for the binding of SARS-CoV-2 to ACE2 
[20]. In addition, the SARS-CoV RBD contains a core 
motif and a receptor binding motif (RBM) that medi-
ates the contacts with ACE2. The surface of ACE2 
contains two virus-binding hotspots that are essential 
for SARS-CoV-2 binding [21]. The stage of adsorption 
and penetration of SARS-CoV-2 into a cell depends not 
only on the ACE2 receptor, but also on the transmem-
brane serine protease TMPRSS2 and proprotein con-
vertase furin, whose role is to prime the SARS-CoV-2 
S protein [22, 23]. Thus, SARS-CoV-2 can enter a cell 
in two different ways (Fig. 2): through the late endo-
some where the S protein is cleaved by cathepsins, or 
through the cell membrane or early endosome using 
trypsin-like proteases to cleave the S protein [23, 24].



REVIEWS

VOL. 13 № 3 (50) 2021 | ACTA NATURAE | 79

The E protein forms ion channels and regulates the 
assembly of virions [25]. The M protein is also involved 
in the assembly of viral particles [26], while the N pro-
tein forms a ribonucleoprotein complex with viral RNA 
and performs several functions, such as enhancing the 
transcription of the viral genome and interacting with 
the viral membrane protein during virion assembly 
[27].

The receptor of target cells, which is used by the 
virus to enter a cell, is a factor in determining which or-
gans and tissues are susceptible to infection. The ACE2 
receptor is expressed on the surface of epithelial cells 
of the alveoli, trachea, bronchi, and bronchial glands, 
as well as on alveolar macrophages. In addition, ACE2 
is present on mucous membranes, such as the cornea of 
the eye and goblet and ciliary cells in the nasal cavity 
[28], which appear to be the gateway to infection. The 
life cycle of the virus with the host consists of the fol-
lowing steps: the virus enters the cell using the ACE2 
receptor and releases the single-stranded viral RNA 
that binds to the target cell’s ribosome and initiates 
the synthesis of the RNA replicase that, in turn, repro-
duces copies of genomic and subgenomic RNA, as well 
as RNA fragments that serve as templates for the syn-
thesis of viral envelope proteins. Positive-sense viral 
RNA molecules, together with structural viral proteins, 
form new SARS-CoV-2 virions that are released from 
the cell and infect intact target cells (Fig. 2) [29].

VARIETY OF CLINICAL MANIFESTATIONS OF COVID-19
The severity of the disease caused by SARS-CoV-2 
can vary significantly [30]. There is great variability 

in the clinical presentations of COVID-19 even among 
close contacts of an infected person or members of the 
same family [30]. The spectrum of COVID-19 symp-
toms ranges from mild/moderate to critical and fatal 
[31–33]. Also, an asymptomatic course of the disease 
is often observed. The rate of asymptomatic cases can 
amount to 40–50%, and an infected person remains a 
source of infection for more than 14 days [34]. In ad-
dition, an asymptomatic course of the infection can 
be associated with subclinical changes in the lungs, 
which are detected during computed tomography [34]. 
Therefore, SARS-CoV-2 possesses increased virulence 
with a tactical advantage – the ability to maintain 
human-to-human transmission even in asymptomatic 
carriers [35], which allows the virus to spread rapidly.

According to a report issued by the Chinese Center 
for Disease Control and Prevention [36], an analysis 
of 44,500 confirmed cases of infection with an assess-
ment of the disease severity revealed that a mild form 
of COVID-19 (nonpneumonia and mild pneumonia) 
is observed in 81% of cases. A severe form (dyspnea, 
hypoxia, or lung involvement of >50%) was reported 
in 14% of cases. And 5% of cases were critical (respira-
tory failure, shock, or multiple organ dysfunction). In 
this case, the overall mortality rate was 2.3% (no deaths 
among non-critical cases).

A severe form of the COVID-19 disease can be 
observed in any healthy person of any age, but it oc-
curs mainly in people over 65 years of age and/or with 
concomitant diseases (cardiovascular diseases, diabetes 
mellitus, hypertension, chronic lung and kidney dis-
eases, cancer, obesity, smoking) [32, 36, 37], while, in 

SARS-CoV-2 genome

Structural proteins

Accessory proteins

Fig. 1. Major mutations in the SARS-CoV-2 genome which were 
identified within a year of the beginning of the pandemic (created 
with the online software BioRender)
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Fig. 2. The SARS-CoV-2 virion and life cycle (created with the online software BioRender)
I. Virus binding. After adsorption, the virus can enter the cell in two ways: through the endosome (I-a) or through fusion 
with the cell membrane (I-b)
II. Receptor-mediated endocytosis
III. Fusion of the virus envelope with the endosome membrane results in virus uncoating. Release of the ribonucleopro-
tein complex (RNP)
IV. Viral genome translation. Synthesis of the viral proteins (including RNA-dependent RNA polymerase (RdRp) in-
volved in genome replication and transcription 
V. Replication and transcription of the viral genome
VI. Viral proteins are synthesized at the endoplasmic reticulum (ER) lumen
VII. Assembly and transport of the virions to the cell membrane
VIII. Release of the virions by exocytosis 
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most young adults, the infection is mild and without 
complications.

There are several complications associated with 
COVID-19. These include the acute respiratory distress 
syndrome, which is a type of respiratory failure that 
requires critical care support, including artificial ven-
tilation of the lungs. This care is required in 12 to 24% of 
hospitalized patients [38, 39]. Also, cardiovascular [40] 
and thromboembolic complications [41], inflammatory 
reactions [42], and superinfections [43] are observed.

Children are the least susceptible to infection. They 
account for 1 to 6.3% of COVID-19 cases [44, 45]. Ac-
cording to a report by China’s Center for Disease Con-
trol and Prevention, of the 72,314 cases reported as of 
February 11, 2020, only 2% were under the age of 19 
[36]. Multisystem inflammatory syndrome with clini-
cal signs similar to Kawasaki’s disease and toxic shock 
syndrome were reported in children with COVID-19 
[46]. Monitoring of children infection by Meskina [45] 
showed that the rate of asymptomatic COVID-19 
cases in children was 62%, with that in newborns be-
ing 73.1%, and the rate of severe forms being as low as 
0.38%.

GENETIC DETERMINANTS OF SARS-CoV-2 VIRULENCE
The question of the causes behind the diverse clinical 
presentations of COVID-19 in different categories of 
the population remains open. It may be that this di-
versity depends on certain genetic profiles of a host 
organism. In accordance with this hypothesis, the 
genetic basis of the susceptibility to infection may 
be explained by the polymorphism of the functional 
receptors required for virus entry into target cells. In 
particular, multiple organ dysfunctions in COVID-19, 
including fatal damage to the lungs and myocardium, 
may be associated with the functional characteristics 
of the ACE2 receptors in the population [47–49]. For 
example, Hou et al., based on an analysis of ~ 81,000 
human genomes, investigated the association between 
the polymorphism of the ACE2 and TMPRSS2 genes 
(two key host factors of SARS-CoV-2) and suscep-
tibility to COVID-19. ACE2 polymorphisms (p.) (e.g., 
p.Arg514Gly in the African/African American popu-
lation) were found to be associated with the cardiovas-
cular and pulmonary diseases through altered angio-
tensinogen–ACE2 interactions. Unique but prevalent 
polymorphisms (including p.Val160Met (rs12329760)) 
in TMPRSS2 have the potential to cause differential 
genetic susceptibility to COVID-19 [50].

A genome-wide association study (GWAS) analyzed 
8,582,968 single nucleotide polymorphisms (SNPs) from 
1,980 severe COVID-19 patients from the Italian and 
Spanish epicenters of the pandemic in Europe. The 
study did not reveal any significant associations of a 

severe form of the disease with a single gene. Rather, 
it did so with a multigene cluster on chromosome 3 
(SLC6A20, LZTFL1, CCR9, FYCO1, CXCR6, and XCR1 
genes) [51].

Chinese scientists analyzed the genetic profiles of 
332 patients with varying severity of COVID-19 us-
ing NGS techniques. The results of a genome-wide 
association study (GWAS) indicated that the most 
significant locus associated with disease severity was 
located in TMEM189–UBE2V1, which is involved in 
the interleukin-1 (IL-1) signaling pathway. The rate 
of p.Val197Met missense variants of the TMPRSS2 
gene, which affect the stability of the protein, is lower 
in patients with a severe infection than in patients with 
a mild form of the disease and the general population. 
In addition, the HLA-A*11:01, B*51:01, and C*14:02 
alleles were found to significantly predispose people to 
a severe course of COVID-19 [52].

Selectivity for host genetic profiles (as a factor of 
SARS-CoV-2 virulence) may be one of the viral fea-
tures. This property was not reported in the influenza 
virus which caused the global pandemic in 1918. This 
may be because, in the early 1900s, the level of techno-
logical evolution and knowledge did not allow for con-
ducting research on the topic. There is data indicating 
that susceptibility to HIV-1 is genetically determined 
by variations in the host chemokine receptors [53]. This 
data suggests that this selectivity may determine the 
virulence and tissue specificity of other viruses, includ-
ing SARS-CoV-2.

Studies of the molecular mechanisms of the patho-
genicity and contagiousness of coronaviruses have 
focused on the determinants of coronavirus tropism 
to the cells of the human respiratory tract, which is 
associated with receptor-mediated virus entry into the 
cell. These determinants are present on the surface S 
protein of coronaviruses. Mutations in S protein epi-
topes, which are responsible for the binding to viral 
receptors, are believed to determine the efficiency of 
interspecies transmission and adaptation of the virus 
to a new host [54]. There is experimental evidence that 
the bat coronavirus, whose S-protein can be modified 
by reverse genetics methods, is able to overcome the 
species barrier (to infect human cells) [55]. However, to 
date, there has been no experimental confirmation that 
the SARS-CoV-2 S protein alone mediates contagious-
ness or the high virulence of the virus in humans. Pre-
viously, a highly pathogenic avian influenza A virus, 
H5N1, was used to prove that an ability to recognize 
the viral receptors of epithelial cells in the respiratory 
tract of mammals could be achieved by introducing 
two to four amino acid substitutions into hemagglu-
tinin (HA), which are essential for the binding of HA 
to α-2,6-sialic receptors [56, 57]. However, these mu-
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tations alone were not enough for a virus to acquire 
contagiousness and high virulence for ferrets [56, 57]. 
This indicates that additional determinants of conta-
giousness and virulence are likely encoded in the inter-
nal genes of the virus. The pathogenicity of the virus is 
mediated not only by its ability to effectively penetrate 
target cells, but also by many other viral factors. An 
example of this is vaccine strains that are used as live, 
attenuated vaccines. According to Klimov et al. [58], the 
determinants of the attenuation of the cold-adapted 
vaccine strain of influenza A/Leningrad/134/47/17 
are mutations in the genes of the polymerase complex 
proteins (PB1, PB2, PA, NP), M-protein, and the non-
structural protein NS2, but not in the genes of the sur-
face proteins neuraminidase N and hemagglutinin H. 
Review [3] provides more than 10 examples of changes 
in the virulence of various mammalian viruses which 
are caused by only one or two amino acid substitutions. 
Most of these examples concern RNA viruses (influenza 
A and B viruses, enteroviruses, Ebola virus, HIV, West 
Nile virus, Newcastle disease virus, porcine reproduc-
tive and respiratory syndrome virus, etc.).

Viruses of the same biological species can signifi-
cantly differ in virulence, something associated with 
divergence in the course of evolution. The mortality 
rate from an infection with seasonal influenza A virus-
es (Influenza A virus species of the Orthomyxoviridae 
family) of the H3N2 and H1N1 serotypes is 0.04–1.0%, 
while that from diseases caused by some strains of 
the avian influenza A virus, including H5N1, H7N7, 
H9N2, H7N3, and H7N9, reaches 60% [59, 60]. Human 
coronaviruses are no exception. The so-called seasonal 
coronaviruses (HCoV-NL63, -229E, -OC43, -HKU1) 
are associated mainly with mild and moderate forms 
of acute respiratory viral infections, while coronavi-
ruses of animal origin (SARS-CoV, MERS-CoV, and 
SARS-CoV-2) are associated with the development of 
a severe acute respiratory syndrome and a higher risk 
of mortality (according to various estimates, 1 to 40% of 
the number of laboratory-confirmed cases).

Recently, the Koonin’s group identified possible ge-
netic determinants for the increased mortality from 
an infection with the highly virulent coronaviruses 
SARS-CoV, MERS-CoV, and SARS-CoV-2 compared 
to that from the low-virulent seasonal HCoV-NL63, 
-229E, -OC43, and -HKU1 [61]. An analysis of more 
than 3,000 coronavirus genomes revealed that the 
genome of the highly pathogenic coronaviruses 
SARS-CoV, MERS-CoV, and SARS-CoV-2 contains 
four regions (three in the N nucleoprotein gene and one 
in the S protein gene) significantly different in amino 
acid sequences from seasonal coronaviruses [61]. The 
differences in the N gene presumably determine the 
enhancement of signals for nuclear localization and ex-

port of this protein. Differences in the S gene occur at 
the site of receptor recognition and fusion of the viral 
envelope with the cell membrane and are hypotheti-
cally responsible for enhancing the stage of virus at-
tachment and entry into the cell. The obtained results 
shed light on the potential determinants of coronavi-
rus virulence, but they have not yet been empirically 
confirmed, because the work was performed using 
computer-based analysis methods.

New mutations constantly occur in the genome of 
any virus, and some of these are capable of changing 
the biological properties of the virus, including the de-
gree of contagiousness, ability to evade the host’s im-
mune response, and virulence. The viral RNA genome 
of SARS-CoV-2 is characterized by a high mutation 
rate (but lower than that of other RNA viruses) [62].

To date, hundreds of thousands of genome sequenc-
es for the SARS-CoV-2 coronavirus are known. The 
results of multiple studies have enriched the GISAID 
genome sequence database, which, as of January 2021, 
includes information on more than 323,493 sequences. 
In addition to SARS-CoV-2, GISAID contains the ge-
nome sequences of coronaviruses isolated from bats 
and pangolins. Based on data from viral sequences and 
information on the geographical origin of the samples 
in GISAID, another information resource, Nextstrain 
(https://nextstrain.org) [63] publishes hosts phylo-
genetic, geographic, and genomic analyses of SARS-
CoV-2. Using the GISAID database and Nextstrain re-
source, the evolution of a virus can be monitored in real 
time. The Nextstrain analysis predicts the occurrence 
of approximately 26 substitutions in the SARS-CoV-2 
genome per year. Given the SARS-CoV-2 genome size 
(29.9 kb), the estimated evolutionary rate is approxi-
mately 0.90 × 10–3 substitutions/site/year [5]. This val-
ue is comparable with values reported for SARS-CoV 
(0.80–2.38 × 10–3) [64], MERS-CoV (0.63–1.12 × 10–3) 
[65], and HCoV-OC43 (0.43 × 10–3) [66]. Since the 
coronavirus genome encodes a 3’–5’-exoribonuclease 
(nsp14-ExoN) that has editing activity, the mutation 
rate (the number of single nucleotide substitutions 
per site per replication cycle) is likely to be lower in 
SARS-CoV-2 than in other RNA viruses, such as in-
fluenza viruses [67]. This underlies the high stability of 
the genome of coronaviruses, including SARS-CoV-2. 
An analysis of the nucleotide sequences of 48,635 virus 
isolates confirmed the low mutation rate, which was 
7.23 mutations per sample, on average, compared with 
the reference SARS-CoV-2 genome (NC_0455122) [68].

In addition, the SARS-CoV-2 genome was shown to 
have a much lower mutation rate and genetic diversity 
compared to those of the SARS-CoV virus that caused 
the outbreak of SARS in 2002–2003 [69]. It should also 
be noted that the S protein RBD domain (~90 amino 
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acids) of SARS-CoV-2, which reacts directly with the 
ACE2 receptor on the surface of target cells, differs 
significantly from the SARS-CoV RBD, especially in 
two regions that interact with ACE2, and is the part of 
SARS-CoV-2 most susceptible to variations [70]. The 
latter suggests the participation of several mechanisms 
involved in virus entry into the cell. Six amino acid resi-
dues of the S protein RBD (Leu455, Phe486, Gln493, 
Ser494, Asn501, and Tyr505) were found to play a key 
role in the binding to ACE2. In this case, five of them 
differ from the SARS-CoV RBD, which should be con-
sidered in the development of specific antiviral agents 
that block virus entry into the cell [70].

It should be noted that numerous elements of the 
virus genome are mutated at different rates. For exam-
ple, an analysis of about 223,000 full-length sequences 
of the SARS-CoV-2 proteome was used to calculate 
the mutation rate of each viral protein. The highest 
mutation rates were observed in the S, NSP12, NS9c, 
and N proteins [71].

An analysis of the nucleotide sequences of 
SARS-CoV-2 isolates revealed several genome regions 
with an increased mutation rate [72–81]. One of these 
regions is D614G, in the C-terminal region of the S1 do-
main [72–74, 77, 81]. A mutant virus with a D614G sub-
stitution in the S1 domain was shown to be prevalent in 
Europe [68]. Comparison of the functional properties of 
the S protein with aspartic acid at position 614 (SD614) 
and glycine (SG614) showed that pseudoviruses carry-
ing SG614 enter ACE2-expressing cells more efficiently 
than viruses with SD614 [82]. While evidence continues 
to accumulate, a growing proportion of the virus with 
the D614G substitution suggests that viruses with this 
mutation are characterized by a more efficient person-
to-person transmission. Interestingly, this mutation 
does not appear to significantly affect the severity of 
the disease [73, 79].

In December 2019, isolation of a new SARS-CoV-2 
strain with an increased level of contagiousness was 

reported in the UK [83]. According to the data of a 
phylogenetic analysis, this strain forms a distinct 
phylogenetic cluster (lineage B.1.1.7) [84]. Seven char-
acteristic mutations were identified in the S protein 
of this virus: RBD (N501Y, A570D), S1 (ΔH69/V70), 
and S2 (P681H, T716I, S982A, and D1118H) [83]. 
The N501Y mutation in the receptor binding domain 
(RBD) provides increased affinity for human and 
mouse ACE2 [85]. The ΔH69/V70 deletion in S1 en-
hances the ability of the virus to evade the immune 
response. The P681H mutation is directly adjacent 
to the furin cleavage site between S1 and S2 in the S 
protein. In addition, there is data pointing to the ex-
istence of several independent SARS-CoV-2 lineages 
that are characterized by the ΔH69/V70 deletion in 
the S protein and an increase in the circulation of 
these viruses in some European countries since Au-
gust 2020 [83].

In January 2021, a new SARS-CoV-2 (501Y.V2) lin-
eage emerged in South Africa. It quickly spread and 
became prevalent in several regions of the country. 
There are eight S protein mutations characteristic of 
this lineage; in particular three in the RBD (K417N, 
E484K, and N501Y) which may be of functional value. 
Two of these (E484K and N501Y) are located in the re-
ceptor binding motif (RBM) that directly interacts with 
ACE2 [86]. The N501Y mutation is also characteristic 
of the B.1.1.7 lineage identified in the UK. Perhaps, this 
mutation determines the level of SARS-CoV-2 conta-
giousness.

There are also reports of a new SARS-CoV-2 P.1. lin-
eage in Brazil [87]. It is necessary to note the emergence 
of convergent mutations common to the P1, B.1.1.7, 
and B.1.351 lineages (Table 1). These are the N501Y 
mutation in the S protein and a deletion in ORF1b 
(del11288–11296 (3675–3677 SGF)) common to P.1. 
and the British B.1.1.7, as well as mutations in the RBD 
(K417N/T, E484K, N501Y) typical of both P.1. and the 
South African B.1.351.

Table 1. Major genetic variants of SARS-CoV-2

Genetic SARS-CoV-2 
variant

Region where it 
was first detected Typical mutations Characteristic features

B.1.1.7 United Kingdom S protein: RBD (N501Y, A570D), S1 (ΔH69/V70)
 S2 (P681H, T716I, S982A, and D1118H) High contagiousness

B.1.351 (N501Y.V2) Republic of South 
Africa S protein: RBD (K417N, E484K, and N501Y)

Some vaccines are less effec-
tive against this variant, high 

contagiousness

P1 descendant of 
B.1.1.28 Brazil S protein: RBD (E484K, K417T, and N501Y) High contagiousness

Fin-796H Finland S protein: RBD (E484K, K417T, and N501Y) Not detectable in PCR
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The set of mutations/deletions characteristic of the 
P.1., B.1.1.7, and B.1.351 lineages appeared, probably, 
quite independently. In addition, mutations common 
to P.1. and B.1.351 are probably associated with a 
rapid increase in the number of infection cases in areas 
where high morbidity rates were previously observed. 
Therefore, it is imperative to establish if there is an 
increased risk of re-infection in people who have had 
COVID-19 [87]. There is information about isolation of 
a new SARS-CoV-2 strain (Fin-796H) that is similar 
to both the British and South African variants of the 
virus, but identification of this variant by PCR can be 
difficult.

It should be noted that mutations in the S gene are 
of particular interest to researchers. The GISAID re-
source regularly updates data on variants of the S pro-
tein gene of the SARS-CoV-2 virus. The most common 
variants as of January 2021 are shown in Fig. 1.

An analysis of 95 full-length SARS-CoV-2 genome 
sequences available in GenBank for the period from 
December 2019 to April 2020 revealed 116 mutations, 
with the most frequent mutations being 8782C > T in 
the ORF1ab gene, 28144T > C in the ORF8 gene, and 
29095C > T in the N gene. The identified mutations are 
supposed to affect the virulence and contagiousness of 
SARS-CoV-2 [88].

Another attempt to investigate a relationship be-
tween certain mutations in the SARS-CoV-2 genome 
and the virulence of the virus was made by Young et al. 
[89]. In particular, they studied how a 382-nucleotide 
deletion (Δ382) in the ORF8 region of the SARS-CoV-2 
genome affects the clinical features of infection. The 
Δ382 variant of SARS-CoV-2 was found to be probably 
associated with a milder infection.

Currently, the collection and analysis of data on any 
relationship between mutations in the SARS-CoV-2 
genome and the virulence and contagiousness of the 
virus is underway. The main mutations identified dur-
ing the year of circulation of the pandemic virus are 
presented in Fig. 1. Obviously, a significant proportion 
of the mutations affecting the transmissibility of the 
virus are present in the gene encoding the S protein. 
This very important finding should be considered by 
developers of vaccines against SARS-CoV-2, the over-
whelming majority of which are based on the S protein 
[90]. Sera from 20 people vaccinated with BNT162b2 
(RNA vaccine encoding the S protein) was shown to 
neutralize SARS-CoV-2 pseudoviruses with N501 and 
Y501 mutations [91]. Probably, other proteins of the 
virus, including the nucleocapsid N protein, should be 
considered during the development of vaccines. For 
example, 90% of the epitopes in the T-cell response are 
located in ORF1ab of the SARS-CoV-2 nucleocapsid 
protein gene [92].

SYSTEMATIZATION AND GEOGRAPHIC DISTRIBUTION 
OF SARS-CoV-2 GENETIC VARIANTS
Molecular genetic monitoring of the new coronavi-
rus infection and phylogenetic analysis has enabled 
us to identify various genetic SARS-CoV-2 variants 
different in their geographic distribution. There are 
several approaches to a comparative genomic analysis 
of SARS-CoV-2 variants. One of them, proposed by 
Forster et al., distinguishes three main SARS-CoV-2 
variants (A, B, C) that differ in their amino acid sub-
stitutions. During a phylogenetic analysis, the closely 
related bat coronavirus BatCoVRaTG13 isolated in 
Yunnan Province [93] was identified as ancestral and 
placed at the base of the phylogenetic tree (cluster A) 
[94]. There are two subclusters of A which distinguish 
themselves by the synonymous mutation T29095C. 
Variant B is derived from A by two mutations: the 
synonymous mutation T8782C and the nonsynonymous 
mutation C28144T changing a leucine to a serine. In 
this case, type C differs from its parent type by the 
nonsynonymous mutation G26144T which changes a 
glycine into a valine [94]. Types A and C circulate main-
ly in Europe and America. On the contrary, type B is 
most prevalent in East Asia and its ancestral genome 
has not, apparently, spread beyond East Asia, which 
suggests the existence of immunological or ecological 
resistance to this type outside Asia [94]. These studies 
were complemented by the work of a group of scien-
tists from Hong Kong [95] who performed a phyloge-
netic and philodynamic analysis of 247 SARS-CoV-2 
genome sequences available in the GISAID database 
as of March 5, 2020. Among them, four genetic viral 
clusters, called “super-spreaders” (SSs), were identi-
fied, which were responsible for the major outbreaks of 
COVID-19 in various countries. For example, SS1 was 
widely disseminated in Asia and the United States and 
was mainly responsible for the outbreaks in the states 
of Washington and California, as well as South Korea, 
while SS4 contributed to the pandemic in Europe. Us-
ing the signature mutations of each SS as markers, the 
authors further analyzed 1,539 SARS-CoV-2 genome 
sequences reported after February 29, 2020 and found 
that 90% of these genomes were super-spreaders, with 
SS4 being prevalent [95]. Drawing parallels with the 
study [94], it should be noted that the virus identified 
as SS1 is equivalent to type B, SS2 is equivalent to type 
C, and type A is an ancestral variant. The results of a 
geographic distribution of different viral types are the 
same in both studies.

A population genetic analysis of 103 SARS-CoV-2 
genomes revealed [96] that viruses may be divided into 
two main types (L and S) that differ in two point muta-
tions in the amino acid sequence of site 84 (S84L) of the 
ORF8 gene. Although the L type (~70%) is more preva-
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lent than the S type (~30%), the results of an evolution-
ary analysis suggest that the S type is most likely the 
ancestral SARS-CoV-2 version. In addition, the L type 
might be more aggressive and spread faster than S and 
human intervention may have changed the L/S ratio 
soon after the first outbreak of SARS-CoV-2. However, 
it is currently unclear whether the L type originated 
from the evolution of the human S type coronavirus 
or intermediate hosts. It is also unclear whether the L 
type is more virulent than the S type [96].

To assess the relationship between genetic mutations 
and the level of virus virulence, Zhang et al. analyzed 
clinical, molecular, and immunological data from 326 
patients with a confirmed SARS-CoV-2 infection in 
Shanghai [97]. They identified two major clades. Clade I 
included several subclades characterized by differenc-
es in ORF3a: p.251G> V (subclade V) or S: p.614D> G 
(subclade G). Clade II differs from clade I in two linked 
mutations in ORF8: p.84L> S (28144T> C) and ORF1ab: 
p.2839S (8782C> T). This classification is inconsistent 
with the S/L classification [96] despite the fact that 
it is based on the same two related polymorphisms. In 
addition, the authors did not find any significant dif-
ferences in the mutation rate and transmissibility in 
viruses belonging to clade I or II or in the clinical fea-
tures of the diseases they cause.

Another approach to the systematization of genetic 
SARS-CoV-2 variants is offered in a preprint [98]. 
The authors compared viruses at a genome-wide level 
using the Jaccard similarity coefficient. In this case, 
they did not include information on the geographical 
origin of the samples into the analysis and did not try 
to model the evolutionary relationships of different 
SARS-CoV-2 genomes using a phylogenetic analysis. 
Nonetheless, the results of their analysis reflect the 
chronological spread of SARS-CoV-2 around the 

globe, from the first cases detected in China to the 
current outbreaks in Europe and North America. In 
addition, the use of the nucleotide sequences of 7,640 
SARS-CoV-2 genomes presented in the GISAID da-
tabase revealed that viruses cluster in four distinct 
genetic subgroups [98].

An analysis of tens of thousands of SARS-CoV-2 ge-
nomes, performed by a team of scientists from Temple 
University, identified an ancestral strain (preprint 
[99] published on the bioRxiv.org website). Over time, 
mutations in the ancestral virus genome gave rise to 
seven dominant lineages that spread across different 
continents. The use of molecular barcoding technology 
revealed that the genome sequences of the North Amer-
ican coronaviruses differed from those of the coronavi-
ruses in circulation in Europe and Asia at that time [99].

An analysis of 75 whole genomes revealed six clus-
ters, named Wuhan, Diamond Princess, Asian, Euro-
pean, USA, and Beijing [100]. Mutations in the gene en-
coding the spike glycoprotein S found in samples from 
South Korea, India, Greece, Spain, Australia, Sweden, 
and Yunnan may suggest a predominance of mutated 
strains with varying virulence.

Despite the variety of approaches to the classifi-
cation of SARS-CoV-2, the GISAID consortium has 
developed its own generalized classification system 
[101] that distinguishes seven major clades (based on 
characteristic sets of mutations): S, L, V, G, GH, GR, 
and GV (Table 2).

According to [68], the G and GR clades are prevalent 
in Europe, while S and GH are predominant in North 
and South America. The reference clade L is represent-
ed mainly by sequences from Asia. Currently, the clade 
G and its offspring, GH and GR, are the most common 
clades among the sequenced SARS-CoV-2 genomes, 
globally accounting for 74% of all known sequences. In 

Table 2. Modern approaches to the subspecies classification of SARS-CoV-2

Clades (GISAID [101]) and characteristic mutations
Lineages 

(Rambaut 
[103])

Clades (Hodcroft [105]) and char-
acteristic mutations

S C8782T, T28144C, including NS8-L84S A 19A
19B

C8782T
T28144C

L C241, C3037, A23403, C8782, G11083, G26144, T28144 (reference 
sequence is strain WIV04, GISAID: hCoV-19/Wuhan/WIV04/2019) B.2 20A C3037T, C14408T, and 

A23403G

V G11083T, G26144T NSP6-L37F + NS3-G251V B.1

G C241T, C3037T, A23403G, including S-D614G B.1*

GH C241T, C3037T, A23403G, G25563T including S-D614G + NS3-Q57H B.1.1. 20C C1059T and G25563T

GR C241T, C3037T, A23403G, G28882A, including S-D614G + N-G204R 20B G28881A, G28882A, and 
G28883C

GV C241T, C3037T, A23403G, C22227T, including S-D614G + S-A222V
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particular, the GR clade, which carries a combination 
of S protein D614G and N protein RG203KR muta-
tions, is currently the most abundant representative 
of SARS-CoV-2 worldwide. The original viral strain, 
represented by the clade L, still accounts for just 7% of 
the sequenced genomes [68].

An analysis of 1,566 SARS-CoV-2 genome se-
quences isolated in 10 Asian countries was carried 
out in [102]. The sequences were compared with the 
reference sequence of the WIV04 strain (Accession 
No. MN996528.1) to identify potential mutations in 
different regions of the genome. An in silico analysis 
showed that isolates from 10 Asian countries form 
clades G, GH, GR, L, S, O, and V. The highest mutation 
rate was detected in the GH and GR clades [102].

The GISAID classification is complemented with 
a more detailed, dynamic nomenclature system pro-
posed by Rambaut et al. [103]. According to this system, 
81 SARS-CoV-2 lineages can be distinguished, with 
most of them belonging to the A, B, and B.1 lineages. 
Six lineages derived from lineage A (A.1–A.6) and two 
descendant sublineages of A.1 (A.1.1 and A.3) are iden-
tified. Also, there are 16 lineages derived from lineage 
B. Lineage B.1, comprising 70 sublineages as of April 
2020, is predominant. Lineage B.2 has six descendant 
sublineages. According to this classification, clades S, 
V, G, GH, GR, and GV correspond to lineages A, B.2, 
B.1, B.1*, and B.1.1 (Table 2) [68]. Based on this system, 
the pangolin software was developed [104]. It allows 
automatic classification of new genomes.

Another approach to systematization is described in 
a work by Hodcroft et al. [105]. The authors propose to 
name major clades by the year they emerged. In this 
case, the clade is formed from strains that have cir-
culated for several months and have a characteristic 
geographic distribution. According to this classification, 
the following clades can currently be distinguished: 
19A, 19B, 20A, 20B, and 20C (Table 1). Clades 19A and 
19B were prevalent in Asia at the start of the pandem-
ic, while 20A was detected in Europe in early 2020. 20B 
is another European clade, while 20C is a largely North 
American clade.

Therefore, efforts to develop a convenient and un-
derstandable classification system for the pandemic 
SARS-CoV-2 continue. It should be noted that at the 
time of preparation of our manuscript, no official ICTV 
guidelines for SARS-CoV-2 subspecies taxonomy had 
been published.

At the end of January 2020, the first cases of 
SARS-CoV-2 infection were detected in Russia, and 
since May 2020, Russia has been among the four coun-
tries with the largest number of confirmed COVID-19 
cases. As of March 2021, 4.3 million cases of COVID-19 

and 87,000 deaths have been reported in Russia. How-
ever, the outbreak in Russia began later than that in 
many neighboring European countries, possibly due 
to the measures taken to restrict transport links with 
China. A phylogenetic analysis of SARS-CoV-2 isolates 
from Russia showed that most samples correspond to 
the B.1, B.1.1, and B.1* lineages (PANGOLIN nomen-
clature) or to the G, GR, and GH clades (GISAID no-
menclature), which are widespread in Europe [106]. 
In this case, the most prevalent genetic lineage is 
GR/20B/B.1.1 (GISAID/Nextstrain/Pangolin nomen-
clature, respectively) [107]. A phylogenetic analysis of 
Russian strains revealed that, as elsewhere, Russian 
SARS-CoV-2 isolates were characterized by a low mu-
tation rate. However, a high rate of nonsynonymous 
mutations leading to non-conservative substitutions 
was found. Most of the nonsynonymous substitutions 
were found in nucleotide sequences encoding the N 
nucleoprotein. This finding may serve as indirect evi-
dence of intensive circulation of the virus in the human 
population and its adaptation to new carriers [108].

CONCLUSION
The global spread of SARS-CoV-2 with the abrupt on-
set of a pandemic of viral infection new to the human 
immune system has created conditions where it is pos-
sible to collect sufficiently convincing data on whether 
the structure of clinical COVID-19 forms depends on 
dynamic changes in the genetically determined biolog-
ical properties of the virus, or if it is determined only 
by the characteristics of the host. This issue is fun-
damental to vaccine development and public health 
resource planning. Twelve months since the start of 
the spread of the new coronavirus in the human popu-
lation, there is less and less doubt about the divergence 
of SARS-CoV-2; i.e. about the emergence of strains 
that differ in their biological properties, which is due to 
the high plasticity of the genomes of RNA viruses and 
favorable conditions for their evolution.

Any changes in the viral genome that disrupt the 
interaction with the host cell or alter the conditions 
of coronavirus reproduction, expression of the host’s 
genes, or resistance to the host’s immunity can change 
the degree of virus contagiousness and virulence. Fur-
thermore, the biological properties of the virus can be 
altered by one or more point mutations, as has been 
shown in a number of studies. In this case, the interac-
tion between the coronavirus and the host is the key 
to the pathogenesis of the coronavirus diseases and, 
ultimately, determines the outcome of the infection. 

This study was supported by the Russian Foundation 
for Basic Research (project No. 20-04-60079).
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INTRODUCTION
Biochemiluminescence is the generation of photons 
in biological systems. There is also the term “biolumi-
nescence,” which is, strictly speaking, meaningless, 
since it stands for light emission produced by chem-
ical reactions in living organisms. The luminescence 
in these systems results from reactions involving free 
radicals. Chemiluminescence detection is used to study 
the reactions and the impact of various factors such as 
antioxidants on this process. Prior to directly describing 
chemiluminescence and its mechanisms of occurrence 
in biological systems, several words should be said 
about the systematization of biological model systems.

BIOLOGICAL MODEL SYSTEMS IN THE 
STUDY OF FREE RADICAL REACTIONS
An experimental model system is a material system 
that, once affected by a physical, chemical, biological 

or any other factor, can provide information about the 
effect of the factor on the original system. Here, we 
present a classification of the experimental model sys-
tems used in biological studies.

A. Biological model systems:
A1. Laboratory animals. This model most fully rep-

resents the properties of the human body. However, 
the taxonomic characteristics of the animals used (e.g., 
the ability to synthesize vitamin C) should be taken into 
account. This will allow for understanding how the re-
sult obtained in this model can be applied to the human 
body. An example is the study of free radical processes 
in mice carried out by the M.V. Listov research team 
[1, 2] and a model of acetaminophen- (paracetamol-) 
induced liver cirrhosis in rats [3];

A2. Animal embryos. The main difference of this 
model from the previous one is that it allows for reduc-
ing the experimental time and studying a more com-
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plete set of effects thanks to the fact that regulations 
regarding laboratory animals do not apply to embryos 
at early developmental stages. An example is the work 
on the effects of vitamin E deficiency and hypervita-
minosis on Brachydanio rerio (zebrafish) parents stud-
ied in fish embryos [4];

A3. Neuromuscular agent. The free radical nature of 
excitation and inhibition in neuronal tissue was demon-
strated using this model [5];

A4. Cell cultures. This model is used to determine the 
formaldehyde level by registering chemiluminescence 
enhanced by coumarin derivatives under conditions of 
artificially induced stress [6];

A5. Mitochondrial culture. This model allows for 
the study of mitochondrial processes. An example is 
the works on chemiluminescence detection in mito-
chondrial suspension conducted by Yu.A. Vladimirov 
et al. [7–9]. The results of those studies suggest that 
peroxidation of lipids in mitochondrial membranes is 
initiated in condition of deficiency of the enzymes that 
catalyze β-oxidation of fatty acids. Another example is 
an isolated culture of plant plastids: e.g., chloroplasts 
[10];

A6. Tissue samples. In the study of tissues obtained 
directly from animals, a laboratory animal serves as an 
experimental model. Biochemiluminescence was first 
detected in a tissue sample [11]. The method of detect-
ing the chemiluminescence of blood and its fractions is 
used in many studies [12–16];

A7. Fungi model. The most commonly used experi-
mental model is baker’s yeast (Saccharomyces cerevi-
siae). This model was used to study oxidative stress by 
detecting chemiluminescence [17];

A8. Plant models. This group of models includes both 
whole plants, seedlings, individual organs, and cultures 
of plant cells and tissues. An increase in the concen-
tration of the superoxide anion radical upon enhanced 
activity of lipoxygenases was shown in bean cotyledons 
[18]. Another example is the use of the chemilumines-
cence detection method in the study of a peptide ligand 
binding to a cell receptor [19].

A large group of models called molecular models can 
be also distinguished; it includes two groups of systems.

B. Conditionally biological experimental models:
B1. Models based on biological molecules isolated 

from living organisms. Examples include cytochrome c 
and cardiolipin isolated from animals [20] and Escheri-
chia coli DNA [1];

B2. Molecular models based on biological molecules 
isolated from living organisms and artificially synthe-
sized molecules identical to them. Examples are the 
study of the participation of coumarin derivatives in 
the reaction catalyzed by the cytochrome c complex 
with cardiolipin using cytochrome c isolated from the 

horse’s heart and artificially synthesized tetraoleyl 
cardiolipin [21];

C. Models based on synthetic polymers and low-mo-
lecular-weight organic compounds. Technically, these 
models cannot be considered biological. However, some 
data obtained with their use can be applied to living 
systems. In addition, these models are often the most 
suitable choice for studying the basic principles of free 
radical reactions:

C1. A molecular model that uses biomolecules and 
their non-biological analogue. For instance, the dodecyl 
sulfate anion is used as a cardiolipin analogue to study 
changes in cytochrome c properties upon its binding 
to phospholipids [22]. This model makes it possible to 
study the complex of cytochrome c with cardiolipin, 
which induces peroxidation of lipids in mitochondrial 
membranes, resulting in the activation of apoptosis 
through the mitochondrial pathway [23];

C2. Molecular model using a synthetic polymer. This 
model was used to study chemiluminescence produced 
by polymer decomposition [24] and the kinetics of alkyl 
radical decay in polyethylene [25];

C3. Molecular model based only on low-molecu-
lar-weight organic compounds. The use of this model 
made it possible to obtain data on the nature of the 
chemiluminescence caused by reactions involving 
hydrocarbon radicals through the action of the prod-
ucts of thermal decomposition of α

1
,α

2
-azobisisobuty-

ronitrile [26]. Hydrocarbons can be considered a very 
convenient model for studying free radical reactions 
involving lipids, since the tails of lipid molecules are 
hydrocarbons. The results of such work have been 
published [26, 27] and contributed to the study of the 
mechanisms of lipid peroxidation [28–31].

CHEMILUMINESCENCE AND ITS MECHANISM
Emission of light of very low intensity by biological 
objects was first noticed at the end of the first third of 
the previous century: V.V. Lepeshkin discovered the 
emission from photographic plates lying on biological 
samples. He considered this radiation to be ultraviolet 
emitted during protoplast coagulation upon cell death 
and called it necrobiotic radiation [32, 33]. A.G. Gurvich, 
who detected luminescence of a suspension of fission 
yeast, suggested the signaling role of the luminescence 
of biological samples in the ultraviolet spectral region. 
He further called this luminescence “mitogenetic radi-
ation” [34].

Subsequenly, with the help of photomultipliers, 
in the third quarter of the 20th century visible light 
emission of extremely low intensity produced by bi-
ological objects of plant origin [36] and animal tissues 
[11] was detected and called ultraweak chemilumines-
cence in the English language literature [35]. Chemilu-
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minescence of intact tissues, mitochondria [7–9], and 
chloroplasts [10] was discovered. In the early 1970s, 
R. Allen discovered chemiluminescence of human blood 
leukocytes during bacterial phagocytosis [37, 38]. This 
discovery made it possible to use chemiluminescence 
as a clinical method for determining immunoreactivity.

Chemiluminescence is luminescence caused by the 
transition of various metabolites of free radical reac-
tions from an electronically excited state (EES) to the 
ground state [39, 40].

Free radical reactions in biological systems
A free radical is a particle with a free valence that is 
due to the presence of an unpaired electron. M. Gomb-
erg was the first to describe radicals at the beginning 
of the 20th century [41–43]. Free radicals are highly 
reactive, meaning that they are chemically unstable 
and have a short lifetime. The molecular structure of 
a radical can affect its stability. For example, methyl 
groups [44, 45] and an iminoacetyl group in the para 
position [44] stabilize the quinone radical.

Radical forms of the respiratory chain components 
were discovered in the middle of the 20th century: 
single-electron energy transfer was described [46–48]. 
Previously, redox reactions in biological systems were 
believed to involve only the release and acceptance of 
two electrons simultaneously [31].

One of the most important radicals in oxidative 
stress is the superoxide anion radical (O

2
●−), resulting 

from the interaction between a semiquinone radical 
(semi-reduced ubiquinone) and molecular oxygen at 
the inner side of the mitochondrial membrane, in the 
respiratory complexes III [49] and I [29], and in the 
cytoplasm (in the NADPH oxidase complex in the en-
doplasmic reticulum membrane or plasmalemma) [50, 
51]. In addition, the superoxide radical is formed during 
the oxidation of hemoglobin to hemin [2]. The result-
ing superoxide radical participates in neurohumoral 
regulation [1, 2, 5, 52]. M.V. Listov et al. found that the 
superoxide anion radical formed in the blood promotes 
the generation of cell surface potentials, acting as a 
trigger for effectors [5]. In particular, the superoxide 
radical contributes to automatic contractions of the 
myocardium, acting on the sinoatrial node of the cardi-
ac conduction system [52] and serving as a major factor 
in the depolarization and hyperpolarization of the cell 
membrane. Thus, the superoxide radical triggers the 
mechanisms of excitation and inhibition on the surface 
of conducting fibers [5]. Along with nitrogen monoxide 
formed by NO-synthases, the superoxide anion radical 
was called primary in the classification proposed by 
Yu.A. Vladimirov [29]. This term indicates that forma-
tion of both radicals is catalyzed by enzymatic systems 
[29, 53].

Primary radicals form the following molecular prod-
ucts: O

2
●− is either converted to hydrogen peroxide by 

superoxide dismutase or reacts with NO● producing 
the toxic peroxynitrite ion ONOO¯ [54]. Superoxide can 
also reduce the ferric iron in ferritin and the iron-sul-
fur clusters of electron transport chains to a bivalent 
ion, which further reacts with hydrogen peroxide or 
hypochlorite to form an extremely reactive hydroxyl 
radical (●OH) and can branch lipid oxidation chains 
by reacting with lipid hydroperoxides. The hydroxyl 
radical can activate lipid peroxidation with formation 
of lipid radicals [29]. The resulting reactive oxygen and 
nitrogen species, as well as hypochlorite at low concen-
trations, act as secondary messengers. When cellular 
antioxidant systems are impaired (the major role is 
played by glutathione and glutathione peroxidase [56]), 
these radicals induce oxidative stress, leading to wither 
apoptosis [23, 58] or ferroptosis [59–61] through lipid 
peroxidation. It should be noted that lipid peroxidation 
leading to apoptosis is usually induced by cytochrome c 
complexed with cardiolipin. Binding of cytochrome c to 
cardiolipin changes its conformation so that the protein 
acquires the ability to catalyze lipid peroxidation [62–
64]. Ferroptosis is induced by initiation of the Fenton 
reaction by Fe2+ ions, followed by lipid peroxidation in-
itiated by hydroxyl radicals [59–61]. Both hydroxyl and 
lipid radicals are secondary in the Yu.A. Vladimirov 
classification [53]. The diagram in Fig. 1 shows major 
metabolic pathways involving free radicals. It should 
be noted that there is no unified system of terms de-
scribing free radical reactions in biological systems and 
oxidative stress.

Detection of free radicals in biological 
systems, intrinsic chemiluminescence
The method of chemiluminescence detection makes 
it possible to estimate the rate of free radical forma-
tion [28, 31]. This physical method is used to study free 
radical reactions together with chemical methods for 
detecting the molecular products of radical reactions. 
The most common marker of free radical reactions and 
the state of oxidative stress is one of the products of 
lipid peroxidation, malondialdehyde (MDA), whose 
concentration is determined using thiobarbituric acid 
(TBA) [65, 66]. In order to obtain more reliable results, 
the concentration of Schiff bases [67, 68], diene [69, 70], 
and triene [67] conjugates should be also measured. 
Other methods are based on the use of radical scaven-
gers: antioxidant enzymes such as catalase (H

2
O

2
) [71] 

and superoxide dismutase (O
2

●−) [69], phenolic antiox-
idants for hydroxyl/lipid radicals, and other organic 
molecules [71]. The main disadvantage of chemical 
methods is the impossibility of determining the nature 
and concentration of free radicals [29].
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The method of electron paramagnetic resonance 
(EPR), developed in the middle of the 20th century [72], 
makes it possible to detect and identify many radicals 
by analyzing the hyperfine structure of EPR signals 
[73, 74]. However, the use of EPR is hampered by the 
short lifespan and, thus, low concentration of free radi-
cals [75]. For this reason, only the use of a flow-through 
system with a high consumption of reagents made it 
possible to detect radicals formed in the reaction be-
tween Fe2+ cations and lipid hydroperoxides [76]. Re-
agent consumption can be reduced by using spin traps 
[1, 77], which, however, can affect the biochemical 
reactions in the system, and also be destroyed in some 
of them [29]. Free radical reactions in heme-dependent 
exophthalmos were studied using EPR and infrared 
(IR) spectroscopy [1]. Another physical method, spec-
trophotometry, should be also mentioned. This method 
was used to determine the concentration of oxidation 
products when studying the mechanisms of hetero-
auxin (β-indoleacetic acid) oxidation by horseradish 
peroxidase and tobacco anionic peroxidase [78]. The 
concentration of lipid peroxidation markers in the 
overwhelming majority of cases is also determined us-
ing spectrophotometry. Coumarin derivatives used as a 
luminescent additive to assess the peroxidase proper-

ties of the cytochrome c complex with cardiolipin were 
studied using spectrophotometry and chemilumines-
cence detection [21].

The method of chemiluminescence detection makes 
it possible to study the intensity of reactions involving 
short-lived radicals. This is possible thanks to the large 
amount of energy produced in a radical reaction and 
partially released in the form of photons [40].

Here we present widely available information on 
the kinetics of reactions accompanied by chemilumi-
nescence. In these reactions, the initial substances R 
form free radicals R●, which can generate electronically 
excited products P* in a subsequent reaction, which, in 
turn, when converted to the ground state P, can emit a 
photon (hν). The chance of formation of an EES product 
is very high if the activated complex of reagents and 
reaction products has states with different multiplic-
ities [40]. For the convenience of further description 
of the processes under consideration, we present the 
general scheme of a chain reaction with the formation 
and participation of free radicals, followed by photon 
emission:

                               ν→ → → + hR R P P
k k k

*
1 2 3

.  (1)

Fig. 1. Metabolic pathways involving free radicals [29, 54–57]
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It should be noted that, in most cases, the chemi-
luminescence spectrum does not correspond to the 
fluorescence spectrum of the product P* but corre-
sponds to its phosphorescence spectrum [79]. This 
clearly indicates that products P* are in a triplet 
excited state.

The intensity of chemiluminescence (J) is propor-
tional to the rate of the third reaction in the abovemen-
tioned scheme (1): J∝k

3
[P*].

Due to the high rate of free radical conversion to 
reaction products, the steady state, when the rates of 
all reactions in the reaction chain are equal, is quick-
ly established in the system. Thus, the luminescence 
intensity is proportional to the rate of free radical for-
mation v

1
 (reaction with the rate constant k

1
). Hence, 

the chemiluminescence intensity is also proportional to 
the steady-state concentration of free radicals, which 
can be determined based on the rate of their formation 
and the rate constant of conversion to EES products 
[40, 80]:

                                           ∝ = ⎡⎣ ⎤⎦J v k R1 2   (2)

                                          ⎡⎣ ⎤⎦ =
v
k

R 1

2

.  (3)

It is important to note that both the EPR method and 
fluorimetry/spectrometry are used to determine the 
concentrations of substances, which are free radicals 
[R•] in our case. The [R•] value, and thus the recorded 
signal, decreases with the growth of radical reactivity; 
i.e., with an increase in k

2
. Therefore, active radicals, 

even with an extremely high production rate, are not 
detected by EPR because of the high k

2
 value: i.e. high 

rate of their conversion to reaction products. However, 
the chemiluminescence intensity does not depend on 
the concentration of radicals but rather on the rate of 
free radical reactions. For this reason, this method can 
be used to detect even the most reactive radicals at 
extremely low concentrations [80].

Quantum yield of intrinsic chemiluminescence
Two concepts of the quantum yield should be men-
tioned when considering chemiluminescence: the 
quantum yield of excitation (Q

ex
), which is the ratio of 

reaction product molecules in EES to the total number 
of reaction product molecules; and the luminescence 
quantum yield (Q

lum
), which is the ratio of molecules in 

EES emitting a photon to the total number of molecules 
in EES. The total yield of luminescence, namely chemi-
luminescence (Q

ChLum
), is equal to their multiplication: 

Q
ChLum

 = Q
ex

 · Q
lum

 [40].
Let us consider the reactions presented in scheme (1) 
with the rate constants k

2
 and k

3
 in more detail:

                      A B P
k

*
2

+ →  + other products.  (4)

A chemiluminescent reaction [40].

                                   hP P
k

*
3

ν→ + .  (5)

A luminescenct reaction [40].

                                        P P
k

*
not3

→ .  (6)

Nonradiative transition [40].
The quantum yield Q

lum
 of reaction (5) is the quan-

tum yield of the product photoluminescence, which is 
close to zero in most biochemical reactions. However, 
the quantum yield Q

ex
 in the case of formation of EES 

products is also extremely low, since most chemical 
reactions in aqueous solutions at ambient temperature 
result in the formation of unexcited molecules in the 
ground electronic state [29] (“other products” in reac-
tion (4) with the constant k

2
). The total quantum yield 

of chemiluminescence evaluating the rate of free radi-
cal formation is calculated using the following formula:  
Q

ChLum
 = Q

ex
 · Q

lum 
[40]. This luminescence is called su-

perweak due to such a low value of the quantum yield 
of biochemiluminescence [31, 81].

The quantum yield value, and hence, the resulting 
chemiluminescence intensity, can be calculated using 
the formulas [40]:

                                      Q
k

k klum
3

3 3not

=
+

     (7)

                 J k Q
k

k k
kP A B3

*
ex

3

3 3
2

not

= ⎡⎣ ⎤⎦ =
+

⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ ,  (8)

where k
3
 is the rate constant of reaction (5), k

3not
 is the 

rate constant of reaction (6), k
2
 is the rate constant of 

reaction (4), and J is the chemiluminescence intensity.
Apparently, not every light quantum entering the 

luminometer is capable of ejecting an electron from 
the photocathode of the photomultiplier tube [31]. 
Therefore, the software of modern luminometers takes 
into account the light collection coefficient (the ratio of 
quanta reaching the photocathode to the total number 
of quanta emitted by the system [82]) and the quantum 
yield of the photocathode (the ratio of electrons ejected 
from the cathode to the number of quanta reaching the 
cathode).

Chemiluminescence mechanism in the 
peroxidation of biological molecules
Lipid peroxidation is one of the main processes contrib-
uting to ferroptosis [60, 61, 83] and apoptosis through 
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the mitochondrial pathway [23]. Therefore, most at-
tention in the study of these processes is focused on 
radical reactions involving lipids. However, the scheme 
describing lipid radical reactions accompanied by 
chemiluminescence is generally valid and can be ap-
plied to chemiluminescent reactions involving proteins, 
as shown by I.I. Sapezhinskij and E.A. Lissi [75, 84–86], 
and nucleic acids in solutions exposed to low-frequency 
electromagnetic radiation [87, 88]. It should be noted 
that, for luminescence to occur, the energy yield of 
the reaction must be ≥ 40 kcal/mol (167.5 kJ/mol) [40]. 
The mechanisms of luminescence were initially discov-
ered and studied in model systems based on synthetic 
polymers [24, 89] and low-molecular-weight organic 
compounds [26, 90, 91]. For instance, alkyl radical decay 
in polyethylene was studied [25] and the results of a 
spectrometric study of the chemiluminescence accom-
panying the oxidation of polycarbonate, polystyrene, 
and polyethyl methacrylate by the products of thermal 
decomposition of dicyclohexylperoxydicarbonate with 
the total quantum yield of chemiluminescence equal to 
10-9 were published [24].

Lipid peroxidation, which mostly involves polyun-
saturated acyl chains, is presented not as a single reac-
tion, but a cascade of branched chain reactions [92–94]. 
Below is the detailed scheme of reaction (4) with the 
overall rate constant k

2
:

                         → →
− +⎡⎣ ⎤⎦

R H R R OO
k k

1

; H

1

O ;  

1

a1 2 2

  (9)

                     + → +R OO R H R OOH R
k

1 2 1 2

b2

  (10)

                              + ⎡⎣ ⎤⎦→R O R OO
k

2 2 2

a2

.  (11)

Lipid hydroperoxides ROOH very easily become the 
source of new lipid oxidation chains, according to the 
general principles of such reactions [95, 96]:

                         + → +− −e ROOH RO OH
k c2

  (12)

                            + → + −RO RH 2R OH .  (13)

Formation of oxygen radicals is a key step in a cas-
cade of reactions producing chemiluminescence. De-
spite the well-known fact that molecular oxygen is a 
luminescence quencher [97], the presence of oxygen in 
a system with proteins and hydrocarbons enhances the 
chemiluminescence intensity, as shown in the middle 
of the 20th century [26, 40, 75, 80, 90, 98]. This allows 
one to assume that the excited particles that ultimate-
ly emit light result from the recombination of oxygen 
radicals. It should be also noted that, in addition to pro-

teins and hydrocarbon groups, luminol can also serve as 
a substrate for oxidation followed by photon emission 
[99, 100]. However, the resulting luminescent product 
is in a singlet but not triplet EES, which is typical of 
excited products of free radical reactions involving 
hydrocarbon groups. Luminol is widely used as an ad-
ditive enhancing the chemiluminescence intensity.

The chemiluminescence accompanying lipid peroxi-
dation reactions is caused by the disproportionation of 
ROO• radicals [27, 90]. Generally speaking, this process 
can be described as follows [90]:

 ( )→ + + − +Q Q2ROO ROH R=O 1 R=O O
k

ex
*

ex 2

e2

.  (14)

The mechanism of disproportionation of peroxyl 
radicals with the formation of a carbonyl compound, 
alcohol, and an oxygen molecule was first described 
by G.A. Russell [101] and later named after him. The 
reaction (14) is termination of the radical oxidation 
chain, while reaction (10) is a chain extension reaction. 
G.A. Russell determined the average ratio of the rate of 
reaction (10) to the rate of reaction (14), which is equal 
to 7.4 for the hydrocarbon model system [101].

Reaction (14) is a second-order reaction. Thus, it is 
described by a known mathematical equation:

                                    
C C

k t1 1
e

0
2− = ,  (15)

where t is the time from the beginning of the reaction, 
C and C

0
 are concentrations of ROO• radicals at time 

t and at the beginning of the reaction, respectively. 
However, M. Dole [102] states that some ROO• radicals 
in the system may not undergo disproportionation. The 
concentration of these radicals is further denoted by 
letter A. According to [102], the resulting formula for 
(15) is the following (the equation is presented in two 
forms for convenience):

π π π( )( ) ( )−
=

−
+

−
−

− +

t
C C C A Dr

t
C A D C A r Dt

1

4

1

2 20 0

2

0 0 0

2

0

π π π( )( ) ( )−
=

−
+

−
−

− +

t
C C C A Dr

t
C A D C A r Dt

1

4

1

2 20 0

2

0 0 0

2

0

      
π π π

π π

( )
( )

( )
( )−

=
+ − +

− +

t
C C

Dt Dr t C A r Dt

Dr C A r Dt

4 2

4 20

0 0 0

0 0

2

0

,  (16)

where r
0
 is the distance between radicals they react 

within, and D is the sum of diffusion coefficients of the 
reagents.

Photon emission occurs during the transition of ke-
tone formed in reaction (14) from triplet EES to the 
ground state:
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                                 →R=O R=O
k

*
3

 + photon.  (17)

The emitted light has a maximum intensity in the 
region of 450–550 nm [103].

Reaction (14) proceeds with tetroxide formation, 
followed by its decomposition to alcohol and a diradical 
due to mechanical stress in the molecule skeleton: this 
is the time point when electrons are separated in the 
molecule. Next, an oxygen molecule is released and a 
triplet EES ketone is generated [27, 80]. However, there 
is a high chance that tetroxide can decompose again 
to two lipid peroxyl radicals. This is supported by the 
fact that the diffusion rate constant for these radicals 
is orders of magnitude higher than the rate constant 
of their disproportionation [27]. A graphic representa-
tion of the Russell mechanism is presented in Fig. 2A. 
The resulting oxygen can be in singlet EES. According 
to [104], the quantum yield of O

2
 excitation is ≈11%. 

Luminescence with a maximum at 634 and 703 nm is 
observed upon transition of oxygen to the ground state 
[103, 105].

Due to extremely low values of the quantum yields 
of formation of excited ketone molecules and their lu-
minescence (in this case, phosphorescence), the total 
quantum yield of chemiluminescence is only 10–8 [80].

The relationship between the concentration of lipid 
peroxyl radicals and luminescence intensity J is deter-
mined by the equation [24, 40]:

                           = ⎡⎣ ⎤⎦J Q k ROOeChLum 2

2
,  (18)

where J is the total light input at all wavelengths and in 
all directions and Q

ChLum
 is the quantum yield of chemi-

luminescence.
Apart from the Russell mechanism, there is another 

path of formation of carbonyl compounds in triplet 
EES: decomposition of the dioxetane group resulting 
from peroxide cyclization [86]. This process is presented 
graphically in Fig. 2B.

E.J. Bechara et al. investigated the mechanisms of 
dioxetane formation and decomposition [103]. The 
obtained data showed that, in addition to the clas-
sical non-radical decomposition of dioxetane to two 
carbonyl compounds in a triplet EES and the ground 
state, a radical containing a carbonyl group is formed 
instead of the second compound, as well as either lipid 
peroxide or lipid peroxyl radicals. Having avoided the 
Russell mechanism, these radicals can form a lipoxyl 
radical RO•, which can convert to an alkyl radical and 
a carbonyl compound or a radical with a either oxe-
tane or oxirane structure, which rapidly decomposes, 
producing a tertiary radical bound to an alkoxy group 
[103]. The review by G. Cilento and W. Adam [106] 

presents various mechanisms of production of diox-
etanes, with their subsequent cleavage to an excited 
product. In addition to the classical reaction scheme, 
the mechanism of aldehyde oxidation by oxygen 
through the formation of dioxetane, followed by the 
production of formic acid and excited aldehyde in the 
form of the next lower homolog, was shown [106]. The 
mechanism of formation of an excited ketone during 
oxidation and decomposition of diethylstilbestrol and 
other similar mechanisms were also described. Dioxe-
tane can result from the oxidation of a phenol radical, 
which is produced during the interaction between 
phenol and a lipid peroxyl radical, by oxygen. This 
reaction is part of the mechanism of action of phenolic 
antioxidants [107]. Other ways of formation of excited 
products, such as recombination of two tertiary al-
cohol α-radicals, formation of excited products upon 
“sticking” of radicals due to free valences, formation 
of an excited ketone upon dehydration of hydrocarbon 
hydroperoxide (including lipid hydroperoxides), etc., 
were also presented [107].

Let us return to lipid peroxidation. The rate of per-
oxide oxidation is the rate of formation of the products 
of lipid oxidation by hydroperoxide in reaction (10) 
with the rate constant k

2b
:


⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦

d
dt

k k J
Q k

ROOH
RH ROO RH .

e
2b 2b

ChLum 2

                               
⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦ = ⎡⎣ ⎤⎦

d
dt

k k J
Q k

ROOH
RH ROO RH .

e
2b 2b

ChLum 2

  (19)

Fig. 2. The main mechanisms of photon emission in lipid 
oxidation [81, 102, 104, 107]. (A) –disproportionation 
of peroxyl radicals. (B) – formation and decomposition 
of the dioxetane group (dioxetanone is presented in the 
diagram)

А

B

Photon
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Hence, the peroxidation rate is to a certain extent 
proportional to the steady-state concentration of free 
radicals in the system and depends on the chemilumi-
nescence intensity. Therefore, measuring the chemilu-
minescence intensity allows one to assess the changes 
in the lipid peroxidation rate over time and, thus, study 
the kinetics and the mechanism of this process [24].

The described relationship between the intensity of 
the intrinsic chemiluminescence accompanying free 
radical oxidation of lipids and the rate of this oxida-
tion was confirmed by the study of successive stages 
of chemiluminescence in model systems containing 
lipids (liposomes and mitochondria) with the addition 
of salts dissociating to Fe2+ cations [108, 109]. A study 
of the kinetics of such chemiluminescence with deter-
mination of the level of oxygen consumption, Fe2+ to 
Fe3+ oxidation, and mathematical modeling of reactions 
[110] made it possible to determine the equations of the 
lipid oxidation cascade, identify the rate constants of 
its main reactions, and also study the effect of various 
antioxidants on it. The method of chemiluminescence 
detection is a convenient tool to study lipid peroxida-
tion. This method was widely used by R.F. Vasil’ev 
[111–116], Yu.A. Vladimirov [62, 117–119], A.I. Zhurav-
lev [31], and other researchers [17, 30, 120–127].

As things stand, the study of the kinetics of lipid per-
oxidation caused by free iron ions is becoming relevant 
again. This is due to the discovery of another type of 
programmed cell death in 2012: ferroptosis [61], which 
is necrosis-like cell death caused by the oxidation of 
mitochondrial structures, primarily membranes, in-
duced by iron ions through the Fenton reaction [59, 83, 
93].

Detection of intrinsic chemiluminescence is used in 
the study of various biological model systems [29, 128, 

129]. In addition to lipid peroxidation, NO synthesis 
also causes tissue chemiluminescence, as shown by 
J.F. Turrens et al. in perfused lung and model systems 
[130, 131]. Interaction of peroxynitrite with proteins is 
another source of chemiluminescence [132], with in-
teraction of peroxynitrite with tryptophan making the 
greatest contribution to luminescence, while reaction 
with phenylalanine provides a somewhat smaller yield 
[131]. This method for detecting intrinsic chemilumi-
nescence has been successfully used in the study of the 
peroxidation of lipids comprising low-density lipopro-
teins in blood plasma stimulated by neutrophils [133].

However, the intensity of intrinsic chemilumines-
cence is extremely low in the majority of cases [29, 31, 
134], which significantly complicates its detection. In 
addition, a study often requires the analysis of specif-
ic radicals. For example, lipid peroxidation reactions 
require an assessment of the presence of lipid radicals 
in the system. However, the method of chemilumi-
nescence detection has no specificity [29]. Therefore, 
most studies require the use of specific luminescent 
additives that enhance the signal through a migration 
of the electronic excitation energy from the molecules 
resulting from free radical reactions to them, followed 
by the emission of photons with a higher quantum 
yield than that of the products. These substances can 
be called enhancers or chemiluminescence activators; 
they will be discussed in the next part of the review.  

The author of this review is grateful to N.P. Lysenko, 
Professor of the Department of Radiobiology 

and Virology n.a. A.D. Belov and V.N. Syurin at 
K.I. Scriabin Moscow State Academy of Veterinary 

Medicine and Biotechnology, for help in preparing the 
English version of the article.
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INTRODUCTION
Over several years, the research focused on RNase P 
has been relying on standard oligonucleotides A, C, U, 
G in RNA (Fig. 1). That was sufficient to probe both 
the function and structure of the enzyme in bacteria 
[1–5]. However, once the focus switched to the study 
of the suppression of the activity of various genes, the 
advent of phosphoramidates (PMs; [6, 7]; see Fig. 2) and 
2’OMe nucleotides, which have the advantage of be-
ing characterized by a higher membrane permeability 
and nuclease resistance compared to those of standard 
oligonucleotides, has led to a spate of attempts using 
modified oligonucleotides (MOs) as antisense oligonu-
cleotides to turn gene expression off.

Various permutations of MOs (i.e., using different 
modified oligos at various positions in the antisense 
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Fig. 1. Schematic portrayal of the standard ribonucleotides with substitutes in different positions

molecules) proved unsuccessful in gene inactivation 
studies. Fully modified MOs were nonspecifically lethal 
in living cells. When using modified oligonucleotides, 
the application of RNase P and a particular MO to tar-
get gene expression has the potential to kill the bacteria 
being studied (gyr A, the ultimate target; [8]) in lethal 
gene suppression studies. In the present report, critical 
metabolism functions were not extensively studied.

The target chosen was the essential gene gyr A [8], 
the aspecific target gene sequence in the gene being 
almost invariant in several bacteria (Table 1). An MO 
with a 5’ peptide attached (Fig. 2) was used to test most 
of the bacteria with the gyr A target. This oligonucleo-
tide facilitated the import of MOs in bacteria.

RNase P will cleave any oligonucleotide containing 
the 3’CCA sequence and at least one extra nucleotide 
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at its 5’ end adjacent to the double-stranded region 
(For details please refer to Fig. 3) [9].  The initial ex-
periments to suppress the activity of the genes that 
provide drug resistance (penicillin, chloramphenicol) 
used the known properties of RNase P (Table 2, [10–
12]). The success of the new methodology is apparent: 
under the conditions used by us, Streptococcus and 
Staphylococcus were inhibited only to a level of 10–2 

after 6 h of incubation at 37°C. Two major pathogens, 
Yersinia pestis and Francisellatularensis, assayed using 
MOs in a slightly different way, were also inhibited to 

Fig. 2. The portrayal of a phosphoramidate with a basic 
peptide attached to the 5’ end. Courtesy of Sarepta

External guide 
sequence (EGS) – 

Stem type

Target mRNA

5'

5'

5'

3'

AUG RCCA 3'

RCCA 3'

Acceptor
stem

T stem-loopD stem-loop

Variable loop

ptRNA

Anticodon 
stem-loop

Fig. 3. (Left) Schematic 
portrayal of a tRNA precur-
sor with the arrow indicat-
ing the site of cleavage by 
RNase P (Right). Portrayal 
of a minimal substrate for 
RNase P

Table 1. The sequences of parts of the gyr A gene that are 
complementary to the E. coli gyr A gene listed above. 
Note the mismatches in Watson–Crick (W-C) base 
pairing. The mismatches are shown in red. Gyr 313-14 is 
simply the name of one of the preparations

a level of 40–50% [13, 14], but gyr A was not the tar-
get in the two cases, and these experiments were never 
pursued. The new methodology and the gyr A target 
can be employed to ensure a much lower survival rate 
under the conditions used.

Table 1 lists several sequences in bacteria that are 
complements to the E. coli gyr A sequence as a target. It 
is noteworthy that there are several W-C mismatches in 
some bacteria, but at the most three proved successful 
in the experiments that were performed. The viability 
of bacteria infected with an appropriate MO decreased 
from 3 to 6 orders of magnitude after the incubation 
with the MO at 37°C for 6 h (Table 2; Figs. 2 and 4). 
Several bacteria responsible for acute human infections 
(Streptococcus and Staphylococcus) can be inactivated 
in the way noted above. A MO with an attached pep-
tide facilitated the penetration of MO into bacteria, as 
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shown in Table 2 [15, 16] and Fig. 4. Subsequently, the in 
vitro inactivation of P. falciparum in red blood cells was 
tested again, with targeting of the gyr A gene of this or-
ganism [17, 18]. These experiments have been successful 
(Figs. 5 and 6). Note that the development of the P. fal-
ciparum is clearly inhibited (50%) at a MO concentration 
of 0.5 μg/ml (Fig. 6). The MO used was effective against 
P. falciparum cells, being resistant to different drugs 
(arteminisin, etc.), as well as against the normal parasite. 
The prospect of using the MO as an anti-malarial thera-
py remains to be explored.

The general method failed to work in one experi-
ment in mice where the amount of MO was inadequate 
and no lipofectamine was used to aid cell penetration of 
the MO and additionally there was no taking into con-
sideration the cost of MO synthesis and the enzymat-
ic subunit of Escherichia coli, RNase P. Research then 

Table 2. Inactivation of various genes using the antisense 
technology*

*Bacteria and P. falciparum were exposed to an antisense 
molecule (~ 5 ug/ml) at 37°C for 6 hrs. Please see the text 

for the details.

Fig. 4. Survival of P. falciparum in red blood cells after 
treatment with an antisense oligonucleotide

Fig. 5.  Development of P. falciparum in red blood cells 
after treatment with an antisense oligonucleotide. Fluo-
rescence microscopy images are shown on the right-hand 
side of the figure. No lysis of red blood cells by the fluo-
rescent dye occurred

subsequently shifted to bacterial infection in plants 
(e.g., inactivation of citrus plants by infecting bacteria).

The citrus industry in the U.S. has suffered devastat-
ing losses from infection by the insect Diaphorinacitri 
carrying a bacteria that renders saplings and trees un-
able to produce fruit [19]. Table 1 shows the sequence 
of the complement of the Wolbachia gyrA gene. Several 
Wolbachia species can infect citrus saplings. RNase P 
can be isolated from D. melanogaster S2 cells in vitro 
to indicate the ability of similar flies to produce the en-
zyme. It would cleave tRNA precursors and M1 RNA 
in separate experiments. To show cleavage of the gyr 
A sequence, the Wolbachia sequence (Table 1), the MO, 
and the gyr RNA were exposed to M1 RNA, as well as 
to the purified E. coli RNase P. Preliminary analysis of 
the M1 RNA MO reactions with gyrA RNA, with low 
levels of radioactivity, indicated that some successful 

A B
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cleavage took place. These experiments must be re-
peated, along with the reactions with the Wolbachia 
gyr A sequence, which has only three mismatches with 
E. coli gyr A. If these reactions succeed, confirming the 
lethality of Wolbachia in vitro, a method of administra-
tion to hundreds or thousands of saplings must still be 
developed.

The C. liberibacterasiaticus, another factor in in-
fecting saplings, has four mismatches in its gyr A gene 
compared to the one in E. coli (Table 1), an indication 
that complementarity would not be a valid counterpart 
in our experiments using MOs (Table 1).

Stetsenko et al. have recently synthesized a new 
modified oligonucleotide named mesyl MO (Fig. 6 [20]) 
that is DNA-based and is more effective in inactivat-
ing gene expression. Its lethality characteristics are in-
creased in comparison with previously designed mod-
ified oligos. RNase H attacks the DNA-miR21 hybrid. 
This new MO is much less successful in aiding cells sep-
arated by a scratch test to migrate during wound heal-
ing than cells transfected with other MO oligos (Fig. 7). 
This method of synthesizing mMO should be tested for 
inactivating the expression of the various genes men-
tioned in this paper. The new mesyl oligo is much more 
resistant to nonspecific nuclease degradation than oth-
er oligos and is 22 nts long, making it unique in human 
cells. A lipofectamine-driven encapsulation provides 
entry of this oligonucleotide into the cells in tissue cul-
ture. The targets listed in Fig. 7 include miR21, specific 
to the new MO, and other non-specific targets. At zero 
time, all the samples showed intact colonies.

During the past few years, antisense oligonucleo-
tides have been used to inhibit the function of various 
molecules in tissue culture cells. The prospect for de-
signing new antibiotics has not been quite as bright as 
was promised by the industry, but some results have 
been achieved with derivatives of aminoglycosides and 
a few other molecules. Derivatives of hammerhead ri-

bozymes are still being studied as potential mechanisms 
of gene inactivation. The design of small pieces of RNA 
with distinct three-dimensional structures as gene in-
activation inhibitors is in progress. Antisense has also 
been used to alter splicing reactions. In one case, anti-
sense molecules have been productively used as ther-
apy in cases of Duchenne muscular dystrophy [6]. The 
future of antisense molecules, modified or otherwise, 
appears bright. 

We thank Professors A. Gabibov and 
A. Belogurov Jr. for their encouragement, 

Prof. A. Forster for comments, and our esteemed 
colleagues at Yale for their valuable advice and work.

Structure of PO-ODNs, PS-ODNs, 
and µ-ODNs used in the study.

Fig. 6. Schematic 
portrayal of an oli-
gonucleotide with 
substitutions indi-
cated, including 
the mesyl group

Fig. 7. The kinetics of wound healing with different 
mesyloligonculeotides. Zero time points were identical 
or corresponded to whole colonies. A. The image of the 
colonies at different time points. B. The kinetics of wound 
healing. K is the control. Other non-specific targets are 
also indicated

A

B
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INTRODUCTION
The pathogenesis of Parkinson’s disease (PD), a fre-
quent neurodegenerative disorder, is based on the 
degradation of the brain’s dopaminergic nigrostriatal 
system that regulates motor function [1]. PD is charac-
terized by a prolonged asymptomatic preclinical stage 
during which there is activation of the mechanisms 
that compensate the insufficiency of the nigrostriatal 
system [2]. Only 20–30 years after the disease onset, 
when the dopaminergic neuronal loss in the substantia 
nigra (SN) has reached more than 50%, and the striatal 
dopamine level has decreased below its threshold value 
(20–30% of the control level), does the patient develop 
specific motor symptoms that enable the diagnosis to 
be made [3].

In this context, of great importance is the develop-
ment of a method for detecting latent neurodegen-
eration in the nigrostriatal system to diagnose PD long 
before the disease transits to its irreversible clinical 
stage. One of the most promising approaches is a chal-
lenge test involving short-term and reversible inhibi-
tion of tyrosine hydroxylase (TH), the key enzyme of 
dopamine synthesis [4]. The use of such an inhibitor at a 
dose that lowers the striatal dopamine level by 30–40% 
relative to its control values will not cause motor disor-
ders in healthy people. In turn, the striatal dopamine 

level at the preclinical PD stage is initially reduced and 
its further decrease by an inhibitor will lead to hitting 
the threshold of motor symptoms manifestation, which 
enables the diagnosis to be made [5].

As a challenge agent, we used monoiodotyrosine 
(MIT), a reversible TH inhibitor that is present in the 
body as an intermediate in the synthesis of thyroid 
hormones [6]. Unlike synthetic inhibitors, such as 
α-methyl-p-tyrosine, MIT is of endogenous origin and 
undergoes rapid metabolism, which minimizes the du-
ration of dopamine synthesis inhibition and reduces the 
risk of side effects [7].

The purpose of this study was to experimentally 
develop a MIT challenge test for the detection of la-
tent neurodegeneration in a preclinical mouse model 
of PD. As a model, we used a neurotoxic preclinical PD 
model, developed earlier in our laboratory, based on 
dosed systemic administration of 1-methyl-4-phenyl-
1,2,3,6-tetrahydropyridine (MPTP), a precursor of the 
dopaminergic neuron neurotoxin [8], to mice.

EXPERIMENTAL
We used 80 male C57BL/6 mice aged 2–2.5 months 
with a weight of 22–26 g (Stolbovaya nursery), which 
were kept under standard vivarium conditions with 
free access to food and water. Animal experiments 
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were approved by the Ethics Committee of the Koltsov 
Institute of Developmental Biology of the Russian 
Academy of Sciences (Protocol No. 43 of November 19, 
2020).

During the study, three experiments were per-
formed (Fig. 1). In the first experiment, the effect of 
various MIT doses on the striatal dopamine level in 
intact mice was assessed and the optimal dose was 
selected for further analysis (Fig. 1A). In the second ex-
periment, the selected MIT dose (100 mg/kg) was used 
to assess the pharmacodynamics and determine the 
optimal time interval for a maximum decrease in the 
striatal dopamine level in intact mice after administra-
tion (Fig. 1B). The third experiment was devoted to the 
development of a MIT challenge test in the neurotoxic 
MPTP mouse model of preclinical PD (Fig. 1C).

MIT (hereinafter, all reagents are from Sigma-
Aldrich, USA) was dissolved in  a physiological solu-
tion (0.9% NaCl) containing 5% ascorbic acid and 0.5% 
dimethyl sulfoxide and administered subcutaneously 
to animals at the indicated doses. The control groups 
received a similar solution without MIT. To simulate 
PD at the preclinical stage, mice were once subcutane-
ously injected with MPTP at a dose of 18 mg/kg [8]. 
The control groups received physiological saline.

The locomotor activity of the mice was assessed 
based on measures of the distance traveled and the 
number of rearings in an open-field behavior test. For 
adaptation, mice were transferred to a behavior testing 
room 2 h before the start of the test. The open-field 
test was performed using a PhenoMaster automated 

system (TSE Systems, Germany) for 6 min. The param-
eters were calculated using the supplied software.

To collect the nigrostriatal system structures, iso-
flurane anesthetized mice were decapitated and the 
dorsal striatum and SN were isolated from the brain 
according to the previously described procedure [8]. 
Samples of the brain structures were weighed, frozen 
in liquid nitrogen, and stored at –70°C. The dopamine 
concentration in the samples was measured by high-
performance liquid chromatography with electro-
chemical detection according to [9].

Data are presented as a mean (a percentage of the 
control values) ± standard error of the mean. Data 
normality was examined using the Shapiro–Wilk test. 
Statistical analysis of the results was performed with 
the one-way ANOVA method, parametric Student’s 
t-test, or nonparametric Mann–Whitney test using 
the GraphPad Prism 6.0 software package (GraphPad 
Software, USA). P ≤ 0.05 was used as the statistical 
significance.

RESULTS AND DISCUSSION

Selection of the effective dose of MIT and 
the time after its administration
During selection of the MIT dose, 100 mg/kg MIT was 
found to provide the maximum decrease in the striatal 
dopamine concentration in normal mice (34% of the 
control level) (Fig. 2A). However, a further increase in 
the MIT dose, up to 200 and 300 mg/kg, did not lead 
to a further decrease in the dopamine level (Fig. 2A), 
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which indicates TH saturation with the inhibitor and 
the absence of a linear MIT dose-dependency in this 
range. Therefore, 100 mg/kg was chosen as the effec-
tive MIT dose for further experiments.

An analysis of time intervals revealed that the 
striatal dopamine concentration decreased by 22% 
compared to that in the controls 1 h after MIT admin-
istration and by 35% after 2 h; after 3 h, the dopamine 
level was completely restored to its control values 
(Fig. 2B). These results confirm the short duration and 
reversibility of the MIT inhibitory effect on TH in the 
striatum. Therefore, a time interval of 2 h after inhibi-
tor administration was chosen for the development of 
the MIT challenge test.

Interestingly, the same dose (100 mg/kg) of 
α-methyl-p-tyrosine was previously shown to reduce 
the striatal dopamine level more efficiently, by 40.2%, 
4 h after its administration [5]. In this case, according 
to in vitro estimates, MIT is a more effective TH in-
hibitor in comparison with α-methyl-p-tyrosine [10]. 
Apparently, faster metabolism of MIT under in vivo 
conditions limits its inhibitory effect on TH.

Challenge test in an experimental 
preclinical PD model
An important factor in modeling PD is a precisely iden-
tified threshold of neurodegeneration at which motor 

symptoms appear. This is a loss of 50–60% of dopa-
minergic neuronal bodies in the SN and a decrease in 
the number of their axons and the striatal dopamine 
concentration by 70–80% compared to those in the 
controls [8]. Therefore, we chose an unchanged motor 
activity of animals in the open-field test, unchanged 
nigral dopamine content, and a decrease in the striatal 
dopamine level by less than 70% as the key parameters 
of a preclinical PD model.
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The traveled distance and the number of rearings 
in the open-field test in mice that received 18 mg/kg 
MPTP before MIT administration (i.e. 1 week after 
MPTP administration) did not differ from those in 
the controls (Fig. 3A,B). In addition, administration of 
MPTP did not affect the dopamine level in the SN but 
decreased its level in the striatum by 49% (Fig. 3C), 
which is less than the indicated threshold of 70%. Thus, 
the key parameters of the experimental model cor-
responded to the characteristics of the preclinical PD 
stage.

Two hours after a subcutaneous injection of 
100 mg/kg MIT, the mice modeling the preclinical PD 
stage developed motor symptoms: the distance trav-
eled in the open-field test decreased by 50% relative to 
that in the control group (Fig. 3A), and the number of 
rearings reduced by 39% (Fig. 3B). In this case, there 
were no similar changes in the motor activity of either 
healthy mice receiving MIT or MPTP mice receiving 
physiological saline.

Apparently, this was because MIT caused a decrease 
in the dopamine concentration by 75% of the control 
level (i.e. below the threshold of motor symptom ap-
pearance) only in the striatum of mice in the preclinical 
PD model (Fig. 3C). Therefore, administration of MIT 
at the selected dose provoked motor symptoms in the 
preclinical PD model; i.e. in mice with latent insuffi-
ciency of the nigrostriatal system.

It is important to note that systemic TH inhibitors 
are relatively safe and have long been used in clinical 
practice. Another TH inhibitor, α-methyl-p-tyrosine, is 
used in the treatment of pheochromocytoma, a benign 
adrenal tumor [4, 5]. The drug doses used in this case 
lead to the inhibition of dopamine synthesis by 35–80%, 
and the duration of the daily intake varies from sev-
eral weeks to several years [11], which indicates the 
absence of serious side effects even upon prolonged 
TH inhibition. However, there is evidence of potential 
neurotoxicity for MIT [12] and further research should 
pay particular attention to the analysis of the short-
term and long-term effects of its action on the brain 
and peripheral organs.

Therefore, the experimental preclinical mouse 
model of PD was a successful demonstration of the 
effectiveness of the MIT challenge test in the detec-
tion of a latent insufficiency in the dopaminergic ni-
grostriatal system. In this study, the optimal dose of 
MIT and the time after its administration were deter-
mined. The next stage in the development of a method 
for early PD diagnosis based on the MIT challenge test 
involves preclinical studies of pharmacokinetics, the 
toxicological properties, and long-term effects of MIT 
exposure. 

This study was supported by the Russian Science 
Foundation (grant No. 20-75-00034).
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INTRODUCTION
Investigation of the molecular mechanisms of neuro-
degeneration and neuroplasticity is the key to under-
standing the mechanisms underlying normal aging, ac-
companied by a constant relatively slow loss of neurons 
(4.5% over 10 years) and the pathogenesis of congenital 
and chronic nervous system diseases associated with an 
accelerated loss of neurons [1]. One of the most common 
neurodegenerative diseases, Parkinson’s disease (PD), 
is characterized by impaired motor function due to the 
loss of the dopaminergic (DA-ergic) neurons of the ni-
grostriatal system. Currently, only symptomatic treat-
ment with dopamine (DA) agonists is used in PD, which 
does not stop neuronal loss, leading to rapid disability in 
patients. Attempts to additionally use neuroprotective 
therapy have not yet been successful. Indeed, drugs 
with neuroprotective properties, which have shown 
high efficiency in animal models of Parkinsonism, have 
not passed clinical trials [2, 3]. This is associated with a 

critical decrease in the number of DA-ergic neurons by 
the time of treatment initiation [4]. On the other hand, 
primary screening of neuroprotective agents in PD 
models does not consider the dynamics of neuronal de-
generation when the test agent is administered either 
before induced death of DA-ergic neurons or after, 
stimulating compensatory brain reserves.

Previously, using 1-methyl-4-phenyl-1,2,3,6-tet-
rahydropyridine (MPTP), we developed a mouse model 
of the early clinical PD stage, which was used to study 
the late period of DA-ergic neuronal death and the pe-
riod of development of compensatory processes. How-
ever, the initial period of neurodegeneration develop-
ment was not investigated. Therefore, the purpose of 
this study was to develop a model of degeneration of 
DA-ergic neuronal terminals in the striatum and test 
potential neuroprotective agents. A comprehensive 
study of the morphological and functional parameters 
of axonal terminals in the initial period after MPTP 
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administration identified the parameters most sensitive 
to the action of neurotoxin.

At the next stage, the developed test system was 
used to test two known neuroprotectors with different 
mechanisms of action: nomifensine, an inhibitor of the 
DA membrane transporter involved in the penetra-
tion of specific toxins (MPP+, 6-HDA) into DA-ergic 
neurons, followed by oxidative stress and subsequent 
neuronal death; and SEMAX, a fragment of the adren-
ocorticotropic hormone, a Met-Glu-His-Phe-Pro-Gly-
Pro peptide that can act either as an inducer of the 
synthesis of endogenous neurotrophic factors or an 
antioxidant, depending on the way of its administration 
[5, 6].

EXPERIMENTAL
We used male C57BL/6 mice (2–2.5 months of age). 
The mice were kept in standard vivarium conditions 
(free access to food and water and a 12 h day/night 
cycle). Animal manipulations were performed accord-
ing to the protocol that was approved by the Bioethics 
Committee of the Koltsov Institute of Developmental 
Biology of the Russian Academy of Sciences and was 
consistent with national and international require-
ments.

The morphological and functional state of DA-ergic 
axonal terminals in the initial period of their degener-
ation in the striatum was assessed 2 h after two injec-
tions of MPTP (Sigma Aldrich, USA) at a single dose 
of 12 mg/kg with an interval of 2 h. Control animals 
were injected with 0.9% NaCl according to a similar 
scheme (Fig. 1A). Tyrosine hydroxylase (TH) (n = 3–4) 
in striatal slices was detected by immunohistochemis-
try (IHC), followed by the counting of axonal terminals 
in four areas of the dorsal striatum as described previ-
ously [7]. Also, the striatal DA concentration was de-
termined by high-performance liquid chromatography 
with electrochemical detection (HPLC-ED) (n = 5–7) 
(Fig. 1A).

R/S-nomifensine, 1,2,3,4-tetrahydro-2-me-
thyl-4-phenyl-8-isoquinolinamine (Sigma, USA), 
was administered subcutaneously at a single dose of 
10 mg/kg 30 min before each of four subcutaneous 
MPTP injections at a dose of 12 mg/kg with an interval 
of 2 h (n = 8–9) (Fig. 1B). A Met-Glu-His-Phe-Pro-Gly-
Pro peptide (SEMAX) was administered intranasally 
at a dose of 50 μg/kg, according to two schemes (the 
agent was provided by the National Research Center 
“Kurchatov Institute”). The synthesis of endogenous 
neurotrophic factors was induced by a SEMAX injec-
tion 12 h before the first of the four MPTP injections at 
a dose of 12 mg/kg with an interval of 2 h (Fig. 1C); as 
an antioxidant, SEMAX was administered 1 h after the 
last of the four MPTP injections at a dose of 12 mg/kg 

with an interval of 2 h (Fig. 1D) (n = 5–10). Material 
(striatum) for all neuroprotectors was collected 12 h af-
ter the last MPTP injection, and the DA concentration 
in the tissue was determined by HPLC-ED. Also, the 
nomifensine experiment included a quantification of 
TH-immunoreactive axonal terminals in the striatum. 
Details of the procedures for immunohistochemical de-
tection of TH, counting of axonal terminals, and meas-
uring of the striatal DA concentration are described 
elsewhere [7].

The statistical significance of the collected data was 
assessed using the parametric Student’s t-test and non-
parametric Mann–Whitney U-test. Differences were 
considered statistically significant at p < 0.05; p < 0.1 
was considered as a trend towards change. Data are 
presented as a mean ± standard error of the mean 
and expressed as a percentage of the controls taken as 
100%.
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Fig. 1. Experiment design. (A) The number of TH-immu-
noreactive axonal terminals in striatal slices and the striatal 
DA concentration (HPLC-ED) 2 h after two MPTP injec-
tions (subcutaneously (s.c.) 12 mg/kg with an interval of 
2 h). (B) Nomifensine (s.c. 10 mg/kg) was administered 
30 min before each of 4 MPTP injections (s.c. 12 mg/kg 
with an interval of 2 h). Twelve hours after the last MPTP 
injection, the striatal DA concentration was determined 
by HPLC-ED and the number of TH-immunoreactive axonal 
terminals was assessed immunohistochemically in striatal 
slices. SEMAX (intranasally (i.n.) 50 µg/kg) was adminis-
tered once either 12 h before the first MPTP injection (C) 
or 1 h after the last MPTP injection (D). The striatal DA 
concentration was determined by HPLC-ED 12 h after the 
last MPTP injection
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RESULTS AND DISCUSSION
Degeneration of nigrostriatal DA-ergic neurons in PD 
begins from the axonal terminals (varicosities) in the 
striatum and progresses retrogradely to the neuronal 
bodies [4]. It should be noted that there are few studies 
that have explored the period of nigrostriatal system 
degeneration at the striatum level in the early stages 
after administration of MPTP. Almost all of these stud-
ies determined only the optical density per unit area 
using a semiquantitative immunohistochemical analy-
sis of TH in striatal slices [8, 9], which was interpreted 
as the degree of axonal degeneration. However, this is 
not entirely correct because the axonal TH content in 
PD and disease models changes [10].

Previously, we demonstrated that degeneration of 
DA-ergic axonal terminals in the striatum stops 6 h 
after four MPTP injections, after which compensatory 
processes begin to develop (e.g., an increase in the TH 
activity) [7]. The number of axonal terminals after 3 
and 6 h was 67 and 55% of the control value, respec-
tively [7]. In this period, the rate of axonal terminal 
degeneration within the first hour was 4%. However, 
this is an indication that the number of terminals at 
the time of the first MPTP injection should have been 
about 120%. Therefore, to clarify the rate of nigrostri-
atal system degeneration within the initial period, we 
selected a point 2 h after two MPTP injections and 
found that the number of varicosities was 72% of the 
control value (Fig. 2A–C). Comparing these data, it 
appears reasonable to conclude that the rate of loss of 
axonal terminals is not linear: it is about 7%/h within 
the first 4 h after the first MPTP injection and 1%/h 
during the next 5 h.

The nonlinear pattern of axonal terminal degenera-
tion may be associated with the metabolism of MPP+ 
(a toxin formed from MPTP in glial cells) that is ab-
sorbed by DA-ergic neurons using DAT and induces 
oxidative stress. Once inside a neuron, MPP+ competes 
with DA for loading into vesicles via the vesicular mon-
oamine transporter 2 (VMAT2), which is a mechanism 
that protects neurons from death.

The high rate of axonal terminal degeneration up to 
2 h after the second MPTP injection is probably asso-
ciated with the initiation of oxidative stress by MPP+ 
and the inability to neutralize it by accumulation in 
DA-filled vesicles. The neurotransmitter is gradually 
released and degraded, and the striatal DA concen-
tration amounts to 59% 2 h after two MPTP injections 
(Fig. 2B). At the next stage, the rate of axonal terminal 
degeneration abruptly decreases due to an established 
balance between the uptake of MPP+ into vesicles and 
the ongoing release of DA with its degradation.

Fig. 3. The DA concentration (A) and the number of 
TH-immunoreactive axonal terminals (B) in the striatum 
12 h after four MPTP injections (12 mg/kg) and a nomifen-
sine injection (10 mg/kg) 30 min before each MPTP injec-
tion. The striatal DA concentration 12 h after four MPTP 
injections (12 mg/kg) and a SEMAX injection (50 µg/kg) 
12 h before the first MPTP injection (B) or 1 h after the last 
MPTP injection (D). * p < 0.05
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Therefore, a model of DA-ergic axonal terminal 
degeneration for testing potential neuroprotectors 
should primarily focus on the striatal DA concentration 
as the indicator most sensitive to the action of MPTP. 
However, given the nonlinear pattern of DA-ergic ax-
onal terminal degeneration, the actual period of neu-
roprotective action is limited to 6 h after induction of 
nigrostriatal system neurodegeneration.

At the next stage, we evaluated the possibility of 
using the dynamics of axonal terminal degeneration 
as a test system for drugs with neuroprotective prop-
erties. For this purpose, we used two neuroprotective 
agents possessing the “direct” (selective) and “indirect” 
effects. The direct effect is inhibition of neurotoxin up-
take through DAT. Indeed, along with MPTP, there are 
other neurotoxins that can selectively enter DA-ergic 
neurons and cause oxidative stress: e.g., salsolinol that 
forms from DA and can be captured by DAT [11].

Administration of nomifensine was shown to main-
tain the striatal DA concentration at the control level 
upon MPTP treatment and significantly protect ax-
onal terminals (Fig. 3A,B). Furthermore, given that 
uptake of MPP+ occurs through DAT, its inhibition 
by nomifensine is also the “reference” for the action of 
potential neuroprotectors.

SEMAX can stimulate the production of endogenous 
neurotrophic factors and act as an antioxidant [5, 6]. To 
separate these two effects, we used two experiment 

designs. In the first case, SEMAX was administered 
12 h before MPTP to increase the expression of endog-
enous neurotrophic factors, or 1 h after the last MPTP 
injection. An increase in DA was observed only in the 
group receiving SEMAX 12 h before MPTP (Fig. 3C,D). 
Also, this group showed a significant decrease in DA 
turnover (DOPAC/DA) compared to the group receiv-
ing MPTP alone (data not shown). Given that SEMAX 
does not affect the striatal DA level [12], the obtained 
data indicate a neuroprotective effect of SEMAX on 
DA-ergic neurons; however, to enhance this effect, the 
experiment design should be altered; e.g., through use 
of multiple injections of the agent.

CONCLUSION
Thus, we may conclude that the most sensitive indi-
cator of the effectiveness of the neuroprotector action 
is the striatal DA concentration, which reflects bio-
chemical changes. In the case of a positive effect on the 
neurotransmitter level, it is necessary to focus on or-
ganic changes in the striatum by counting the DA-er-
gic axonal terminals. Also, the dynamics of DA-ergic 
neuronal terminal degeneration may be used as a test 
system for assessing the effectiveness of neuroprotec-
tors. 

This study was supported by the Russian Science 
Foundation (grant No. 20-75-00110).
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INTRODUCTION
The current rapid progress in modern biomedicine is 
based on the development of therapeutic drugs with 
high selectivity and low toxicity. The design of these 
drugs is associated with the development of highly ac-
tive therapeutic components and also with their effec-
tive delivery to certain organs, tissues, and target cells 
[1, 2]. The current significant progress in targeted drug 
delivery has been achieved using antibody targeted 
therapy, darpins, and nanoparticles [3–6]. The use of 
extracellular vesicles (EVs) as carriers of protein mole-
cules has a number of advantages: (1) natural biocom-
patibility of the cell membrane and EV membranes; 
(2) the ability of EVs to penetrate the blood–brain 
barrier; and (3) the possibility of changing the protein 
composition of the EV membrane [7]. Modification of 
the protein profile of EV membranes enables a target-
ed delivery of therapeutic EV cargoes into the desired 
cells [8, 9].

The precursors of EVs in the targeted delivery of 
therapeutic drugs and the most extensively studied 

carriers are liposomes. Many liposome-based drugs 
have successfully passed clinical trials and been in-
troduced into clinical practice [10–12]. One of the 
promising liposome-based agents for the treatment of 
multiple sclerosis (MS) is Xemys [13–15]. This agent 
consists of mannosylated liposomes loaded with im-
munodominant peptides of the myelin basic protein 
(MBP). Therapeutic peptides are delivered directly 
to antigen-presenting cells (APCs) – dendritic cells 
(DCs) and macrophages (MPs) – by means of the 
mannose residues on the liposome surface. The pre-
sumptive mechanism of action is hyperpresentation 
of the delivered MBP fragments by the class II ma-
jor histocompatibility complex on the APC surface, 
which causes immunosuppression and suppression 
of autoimmune inflammation. This agent has suc-
cessfully passed preclinical trials and phase II clini-
cal trials. Phase III clinical trials are expected to be 
carried out prior to approval for use in the Russian 
Federation. However, the treatment of MS requires a 
regular, lifelong administration of these liposomes to 
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the patient, which is associated with economic costs 
and inconvenience for patients. EVs may be more con-
venient carriers of MBP fragments for the long-term 
therapy of MS patients. The existing methods for EV 
production [16] enable the development of genetically 
encoded EVs loaded with MBP peptides. The use of 
autologous human cells as producer cells will provide 
a transition towards personalized medicine and avoid 
the need for regular injections that reduce the quality 
of life [17].

This paper describes a system for the targeted deliv-
ery of the EV content to APCs. A DC and MP surface 
marker, CD206 (mannose receptor), was chosen [18], 
by analogy with Xemys. This receptor binds glycocon-
jugates terminated in mannose, fucose, or N-acetyl-d-
glucosamine residues, which are abundantly present on 
the surface of pathogenic microorganisms [19]. Confor-
mational changes in the receptor, which are induced by 
interaction with a mannose residue, lead to the inter-
nalization of the bound pathogen and its transport to 
lysosomes [20], which explains the high expression level 
of this receptor on DCs and MPs–classical APCs of the 
human immune system. We have developed a system 
for the production of EVs with a surface-displayed llama 
nanobody specific to human and mouse CD206. These 
vesicles are about 100–140 nm in size and carry exosom-
al markers [7]. We have shown the possibility of deliver-
ing a cargo protein to the desired cells, including human 
DC and MP, using targeted vesicles. The obtained data 
will enable the use of the strategy of targeting geneti-
cally encoded vesicles to APCs for the development of 
agents to correct the immune response in patients with 
autoimmune, viral, and oncological diseases.

EXPERIMENTAL

Plasmids
To produce the pCMV-NanoLuc-Jun construct 
(Addgene ID: 167308), the gene encoding NanoLuc 
luciferase was amplified from the For_NanoLuc and 

Rev_NanoLuc primers (Table) and ligated into the 
pCMV-Jun vector at the HindIII/KpnI restriction 
sites. The sequence encoding a truncated VSV-G 
(pCMV-VSV-G_truncated) (amino acid sequence: 
EHPHIQDAASQLPDDESLFFGDTGLSKNPIELVEG-
WFSSWKSSIASFFFIIGLIIGLFLVLRVGIHL-
CIKLKHTKKRQIYTDIEMNRLGK) was amplified 
from the full-length VSV-G (AddgeneID: 138479) 
from the For_VSVG_trunc and Rev_VSVG_trunc 
primers (Table) and cloned into the pCMV vector at the 
BstBI/ClaI sites.

The gene encoding the llama nanobody α-CD206 
(clone 3.49) [21] was synthesized and cloned at the 
5’-end of the truncated VSV-G into the pCMV-VSV-
G_truncated construct for eukaryotic expression and 
into the pET22 vector for prokaryotic expression. For 
the production of the recombinant llama antibody 
α-CD206 in a prokaryotic expression system, a histi-
dine tag for affinity purification and a 3xFLAG epitope 
for detection with secondary antibodies were added to 
the protein C-terminus.

Cell lines
HEK293T cells were cultured in a complete DMEM 
medium supplemented with 10% fetal bovine serum 
(Gibco, USA); Jurkat and DC2.4 cell lines were cultured 
in a complete RPMI medium supplemented with 10% 
fetal bovine serum (Gibco, USA).

To produce stimulated DC and MP populations, 
mononuclear cells (MNCs) were isolated from human 
peripheral blood by centrifugation in a Ficoll gradient. 
The resulting cells were incubated in a complete RPMI 
medium supplemented with 10% fetal bovine serum 
until the DC and MP precursors adhered to the plastic. 
Thereafter, non-adherent cells were removed and IL-4 
(50 ng/mL) and GM-CSF (100 ng/mL) were added to 
the adherent cells. Differentiation of MNCs into den-
dritic cells was performed for 6 days with a change of 
medium containing a fresh portion of cytokines every 
2 days.

Primers used to generate the constructs

Primer Sequence

For_CD206 5’-TGGGGTGAATTGCTTCGGAAGTCAGGTTCAACTGCAGGAGTC-3’

Rev_CD206 5’-GAATGTGAGGATGTTCGAAGCTGCCTCCTCCTGAGC-3’

For_NanoLuc 5’-TCTGGTACCATGGTCTTCACACTCGAA-3’

Rev_NanoLuc 5’-GGGTGGTGGTGGTGGCAAGCTT-3’

For_VSVG_trunc 5’-GGGGTGAATTGCTTCGAACATCCTCACATTCAAG-3’

Rev_VSVG_trunc 5’-AGAGATGAACCGACTTGGAAAGGGCTCC-3’
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All cell lines were maintained at 37°С and 8% CO
2
.

Production of the llama antibody α-CD206-
FLAG in a prokaryotic expression system
The recombinant llama antibody α-CD206 was pro-
duced in a prokaryotic expression system, E. coli BL21 
(DE3) cells. An overnight cell culture was inoculated 
into a 2xYT medium at a 1:100 ratio and grown to 
OD

600
 = 0.6. Expression was induced by the addition 

of 1 mM isopropyl-β-D-1-thiogalactopyranoside. The 
culture was incubated under high aeration at 28°С for 
16 h. Then, it was centrifuged at 3,500g and 4°С for 
10 min. The resulting pellet was resuspended in lysis 
buffer (50 mM Tris-HCl pH 8.0; 150 mM NaCl; 1 mM 
PMSF) and added with lysozyme to a final concen-
tration of 0.2 mg/mL. Cells were incubated at room 
temperature until the solution became viscous. The cell 
mass was disintegrated ultrasonically. The resulting 
solution was centrifuged at 20,000 g and 4°С for 10 min. 
The supernatant was filtered through a 0.45 μm filter 
and loaded onto a Ni-NTA column (Qiagen). Impurity 
proteins were removed by washing the column with 
the loading buffer (50 mM Tris-HCl pH 8.0; 150 mM 
NaCl) and wash buffer with imidazole (50 mM Tris-HCl 
pH 8.0; 150 mM NaCl; 20 mM imidazole). The antibody 
was eluted by buffer (50 mM Tris-HCl pH 8.0; 150 mM 
NaCl; 350 mM imidazole).

Staining of DCs and MPs with the 
recombinant llama antibody α-CD206
The possibility of using the recombinant llama antibody 
α-CD206 for the targeted delivery of protein therapeu-
tics to APCs was verified in DCs and MPs from human 
peripheral blood. For this purpose, 500,000 cells were 
washed twice in PBS buffer, re-suspended in 100 μL 
of a solution containing 15–300 μg/mL of the recom-
binant llama antibody α-CD206-FLAG, and incubated 
at 4°С and constant gentle stirring for 1 h. After in-
cubation, the cells were washed twice with PBS and 
stained with an anti-FLAG epitope secondary antibody 
conjugated with a fluorescent PE label according to the 
manufacturer’s protocol (BioLegend, USA). For control 
staining, a PE anti-human CD206 antibody (BioLegend, 
USA) was used. As a negative control, HEK293T cells 
and non-stimulated MNCs were stained.

Production and purification of extracellular vesicles
EVs were produced in HEK293T cells. For this purpose, 
the cells were concomitantly transfected with 3 con-
structs: pCMV-VSV-G (or pCMV-VSV-G_truncated, 
or pCMV-α-CD206_VSV-G_truncated), pCMV-EPN, 
and pCMV-NanoLuc after reaching 90% confluence. 
The EV-containing cell medium was harvested after 
48 h and subjected to differential centrifugation (300 g 

for 10 min and 1,000 g for 20 min). The supernatant 
was filtered through a 0.4 μm membrane and concen-
trated using Amicon Ultra-0.5 mL 10 kDa centrifugal 
filters (Millipore, Ireland). The concentrate was washed 
several times with PBS to remove off-target proteins. 
The EV concentration was determined using a CBQCA 
Protein Quantitation Kit (Invitrogen, USA).

Incubation of extracellular vesicles with cells
EVs carrying the reporter protein luciferase were 
aligned according to the protein concentration in the 
sample, added to 300,000 cells (Jurkat and DC2.4), and 
incubated at 37°С and 8% CO

2
 for 2 h. Soluble Nano-

Luc-Jun luciferase, not loaded into EVs, was used as a 
control. After incubation, the cells were washed with 
PBS at 300 g for 10 min and incubated in buffer with 
proteinase K (Invitrogen, USA) to a final concentration 
of 0.1 mg/mL at 37°С for 15 min. After incubation, the 
cells were washed twice in PBS. The NanoGlo Lucif-
erase Assay System (Promega, USA) was used to ana-
lyze the luciferase content in the cells. For the assay, 
30,000 cells were resuspended in 15 μL of PBS and add-
ed to 15 μL of the lysis buffer containing a luciferase 
substrate. The signal was detected on a Varioskan plate 
reader (Thermo Scientific, USA) at 460 nm.

Targeted delivery of NanoLuc to DCs 
and MPs using targeted EVs
A heterogeneous population of stimulated DCs and 
MPs from human peripheral blood was added with 
targeted EVs (carrying the truncated VSV-G variant 
fused with the α-CD206 antibody on their surface) 
at a concentration of 5–20 μg/mL and incubated at 
37°С and 8% CO

2
 for 2 h. The cells were then gently 

washed according to the above-described procedure, 
re-suspended in the complete DMEM medium, and 
incubated in a vesicle-free medium for 16 h. After 16 h, 
the cells were stained with a PE anti-human α-CD206 
antibody (Biolegend, USA). The cells were sorted on a 
Sony SH800 cell sorter (Germany). Two cell subsets, 
CD206+ and CD206–, were sorted. For the luciferase 
assay, 30,000 cells were taken from each subset.

RESULTS AND DISCUSSION

Production of a recombinant antibody specific to the 
surface marker of dendritic cells and macrophages
For the targeted delivery of EVs cargoes to APCs, we 
chose the DC and MP (M2) surface marker CD206 
(macrophage mannose receptor) [18]. We selected the 
cross-reactive llama nanobody Nb3.49 interacting with 
the human and mouse mannose receptor [21]. This 
cross-reactivity is extremely useful in preclinical stud-
ies of targeted extracellular vesicles in mouse models, 
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while this antibody can be also used in clinical trials. To 
test the functionality and specificity of this antibody, 
we created the recombinant nanobody α-CD206-FLAG 
in a prokaryotic expression system, based on the pET22 
vector. A histidine tag was used for detection and af-
finity purification; additionally, a 3xFLAG epitope was 
fused to the N-terminus of the protein to increase the 
detection sensitivity.

The specificity of the produced nanobody was veri-
fied in a subset of human DCs. For this purpose, mono-
nuclear cells (MNCs) from human peripheral blood 
were cultured in a complete culture medium in the 
presence of IL-4 and GM-CSF for a week, with partial 
replacement of the medium every two days. Under 
these conditions, the differentiation of DC and MP is 
stimulated in the culture of human lymphocytes [22]. 
The purified recombinant nanobody α-CD206-FLAG 
was added to the resulting DC culture, and, then, af-
ter incubation and washing, the anti-FLAG epitope 
secondary antibody conjugated with a fluorescent PE 
label was added for the detection (Fig. 1). Staining of 
stimulated human MNCs using the recombinant nano-
body α-CD206-FLAG enabled clear detection of a DC 
subset comparable with a subset isolated by staining 
with the commercially available fluorescent antibody 
α-CD206-PE. Thus, we had confirmed the functionality 
and specificity of α-CD206-FLAG in the llama nano-
body format. This allows further EVs utilization for 
targeted protein delivery to APCs.

Extracellular vesicle content delivery into cells
Evaluating the effectiveness of a specific delivery of a 
therapeutic agent into target cells is an essential stage 
in the development of protein drug carriers. The most 
convenient way of undertaking this evaluation is to 
use fluorescent proteins or luciferase as the agent to 
be delivered. A significant disadvantage of the use of 
fluorescent proteins for these purposes is their high 
molecular weights and the need to use highly sensitive 
detection methods. For this reason, we used NanoLuc 
luciferase as the agent to be delivered. This luciferase 
has good spectral characteristics and a small size of 
19 kDa.

The surface of target cells is covered with a large 
amount of membrane proteins. These proteins are able 
to mediate a nonspecific interaction of soluble proteins 
with target cells in vitro, distorting the visualization of 
the real distribution of delivered EVs’ cargoes among 
cells. In our experiments, we minimized the level of the 
nonspecific signal mediated by the adhesion of soluble 
(not encapsulated in vesicles) luciferase by additional 
incubation of cells with proteinase K. Extracellular 
vesicles loaded with luciferase and soluble NanoLuc 
were added to the target cells. After incubation for 2 h, 

the cells were washed free of the vesicles and soluble 
NanoLuc with phosphate-buffered saline alone or with 
further incubation with proteinase K. As can be seen 
from Fig. 2, the incubation of cells with proteinase K 
reduces the non-specific signal level compared to that 
in cells incubated in buffer without proteinase K. In 
this case, the signal from cells incubated with EVs is 
more than an order of magnitude higher than that 
from cells incubated with soluble NanoLuc. The use 
of proteinase K in the washing steps confirms that the 
luciferase is delivered into the cells and does not adhere 
to the membrane. Therefore, we were able to ensure 
delivery of luciferase into cells using extracellular 
vesicles and to optimize the conditions for the detection 
of this signal.

Fig 1. FACS analysis of DC and MP staining with the re-
combinant α-CD206 nanobody. DC and MP differentiation 
from human peripheral blood MNCs was stimulated by 
using IL-4 and GM-CSF for 7 days. Cell binding with the 
recombinant nanobody α-CD206-FLAG was visualized 
with a fluorescent secondary antibody, α-FLAG-PE (dark 
red, red, pink), or a commercially available antibody, 
α-CD206-PE (green). Unstained cells and cells stained 
with secondary antibodies alone (α-FLAG-PE) are shown 
in grey. The lower panel shows control binding of the re-
combinant nanobody α-CD206-FLAG with HEK293T cells 
(blue). The X axis shows the fluorescence signal intensity, 
and the Y axis shows the number of positive events. Each 
histogram shows the percentage of cells bound to the 
analyzed antibodies
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The main component underlying the ability of extra-
cellular vesicles to penetrate into the target cell is the 
viral glycoprotein VSV-G. This glycoprotein binds to 
the low-density lipoprotein receptor abundantly pres-
ent on the surface of mammalian cells [23]. Therefore, 
using the full-length VSV-G for vesicle content deliv-
ery into target cells cannot provide a high specificity 
of targeted delivery. In our study, we enhanced the 
specificity of targeted delivery by using a truncated 
VSV-G. This VSV-G variant comprises only the core 
part of the protein [24], which is responsible for the 
budding of extracellular vesicles from the producer cell 
and the release of the vesicle contents inside the target 
cell. In this case, it is possible to use a truncated VSV-G 
sequence combined with a recombinant nanobody ca-
pable of highly specific interaction with the target cell, 
without losing the functionality of the resulting extra-
cellular vesicles. To test the efficiency of agent delivery 
into the cells, we used EVs loaded with NanoLuc lucif-
erase and carrying various VSV-G variants on their 
surface: (1) full-size VSV-G, (2) truncated VSV-G, and 
(3) truncated VSV-G with a surface-exposed nanobody 
that specifically recognizes the dendritic cell and mac-
rophage marker CD206 (Fig. 3).

To test the functioning of vesicles carrying various 
variants of the VSV-G glycoprotein, we used the DC2.4 

mouse dendritic cell line and Jurkat cell line (immor-
talized human T cells). The cells were incubated with 
various vesicle variants or a solution of free luciferase 
and washed in the presence of proteinase K. RLU val-
ues obtained in the luciferase assay are shown in Fig. 4. 
In this experiment, the values obtained during the in-
cubation of cells with vesicles carrying the full-length 
VSV-G were taken as 100%, because, in this case, there 
was maximum interaction between the vesicles and 
target cells. The use of a truncated VSV-G reduces 
the efficiency of luciferase delivery to target cells 5- to 
10-fold. This is associated with impaired recognition 
by the low-density lipoprotein receptor. Fusion of the 
α-CD206 nanobody with the truncated VSV-G signifi-
cantly increased the targeted protein delivery to the 
target cells. In this case, the use of the α-CD206 anti-
body provided a more efficient delivery of the protein 
to DC2.4 dendritic cells than to Jurkat cells.

In the future, extracellular vesicles are planned to be 
used for the targeted delivery of therapeutic agents in 
the human body. However, the use of immortalized cell 
lines does not allow for a reliable reconstruction of the 
actual APC distribution and marker expression level 
on the cell surface. To prove the functionality of the 
developed targeted extracellular vesicles loaded with 
a truncated VSV-G in a heterogeneous cell population, 
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into the cells without a nonspecific signal from NanoLuc 
adhered to the cell membrane. Cells washed with PBS 
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we used human peripheral blood MNCs subjected to 
stimulated DC and MP differentiation. Targeted ex-
tracellular vesicles loaded with luciferase were incu-
bated with a heterogeneous population of CD206+ and 
CD206– cells. Next, the analyzed cells were washed, 
stained with the fluorescent antibody α-CD206-PE, 
and sorted into two subsets of CD206+ and CD206– cells 
using flow cytometry. The content of luciferase deliv-
ered into the target cells was detected separately in 
the CD206+ and CD206– cell subsets. We were able to 
achieve a high specificity of luciferase delivery mainly 
to CD206+ cells (Fig. 5).

CONCLUSION
Currently, one of the priorities in drug development 
is enhancing the selectivity of delivery. In this study, 
we proposed an improved method for the targeted 
delivery of protein therapeutics encapsulated in EVs. 
The high biocompatibility and biodegradability of 
EVs confers them a huge advantage over artificial 
nanoparticles. Attachment of the recombinant llama 
antibody α-CD206 to the N-terminus of a truncat-
ed VSV-G increases the selectivity of EV delivery 
predominantly to CD206+ cells without a significant 
decrease in the production of these EVs. The func-
tionality of the developed constructs was confirmed in 
immortalized mouse DC2.4 dendritic cells and hetero-

Fig 4. Comparison of protein deliv-
ery into target cells using EVs ex-
posing different VSV-G molecules. 
Delivery analysis was performed 
in DC2.4 (green bars) and Jurkat 
(blue bars) cell lines. The delivery 
efficiency with the full-length VSV-G 
was taken as 100% for each cell line. 
Soluble luciferase NanoLuc without 
vesicles (sample NanoLuc) was used 
as a control
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Fig 5. Targeted protein delivery to CD206+ cells using 
EVs. Targeted α-CD206 EVs loaded with NanoLuc were 
incubated with stimulated DCs and MPs from human 
peripheral blood. After sorting of the CD206+ and CD206– 
subsets, the NanoLuc protein was shown to be delivered 
predominantly inside CD206+ cells. The same quantity of 
CD206+ and CD206– cells was analyzed in the luciferase 
assay
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geneous subsets of stimulated DCs and MPs from hu-
man peripheral blood. On the basis of our findings, the 
strategy of targeting genetically encoded extracellu-
lar vesicles to APCs may be used in the development 
of drugs for the correction of the immune response 
in patients with autoimmune, viral, and oncological 
diseases. Vesicles can deliver not only target proteins, 
but also lipids, nucleic acids, and transcription factors 
to cells [1]. In the future, EV-based targeted drug de-
livery could be used in gene therapy. Currently, many 
studies focus on the development of EV-based de-
livery systems. These vesicles are specifically loaded 
with proteins [25], peptides [26], and RNAs [27, 28]. In 
this case, there is a serious problem having to do with 
the transfer of various off-target ballast molecules 

by the produced EVs. Delivery of undesirable com-
ponents into the target cell can seriously affect the 
biocompatibility of the drug and lead to unpredictable 
side effects. One of the ways to solve this problem is 
to use autologous cells for the production of vesicles 
[29]. The safety of these EVs has been confirmed by 
clinical trials [30–32]. However, the long-term effect 
of natural EV content delivery into cells should also 
be carefully evaluated during the development of 
potential drugs. 

This study was supported by the Russian Science 
Foundation (grant No. 18-74-10079 “Self-assembled 

genetically encoded nanocages as a tool for the 
treatment of multiple sclerosis”).
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ABSTRACT The nucleotide excision repair (NER) is one of the main repair systems present in the cells of living 
organisms. It is responsible for the removal of a wide range of bulky DNA lesions. We succeeded in developing 
a method for assessing the efficiency of NER in the cell (ex vivo), which is a method based on the recovery of 
TagRFP fluorescent protein production through repair of the damage that blocks the expression of the appropri-
ate gene. Our constructed plasmids containing bulky nFlu or nAnt lesions near the tagrfp gene promoter were 
shown to undergo repair in eukaryotic cells (HEK 293T) and that they can be used to analyze the efficiency of 
NER ex vivo. A comparative analysis of the time dependence of fluorescent cells accumulation after transfection 
with nFlu- and nAnt-DNA revealed that there are differences in how efficient their repair by the NER system 
of HEK 293T cells can be. The method can be used to assess the cell repair status and the repair efficiency of 
different structural damages.
KEYWORDS nucleotide excision repair, ex vivo methods, DNA damages.
ABBREVIATIONS NER – nucleotide excision repair; ODN – oligodeoxyribonucleotide; ATP – adenosine triphos-
phate; nFlu – N-[6-(5(6)-fluoresceinylcarbamoyl)hexanoyl]-3-amino-1,2-propandiol; nAnt – N-[6-(9-antrace-
nylcarbamoyl)hexanoyl]-3-amino-1,2-propandiol; MCS – multiple cloning site; kbp – kilo base pairs.
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INTRODUCTION
The nucleotide excision repair (NER) system removes 
the bulky DNA lesions resulting from exposure to 
various factors: chemically active compounds, UV, and 
X-ray. There are two types of NER. Global genome 
NER is responsible for the search and removal of bulky 
lesions in the entire genome, regardless of its functional 
state, using XPC factor complexes for primary recogni-
tion of the damage site [1]. Transcription-coupled NER 
is activated by stalling of the RNA polymerase II tran-
scription complex by a bulky lesion in the transcribed 
DNA strand [2]. About 30 protein factors and enzymes, 
identical in both NER types, then form a number of 
complexes on DNA which perform lesion removal, re-
pair synthesis, and ligation.

The use of approaches that focus on exploring the 
structure and functions of the proteins involved in 
NER has the potential to help elucidate the process 
mechanism and to identify the main stages affecting 
its efficiency, as well as the composition and structure 

of the multiprotein complexes that appear and act at 
different NER stages [1, 3]. In most studies, the activ-
ity of the eukaryotic NER system in vitro is assessed 
using extended DNA containing natural bulky lesions 
at a given position or their synthetic analogs, as well 
as fractionated cell extracts containing a set of NER 
proteins (NER-competent extracts) [4, 5]. Nevertheless, 
the development of approaches that can help investi-
gate and compare efficiency in bulky lesion repair in 
living cells (ex vivo) remains topical in both fundamen-
tal and applied research.

This paper describes a method for such assessments 
using model plasmids with a bulky lesion near the 
promoter region of the gene encoding the TagRFP 
fluorescent protein. The schematic for creating model 
plasmids with a bulky lesion and assessing the efficien-
cy of NER ex vivo through monitoring of the recovery 
of reporter fluorescent protein expression, which hap-
pened to be impaired by a bulky DNA lesion, by the 
repair machinery of eukaryotic cells is shown in Fig. 1.
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EXPERIMENTAL
HEK 293T cells were cultured in a IMDM medium 
(Gibco) supplemented with 10% FBS (Gibco), 1% 
GlutaMAX™ Supplement (Gibco), 105 U/L penicillin, 
100 mg/L streptomycin, and 2.5 mg/L amphotericin β 
at 37°C and 5% CO

2
.

ODNs for creating inserts were synthesized in the 
Laboratory of Biomedical Chemistry (Institute of 
Chemical Biology and Fundamental Medicine SB RAS) 
according to the procedure described in [5]. The ODN 
sequences are shown in the Table.

A 38-bp segment (622–660 bp, MCS) was excised 
from the pTagRFP-N plasmid using the restriction 
endonucleases HindIII and BamHI (SibEnzyme) by 
incubation of 1 μg of the plasmid with 1 U HindIII 
and 1 U BamHI in a W buffer (SibEnzyme) at 37°C for 
1 h. After enzyme inactivation (70°C, 20 min) and DNA 
precipitation according to the standard procedure [6], 
the linearized plasmid was dissolved in water and a 
40-fold molar excess of the DNA insert, 2 U T4 DNA 
ligase (SibEnzyme) in a SE buffer, and 5 mM ATP were 
added. The plasmid was ligated at 12°C for 16 h. Then, 
the reaction mixture was warmed up (65°C, 20 min) 
and the DNA from the reaction mixture after ligation 
was separated in 0.8% agarose gel. The circular plasmid 
with inserts was eluted from the agarose gel using a 

DNA elution kit (diaGene), according to the manufac-
turer’s protocol.

Transfection of cells with the plasmid was per-
formed using Lipofectamine™ 2000 (Invitrogen), ac-
cording to the manufacturer’s protocol. The cells were 
seeded onto a 24-well plate at an amount of 2.5 × 104 
cells per well in 500 μL of a culture medium contain-
ing no antibiotics. Upon reaching 50–70% confluence, 
the medium was removed and the cells were added 
with a complex of the plasmid (150 ng) and the Lipo-
fectamine™ 2000 reagent in a serum-free medium. 
Fluorescence was detected using the Cell-IQ MLF 
system (Chip-Man Technologies, Finland) for long-
term intravital monitoring of the cells at the Common 
Use Center of the Institute of Cytology and Genetics, 
SB RAS. The cells were pictured at 10-min intervals 

Fig. 1. Schematic of a method for assessing the NER system efficiency ex vivo
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Table. ODN sequences

No. ODN

1 5’-P-agctgctgctcatctcgagatctgagtacattggattgccat-
tctccgagtgtattaccgtgacg-3’

2 5’-P-gatccgtcacggtaatacactcggagaatggcaatcca-
atM1tactcagatctcgagatgagcagc-3’, where M1 is nFlu

3 5’-P-gatccgtcacggtaatacactcggagaatggcaatcca-
atM2tactcagatctcgagatgagcagc-3’, where M2 is nAnt
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in the phase contrast and fluorescence modes using a 
Nikon CFI Plan Fluorescence DL ×10 objective. The 
resulting images were analyzed using the ImageJ and 
Cell-IQ Analyzer software.

The statistical analysis was performed using the 
Statistica10 software. All experiments were performed 
at least in triplicate, and the statistical significance was 
determined using the Student’s t-test.

RESULTS AND DISCUSSION
The approach based on the reactivation of the fluo-
rescent protein expression after removal of a DNA 
lesion that blocks the expression has been successfully 
used in NER studies [7, 8]. We decided to modify this 
approach in order to detect the fluorescence signal in 
living cells using the Cell-IQ MLF device for intravital 
examination, which combines a microscope with phase 
contrast and fluorescence imaging modes, as well as a 
system for supplying CO

2
 and maintaining tempera-

ture, ensuring optimal conditions for the cells during a 
prolonged imaging process. The software supplied with 
the device enables one to analyze images and extract 
information on the total number and the number of 
cells expressing fluorescent proteins, the fluorescent 
signal intensity, cell motility, and other parameters.

To create DNA with bulky lesions, we used the 
pTagRFP-N vector (4.7 kbp) containing the tagrfp 
gene encoding the monomeric fluorescent protein RFP 
from the sea anemone Entacmaea quadricolor [9]. The 
advantages of using TagRFP include the generated 
bright fluorescent signal, the stability of the protein at 
high pHs, rapid maturation, and the absence of toxic 
effects on the cells. The tagrfp gene is driven by the 

early promoter of cytomegalovirus (Pcmv ie), which 
is adjacent to a multiple-cloning site (MCS) with rec-
ognition sites for various restriction endonucleases, 
which enables cloning of the required DNA insert into 
this region.

Recombinant plasmids containing bulky nFlu and 
nAnt lesions (hereinafter referred to as nFlu and nAnt 
DNA, respectively) were synthesized. The pronounced 
substrate properties of these lesions, which were re-
vealed in a specific excision reaction catalyzed by NER 
proteins from various cell extracts in vitro [5, 10], were 
taken into account when using nFlu and nAnt to create 
model plasmids.

The efficiency in NER of nFlu- and nAnt-DNA in 
HEK 293T human embryonic kidney cells was analyz-
ed. We assessed the time of emergence of cells whose 
fluorescence indicated recovery of the TagRFP pro-
tein expression (Fig. 2). A plasmid with a DNA insert 
without a bulky lesion was used as a control. An eval-
uation of the number of fluorescent cells in the total 
cell population using the Cell-IQ Analyzer and ImageJ 
revealed differences in efficiency between the nAnt- 
and nFlu-DNA repair systems. In nAnt-DNA-trans-
fected cells, the first fluorescent cells were detected 
10 h after transfection, while in nFlu-DNA-trans-
fected cells, the first fluorescent cells were observed 
after 8 h (Fig.3A). The number of fluorescent cells 
12 h after transfection was 1.56 ± 0.39% in the case 
of nAnt-DNA-transfected cells and 4.59 ± 0.76% in 
the case of nFlu-DNA-transfected cells (Fig. 3B). To 
achieve a similar number of fluorescent cells trans-
fected with nAnt-DNA, it took another 2 h, and the 
number was 4.27 ± 0.67% after 14 h.

Fig. 2. TagRFP expres-
sion in HEK 293T cells 
transfected with plas-
mid DNAs. The images 
were created by over-
lay of fluorescence and 
phase-contrast images 
in ImageJ. Plasmid DNA 
substrates are shown on 
left; time after cell trans-
fection is shown on top

Control

nFlu-DNA

nAnt-DNA

6 h 12 h 18 h 24 h
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The repair of nFlu-DNA proceeds faster than 
the repair of nAnt-DNA, which is consistent with 
the results observed for the repair of the nAnt- and 
nFlu-DNA duplexes in vitro in the presence of proteins 
of NER-competent extracts from various cancer cell 
lines (HeLa, SiHa, C33A) [5].

Many factors underlie the difference in the efficien-
cy of bulky lesion repair when using the NER system. 
These may be the structural damage differences that 
determine the nature of the primary recognition of 
the damaged site and the efficiency of the subsequent 
verification of the damage by the proteins of the TFIIH 
complex [11], as well as the rate and efficiency of a NER 
system response in various cells to the damaging effect. 
Further investigation of NER using a combination of in 
vitro and ex vivo approaches may enduce significant 
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Fig. 3. Analysis of the NER efficiency of plasmid DNAs ex vivo in HEK 293T cells.
(A) – the number of fluorescent cells (%) over time after transfection with plasmid DNAs; (B) – a representative diagram 
demonstrating the differences in the quantities of fluorescent cells transfected with nFlu- or nAnt-DNA 12 h and 16 h after 
transfection. The confidence levels are *p < 0.01 and **p < 0.05

progress in our understanding of this process in eukar-
yotic cells.

CONCLUSION
Therefore, the proposed method enables one to assess 
efficiency in the removal of bulky nAnt and nFlu le-
sions from model plasmids by the NER system of HEK 
293T cells. The method is a promising tool for studying 
NER; it enables one to compare both the repair status 
of various cells and efficiency in the repair of various 
structural lesions. 
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