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The Profile of Post-translational 
Modifications of Histone H1 in Chromatin 
of Mouse Embryonic Stem Cells
T. Yu. Starkova, T. O. Artamonova, V. V. Ermakova, E. V. Chikhirzhina, 
M. A. Khodorkovskii, A. N. Tomilin
Authors compared histone H1 variants from NIH/3T3, mouse embryonic fi-
broblasts, and mouse embryonic stem cells using matrix-assisted laser desorp-
tion/ionization Fourier transform ion cyclotron resonance mass spectrometry 
(MALDI-FT-ICR-MS). They found significant differences in the nature and po-
sitions of the post-translational modifications of H1.3-H1.5 variants in embryonic 
stem cells compared to differentiated cells.
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The Role of Recombinant Human 
Cyclophilin A in the Antitumor Immune 
Response
А. А. Kalinina, Yu. Yu. Silaeva, D. B. Kazansky, L. М. Khromykh
Cyclophilin A (CypA) is a multifunctional protein that exhibits an isomerase 
activity and exists in the intracellular and secretory forms. In this work, 
authors used the model experimental system of lymphoma EL-4 rejection 
in B10.D2(R101) mice and showed that recombinant human CypA (rhCypA) 
stimulates the antitumor immune response via early recruitment of granu-
locytes to the tumor cell localization site and rapid accumulation of effector 
T-killers.
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Septin Polymerization Slows Synaptic Vesicle Recycling in 
Motor Nerve Endings
P. N. Grigoryev, G. A. Khisamieva, A. L. Zefirov
Septins are GTP-binding proteins recognized as a component of the 
cytoskeleton. In this study, neurotransmitter release and synaptic 
vesicle exocytosis and endocytosis were investigated by microelec-
trode intracellular recording of end-plate potentials and fluorescent 
confocal microscopy in mouse diaphragm motor nerve endings during 
septin polymerization induced by forchlorfenuron application. It was 
concluded that the septin polymerization induced by forchlorfenuron 
application slows the rate of synaptic vesicle recycling in motor nerve 
endings due to the impairment of synaptic vesicle transport.
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ABSTRACT Biodegradable and biocompatible polymers, polyhydroxyalkanoates (PHAs), are actively used in 
medicine to produce a wide range of medical devices and dosage formulations. The medical industry mainly 
utilizes PHAs obtained by chemical synthesis, but interest in the medical application of natural PHAs obtained 
biotechnologically is also growing. Synthetic PHAs are the biomimetic analogs of bacterial poly(3-hydroxybu-
tyrate) (PHB) and other natural PHAs. This paper addresses the issue of the presence of biological activity in 
synthetic and natural PHAs (stimulation of cell proliferation and differentiation, tissue regeneration) and their 
possible association with various biological functions of PHB in bacteria and eukaryotes, including humans.
KEYWORDS polyhydroxyalkanoates, poly(3-hydroxybutyrate), biosynthesis, biomimetics, biodegradation, bio-
compatibility, regenerative medicine.
ABBREVIATIONS PHAs – polyhydroxyalkanoates; sPHAs – chemically synthetized polyhydroxyalkanoates; 
nPHAs – natural polyhydroxyalkanoates, poly(3-hydroxyalkanoates); PLA – poly(2-hydroxypropanoic) (poly-
lactic) acid, polylactide; PGA – poly(2-hydroxyacetic) (polyglycolic) acid, polyglycolide; PLGA – poly(lac-
tic-co-glycolic) acid (polylactide-co-glycolide); PCL – poly(6-hydroxycaprolactone) (poly(ε-hydroxy-
caprolactone)); PDS – poly(p-dioxanone); PHB – poly(3-hydroxybutyric) acid (poly(3-hydroxybutyrate)); 
cPHB – short-chain complexed endogenic PHB; oPHB – medium-chain or oligo-PHB; P4HB – poly(4-hy-
droxybutyric) acid (poly(4-hydroxybutyrate)); PHV – poly(3-hydroxyvaleric) acid (poly(3-hydroxyvaler-
ate)); PHBV – poly(3-hydroxybutyrate-co-3-hydroxyvalerate); PHHx – poly(3-hydroxyhexanoate); 
PHBHx – poly(3-hydroxybutyrate-co-3-hydroxyhexanoate); PHBVHx – poly(3-hydroxybutyrate-co-3-hy-
droxyvalerate-co-3-hydroxyhexanoate); PHBO – poly(3-hydroxybutyrate-co-3-hydroxyoctanoate); PHB4HB – 
poly(3-hydroxybutyrate-co-4-hydroxybutyrate); 3HB – 3-hydroxybutyrate; FBGCs – foreign body giant cells; 
NO – nitric oxide; TNF-α – tumor necrosis factor alfa; MSCs – mesenchymal stem cells.
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INTRODUCTION
Polyhydroxyalkanoates (PHAs) are biodegradable pol-
yesters of hydroxycarbonic acids which are produced 
by either chemical synthesis or bacterial biosynthesis. 
Since the early 21st century, there has been growing 
interest in studying these polymers and introducing 
them in medical practice. Synthetic poly(2-hydroxy-
propanoic) (polylactic (PLA), polylactides) acid and 
poly(2-hydroxyacetic) (polyglycolic) acid ((PGA), poly-
glycolides), poly(6-hydroxycaprolactone) (PCL) and 
natural poly(3-hydroxybutyric) acid (PHB, poly(3-hy-

droxybutyrate)); poly(4-hydroxybutyric) acid (P4HB), 
poly(3-hydroxyvaleric) acid (PHV, poly(3-hydroxy-
valerate)), poly(3-hydroxyhexanoate) (PHHx), and 
their copolymers and polymers with a similar struc-
ture, such as poly(p-dioxanone) (PDS) (Fig. 1), are 
currently used both in research and clinical practice. 
These polymers have a similar chemical structure and, 
therefore, similar physicochemical and biomedical 
properties: they can be biodegraded in the organism 
without toxic product formation, are biocompatible 
with human organs and tissues, exhibit optimal physic-
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ochemical properties (thermoplasticity, relatively high 
hydrophobicity, specific diffusion properties, relatively 
high strength, and flexibility). Furthermore, they can 
be produced through efficient technological processes. 
Such a unique combination of properties by these pol-
ymers contributes to their wide use and introduction in 
medical practice [1–4].   

APPLICATION OF POLYHYDROXYALKANOATES 
IN MEDICINE
PHAs began being widely utilized in medicine as early 
as in the 1970s. Thus, the first biodegradable Vicryl 
surgical suture material produced from chemically 
synthesized polymers appeared on the market of 
medicinal products back in 1974. Various products 
made of PHAs are either currently in use or being 
developed (biodegradable surgical staples, screws, 
plates, pins and cords, bioresorbable suture material 
and skin staples, wound and burn dressings, mem-
branes for periodontal guided regeneration, surgical 
mesh endoprostheses, patches for surgical repair of 
intestinal and pericardial defects, mesh plugs for col-
oproctological applications and hernioplasty, vascular 
prosthetic implants, coronary stents, mesh tubes for 
nerve regeneration, artificial heart valves, and other 
medical devices). PHAs are also used in pharmaceutics 
as components of novel dosage forms and impart such 
properties as targeted delivery, prolonged activity, 
reduced toxicity, and enhanced stability to them [1–4] 
(Fig. 2).

All members of the PHA family are characterized by 
a unique combination of properties. However, synthetic 
PHAs (sPHAs) such as poly(2-hydroxypropanoic) acid 
(polylactic acid or polylactide), poly(2-hydroxyacet-
ic) acid (polyglycolic acid or polyglycolide) and their 
copolymers–poly(lactic-co-glycolic) acids (polylac-
tide-co-glycolides) (PLGAs), poly(6-hydroxycaprolac-
tone), and poly(p-dioxanone) – are those most typically 
used in medicine (Fig. 1). The reason behind this is the 
larger scale application of chemical synthesis in the 
production of medical polymers and earlier develop-
ment of a method for the industrial-scale production of 
sPHAs (PLA, PGA, PCL and their copolymers), earlier 
certification, conduct of preclinical and clinical trials, 
and introduction of these polymers in clinical practice 
(in the 1970s–80s). An important role was also played 
by the fact that these polymers are very convenient to 
use (in particular, due to their rapid biodegradation in 
human tissues) [4–6].

However, PLA, PGA, and their copolymers are 
synthetic analogs of natural polyhydroxyalkanoates, 
poly(3-hydroxyalkanoates) (nPHAs). Although syn-
thetic PHAs (including PLA, PGA, PLGA, and PCL) 
are quite often referred to as biopolymers, as implied 

by their biodegradability and biocompatibility, it is 
not fully accurate to use this term, since what are 
usually referred to as biopolymers are polymeric 
metabolic by-products of living organisms (bacteria, 
plants, fungi, and animals); i.e., natural biomacro-
molecules [7]. Hence, poly(3-hydroxyalkanoates) are 
reserve polymers in many bacterial species [1], while 
sPHAs (PLA, PGA, PLGA, PCL, etc.) are not found in 
nature [4, 8]. Although copolymers of poly(3-hydrox-
ybutyrate) and polylactic acid have been synthesized 
using genetic engineering techniques employing 
bacterial strains [9, 10], this only provides additional 
evidence of their artificial origin. Nevertheless, these 
polymers also share key properties, although with 
important distinctions that have been outlined above.

Natural poly(3-hydroxyalkanoates) are polyesters 
of 3-hydroxyalkanoic acids; therefore, PHB is a linear 
polyester of (R)-3-hydroxybutyric acid (Fig. 1). The 
distinctions between different nPHAs are a result 
of the presence of a side radical: poly(3-hydroxybu-
tyrate), poly(3-hydroxyvalerate), poly(3-hydroxyhex-
anoate), poly(3-hydroxyoctanoate), etc. (Fig. 1). All 
these compounds differ rather significantly in their 
physicochemical properties, such as crystallinity, 
the melting point and glass transition temperature, 
hydrophobicity, plasticity, the Young’s modulus, 
etc. It is important to mention that bacterial biosyn-
thesis typically results in not pure homopolymers of 
poly(3-hydroxyvalerate), poly(3-hydroxyhexanoate), 
and other, longer chain PHA monomers but rather 
in their block copolymers with PHB: poly(3-hy-
droxybutyrate-co-3-hydroxyvalerate) (PHBV), 
poly(3-hydroxybutyrate-co-3-hydroxyhexanoate) 
(PHBHx), poly(3-hydroxybutyrate-co-3-hydrox-
yvalerate-co-3-hydroxyhexanoate) (PHBVHx), 
(poly(3-hydroxybutyrate-co-3-hydroxyoctanoate 
(PHBO), poly(3-hydroxybutyrate-co-4-hydroxy-
butyrate) (PHB4HB), etc. However, the properties 
of these copolymers differ significantly from those 
of PHB and substantially depend on the monomeric 
composition of the copolymer [11–13].

A technical approach is usually employed to study 
the biomedical properties (including biological activity) 
of various PHAs: one of the materials intended for the 
development of a certain medical device is tested. But 
what if we analyze the biomedical properties of PHA 
using PHB as a natural progenitor of almost all the 
PHAs utilized in medicine in terms of all the functions 
that this polymer possesses when occurring in nature? 
In other words, we are going to use biomimetics, an 
interesting biological discipline [14]. There is all the 
more reason for this as the biomimetic approach has 
recently been increasingly in use in the study of various 
polymers [15].
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THE BIOLOGICAL ACTIVITY OF 
POLYHYDROXYALKANOATES

Biocompatibility of polyhydroxyalkanoates 
and their biological activity
Natural biopolymers, such as proteins and peptides, 
polysaccharides, lipids, nucleic acids, polyprenols, and 
their copolymers, typically exhibit intense biological 
activity that is directly related to their specialized 
functions: enzymatic, regulatory, signaling, defense, 
transport, etc. Furthermore, even biopolymers such as 
lipopolysaccharides or pectins playing “neutral” func-
tions (structure-forming or reserve ones) can also ex-
hibit a pronounced biological activity [16]. Therefore, 
medical products or pharmaceuticals based on some of 
these biopolymers (collagen, chitosan, and polylysine) 

may have a biological activity that is sometimes un-
desirable (e.g., immunotoxicity) [17]. However, despite 
the intensive research that is currently underway, 
the question regarding the biological activity of both 
synthetic and natural PHAs remains rather contro-
versial and insufficiently studied. On the other hand, 
the wide application of PHAs in medicine is largely 
a result of the fact that they are highly biocompati-
ble and are either non- or low-toxic, which does not 
preclude the biological activity in these polymers [17]. 
Meanwhile, biodegradability is the key reason why 
PHAs are utilized in medicine. However, the process of 
polymer biodegradation implies that there is intensive 
interaction between the polymer and the surrounding 
living cells and tissues (that often are involved in this 
process) and that the cells and tissues are affected not 

Fig. 1. The general formula for polyhydroxyalkanoates and the structural formulas for a series of natural and synthetic 
polyhydroxyalkanoates for biomedical applications. Abbreviations: PHB – poly(3-hydroxybutyrate); PHV – poly(3-hy-
droxyvalerate); PHBV – poly(3-hydroxybutyrate-co-3-hydroxyvalerate); PHHx – poly(3-hydroxyhexanoate); 
PHBHx – poly(3-hydroxybutyrate-co-3-hydroxyhexanoate); PHO – poly(3-hydroxyoctanoate); PHBO – poly(3-hy-
droxybutyrate-co-3-hydroxyoctanoate); P4HB – poly(4-hydroxybutyric) acid (poly(4-hydroxybutyrate)); PGA – 
poly(2-hydroxyacetic) acid (polyclycolic acid, polyglycolide); PLA – poly(2-hydroxypropanoic) acid (polylactic acid, 
polylactide); PLGA – poly(lactic-co-glycolic) acid (polylactide-co-glycolide); PCL – poly(6-hydroxycaprolactone); 
PDS – poly(p-dioxanone)

PHAs, general formula
Natural PHAs Synthetic PHAs

PHB

PHV

PHHx PHBHx

PHO PHBO PDS

PHBV PLA PLGA

P4HB PGA 
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only by the polymer, but also by its biodegradation 
products (oligomers and monomers). In addition, more 
and more data become available demonstrating that 
PHAs exhibit an intrinsic biological activity with re-
spect to various cells and tissues in humans and labo-
ratory animals.

All the main PHAs, both the synthetic (PLA, PGA, 
PLGA and PCL) and natural PHBs (PHBV, PHBHx, 
P4HB) ones, possess fairly good biocompatibility when 
compared to many other materials, which is sufficient 
for utilizing these biodegradable polymers to fabricate 
implants that come into contact with soft tissues, bones, 
and blood in compliance with ISO standards 10993 [2, 4, 
17, 18]. However, a comparison of the tissue response to 
PHB and the synthetic polyesters PLA, PGA, or their 
copolymers, revealed that PHB elicits either a mild or 
moderate tissue response [2, 3], while PLA, PGA, and 
PLGA often induce chronic inflammation [18]. In most 
cases, PHB and its copolymers were characterized by 
good biocompatibility when used as implanted bioma-
terials [19–21]. The standard test for tissue reaction to 

subcutaneous implantation of PHB and its copolymers 
in film form, which is employed in the protocols of pre-
clinical trials, reveals a mild or moderate response to 
the foreign material. A thin fibrous capsule (~ 100 µm) 
is formed during a month and is resorbed once the sam-
ples have biodegraded [19–22]. Many studies revealed 
a low lymphocyte count or virtually no lymphocytes (in 
particular, T lymphocytes) at the PHB insertion site, 
indicating that the immune reaction to this polymeric 
biomaterial is either significantly reduced or absent 
[23–26]. It was demonstrated that deeply purified PHB 
and PHBV also exhibit good hemocompatibility, so they 
can be used to produce blood-contacting medical de-
vices: patches for the pericardial wall, the pulmonary 
artery, and the right atrium, as well as biodegradable 
coronary stents [25–30]. However, the biocompatibil-
ity of PHB is especially vividly witnessed when using 
PHB-based devices (e.g., porous scaffolds for bone tissue 
regeneration). Implantation of PHB-based devices into 
the area of bone tissue defect is not accompanied by 
the formation of a connective tissue capsule separating 

Fig. 2. Medical devices based on synthetic and natural PHAs used in medical practice or currently being developed. 
A – PGA-based bioresorbable sutures (Ethicon, Johnson & Johnson, USA); B – OsteotwinTM bioresorbable interference 
screw for bone fixation based on PLA with a plasticizing agent (Biomatlante, France); C – LactoSorb® PLGA-based 
bioresorbable plates for bone fixation (Biomet, USA); D – ABSORB PLA-based bioresorbable coronary stent (Abbott, 
USA); E – Phasix Plug P4HB-based bioresorbable woven plug endoprosthesis for hernioplasty (C.R. Bard Inc., USA); 
F – Gore Bio-A fistula plug PLA-based bioresorbable plug endoprosthesis for coloproctological applications PLA 
(W. L. Gore & Associates Inc., USA); G – Ultrapro Advanced™ partially resorbable mesh endoprosthesis for hernio-
plasty based on a woven material made of polypropylene monofilaments and PLGA (Ethicon, Johnson & Johnson, USA); 
H – GEM Neurotube mesh tube based on woven PGA material for nerve fusion (Synovis Micro Companies Alliance, 
USA); I – PLA-based bioresorbable staple for an automated skin and soft tissue stapling device (Ethicon, Johnson & 
Johnson, USA); J – ElastoPHB PHBV-based bioresorbable biopolymeric membrane for repairing soft and cartilage tissue 
defects (BIOMIR Service JSC, Krasnoznamensk, Russia)
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the polymeric material from the bone tissue, which is 
observed for many biomedical devices (e.g., those made 
of PLA). In other words, PHB becomes completely in-
tegrated into the bone tissue. Implantation of the PHB-
based porous scaffold leads to vigorous vascularization 
of the scaffold and emergence of islets of the bone tissue 
newly formed from the granulation tissue in its pores 
[23, 24, 31]. Evaluation of the expression levels of var-
ious cytokines and other markers of inflammation in 
the implantation site of medical devices based on PHB 
(and its copolymer PHBV) revealed reduced expression 
levels of proinflammatory cytokines (interleukins, tu-
mor necrosis factor, monocyte chemoattractant protein, 
inducible nitric oxide synthase, and C-reactive protein) 
compared to those for other materials and increased 
expression of genes encoding various proteins (type I 
collagen, caveolin-1, cytokeratin, heparan sulfate pro-
teoglycan, thrombomodulin, and prostacycline), which 
are markers of regenerative processes taking place in 
cardiac, vascular, intestinal, neural, and osseous tissues 
[23, 25, 27, 28, 32–35]. However, chronic inflammato-
ry response to the implantation of PHB-based devices 
(e.g., coronary stent prototypes) was observed in some 
cases. It should be mentioned that these devices were 
either fabricated through polymer melting or could 
have been insufficiently purified [36, 37]. Like during 
biodegradation, the method used for molding products 
made of a polymer, especially when applying extrusion 
or melt molding, may significantly affect the biocom-
patibility of PHB and its copolymers. Melting causes 
polymer recrystallization and abruptly slows down 
water diffusion in the polymer matrix, whereas water 
is a component that plays a crucial role in the formation 
of the PHB ultrastructure, which strongly affects its 
biological properties [38].

Due to its high biocompatibility, PHB is a promising 
material for use in cell biology and cellular engineering. 
Various mammalian cells (human and murine fibro-
blasts, rat, mouse, and human mesenchymal stem cells 
(MSCs), rabbit bone tissue osteoblasts, human osteo-
genic sarcoma cells, chondrocytes in rabbit articular 
cartilage and rabbit smooth muscle cells) exhibit good 
levels of cell adhesion, proliferation, and viability dur-
ing in vitro cultivation on PHB-based films or porous 
scaffolds [3]. Nano- and microparticles of PHB and its 
copolymers have no cytotoxic effect on different cells 
at concentrations below 1 mg/ml [39, 40]; their endo-
cytosis can be performed not only by macrophages, but 
also by osteoblasts, fibroblasts, and epithelial tumor 
cells [41–45]. Meanwhile, the cytotoxicity of PLA and 
PLGA nanoparticles was not detected only at concen-
trations below 66–100 µg/ml but was strongly marked 
at concentrations above 100 µg/ml [41, 46]. Water-sol-
uble PHB oligomers consisting of ~ 25 3-hydroxybu-

tyrate residues conjugated to lipoid acid also had no in 
vitro cytotoxic effect on keratinocytes at concentra-
tions below 9 µg/ml [47].

Due to their high biocompatibility, PHB and other 
PHAs can be used to manufacture devices of various 
structures (porous matrices, microspheres, and scaf-
folds) for experimental modeling of the 3D growth of 
various human and mammalian cells (mesenchymal 
stem cells, fibroblasts, various tumor cell lines) under 
in vitro conditions, which will allow one to create ex-
perimental models of various diseases; cancer in par-
ticular [48] (Fig. 3). Meanwhile, one should bear in mind 
that characteristics of polymers such as their chemical 
composition, surface morphology, surface energy and 
hydrophobicity have a profound impact on cell viability 
and growth [49]: for example, chemical treatment of 
the surface of PHB-based items facilitates cell growth 
on them [3].

Biodegradation of polyhydroxyalkanoates 
and their biological activity
The biodegradation rate of widely used sPHAs, PLA, 
and PGA is significantly higher than that of other 
PHAs, since biodegradation takes place preferentially 
via hydrolytic destruction. This destruction mecha-
nism of sPHAs is the reason behind the many problems 
associated with their medical application. Thus, the 
degradation products of PLA, PGA, and PLGA, which 
are formed during rapid hydrolysis, have no time to be 
taken up by the organism and pH decreases drastically 
near the implant. Chronic tissue irritation caused by 
reduced pH is considered a serious problem associat-
ed with the use of polymer implants based on PLA, 
PGA, and PLGA; an optimal solution to this problem 
still needs to be found [18]. Chronic inflammation in 
response to the destruction of polylactides and polyg-
lycolides can be aggravated by the immune response 
to release non-stereoregular water-soluble oligomers, 

Fig. 3. An in vitro experimental model of 3D cultivation 
of mesenchymal stem cells on PHB-based microspheres: 
scheme (A) and a SEM image (×300) (B) of cell growth on 
microspheres
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degradation products of polymers belonging to this 
class [18, 50]. The products of hydrolytic destruction of 
PLA and PGA were shown to be cytotoxic [18, 41, 46]. 
Dendritic cells that can be activated by PLGA signifi-
cantly contribute to the triggering of an inflammatory 
reaction to this polymer after its implantation [51]. In 
particular, this inflammatory response is one of the 
reasons why biodegradation of intraosseous implants 
made from these polymers is slowed down as they are 
“preserved” in a connective tissue capsule, which caus-
es various complications, such as implant migration to 
the bones, fistulization, implant failure, etc. [18]. Vari-
ous sorts of precautions are used to eliminate chronic 
inflammation. Hence, anti-inflammatory drugs (dex-
amethasone or curcumin) [52, 53], antibodies specific 
to proinflammatory cytokines (interferon-γ) [54] are 
added to PLGA-based products, or mesenchymal stem 
cells are used [51].

Natural poly(3-hydroxyalkanoates) are much more 
resistant to hydrolysis in aqueous media [55], including 
in the presence of various esterases [55–57]. In living 
tissues, the biodestruction rate can be manifold higher 
than that in an aqueous medium under in vitro model 
conditions even in the presence of high concentrations 
of lipolytic enzymes (e.g., lipase) [22].

Recent data demonstrate that the biodegradation 
of PHB and its copolymers takes place predominant-
ly through the phagocytic ability of specialized cells 
(macrophages), as well as foreign body giant cells 
(FBGCs) and osteoclasts. In other words, specialized 
biodegradation of these polymers takes place. The 
insertion of devices based on PHB and its copolymers 
into the organism results in the recruitment of mac-
rophages in the damaged area, which densely cover 
the polymeric material as a connective tissue capsule is 
formed around it and are actively involved in polymer 
biodegradation. The polymeric biomaterial is exposed 
to the extracellular fluid and cells, which may lead to 
cleavage of micro- and nanoparticles, oligomers, and 
the monomers from it [3, 19, 57–59]. Cells cause su-
perficial erosion of the polymer, without significantly 
altering its physicochemical properties, which takes 
place upon bulk hydrolytic destruction of the polymer. 
It was demonstrated that signs of erosion (erosion pits 
20–50 µm in diameter) remained on the polymer sur-
face after macrophages and FBGCs had been removed 
[25, 26, 60, 61]. The low biodestruction rate reduces 
the concentrations of degradation products near the 
implant; for PHB, the predominant degradation prod-
uct is 3-hydroxybutyric acid, which is much weaker 
(pKα = 4.41) than lactic acid (pKα = 3.73), the main 
biodegradation product of PLA and PLGA. Therefore, 
biodegradation of PHB and its copolymers does not 
cause medium acidification [18–20].

Macrophages are simultaneously activated by the 
polymeric material, which contributes to their phago-
cytic activity [36, 40, 62]. Macrophage adhesion on the 
surface of the polymeric material plays an important 
role. Biodegradation of polymeric membranes was 
shown to take place only once macrophages have ad-
hered to their surface. If macrophages are incapable 
of adhering to the membrane, polymer degradation 
does not occur [63]. Macrophages and osteoclasts tightly 
adhere to polymeric PHB films and proliferate on them 
[62]. The expression of two types of lipases significantly 
increased after 7- and 14-day contacts between PHB 
and animal tissues; enhanced expression of the same 
types of lipases was observed in the liver. Furthermore, 
increased synthesis of cleaving enzymes such as type 1 
and type 2 lipases, amylase, chymotrypsin, and trypsin 
was observed in the gastric wall immediately at the 
site where tissues came into contact with a PHB-based 
patch [34]. Two enzymes cleaving PHB were found in 
rat tissues: liver serine esterase with maximum activity 
observed in an alkaline medium (pH 9.5) and kidney 
esterase active in a neutral medium [64]. Experiments 
involving low-molecular-weight PHB particles demon-
strated that macrophages are involved in the biodegra-
dation of PHB [40]. It was found that macrophages and 
fibroblasts (although to a lesser extent) can phagocytize 
PHB particles 1–10 µm in size. At high concentrations 
of PHB particles (> 10 µg/ml), phagocytosis is accom-
panied by a toxic effect and changes in the functional 
status of macrophages but not fibroblasts [40]. Mean-
while, the nanoparticles (15–250 nm in size) of PHB 
and its copolymers had no significant cytotoxic effect 
on macrophages even at such a high concentration as 
1 mg/ml, unlike PLA nanoparticles [41]. Phagocytosis 
of PHB microparticles was accompanied by enhanced 
production of nitric oxide (NO) and tumor necrosis 
factor-α (TNFα) in the activated macrophages, while 
phagocytosis of a large amount of microparticles 
caused microphage death. It was also demonstrated 
that phagocytosis of PHB particles gradually decreas-
es due to vigorous biodegradation of PHB [40]. It is an 
interesting fact that not only macrophages, but oste-
oblasts as well can be involved in in vitro endocytosis 
of microparticles consisting of low-molecular-weight 
PHB. Upon co-cultivation of these cells, the phagocytic 
ability of osteoblasts, as well as their osteogenic activ-
ity (alkaline phosphatase activity), was stimulated by 
macrophages phagocytizing polymeric microparticles 
[40].

Hence, the contact between living cells and polymers 
even characterized by high biocompatibility can be ac-
companied by a natural inflammatory response by the 
organism to the implantation of a foreign body and by 
the activation of macrophages and osteoclasts as they 
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cleave the polymer. However, one should differentiate 
between this biological activity of PHAs and the in-
trinsic biological activity of polymers as related to their 
specific properties.

Intrinsic biological activity of polyhydroxyalkanoates
PHB and its copolymers seemingly also exhibit an in-
trinsic biological activity. As mentioned earlier, they 
activate immune cells upon implantation, thus induc-
ing secretion of proinflammatory cytokines by these 
cells [34, 35]. This effect is typical of a regular tissue 
response to the implantation of almost any materials, 
especially biodegradable ones. It was demonstrated 
that PHB-based products (non-woven patches, porous 
scaffolds) facilitate the regeneration of tissues in differ-
ent organs: osseous, cardiac and vascular, neural, and 
intestinal tissues. Application of PHB-based devices 
causes a high degree of vascularization in the area of 
tissue defect repair [23–28, 32, 35, 65]. It was shown 
using the critical (the parietal region of rat skull) and 
noncritical (rat femur) models of bone defects that 
PHB-based porous scaffolds facilitate bone tissue re-
generation. Minimal tissue response to the implantation 
related to gradual bioresorption of polymeric material, 
vigorous vascularization of the matrix, and intergrowth 
of the newly formed bone tissue into the pores of the 
PHB-based scaffold were observed at all stages of bone 
defect regeneration. Expression of osteogenic markers 
(e.g., type I collagen) is also indicative of bone tissue 
regeneration in a PHB-based scaffold [23, 24]. We ob-
served a uniform formation of nascent bone tissue over 
the entire volume of the porous biopolymeric scaffold 
in the form of islets rather than on the edges; mean-
while, a fibrous capsule did not form around the biopol-
ymeric material, an indication of its complete integra-
tion with the bone tissue [24, 65]. All this demonstrates 
that PHB exhibits excellent biocompatibility with bone 
tissue and possess an osteoconductive and even oste-
oinductive potential. The biological activity of PHB and 
its copolymers produced via bacterial biosynthesis was 
attributed to the fact that the polymeric material could 
have been insufficiently purified to remove bacterial 
lipopolysaccharide or DNA. However, even the highly 
purified polymer can elicit a cellular response [36].

A biological activity of porous scaffolds based on 
PHB and its copolymers (PHBV, PHBHx, and PHB-
VHx) was also demonstrated at a cellular level in vitro. 
Thus, terpolymer PHBVHx stimulated the prolifer-
ation of HaCaT human kertinocytes grown on poly-
meric films produced via precipitation from a solution. 
Investigation of the mechanism of stimulation of cell 
proliferation using the nanoparticles of this biopolymer 
demonstrated that the addition of PHBVHx nanopar-
ticles at a concentration of 0.02–0.1 g/l stimulates an 

elevation of the current of calcium ions into the cyto-
plasm, which is one of the key signaling pathways for 
the activation of cell division. The degradation product 
of PHA, monomeric 3-hydroxybutyrate (D-3-hydrox-
ybutyric acid, 3HB), also independently induces the 
activation of HaCaT human keratinocytes and L929 
murine fibroblasts when used at concentrations rang-
ing from 0.01 to 0.1 g/l (0.1–1.0 mM), as it increases 
calcium ion concentration in the cytoplasm, and also 
suppresses fibroblast apoptosis and necrosis [66–68]. 
This activity of 3HB is not surprising, since this ketone 
body is a natural mammalian metabolite that displays 
a profound biological activity [16]. However, biological 
activity can be exhibited not only by 3HB, but also by 
PHA oligomers. Thus, PHB oligomers and their copol-
ymers with 4-hydroxybutyrate and 3-hydroxyhex-
anoate (with a chain length of 20–25 monomer units) 
are not cytotoxic when used at concentrations < 20 
µg/ml, stimulate proliferation and suppress apoptosis, 
calcium release into the cytoplasm, and the formation 
of cell–cell contacts between pancreatic beta cells in 
mice [69].

It was demonstrated that scaffolds based on PHB 
and its copolymers (PHBV, PHBHx) promote osteogen-
ic differentiation of osteoblasts and mesenchymal stem 
cells in humans, rats, and rabbits (isolated both from 
the adipose tissue and from the bone marrow) when 
culturing the cells on these materials [23, 24, 39, 63, 70–
72]. Differentiation of MSCs cultured on nPHAs-based 
scaffolds was confirmed by changes in cell morphology 
(Fig. 4), inhibition of their proliferation, increased al-
kaline phosphatase activity, calcium salt deposition in 

Fig. 4. A mesenchymal stem cell with the osteoblast mor-
phology on the PHB-based polymeric matrix (on the 21st 
day of cultivation) and calcium salt deposits around it on 
the matrix. A SEM image (×370)
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the cells [24, 39, 70–72], and expression of markers of 
osteogenic differentiation, and the formation of osseous 
tissue (alkaline phosphatase, type 1 collagen, Runx2, 
osteocalcin, and osteopontin) using the immunoenzyme 
techniques and PCR [23, 24, 70]. However, some studies 
failed to confirm the induction of osteogenic differen-
tiation upon cultivation of embryonic progenitor popu-
lations on the scaffolds [73]. It is worth mentioning here 
that the growth and differentiation of MSCs can be 
affected by their physicochemical properties, as well as 
the microstructure and the topography of the devices 
made from the polymers used to culture the cells. This 
effect can even neutralize the influence of the bioac-
tive molecules that stimulate cell growth or differen-
tiation in a particular direction [49, 74, 75]. The impact 
of PHAs on MSC differentiation can also be related to 
the bioactivity of their biodegradation product, 3HB. 
Thus, 3HB at a concentration of 0.005–0.1 g/l (0.05–1 
mM) causes osteogenic differentiation of MC3T3-E1 
mouse osteoblasts, which was identified based on an 
elevation of the alkaline phosphatase activity, calci-
um deposition (Alizarin Red S staining quantification 
assay), and osteocalcin expression. The osteoinductive 
activity of 3HB was demonstrated in vivo for an os-
teoporosis model in female rats with their ovaries re-
moved. Nevertheless, 3HB used at lower concentrations 
did not exhibit such an effect; slow biodegradation of 
PHAs gives rise to 3HB at concentrations much lower 
than 0.05 mM [76]. PHBHx also causes chondrogenic 
differentiation of MSCs, which was observed based 
on changes in the expression of chondrogenic genes 
acting as MSC markers (aggrecan, col2, sox9, col10, and 
pthrp) [74]. It was shown in other studies that PHB, 
PHBHx, PHBVHx, PHBO, and their composites, as 
well as PLA, stimulate neurogenic differentiation of 
MSCs, which can be observed based on changes in cell 
morphology and the expression of the genes coding for 
lineage-specific proteins (nestin, glial fibrillary acidic 
protein, and βIII-tubulin) [77, 78]. This theoretically 
could have been related to the neuroprotective effect 
of 3HB that was demonstrated earlier if it was not for 
the fact that the positive impact of 3HB on the nervous 
system is caused by the nutritional (energy) function of 
fatty acids, including 3HB, in neurons and manifests it-
self when these substances are used at extremely high 
doses [79]. However, it was also demonstrated that 3HB 
stimulates the formation of neuronal gap junctions for 
signal transduction, and this fact can be used to explain 
why this compound improves memory and learning 
ability [80]. It is interesting that the effects of PHAs on 
cell proliferation, differentiation, and apoptosis can be 
realized through integrins, the molecules that mediate 
cell–cell contacts and are involved in recognition. Dif-
ferentiation of MSCs and osteoblast apoptosis proceed 

via the cascade mechanism initiated as PHAs interact 
with integrins on the cell surface [81, 82].

BIOLOGICAL ACTIVITY AND NATURAL 
FUNCTIONS OF POLY(3-HYDROXYBUTYRATE)

Poly(3-hydroxybutyrate) as a 
reserve polymer in bacteria
Natural poly(3-hydroxyalkanoates) have evolutionarily 
developed as reserve biopolymers, i.e., polymers that 
can be biodegraded by enzymatic systems in living 
organisms to release energy and carbon for cells to 
remain vitally active and ensure the biosynthesis of 
other biomolecules. The ability to synthesize reserve 
nPHAs, and PHB in particular, is commonly observed 
in prokaryotes; several hundreds of bacterial species 
utilize this biopolymer as a reserve compound. For 
most microorganisms, the accumulated nPHAs act as 
a source of carbon and energy if there is a lack thereof. 
Bacteria capable of synthesizing nPHAs accumulate 
the biopolymer in their cytoplasm as discrete inclu-
sions (granules) that typically range between 100 and 
800 nm in diameter (Fig. 5). The role of nPHAs, and 
PHB in particular, as a reserve material in bacteria was 
thoroughly discussed in the review by Anderson and 
Dawes [83].

Furthermore, human symbiotic and infectious 
bacteria, such as Agrobacterium, Clostridium, Ral-
stonia, Bacillus, Burkholderia, Vibrio, Legionella, 
Pseudomonas, Mycobacterium, Acinetobacter, Sphin-

Fig. 5. PHA-producing strain of Azotobacter chroococ-
cum 7B with PHB granules in a bacterial cell during poly-
mer biosynthesis (TEM, ×50,000)
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gomonas, Fusobacterium, Neisseria, Streptomyces, 
Bordetella, and Rickettsia either are capable of synthe-
sizing PHB or carry the enzymes (and genes encoding 
them) involved in its biosynthesis (primarily PHA poly-
merase). Some of these bacteria (e.g., Pseudomonas sp.) 
can synthesize both PHB and its various copolymers 
[84]. Many of these bacteria either constitute a sig-
nificant portion of the normal human gut microbiota, 
which plays a crucial role in the formation of immunity 
and other organs (the oral cavity, the lungs, and the 
skin), or are causative agents of many common infec-
tious diseases. Accordingly, the human immune system 
recognizes the antigens of these bacteria presumably 
from the very time the immunity starts to form during 
infancy. PHB is one of these common antigens familiar 
to the immunity. This probably is the reason for the 
high biocompatibility of this biopolymer and those of 
its synthetic analogs that have a similar structure and 
physicochemical properties. However, despite the fact 
that the immune system also comes into contact with 
lipopolysaccharide at the stage of immunity formation, 
this biopolymer is a potent immune stimulant. Mean-
while, PHB is also a product of symbiotic and infectious 
bacteria. It is quite possible that the function of PHB in 
the human body differs from that of the reserve mate-
rial in microbiota. 

Endogenous poly(3-hydroxybutyrate) in 
animal tissues and its putative functions
Contrary to the existing opinion that PHB is syn-
thesized solely in prokaryotic cells, this biopolymer 
was discovered by Reusch [85] in almost all types of 
organisms. The short-chain complexed PHB (cPHB, 
≤ 30 3-hydroxybutyrate monomers), and the medi-
um-chain, or oligo-PHB (oPHB, 100–200 3-hydroxy-
butyrate monomers) were detected in various organs 
and tissues of mammals, including humans (as well as 
cow, sheep, and pig) and birds (chicken and turkey): in 
blood, brain, heart, liver, kidney, blood vessels, nerves, 
lipoprotein particles, platelets, etc. The cPHB/oPHB 
concentration varies from 3–4 µg/g in neural tissues 
and the brain; to 12 µg/g in blood plasma. The oPHB 
concentration in human blood plasma can vary in a 
rather wide range: between 0.6 and 18.2 µg/ml, the 
average value being 3.5 µg/ml [85]. It should be men-
tioned that 3HB, the intermediate product of PHB 
biodegradation, is a so-called ketone body. It is found 
in mammalian blood and tissues at a normal level of 
0.3–1.3 mM and at much higher levels in pathology [86].

Reusch [85] suggested that besides acting as a re-
serve material and an energy depot in bacteria, PHB 
also plays different regulatory functions in eukaryotes 
and prokaryotes. PHB (namely, the short-chain cPHB 
and oPHB) affects the function of protein receptors and 

channels, as well as DNA, by forming noncovalent or 
covalent bonds with them. The researchers attribut-
ed the presence of PHB in different human tissues to 
the existence of some biochemical synthesis mecha-
nisms of this biopolymer. They showed that cPHB and 
oPHB form noncovalent complexes with inorganic 
polyphosphates and calcium ions, which can function 
as nonprotein channels that allow inorganic ions to pass 
through the cell membrane. These structures also form 
noncovalent complexes with ion-channel proteins and 
are their components. They also affect the receptor 
and channel functions through covalent binding. Thus, 
PHB oligomers bind covalently to calcium ATPase in 
the cell membrane of human red blood cells and simul-
taneously form a complex with inorganic phosphates 
[86]. Indirect evidence has been obtained showing that 
PHB–protein conjugates play some physiological role. 
Thus, conjugation of DP18L antitumor peptides to 
3-hydroxydecanoate enhances their activity [87].

Putative functions of poly(3-hydroxybutyrate) 
in the microbiota of animals
However, PHB can have other functions in the human 
body that do not require its synthesis. It is fair to as-
sume that PHB is somehow involved in the interplay 
between gut bacteria, where this biopolymer is syn-
thesized, immune cells, and the intestinal epithelium. 
This hypothesis is supported by the special role played 
by PHB in the symbiosis between the gut bacteria and 
the host organism. For example, the synthesis of PHB 
contributes to the interaction between Burkholderia 
bacteria and their host, the bean bug Riptortus pe-
destris, making these bacteria more resistant to the 
immune system of this bug [88]. It was also demon-
strated that the biosynthesis of PHB plays a crucial 
role in the microbiota of sea cucumber Apostichopus 
japonicus. The synthesis of PHB seems to modulate 
the intestinal microbiota of the sea cucumber, which 
increases the animal’s size manifold [89]. The study 
focused on the ability of histamine to regulate the 
synthesis of low-molecular-weight cPHB in Escheri-
chia coli deserves close attention. Histamine plays an 
important role as a means of communication between 
bacteria and the host organism; it also regulates the 
intestinal immunity, so that the bacteria are recognized 
as “self” by the host organism. Therefore, the effect 
of histamine on the synthesis of cPHB may indicate 
that this biopolymer is involved in adaptation and co-
existence with the host organism [90]. Furthermore, 
it was demonstrated that PHB is effective in treating 
infectious diseases: giving PHB as food to brine shrimp 
Artemia nauplii protected them against a disease 
caused by Vibrio campbellii; the effectiveness of PHB 
was 100-fold higher than that of 3-hydroxybutyric 
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acid [91]. Furthermore, PHB can inhibit not only Vi-
brio sp., but also E. coli and Salmonella sp. [92]. It was 
also demonstrated that the biodegradation products 
of some nPHAs (e.g., 3-hydroxyoctanoate) exhibit an 
antimicrobial activity with respect to a number of 
Gram-negative and Gram-positive bacteria, as well 
as inhibit the production of the metabolites associated 
with the pathogenic activity of these bacteria, while a 
much higher nPHA concentration is needed for a cyto-
toxic effect on human fibroblasts [93].

An interesting fact indicating that 3-hydroxy-
butyrate dimers and trimers are sex pheromones in 
spiders also indicates that PHB might possess some 
signaling functions in the organism [94]. It is quite 
possible that these pheromones can be products of the 
biosynthesis performed by bacteria in the microbiota of 
arthropod species. Thus, in Costelytra zealandica bee-
tles, sex pheromone is phenol synthesized from tyrosine 
by symbiotic bacteria Morganella morganii in special 
glands [95]. 3-Hydroxybutyrate dimers and trimers 
were found in fungus Hypoxylon truncatum; however, 
the mechanism underlying their synthesis is yet to be 
established [96].

P4HB and PHB4HB are used to manufacture a num-
ber of biodegradable medical devices: surgical suture 
material, woven mesh endoprostheses and plug endo-
prostheses, as well as scaffolds for soft tissue regen-
eration. Due to its modified chemical structure, P4HB 

(as well as PLA and PGA) preferentially undergoes 
hydrolytic degradation. These polymers do not exist in 
nature; they are obtained through bioengineering via 
biosynthesis by the genetically modified E. coli strain 
K12. P4HB monomer, 4-hydroxybutyrate (γ-hydroxy-
butyric acid), similar to 3-hydroxybutyrate, is a natural 
metabolite and one of the neurotransmitters used as a 
potent psychoactive agent and even listed in the con-
trolled drugs register [97].

CONCLUSIONS
Hence, the biological activity of PHAs observed by 
many researchers (e.g., the ability of these polymers 
to stimulate the regeneration of bone and cartilage 
tissues) is related not only to the physicochemical 
properties of PHAs or to the structure of items based 
on these polymers, but also to the fact that PHAs 
exhibit an intrinsic activity, which is in turn caused 
by the natural functions of PHB, a precursor used to 
produce these polymers (Table). This relationship is 
also observed between the biodegradability of PHAs 
used to fabricate medical devices in human tissues and 
the natural function of PHB as a reserve biopolymer in 
bacterial cells, since the reserve material must be able 
to undergo cleavage by cellular enzymes in order to be 
able to perform its function. This biopolymer possibly 
has certain signaling functions in our organism through 
which the gut bacteria interact with the immune cells, 

The biological activity of synthetic and natural PHAs in the human body and the natural functions of poly(3-hydroxybu-
tyrate)

Biological activity Potential causes Natural functions

Activation of macrophages and osteoclasts 
[36, 40, 63].

The ability to undergo hydrolytic and 
enzymatic destruction [1–4, 19, 58–60]. 
Preferentially cellular biodegradation 

of nPHAs [25, 26, 61, 62].

The ability of PHB to undergo con-
trolled biodegradation (as an intracel-
lular reserve material in bacteria) [83].

Stimulation of proliferation of cells (kerati-
nocytes, fibroblasts, and beta-cells) [67–70].

Intrinsic biological activity of nPHAs 
[69, 81, 82] and 3HB [67, 68].

The potential signaling function of 
PHB upon the interplay between 

gut bacteria synthesizing it and the 
immune cells and intestinal epithe-
lial cells [88–90, 94]. The potential 

functionality of endogenous PHB [85]. 
Various functions of the ketone body 

3HB and other 3-hydroxyalkanoates in 
the mammalian organism [76, 79, 93].

Stimulation of osteogenic, chondrogenic, 
and neurogenic differentiation of osteoblasts 

and MSCs [23, 24, 39, 63, 70–72, 77, 78].

Physicochemical properties of PHAs 
[24, 49, 71], the microstructure and 

topography of medical products [74, 
75], biodegradability [1–4], intrinsic 

biological activity of nPHAs [69, 81, 82] 
and 3HB [77, 80].

Activation of regeneration of various tissues 
(cardiac and vascular, intestinal, neural, and 

osseous) [1, 2, 4, 23, 25, 27, 28, 32–35, 36]

Chronic inflammatory response (low [1–4, 
19–35], pronounced [18, 36, 37]).

Acidification of tissues with biodegra-
dation products of PLA [18], immune 
response to sPHAs with the modified 

chemical structure [18, 50, 51], insuffi-
cient purification, harsh treatment of 
polymers (e.g., by melting) [38, 49], the 
microstructure and shape of medical 

devices [18].

Low toxicity of PHB as an intracellular 
reserve material in bacteria [83]; low 

immunogenicity of PHB due to its 
presence in mammalian gut microbiota 
[84] and potential presence of endoge-

nous PHB in mammals [85].
Cytotoxicity (low [1–4, 39–45, 47], pro-

nounced [18, 41, 46]).
Acidification of tissues with biodegra-
dation products of sPHAs [18, 41, 46].
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intestinal mucosa, and other tissues by eliciting a cer-
tain physiological response in them. It is fair to assume 
that the structure of PHAs produced by both chem-
ical synthesis and bioengineering is similar to that of 
PHB, thus making it possible to mimic the biological 
properties of PHB related to the functions acquired by 
this biopolymer during the long-term evolution of the 
organisms in which it is synthesized.

Although the overwhelming majority of devices 
and pharmaceuticals based on PHAs were produced 
from synthetic PHAs, several products based on nat-
ural PHAs have already been designed and are used 
in practice: e.g., the ElastoPHB biopolymer membrane 
system for repairing soft and cartilage tissue defects 
(BIOMIR Service JSC, Krasnoznamensk, Russia) [98] 
and Phasix™ Plug TephaFLEX composite mesh endo-
prosthesis (Tepha Inc., USA) [97] (Fig. 2). The bioengi-
neering plant belonging to the Italian company Bio-on 

(http://www.bio-on.it/index.php) that is currently 
under construction and is intended for large-scale in-
dustrial production of PHB and its copolymers also 
justifies the never-abating interest in natural PHAs 
used both in industry (packaging, textile, cosmetics, 
and household goods) and in medicine.

Hence, the field of science discussed in this review 
requires further comprehensive and meticulous re-
search, which will allow us to uncover the natural func-
tions of the polymers used in medicine (the biomimetic 
analogs of natural predecessors) and to design novel, 
nature-like technologies for producing polymer-based 
medical items and next-generation drugs. 

This work was supported by the Russian Foundation 
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ABSTRACT Spinal cord astrocytomas are rare diseases of the central nervous system. The localization of these 
tumors and their infiltrative growth complicate their surgical resection, increase the risk of postoperative com-
plications, and require more careful use of radio- and chemotherapy. The information on the genetic mutations 
associated with the onset and development of astrocytomas provides a more accurate neoplasm diagnosis and 
classification. In some cases, it also allows one to determine the optimal methods for treating the neoplasm, as 
well as to predict the treatment outcomes and the risks of relapse. To date, a number of molecular markers that 
are associated with brain astrocytomas and possess prognostic value have been identified and described. Due to 
the significantly lower incidence of spinal cord astrocytomas, the data on similar markers are much more sparse 
and are presented with a lesser degree of systematization. However, due to the retrospective studies of clinical 
material that have been actively conducted abroad in recent years, the formation of statistically significant 
genetic landscapes for various types of tumors, including intradural spinal cord tumors, has begun. In this regard, 
the purpose of this review is to analyze and systematize the information on the most significant genetic muta-
tions associated with various types of astrocytomas, as well as discuss the prospects for using the corresponding 
molecular markers for diagnostic and prognostic purposes.
KEYWORDS spinal cord astrocytoma, glioblastoma, mutations, molecular markers, diagnosis, mechanisms of 
neoplastic transformation, prognostic value.
ABBREVIATIONS CNS – central nervous system; IMSCT – intramedullary spinal cord tumors; PA – pilocytic 
astrocytoma; SCA – spinal cord astrocytoma; DA – diffuse astrocytoma; AA – anaplastic astrocytoma; GB – glio-
blastoma; WHO – World Health Organization.
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INTRODUCTION
Primary tumors of the spinal cord are rare diseases; 
they comprise only 2%–4% of all tumors of the central 
nervous system (CNS) [1, 2]. Symptoms associated with 
the development of such tumors can vary greatly de-
pending on the tumor type and localization and include 
pain, autonomic, motor and sensory impairments, as 
well as dysfunction of pelvic organs [3]. Without treat-
ment, they can lead to serious CNS dysfunction and 
patient death.

Historically, there have been three main groups of 
spinal cord tumors: extradural extramedullary, in-
tradural extramedullary, and intramedullary lesions 
(Fig. 1). The latter group (intramedullary spinal cord 
tumors, IMSCTs) is the rarest type of CNS neoplasms 
(5%–10% of all primary spinal cord neoplasms) [4, 5].

The most frequent variants of IMSCTs are epen-
dymomas and astrocytomas, which in total comprise 
about 90% (60% and 30%, respectively) of all IMSCT 
cases diagnosed in adults, while the remaining 10% 
include hemangioblastomas and metastatic tumors [6, 
7]. On the contrary, in children under 10 years of age, 
astrocytomas are usually more common than ependy-
momas (Fig. 2) [8].

Astrocytomas develop from astrocytes, i.e., cells 
of the glial tissue. Therefore, they belong to the class 
of glial tumors. According to the WHO classification, 
there are four types of astrocytomas [9]. Pilocytic astro-
cytoma (PA, grade I) is a benign, slowly growing tumor 
separated from healthy tissues, which includes paral-
lel hair-like bundles of glial fibers. It occurs mainly in 
patients under the age of 20; the 10-year survival rate 
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exceeds 90% [10, 11]. Diffuse or low-grade astrocytoma 
(grade II) is an infiltrative tumor with no clear bound-
aries characterized by slow invasive growth, which 
gradually progresses to an anaplastic form. Anaplastic 
astrocytoma (grade III) is an infiltrative malignant tu-
mor of heterogeneous structure which can either arise 
independently or develop from tumors with a lower 
grade of malignancy. Anaplastic astrocytoma is char-
acterized by rapid progression and a steady decrease 
in cell differentiation to atypical glioblastoma. Glio-
blastoma (grade IV) is a tumor characterized by a high 
degree of malignancy and rapid infiltrative growth. 
Glioblastomas can occur de novo or develop from tu-
mors of lower grades; they are diagnosed mainly in 
older patients [12].

In most cases, the detected astrocytomas belong to 
the grade I or II (85–90%), while the most malignant 

grades III and IV astrocytomas account for about 
10–15% of all cases, with the frequency of a diagnosis 
of glioblastoma being only 0.2–1.5% [4]. In general, the 
incidence of primary spinal cord astrocytomas (SCA) is 
about 2.5 per 100,000 people per year [4]. Clinical mani-
festations of SCA largely depend on its localization and 
malignancy degree and most often include pain (~ 70%), 
sensory disorders (~ 65%), and motor function impair-
ments (~ 50%) [13].

The understanding of the molecular biology of in-
tracranial astrocytomas has significantly expanded 
over the past 10 years. In particular, some molecular 
parameters have been included to the WHO classifica-
tion of CNS tumors (2016) [14]. Meanwhile, the research 
into the mechanisms of emergence and progression of 
malignant spinal cord astrocytomas, as well as the de-
velopment of effective therapy methods, is progressing 
rather slowly, while the number of publications de-
voted to this type of tumors is very small compared 
to the data accumulated on intracranial astrocytomas. 
The primary reason is the rare incidence of this type 
of tumors and, therefore, the challenges associated 
with obtaining a statistically significant number of 
samples for analysis. In addition, the heterogeneity of 
the clinical presentation and various treatment strate-
gies make it difficult to conduct a randomized study 
under standardized conditions [15]. Finally, the small 
size, localization of these tumors in the parenchyma, 
and the degree of their infiltration into the surrounding 
healthy tissues, which significantly increases the risk of 
complications associated with their surgical resection, 
make it very difficult to obtain enough tissue material 
for research. Meanwhile, the data on genetic changes in 

Fig. 1. Types of spinal cord tumors: extradural extramed-
ullary (A), intradural extramedullary (B), and intradural 
intramedullary (C) tumors. 1 – vertebral body, 2 – tumor, 
3 – dura mater, and 4 – spinal cord

A B C

1

2

3
4

Children (age 0–19) Adults (>20 years of age)

45.2%
11.1%

20.7%

21.6%
1.4%

0.8%
3.2%

21.0%

3.4%

Pilocytic astrocytoma
Ependymoma
Other neoplasms

71.6%

Other types of astrocytomas, including glioblastoma
Hemangioblastoma

Fig. 2. The incidence of intradural intramedullary primary spinal cord tumors in children under the age of 19 years 
(n = 1,238) and adult patients (n = 14,822) according to the U.S. Central Brain Tumor Registry (CBTRUS) data report for 
2007–2011. The data are presented according to [15] (with modifications)
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SCA cells provide information on the pathophysiologi-
cal origin of the neoplasm and possible tumor mark-
ers; they can also allow one to determine the therapy 
option, predict the patient’s condition and the risk of 
recurrence [16]. Genetic studies on intracranial astrocy-
tomas have laid the foundation for identifying the can-
didate genes responsible for the development of SCA, 
despite the fact that the two types of astrocytomas also 
present certain differences in their oncogenesis [14].

The aim of this review is to summarize the data on 
certain genetic mutations associated with the develop-
ment and progression of astrocytomas and gliomas of 
various degrees of malignancy, as well as the potential 
of using them for predicting and diagnosing this type of 
tumors, including SCA.

Genetic markers associated with astrocytomas
There is abundant evidence of the leading role played 
by genetic aberrations in the development and pro-
gression of primary malignant tumors of the CNS 
[17–20]. Such aberrations can include complete loss 
or partial deletion of the chromosome, loss of specific 
alleles, inactivating mutations, as well as methylation 
of the gene promoter. Next, we describe in detail some 
of the most crucial genetic markers associated with 
astrocytomas, as well as potential marker genes, and 
consider the prospects of their use for diagnostic and 
prognostic purposes.

BRAF. The BRAF gene, which encodes serine/thre-
onine protein kinase of the RAF protein family, is a 
proto-oncogene involved in the regulation of cell pro-
liferation and growth [21]. Mutations in this gene can 
lead to various tumors. For instance, duplication and 
activation of BRAF are found in juvenile PA, which 
is localized in the cerebellum (80%) and the hypotha-
lamic/chiasmal region (62%) [22]. In some of the PA 
cases, a hybrid form of the BRAF gene has been found, 
which is formed by fusion with the previously unchar-
acterized KIAA1549 gene; this form is distinguished 
by constitutive activation of BRAF kinase [23, 24]. An 
activating point mutation, i.e. the substitution of va-
line to glutamate at position 600 (BRAF V600E) [25], 
as well as several other insertion mutations, are also 
known [26, 27]. Since this mutation is practically absent 
in other gliomas and non-glial tumors, it can be used 
for differential diagnosis and targeted therapy of PA 
[28]. However, it should be noted that, in some cases, 
mutations in BRAF can be found in diffuse gliomas and 
malignant astrocytomas, in combination with muta-
tions in other genes, such as CDKN2A or IDH [29, 30]. 
According to a number of studies, the point mutation 
V600 in BRAF is more often found in supratentorial 
PA while hybrid oncogenes are mostly associated with 

PA located in the basicranial region and the spinal cord 
[31]. According to the multicenter study on SCA, more 
than 80% of PAs contain mutations in BRAF, with 40% 
of these cases being presented with a BRAF-KIAA1549 
mutation and the remaining 60% being presented with 
BRAF duplication variants [32].

CDKN2A. CDKN2A, which encodes cyclin-dependent 
kinase that functions as a tumor suppressor, is another 
gene crucial to SCA and, in particular, PA [31]. In a 
cohort of 140 cases of PA, homozygous deletions in this 
gene were much more common in PAs localized in the 
brain stem and the spinal cord than in the case of PAs 
localized in the brain or cerebellum [33]. In addition to 
PA, deletions in CDKN2A are quite often detected in 
glioblastomas in adult patients. For instance, according 
to the results of two studies, this mutation was found in 
about half of the studied glioblastoma cases [34, 35]. In 
another study, a mutation in this gene was identified in 
three out of nine patients with high-grade glioblasto-
mas of the spinal cord [36].

IDH1/IDH2. One of the most important discoveries in 
the study of gliomas (including astrocytomas) was the 
identification of mutations in the IDH1 and IDH2 genes 
encoding NADP+-dependent homodimers of isocitrate 
dehydrogenases 1 and 2, which are localized in the 
cytoplasm and mitochondria, respectively, and cata-
lyze oxidative decarboxylation of isocitrate with the 
formation of α-ketoglutarate (α-KG) [37]. The IDH1 
mutation is rarely found in primary glioblastomas 
(< 5%). However, it is diagnosed in 70%–80% of grades 
II–III astrocytomas and secondary glioblastomas [38, 
39]. The IDH2 mutation is much less common (less than 
3% of all gliomas) and never found together with the 
IDH1 mutation [39]. In the overwhelming majority of 
cases (> 90%), the IDH1 mutation is presented with a 
substitution of arginine to histidine at position 132 (the 
enzyme active center). The mutant enzyme variant 
catalyzes the reduction of α-KG to 2-hydroxyglutarate 
(2-HG), a competitive inhibitor of α-KG-dependent 
dioxygenases, thus resulting in genome hypermethyl-
ation, which presumably occurs due to inhibition of the 
TET methylcytosine hydroxylase [40, 41]. In addition, 
these mutations can alter the histone methylation level 
by suppressing cell differentiation [42] and also contrib-
ute to the accumulation of the hypoxia-induced factor 
HIF-1α, which affects a number of processes, such as 
angiogenesis, cell metabolism, growth, differentiation, 
and apoptosis [43].

Tumors with mutations in IDH also typically carry a 
mutation in the TP53 gene or 1p/19q codeletion. These 
additional mutations are mutually exclusive; they are 
characteristic of astrocytomas (TP53) and oligodendro-
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gliomas (1p/19q) [44]. The incidence of the IDH1 mu-
tation in low-grade diffuse astrocytomas and second-
ary glioblastomas is 88% and 82%, respectively, with 
the TP53 mutation being detected in 63% of diffuse 
astrocytomas [44]. Only a few percents of cases with 
mutations in IDH1 or IDH2 were also characterized by 
changes in the PTEN, EGFR, CDKN2A, and CDKN2B 
genes. Meanwhile, the incidence of ТP53 mutations was 
significantly lower (18%) in the samples carrying wild-
type IDH1 and IDH2, while mutations in PTEN, EGFR, 
CDKN2A, and CDKN2B were much more frequent 
(74%). No cases of later occurrence of the IDH1 muta-
tion after the TP53 mutation or codeletion were noted, 
which allows us to conclude that the IDH1 mutation 
appears at the earliest stages of oncogenesis and that it 
is possibly the common early event in the pathogenesis 
of gliomas of various histological variants.

IDH mutations have never been detected in PAs, 
which corresponds to the extremely rare transforma-
tion of PA into malignant tumors [44]. In addition, IDH 
mutations are very rarely found in primary glioblas-
tomas [38]. This fact allows using IDH1 and IDH2 as 
markers for distinguishing between low-grade diffuse 
astrocytomas and secondary glioblastomas from PAs 
and primary glioblastomas.

According to some data, the frequency of IDH1 and 
IDH2 mutations in intracranial astrocytomas and glio-
blastomas is 68% and 12%, respectively [45]. Yet, there 
are no accurate data on the frequency of such muta-
tions in SCA, which may be due to the rare incidence 
of this type of astrocytomas and the small sample size, 
which does not allow for a statistical analysis [3, 14]. For 
instance, the study focused on grades II and III SCA 
(n = 9) revealed no IDH1 R132H mutation, which is the 
most frequent mutation in intracranial astrocytomas 
[35]. Another multicenter study on SCA (n = 17) also 
demonstrated the absence of IDH mutations in the 
patients [32]. These results suggest the existence of 
potential genetic differences between intracranial and 
spinal tumors at the same histopathological stages.

ATRX. In addition to the accompanying ТP53 and 
1p/19q mutations, gliomas with mutations in IDH 
are distinguished by the presence of mutations in the 
TERT and ATRX genes, which are involved in tel-
omere elongation. The TERT mutation correlates with 
the 1p/19q codeletion and primary glioblastomas; it is 
rarely detected in grade II and III astrocytomas and 
secondary glioblastomas [46]. The ATRX mutation is 
considered a hallmark of astrocytic tumors; it is closely 
associated with the IDH mutation in diffuse astrocyto-
mas and secondary glioblastomas [47]. The ATRX mu-
tation is quite rare in the absence of the IDH mutation 
[48]. In addition, IDH and ATRX mutations are very 

often associated with the TP53 mutation, which sug-
gests a cooperative pathogenesis mechanism involving 
these three proteins [49].

The ATRX gene encodes the protein involved in 
DNA methylation and regulation of the expression of a 
number of genes. In addition, ATRX is associated with 
the ALT phenotype of tumors, which correlates with 
the emergence of telomeres of heterogeneous length in 
the cell; it also regulates the association of histone H3.3 
with the telomeric DNA regions and a series of binding 
sites [50]. Mutations in ATRX lead to activity loss by 
its protein product, which causes typical developmen-
tal disorders, such as mental retardation, urogenital 
abnormalities and alpha-thalassemia. At the cellular 
level, these impairments manifest themselves by an 
altered DNA methylation pattern, failure of chromo-
some disjunction, and telomere dysfunction [51].

The incidence of the ATRX mutation in children di-
agnosed with glioma reaches 30% [52]. In adult patients, 
this mutation is noted in 71% of grade II–III astrocy-
tomas and 57% of secondary glioblastomas, while in 
primary glioblastomas its incidence is only 4% of cases 
[48]. The ATRX mutation is found in pilocytic astrocy-
tomas with anaplasia signs [53]. It should be noted that 
this mutation is more typical of young patients and can 
serve as a diagnostic and a prognostic factor, since it 
allows differentiation of astrocytomas and oligoden-
drogliomas and also because it is associated with a more 
benign prognosis (in case of lost ATRX activity) [54].

There are almost no data on the frequency of the 
ATRX mutation in SCA. A total of two cases have been 
reported describing such a mutation in grades II and 
III diffuse astrocytoma of the spinal cord [55, 56]. The 
summary data of the analysis of the two groups of pat-
ents (≤ 20 years and > 20 years) with high-grade spinal 
cord gliomas indicate an absence of this mutation in the 
younger group (n = 5) and its presence in 43% of older 
patients (n = 7) [57]. In addition, this mutation was also 
found in IDH-negative brain glioblastoma [57].

H3F3A. The H3F3A gene encodes the replication-inde-
pendent histone H3.3, which participates in the struc-
tural organization of chromatin via active binding to 
transcription sites, as well as association with active 
and open chromatin [58]. Heterozygous mutations in 
the H3F3A gene are found in almost 80% of brainstem 
glioblastomas. Moreover, two mutually exclusive vari-
ants, namely substitution of lysine to methionine at po-
sition 27 (K27M) and substitution of glycine to arginine 
or valine at position 34 (G34R/V), are found in such 
cases [52, 59]. Both mutations are localized at positions 
close to the N terminus of the molecule, which under-
goes a post-translational modification. Trimethylation 
of Lys27 is associated with decreased gene expression, 
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while acetylation activates transcription. In addition, 
the methylation of Lys27 is crucial for a proper func-
tioning of the PRC2 complex involved in transcription 
inhibition and cell differentiation [60, 61]. The mu-
tations abrogate these modifications and processes, 
which, apparently, can trigger the onset of glioma.

Certain mutations in H3F3A are found in tumors of 
specific localization with a specific level of expression of 
OLIG1, OLIG2, and FOXG1 transcription factors. Glio-
mas with different mutations in H3F3A are believed 
to have different cellular origins [52, 62]. The G34R/V 
mutation is mainly found in children diagnosed with 
intracranial non-midline glioblastomas [52, 59]; the 
frequency of this mutation is 20%–30% [63]. The K27M 
mutation is mainly found in malignant astrocytomas 
of the thalamus, and brainstem and the spinal cord 
are prevalent in adolescents and children [57, 64]. The 
K27M mutation is associated with high tumor aggres-
sivity, even if it is classified histologically as low-grade 
astrocytoma [65]. However, according to some data, the 
prognosis of thalamic gliomas in adults carrying this 
mutation may not appear worse than that in patients 
without the aberration, which suggests heterogeneity 
of this molecular subgroup of diffuse gliomas [66].

The K27M mutation is often associated with muta-
tions in TP53 (thalamic gliomas) and chromosome 10 
monosomy, while it is rarely diagnosed together with 
mutations in BRAF (V600E) and ATRX and never 
found together with mutations in IDH1 and EGFR [64, 
66, 67]. This incompatibility with IDH1 is due to the fact 
that the mutation makes Lys27 methylation possible 
[62, 68]. Schwartzentruber et al. [52] demonstrated that 
the ATRX mutation is much more frequently associ-
ated with the G34R/V mutation than with the K27M 
mutation in H3F3A.

The K27M mutation in H3F3A in patients with 
spinal cord astrocytomas is associated with grade III 
and IV tumors. This mutation was detected in 61% of 
patients older than 20 years (n = 18) and in 54% of pa-
tients younger than 19 years (n = 24) diagnosed with 
grade III–IV SCA [57]. In another study, this muta-
tion was found in 28% (n = 32) of patients with SCA 
but the malignancy grade of the astrocytomas with a 
confirmed mutation was not indicated [69]. Johnson et 
al. [36] revealed the K27M mutation in 77.8% of cases 
(n = 9) of spinal cord glioblastomas. Another study 
conducted in a cohort of 36 primary diffuse gliomas of 
the spinal cord showed approximately the same muta-
tion frequency rate for grade III–IV gliomas in adults 
and children (52% and 54%; n = 11 and 19, respectively) 
[70]. Thus, this mutation is quite often associated with 
grade III–IV spinal cord gliomas. It should be noted 
that K27M is not present in other types of malignant 
tumors [71] and, therefore, may be pathognomonic for 

the primary spinal glioblastoma and may also serve as 
an indicator of the worst prognosis [64]. 

TP53. Protein Р53 is a transcription factor that reg-
ulates the transcription of the thousands of genes 
involved in the cell cycle, cell differentiation, and ap-
optosis. Mutations in TP53 are among the earliest ge-
netic changes in tumor cells and are found in 60% of the 
precursor cells of low-grade astrocytomas [72]. These 
mutations are present in most secondary glioblastomas 
(65%), mainly in codons 248 and 273. In primary glio-
blastomas, mutations in various codons of TP53 were 
found in 30% of patients [73].

Mutations in ТР53 provoke a more aggressive 
growth of grade I–II astrocytomas: i.e., they are con-
sidered an unfavorable prognostic factor [74]. As in the 
case of ATRX, the mutation in ТР53 is mutually exclu-
sive with the 1p/19q codeletion typical of oligodendro-
gliomas. Detection of this mutation can serve as proof 
of a diagnosis of astrocytoma [75]. It is an interesting 
fact that, in contrast to intracranial glioblastomas, a 
TP53 mutation in spinal cord glioblastomas is often de-
tected in the absence of a IDH1 mutation [14].

ТР53 mutation is often found in grade III–IV SCA. 
For instance, Govindan et al. [76] revealed the muta-
tion in five out of six glioblastomas, while Walker et 
al. [77] reported the presence of the mutation in 60% of 
diffuse astrocytomas. Similar data were obtained by 
Johnson et al. [36] for patients with high-grade spinal 
cord glioblastomas (66.7%). Overexpression of P53 was 
diagnosed in 57% of patients over 20 years of age (n = 7) 
with grade III–IV spinal cord glioblastomas and in 40% 
of patients younger than 20 years of age (n = 5) [57].

PTEN. The PTEN gene encodes phosphatase PTEN 
and belongs to tumor suppressor genes. Phosphatase 
PTEN is involved in dephosphorylation of the mem-
brane-bound phosphatidylserine PIP3 to PIP2, which 
regulates the PKB/AKT signaling pathway. In case 
of gene loss or its mutation, its function cannot be 
performed by other enzymes [78]. Impaired expres-
sion of PTEN results in constitutive activation of the 
PKB/AKT pathway, which, in turn, triggers a series 
of processes associated with the cell cycle, cell prolif-
eration, migration, and angiogenesis. PTEN also reg-
ulates the mTOR signaling pathway, which controls 
the self-renewal and differentiation of tumor stem 
cells. Deletion in the PTEN gene increases the size of 
these cells and causes their proliferation rate to in-
crease and the suppression of the apoptosis of neural 
progenitor cells [79]. Atypical migration of progenitor 
cells carrying a PTEN mutation can lead to cerebellar 
and hippocampal dysplasia, followed by gliomagenesis. 
However, additional mutations, for instance, mutations 
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in TP53, are required for the initiation of neoplastic 
changes [80]. Deletions in chromosome 10 in the region 
of PTEN are often found in tumors characterized by 
EGFR amplification [72]. However, mutations in this 
gene, on the contrary, are poorly associated with EGFR 
[81].

Inactivation of PTEN usually caused by an inactivat-
ing point mutation (12%) or deletion of the long arm of 
the 10q chromosome (32%) [82] occurs in various types 
of tumors, including astrocytomas. In the latter case, 
PTEN mutations are extremely rarely found in PA but 
are present in 18% of anaplastic astrocytomas and up 
to 40% of glioblastomas, mainly the primary ones [31, 
82, 83]. Rare detection of PTEN mutations in grade 
I–II astrocytomas and secondary glioblastomas may 
be associated with methylation of the PTEN promoter, 
which is often found in low-grade gliomas and reduces 
PTEN protein production compared to the normal level 
[84]. Mutations in the PTEN gene are more common 
among older patients with anaplastic astrocytoma and 
young patients with glioblastoma [83]. Only sporadic 
reports of PTEN mutations in such a rare tumor as 
grades III and IV SCA are known [56].

From the prognostic point of view, a loss of the 
PTEN function is associated with higher tumor aggres-
sion and decreased survival of patients with anaplastic 
astrocytoma, whereas no correlations were found for 
glioblastoma [12]. 

EGFR. The EGFR gene encodes the epidermal growth 
factor receptor. EGFR is a transmembrane glycopro-
tein consisting of an extracellular ligand-binding do-
main, a hydrophobic transmembrane domain, and a 
cytoplasmic tyrosine kinase domain. Binding of a ligand 
by EGFR results in dimerization and autophosphoryl-
ation of the receptor, as well as phosphorylation of cell 
substrates, which triggers a cascade of intracellular 
receptors associated with cell division and proliferation.

Increased expression or amplification of the EGFR 
gene is characteristic of many tumors. In addition to 
overexpression and amplification, point mutations 
and structural rearrangements can also occur in the 
gene, thus altering the functional characteristics of its 
product. EGFR nucleotide sequences corresponding to 
its extracellular and intracellular domains hold certain 
positions that are most susceptible to mutagenesis [85]. 
Most EGFR mutations in gliomas, including EGFRvIII, 
affect the extracellular domain of the receptor, while 
being mainly associated with the intracellular domain 
in non-glioma tumors [86, 87]. About half of glioblas-
tomas with EGFR amplification also contain deletions 
in exons 2–7. The product of EGFRvIII mutation is a 
constitutively active EGFR variant stimulating tumor 
angiogenesis in malignant gliomas [88]. As an activator 

of cell proliferation, EGFRvIII is expressed only by a 
specific fraction of glioblastoma cells, thus inducing 
proliferation not only of these cells, but also of the ad-
jacent cells expressing wild-type EGFR [89].

Mutations in EGFR and ТР53 are mutually exclusive 
in glioblastomas [90]. As in the case of PTEN mutations, 
a mutation in EGFR is typical of primary glioblastomas; 
it is rare in secondary ones [91]. Overexpression of the 
gene was revealed in 60% of primary glioblastomas, 
while the remaining 40% carried the amplified gene. In 
addition, overexpression or amplification of EGFR was 
found in 33% of patients with anaplastic astrocytomas 
and in less than 10% of patients with oligodendroglio-
mas [85]. It is also known that changes caused by EGFR 
gene aberrations appear only in 3% of astrocytomas 
and glioblastomas carrying IDH mutations, while the 
frequency of such changes is much higher in the pres-
ence of wild-type IDH [35, 37]. 

SCA is a rare tumor. Thus, there is not enough data 
regarding the incidence of this marker to make any 
statistical inferences. Two cases of EGFR-positive 
anaplastic astrocytoma have been reported by Korean 
researchers [92, 93]. Another two studies mentioned 
EGFR-positive spinal cord glioblastomas. The marker 
was found in two out of six cases [76] and in three out of 
nine cases [56] in those studies, respectively.

Amplification and overexpression of EGFR is con-
sidered to be associated with a high degree of glioma 
malignancy, aneuploidy, and proliferative index, while 
a mutation in EGFRvIII is potentially associated with 
an aggressive disease course, refractoriness to therapy, 
and poor prognosis [94, 95]. Moreover, overexpression 
of EGFR significantly decreases the chances of survival 
of patients with anaplastic astrocytomas [96], which 
allows one to ascribe them to the subgroup with a poor 
prognosis [97].

Practical significance of the molecular 
markers associated with astrocytomas
To date, the histomorphological classification of tumors 
serves as the basis for predicting the course of onco-
logical diseases. However, such a diagnosis based on 
visual evaluation criteria is to some extent subjective, 
sometimes leading to significant discrepancies in the 
evaluation of histological specimens. In addition, the 
clinical course of the disease in some cases is poorly 
correlated with the histomorphological classification, 
while tumors with a similar histological characteriza-
tion may respond differently to the same therapy. In 
this regard, the interest in molecular markers as means 
for a more accurate disease classification and prognosis 
has increased in recent years.

A vast number of studies conducted over the last 
10–15 years have significantly improved our under-
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standing of the mechanisms of the onset and progres-
sion of CNS glial tumors and revealed the key genes 
whose mutations or aberration can be considered 
potential prognostic and diagnostic factors (Fig. 3). In 
2016, a series of molecular markers were included into 
the WHO Classification of CNS tumors. For instance, 
the IDH mutation test has become a part of the routine 
diagnosis and classification of gliomas [14].

Since the number of studies related to SCA-associ-
ated genetic changes is substantially lower than that of 
the studies devoted to brain astrocytomas, the current 
review considers markers of brain gliomas, including 
both the well-studied and those that are still under 
assessment for potential use. General information on 
the detection frequency of the 16 markers examined 
in various types of astrocytomas, their features, and 
prognostic value is presented in Table.

The information accumulated to date allows us to 
draw certain conclusions and make assumptions about 

the association of specific mutations with various types 
of astrocytomas (Fig. 4), a patient’s age, other mutations, 
as well as a possible disease prognosis. For example:

– pilocytic astrocytomas mainly contain mutations in 
the BRAF, NF1 and CDKN2A genes;

– mutations in IDH1, ATRX and ТР53 are mainly 
associated with primary glioblastomas and grade II–III 
astrocytomas (often found in combination with each 
other);

– mutations in H3F3A are mainly diagnosed in 
grades III–IV astrocytomas and, apparently, (in the 
case of a К27М mutation) are pathognomonic for the 
primary spinal glioblastomas;

– mutations in EGFR and PTEN are mostly associ-
ated with primary glioblastoma as well as anaplastic 
astrocytomas; and

–  a mutation in PDGFRA is predominantly found in 
secondary but not primary glioblastomas.

The mutation V600E in BRAF (in children and 
adolescents) serves as a positive prognostic marker of 
grades I and II astrocytomas [98]. H3F3A K27M, TP53, 
EGFR, and PTEN are mutations that worsen the dis-
ease course and the overall prognosis.

Mutations in IDH are a crucial prognostic feature 
which allows one to divide diffuse infiltrative gliomas 
into three groups [99]. The most favorable prognosis 
is characteristic of the combination of mutant IDH 
(mutIDH) and the 1p/19q codeletion. The worst disease 
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EGFR
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SOS Grb2 Shc PI3K/PIK3CA

NF1 RAS PIP2 PIP3 PIP2

RAF AKT PTEN

BRAF V600E BRAF-KIAA

MEK
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Cell cycle 
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pRb
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p14ARF MDM2 TP53 MDM4

Fig. 3. Simplified scheme of the signaling pathways associ-
ated with the pathogenesis of glial tumors and the impact 
of the mutations associated with astrocytomas. The data 
are presented according to [99], with modifications

Stem cells, glial progenitor cells, astrocytes

Pilocytic 
 astrocytoma 

(WHO Grade I)

BRAF
NF1
CDKN2A

Diffuse  
astrocytoma 

(WHO Grade II)

IDH1/IDH2
TP53
ATRX

Anaplastic  
astrocytoma 

(WHO Grade III)

IDH1/IDH2
ATRX
TP53

H3F3A
PTEN
EGFR

CDKN2A
PDGFRA

Secondary  
glioblastoma 

(WHO Grade IV)

Primary  
glioblastoma 

(WHO Grade IV)

IDH1/IDH2
ATRX
TP53
H3F3A

EGFR
TP53
PTEN
CDKN2A/B

EGFR
PDGFRA
CDKN2A

NF1
PDGFRA
TERT

~ 2  
years

~ 5 years ~ 3–6  
months

Fig. 4. The most common genetic changes associated 
with the development of astrocytomas of various degrees 
of malignancy. The data are adapted from [100], with 
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course is characteristic of tumors carrying wild-type 
IDH (wtIDH). Such tumors are usually aggressive and 
similar to primary glioblastomas in their molecular 
characteristics (aberrations in EGFR, PTEN, NF1, 
CDKN2A/B). The third group, for which the prog-
nosis turned out to be intermediate between the two, 
includes mutIDH in the absence of 1p/19q codeletion. 
In the overwhelming majority of cases, this variant is 
associated with mutations in TP53 and ATRX. Regard-
less of the malignancy degree and histological charac-

teristics of the tumor, the prognosis for this variant is 
always more favorable than that for wtIDH.

It should be noted that the molecular profiles of 
astrocytomas in children differ significantly from the 
adult variants and mainly contain mutations in such 
genes as BRAF, H3F3A, and ATRX [99].

To date, there is no information on any identifica-
tion of markers such as IDH1/2, H3F3A G34R/V, and 
FGFR2 in SCA. Pilocytic astrocytomas of the spinal 
cord were shown to be associated with mutations in the 

Molecular markers associated with astrocytomas of the brain and the spinal cord

Gene/
mutation

Mutation frequency in astrocytomas

Annotation
PA DA AA

GB
(prim. and 

sec.)
BRAF-

KIAA1549 32% Rare It is more common for PA localized in the spinal cord and in 
the basilar region. 

BRAF V600E 48% Rare
It can be used for PA differentiation; it is most frequently 

found in supratentorial PA. It serves as a positive prognostic 
marker in children and young patients.

IDH1 - >70% 70–80% (sec.)
<5% (prim.)

IDH1 and IDH2 are mutually exclusive.
mutIDH: positive prognostic marker

wtIDH: more aggressive course.
IDH1: possible application for exclusion of PA and GB1.IDH2 - <3%

ТР53 - 29% (increased 
expression)

65% (sec.)
30% (prim.)

More aggressive disease course. Mutually exclusive to the 
1p/19q codeletion; can be potentially used for astrocytoma 

differentiation. Revealed in 60%–67% of grades III–IV SCA.

ATRX + 60–70% 57% (sec.)
4% (prim.)

It rarely appears in the absence of mutations in IDH and ТР53, 
it is mutually exclusive to 1p/19q codeletion. It can be used 
for differentiation of astrocytomas and 1p/19q codeletion. 

The prognosis is more favorable in case of a loss of th ATRX 
activity. 

H3F3A 
K27M +

+ 
(50% in prim. 

spinal cord 
GB)

Mostly present in children. Midline tumors of the brain and 
the spinal cord. Never diagnosed together with IDH1 and 

EGFR. Often found together with ТР53. Apparently, pathog-
nomonic for primary GB of the spinal cord.

H3F3A 
G34R/V 20–30%

Present in adolescents and young patients. More favorable 
prognosis. Non-midline intracranial glioblastomas. Often found 

together with the ATRX, TP53, and PDGFRA mutations.

EGFR - + 33% 100% (prim.)
rare (sec.)

Typical for primary GB. Rarely found together with the muta-
tion in IDH, mutually exclusive to ТР53 mutation. Associated 

with high malignancy and poor prognosis.

FGFR2 + 3.5% 2.5% Mutually exclusive mutations in IDH and EGFR. The expres-
sion level decreases increasing the malignancy degree.

PDGFRA - 3–69% 12–33% 31% (mainly 
sec.)

PTEN Extremely 
rare Rare 18% 40% (mainly 

prim.) More aggressive course in case of anaplastic astrocytomas.

NF1 15–20% + + 15–18% 
(prim.) Is associated mainly with astrocytomas.

CDKN2A + + +

Note. Mutations found in astrocytomas of the brain and spinal cord are shown in bold. The symbols + and – stand for 
the presence or absence of a mutation in the specific type of astrocytoma; an empty cell means a lack of information. 
The presented data are based on information reviewed in the current paper.
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BRAF, CDKN2, NF1, and PTEN genes, while malignant 
grades III–IV SCA variants are associated primarily 
with H3F3A K27M (mostly young patients and chil-
dren), TP53, and PTEN [32]. The remaining mutations 
discussed in the current review have been reported 
mainly as sporadic cases and cannot be used to make 
any statistical inferences.

In addition to their prognostic and diagnostic val-
ues, biomarkers can also be used in the development of 
drugs for targeted therapy of astrocytomas. For exam-
ple, partial efficacy of selective inhibitors of isocitrate 
dehydrogenase with the IDH1 R132H mutation has 
been shown both in vitro and in glioma models [100]. 
Preliminary tests of the JNJ-42756493 drug in vitro 
and in vivo confirmed that growth of a tumor carrying 
recombinant FGFR-TACC was inhibited in two pa-
tients in whom the standard therapy had earlier been 
ineffective [101]. Some targeted drugs, such as MAb-
425 and nimotuzumab (targeted against EGFR), as well 
as crenolanib and nilotinib (targeted against PDGFR), 
are already in phases II–III of clinical trials [102]. At 
the same time, it is necessary to understand that the 
drugs that have shown good results in the treatment 

of intracranial astrocytomas may turn out to be inef-
fective against SCA, due to the possible differences in 
their genetic profiles.

Currently, not all molecular markers associated with 
astrocytomas (especially with the even less common 
SCA type) show potential for clinical usage, taking into 
account their prognostic, diagnostic, or therapeutic 
value. In some cases, this is due to insufficient infor-
mation on the detected genetic aberrations. Recently, 
retrospective studies of clinical tissue samples aimed at 
identifying target molecular markers have been car-
ried out. Such studies allow researchers to cover up to 
several hundred samples and obtain statistically sig-
nificant genetic landscapes of target tumor types. Fur-
ther research in this direction can provide much better 
elucidation of the genetic and epigenetic changes that 
occurr in tumor cells, it can help identify new promis-
ing biomarkers, and develop innovative strategies for 
the diagnosis and treatment of astrocytomas. 

This work was supported by RFBR  
(project № 18-29-01042).
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INTRODUCTION
In addition to small-molecular compounds, biopol-
ymers, their fragments, peptides, proteins, oligonu-
cleotides, RNA, or DNA are now being applied more 
often in creating therapeutics. In order to prevent the 
activity loss that is a result of external factors, new 
requirements continue to emerge to regulate both 
the production of drugs and their administration in a 
patient’s organism. However, the main challenge in 
the implementation of potential therapies in clinical 
practice is the difficulty of delivering a drug to the 
target cells. Delivery without carriers, in turn, is ham-
pered by premature drug degradation, as well as the 
low permeability of cell membranes. To date, both the 
development and optimization of new techniques for 
drug delivery are among the most widely investigated 
areas of nanobiomedicine.

The existing delivery systems could be divided into 
two groups: viral vectors (lentiviruses, adenoviruses, 
retroviruses [1]) and non-viral vectors (macro- and 

nanoparticles, polymeric particles) [2]. The rapid ad-
vances in nanotechnology expedite the creation of new 
drug delivery methods that exploit nanoparticles made 
from various materials and possess various surface 
characteristics, as well as physicochemical proper-
ties that meet the needs particular to a given task [3]. 
However, each type of nanoparticle has its own advan-
tages and disadvantages that limit its application. The 
nanocages currently under development could serve 
as delivery vehicles for protein therapeutics [4], as 
well as DNA [5] and RNA [6]. Nanoparticles derived 
from natural polymers, such as phospholipids, poly-
saccharides, proteins, and peptides, are more effective 
thanks to their biocompatibility [7], as well as their lack 
of toxic degradation products [8], in comparison with 
those derived from synthetic polymers. The nano-sized 
pharmaceutical carriers currently applied in clinical 
practice possess many useful properties; namely, ef-
fective intracellular delivery and prolonged circulation 
in the bloodstream, reduced toxicity thanks to pref-
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erential localization on a target site, improved phar-
macokinetics and biodistribution of the therapeutic 
agent, as well as the capacity to release the drug under 
particular physiological conditions [9]. Besides, either 
natural extracellular vesicles or those previously arti-
ficially loaded with a drug are currently being actively 
studied for drug delivery [10]. Herein, we discuss in 
detail various aspects of lipid and lipid-like delivery 
vehicles, highlighting their application prospects for 
extracellular vesicles.

LIPID AND LIPID-LIKE DELIVERY VEHICLES
Liposomes and their derivatives are the first, the best-
known and frequently applied drug delivery vehicles. 
In the last decade, many lipid and lipid-like vesicles, 
such as liposomes, niosomes, ethosomes, transfersomes, 
solid lipid nanospheres (SLNs), nanostructured lipid 
carriers, as well as lipid-polymer hybrid nanoparticles, 
have been developed and scrutinized during numer-
ous investigations. A schematic representation of the 
aforementioned nanocarriers is provided in Fig. 1. Li-
pid nanocarriers mostly consist of physiological lipids 
meant to provide safe and efficient delivery, as well as 
increased bioavailability of therapeutic agents. These 
nanoparticles are nontoxic and degrade in the organism 
as endogenous lipids. 

Liposomes
Liposomes are the most prominent delivery vehicles. 
They were described for the first time as early as 1965 
[11]. A functioning scaffold that consists of a lipid bilay-
er provides not only high shape mobility, but also the 
capacity to mimic the biophysical properties of living 
cells. 

Liposomes consist mostly of natural and synthetic 
phospho- and sphingolipids, more often phosphati-
dylcholine and phosphatidylethanolamine, the main 
structural elements of biological membranes. Other 
phospholipids, such as phosphatidylserine, phospha-
tidylglycerol, and phosphatidylinositol, could be used 
additionally to prepare liposomes [12]. These vesicles 
have a span of size of almost 3 orders: bilayer vesicles 
(unilamellar) that, in turn, could be divided into two 
groups: small unilamellar vesicles (SUVs, 25–50 nm) 
and large unilamellar vesicles (LUVs, >100 nm), as 
well as multilamellar vesicles (MLVs) with a size of 
0.05–10 µm. The most straightforward approach to 
producing SUVs is sonication of a lipid dispersion, 
whereas MLVs could be produced via mixing of pre-
viously prepared SUVs with a drug solution, followed 
by lyophilization [13] or via hydration of a lipid film. 
To note, adding organic solvents during hydration 
increases the encapsulation effectiveness from 10% 
to 40% [14]. LUVs, in turn, are produced through 

reverse-phase evaporation [15] or detergent removal 
[16]. In addition to the size-based classification of li-
posomes, there is another class based on charge, de-
pending on the lipids and phospholipids embedded 
in the liposome structure: namely, neutral liposomes 
(phosphatidylcholine and phosphatidylethanolamine), 
anionic liposomes (phosphatidylserine, phosphatidylg-
lycerol, phosphatide acids, and phosphatidylinositol), 
and cationic liposomes (stearylamine and DC-choles-
terol) [17–19].

The conventional “first-generation liposomes” 
based on phospholipids exhibit low stability and are 
prone to early degradation after administration in a 
patient’s organism, which is a significant flaw, es-
pecially in delivering cytotoxic agents [20]. Chitosan, 
a natural hydrophilic biodegradable polymer with 
low toxicity, could be used to stabilize liposomes [21]. 
However, even stable liposomes without regards to 
both charge and size could be effectively engulfed 
by the cells of the mononuclear phagocyte system 
(MPS) localizing in the liver and the spleen. This 
phenomenon is actively exploited to treat the various 
disorders afflicting these organs. In order to enhance 
both circulation time and delivery to other tissues 
and organs, stealth liposomes have been created via a 
modification of the liposomal surface with an inert hy-
drophilic polymer (polyethylene glycol (PEG) [22,23]) 
and additional blockage of the interaction with plasma 
proteins [24,25] so that these vesicles become “invis-
ible” to MPS. Super stealth liposomes (SSLs) also have 
been developed by anchoring PEG on several mol-
ecules of phosphoethanolamine through β-glutamic 
acid [26]. This composition, as well as elongation of 
the PEG chain, has been shown to increase liposomal 
stability, prolong biological half-life, and improve the 
biodistribution profile [26,27]. Recently, it has been 
demonstrated that delivering therapeutic agents via 
the transfer of nanoparticles on the erythrocyte sur-
face could be extremely effective even in the case of 
short-term circulation [28].

In addition to increasing both drug stability and 
circulation time in the bloodstream, directed deliv-
ery to defined target cells is required in most cases. 
To solve such an issue, various modifications of li-
posomes have been developed: for instance, imbed-
ding dioleoylphosphatidylethanolamine (DOPE) in 
the composition of cationic liposomes facilitates the 
effective delivery to dendritic cell (DC) progenitors 
[29], whereas mannosylation of liposomes increases 
their engulfment by DCs [30]. Modification of lipo-
somes with the synthetic polypeptide DARPin that 
is specific to the tumor receptor HER2 facilitates ef-
fective delivery of nanoparticles to HER2-expressing 
cells [31]. At present, several targeted liposome-based 
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Fig. 1. The structure of lipid and lipid-like nanocarriers. Liposomes mostly consist of natural phospholipids, the main com-
ponent of biological membranes. Niosomes consist of nonionic surfactant and cholesterol or its derivatives. Ethosomes 
represent lipid vesicles consisting of phospholipids and large quantities of ethanol. Transfersomes are elastic liposomes 
that are capable of deformation allowing them to penetrate deep into the skin. The cores of solid lipid nanospheres 
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Lipid-polymer hybrid nanoparticles have a polymeric core, whereas the envelope is represented by a lipid bilayer

drugs are undergoing clinical evaluation. Among 
them, MCC-465 (PEG-modified liposomes contain-
ing doxorubicin and targeted via F(ab’) dimers) [32], 
MM-302 (PEG-modified liposomes containing doxoru-
bicin and are specific to HER2) [33], 2B3-101 (surface 
glutathione-carrying liposomes), and MBP-426 and 
SGT-53 (liposomes carrying transferrin and TfRscFv 
(anti-transferrin receptor single-chain antibody), 

respectively) seem to be the most promising [34, 35]. 
Nucleic acids, as well as small molecules, could be 
used for surface modification of liposomes in addition 
to conventional antibodies, their fragments, and pep-
tides to increase selectivity [36]. Among the ligands 
for targeted delivery, aptamers are considered to be 
among the most promising candidates with unique 
features [37]. Thus, to date, liposomes are among the 
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most versatile approaches to delivery since they allow 
transferring multiple therapeutics, including anti-
tumor and antimicrobial drugs, enzymes, vaccines, 
DNA, and RNA.

Many therapeutic agents encapsulated in liposomes 
are currently applied in clinical practice, and even 
more formulations are undergoing clinical trials [38]. 
The first liposomal carrier approved for clinical use 
in 1995 was the antitumor drug Doxil™/Caelyx™ [39]. 
Several other drugs, including Myocet™, DaunoXome™, 
Depocyt™, Marqibo™, Onivyde™, AmBisome™, De-
poDur™, Visudyne™, Abelcet™ and Curosurf™, are used 
in cancer therapy as well.

Aside from antitumor therapy, liposomes are also 
being considered for the treatment of various auto-
immune diseases, such as rheumatoid arthritis and 
multiple sclerosis (MS). For instance, Xemys is a mix-
ture of the immunodominant peptides of the myelin 
basic protein (MBP), one of the major antigens during 
multiple sclerosis encapsulated within the mannosyl-
ated SUV. Full-length MBP, as well its fragments, has 
been considered as an effective therapy for autoim-
mune neurodegeneration for a long time [40]. It was 
shown that administration of particular MBP pep-
tides encapsulated in liposomes suppress the develop-
ment of experimental autoimmune encephalomyelitis 
(EAE) in model animals [41]. Currently, both phase I 
and phase II trials for Xemys have been successfully 
undertaken, and phase III has been approved [42]. 
Due to the modified liposomal surface with mannose 
residues, liposome-encapsulated MBP peptides are 
mostly engulfed by professional antigen-presenting 
cells (APCs)–DCs and macrophages–through their 
mannose receptors, CD206. An excessive presentation 
of MBP fragments on the MHC-II molecules on the 
surface of APCs is assumed to promote the induction 
of tolerance toward this protein, and hence reduce 
an autoimmune inflammation. Patients receiving Xe-
mys showed decreased levels of monocyte chemoat-
tractant protein 1 MCP-1/CCL2, the macrophage 
inflammatory protein (MIP-1/CCL4), as well as 
Interleukin-2 and Interleukin-7 [43]. The influence 
of several MBP peptides, namely, MBP46-62, 124-
139 and 147-170, which are the drug components, on 
cytokine release and activation of immune cells has 
also been evaluated both in healthy donors and MS 
patients [44].

The ability of liposomes to foster targeted delivery 
of the antigen required for APC, and thus modulating 
the immune response, is being actively exploited in 
the development of antiviral and bacterial vaccines. 
To date, a number of drugs are at the stage of clini-
cal trials as adjuvants for preventive and therapeutic 
vaccines against malaria, influenza, tuberculosis, the 

human immunodeficiency virus (HIV), and dengue 
[45], whereas the drugs Cervarix™, Inflexal™, and Ep-
axal™ are already commercially available liposomal 
vaccines against human papillomavirus (HPV), the 
influenza virus, and the hepatitis A virus, respectively 
[46].

Niosomes
Niosomes are 50- to 800-nm vesicles and consist of 
a nonionic surfactant bilayer often containing cho-
lesterol and its derivatives [47]. The structure of 
niosomes allows encapsulating both the hydrophilic 
and hydrophobic drugs that are retained within the 
lumen and the bilayer, respectively. The properties 
of these vesicles could vary depending on their size, 
lamellarity, and the surface charge. As a delivery 
vehicle, niosomes offer several advantages in com-
parison with classic liposomes, such as increased bio-
logical half-life, ease of production and modification, 
high biocompatibility and reduced toxicity due to a 
nonionic nature, nonimmunogenicity, and biodeg-
radability [48]. Furthermore, niosomes are almost 
undetectable to MPS. On the downside, they are not 
stable (albeit not as liposomes), tend to aggregate and 
could partially loose the encapsulated agent during 
delivery [49].

Despite a number of publications on both the 
formulation and application of niosomes, only a few 
drugs developed have moved to the clinical trial stage 
[47]. The majority of investigations demonstrated that 
encapsulation of drugs within niosomes offers several 
benefits, such as enhanced efficacy, a reduced num-
ber of side effects, as well as a convenient route of 
administration. Thus, niosomes are effective during 
intravenous, intramuscular, oral, intraocular, subcu-
taneous, pulmonary, intraperitoneal, and transder-
mal administration [50]. This type of vesicles is used 
to encapsulate various drugs, such as doxorubicin, 
insulin, ovalbumin, oligonucleotides, EGFP, hemag-
glutinin, DNA vaccines, interferon-α, etc. [51] Besides, 
niosomes are also employed for ocular administration 
of the drug Tacrolimus after corneal transplantation 
[52], for oral delivery of metformin [53], and in cos-
metics manufacturing as well.

Ethosomes
Ethosomes, described for the first time in 1996, are 
a modification of classical liposomes and consist of 
phospholipids, ethanol (20–45%), and water [54]. Aside 
from ethanol, ethosomes could contain propylene gly-
col, as well as isopropanol. Depending on the prepara-
tion procedure, ethosomes could have a size ranging 
from several tenths of a nanometer to several microns. 
Both hydrophilic and hydrophobic molecules could 
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be encapsulated within ethosomes, and increasing 
the ethanol concentration in these vesicles facilitates 
the solubility of therapeutic agents and, therefore, 
enhances the embedding of these agents. Ethosomes 
are known to transcend classical liposomes in terms of 
transdermal delivery due to the negative ζ-potential. 
Moreover, ethanol leads to disorganization of lipids in 
the stratum corneum of the skin, thus significantly 
facilitating penetration of therapeutic particles into 
the deep dermal layers. Drug accumulation in the 
dermal layers results in prolonged release of thera-
peutic molecules from ethosomes, thus extending the 
curative effect [55]. The flaw of niosomes is that these 
vesicles could frequently induce allergic reactions to 
ethanol or other components [56]: so, they are exclu-
sively limited to transdermal delivery. Furthermore, 
the flammability of ethanol dictates increased precau-
tion when preparing, using, transporting, and storing 
these nanocontainers [57].

Transfersomes
Tranfersomes are vesicles containing phosphatidyl-
choline, surfactant, and ethanol. They are character-
ized by increased penetration through intercellular 
pores, which is achieved by adding membrane mod-
ifiers, sodium cholate, stearylamine, Span 60, Span 
80, Tween 60 and Tween 80, the surfactants that 
destabilize lipid bilayers and increase the deforma-
bility of liposomal membranes [58]. Depending on 
the composition, when penetrating the skin layers, 
transformers either retain their structure intact or 
fuse with the cell membrane [59]. Due to their ability 
to easily change shape, they pass through pores 5–10 
times smaller than their own diameter, thus ensuring 
a high level of penetration of therapeutics [60]. The 
efficiency of transformers as a delivery system was 
demonstrated for ibuprofen [61], terbinafine [62], and 
emodine [63]. 

In addition to the versatile lipid-like delivery sys-
tems listed above, a number of modifications have 
been developed for many specific purposes, including 
thermosensitive [64], magnetic [65], multifunctional 
“SMART” liposomes [66], and pharmacosomes, the am-
phiphilic phospholipid complexes of drug compounds 
[67].

Solid lipid nanospheres
An entirely new class of lipid particles that represents 
lipospheres or solid lipid nanospheres (SLNs) was 
developed in the early 1990s [68, 69]. In this type of 
vesicles, a solid lipid (most often neutral triglycer-
ide) is used as a matrix to encapsulate the drug. It is 
also possible to use saturated fatty acids, while polar 
phospholipids are applied as lipophilic emulsifiers. 

Mono- and diglycerides are used much less frequent-
ly because of their polarity. SLNs can be obtained in 
various ways: by high-pressure homogenization, by 
the microemulsion method, and by precipitation of 
lipid particles during the evaporation of the solvent 
[70]. Compared to liposomes, SLNs are characterized 
by increased stability, the possibility of a controlled 
release, relatively easy and cheap methods of prepa-
ration [71], and the absence of toxicity in contrast to 
polymer vesicles [72]. Although SLNs possess many 
advantages compared to the existing delivery sys-
tems, they also have some limitations, such as low 
encapsulation effectiveness of hydrophilic drugs 
[18]. The likely reason for this is the low solubility of 
hydrophilic compounds both in the lipid bilayer and 
the matrix. Two approaches are used to improve the 
seizure of hydrophilic drugs, such as doxorubicin [73] 
and diminazene [74]. The first one employs oil-loaded 
SLNs, and the second one modifies the lipid matrix 
by incorporating amphiphilic compounds, phosphati-
dylcholine, polyglyceryl-3-diisostearate, and sorbitol, 
into it [75].

In addition, SLNs are characterized by uneven drug 
release [68, 76], and this disadvantage has not yet been 
resolved, which imposes rather significant restrictions 
on the use of SLNs since a high initial release rate can 
contribute to severe complications; for example, when 
delivering cytotoxic anticancer agents [68].

Nanostructured lipid carriers
Nanostructured lipid carriers NLCs are the second 
generation of SLNs and were developed in 1999 to 
address the issue of rapid release of a therapeutic 
agent that is common to the previous generation [77]. 
NLCs are lipid nanoparticles consisting of a solid lipid 
matrix and additionally containing a liquid lipid or oil. 
A mixture of solid and liquid lipids promotes uniform 
encapsulation of compounds and prevents their rapid 
diffusion [78, 79]. NLCs can be obtained via several 
approaches: high-pressure homogenization (the most 
frequently used method), by the microemulsion 
method, phase inversion, etc. The first preparations 
containing NLCs, cream NanoRepair Q10 ™ and serum 
NanoRepair Q10 ™ (Dr. Rimpler GmbH, Germany), 
were introduced into the cosmetics market in 2005. 
Currently, more than 30 cosmetics containing NLCs 
are marketed; however, there are no pharmaceutical 
preparations [80, 81].

Lipid-polymer hybrid nanoparticles
Finally, lipid-polymer hybrid nanoparticles (LPNs), 
which combine the characteristics of both polymer na-
noparticles and liposomes, have been developed very 
recently. In this form of nanocontainers, the therapeu-
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tic drug is encapsulated in a polymer core surrounded 
by a lipid bilayer modified with PEG [82]. LPNs show 
high stability and are characterized by a uniform re-
lease of the loaded compound, whereas the lipid bilayer 
provides high biocompatibility [83]. Together, these 
factors ensure LPNs a great future as new effective 
drug carriers, but their therapeutic effect has not been 
fully proven so far.

EXTRACELLULAR VESICLES BASED 
ON NATURAL MEMBRANES
The delivery systems employing natural membranes 
are of particular interest. Their main advantages are 
high biocompatibility and carrier stability (Fig. 2). This 
approach has an enormous potential for creating intel-
ligent delivery systems [84, 85], and it is assumed that 
they can be used for effective and easily controllable 
molecular-directed therapy. However, the likely dis-

advantages of these systems are their high production 
costs, possible purification challenges, and reduced 
storage stability.

Virosomes
Virosomes are vesicles containing viral glycoproteins, 
such as neuraminidase [86], influenza virus hemag-
glutinin [87], and hepatitis B virus protein L [88] in 
their phospholipid bilayer (Fig. 2A). Their presence 
imparts these carriers a number of positive properties, 
such as structural stability, delivery targeting, and 
contributes to receptor-mediated endocytosis and the 
subsequent release of its contents into the cytoplasm 
due to fusion with the lysosome membrane [89]. Viro-
somes can be used as carriers of therapeutic drugs [87, 
90], act as an adjuvant, and be used as vaccines, some 
of which have already been approved for use in clin-
ical practice [91, 92]. Due to the fact that pathogenic 

Fig. 2. Delivery systems based on natural membranes. Virosomes (A) are vesicles modified with viral proteins. Bacte-
rial-based delivery vehicles (B) may possess their own cytotoxicity and can be genetically modified to secrete various 
molecules. By removing their cytoplasm content, bacterial ghosts are obtained and used to deliver not only plasmid 
DNA, but also low-molecular-weight drugs, peptides, and nucleic acids (C). Eukaryotic cells are used to encapsulate 
artificial nanoparticles (D), to carry ligands on their surface, to express therapeutic molecules, and also for the produc-
tion of GEEVs (genetically encoded extracellular vesicles, E), which are also covered with the parent cell membrane. 
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viruses are used in the making of virosomes, uncertain 
safety and potentially strong in vivo immunogenicity 
are the main disadvantages of this kind of carriers. 
Currently, most virosome studies are focused on their 
application as vaccines and adjuvants for the treat-
ment of cancer [93] and HIV [94].

Bacteria
From birth, many types of bacteria inhabit human 
organs, tissues and cavities. Through their transplan-
tation or genetic modification, they can deliver various 
compounds (Fig. 2B). The examples include non-path-
ogenic bacteria like Lactococcus lactis, Streptococcus 
gordonii, etc. Recombinant lactic acid bacteria capable 
of delivering desired substances to human or animal 
mucous membranes are being actively studied [95, 96]. 
Other types of bacteria are used in the development 
of anticancer therapy and diagnosis. Such applica-
tion is possible due to the ability of bacteria, such as 
Gram-positive anaerobes of the genus Clostridia, to 
penetrate, colonize, and accumulate in hypoxic and 
necrotic tumor tissues. In addition to their intrinsic 
cytotoxicity, their genetic modification confers them 
additional valuable properties, such as the regulated 
expression of various therapeutic and imaging agents 
[97, 98].

Bacterial ghosts
Bacterial ghosts (BGs) are the cell membrane-based 
carriers that are produced by expressing the bacte-
riophage lysis gene E in Gram-negative bacteria (Fig. 
2C) [99]. Despite the fact that the so-called E-me-
diated lysis removes all of the cytoplasmic contents 
from the cell, including the genetic material, the cells 
retain bacterial surface antigenic elements, such as 
flagellum, fimbriae, and polysaccharides. The latter 
is the reason why BGs possess their own adjuvant 
activity, which makes them promising targets for 
vaccine development [100]. Additionally, BGs may be 
loaded with low-molecular-weight agents, peptides, 
and DNA. Various approaches have been developed to 
modify their inner surface for more accurate loading 
of these particles, including during their fermentation 
[101, 102].

Eukaryotic cells
Along with prokaryotic cells, the possibility of using 
eukaryotic cells, such as red blood cells, platelets, 
lymphocytes, macrophages, stem and dendritic cells 
(Fig. 2D) as carriers is being investigated [84, 103]. 
Among the different types of cells tested in this field, 
erythrocytes stand out in particular since they are the 
most common blood cells, lack genetic material, and 
possess a long bloodstream circulation time. Their in-

ternal volume can be used to load the agent, or drugs/
particles/modifiers can be attached to the cell surface 
[104, 105]. The immune and stem cells can be used as 
carriers due to their tropism to inflammation foci and 
tumors and the ability to overcome the blood-brain 
barrier (BBB). In addition, stem cells can be transduc-
ed for in situ production of interferons and interleu-
kins. It was shown that they are capable of absorbing 
silicon, polymeric and lipid nanoparticles without loss 
of viability [84, 106]. Macrophages can overcome the 
BBB and are actively used as nanoparticle carriers 
due to their natural ability to phagocytize particles 
and concentrate in the affected tissues, where they 
release the loaded substance over time. This approach 
is known as the “Trojan Horse approach” and was 
tested on gliomas [107], HIV-affected areas of a brain, 
and hypoxic solid tumors [84].

Genetically encoded extracellular vesicles
Recently, a new type of carriers has been developed: 
genetically encoded extracellular vesicles (GEEVs) 
(Fig. 2E). These GEEVs are based on a previously 
computationally designed self-assembling three-di-
mensional hollow protein dodecahedral framework 
composed of twenty KDPG-aldolase molecules [108]. 
The structural unit of these vesicles is a three-do-
main polypeptide. Each of these domains performs a 
function necessary for the assembly of GEEVs: the 
first one is the myristoylation signal, which anchors 
this structure to the membrane; the second one is 
the domain that forms the aforementioned three-di-
mensional protein framework; and the third one is 
the domain recruiting the endosomal sorting complex, 
ESCRT, which is responsible for membrane budding. 
The second important component of these vesicles, 
which confers them the ability to penetrate the target 
cells, is the membrane-anchored VSV-G protein. The 
latter is one of the vesicular stomatitis virus envelope 
proteins and is responsible for its endosome escape. 
When these structures are expressed in eukaryotic 
cells, vesicles with an average radius of 100 nm are 
formed; they are covered with a cell membrane and 
contain several of the aforementioned dodecahedrons 
[109]. These particles are able to load the required 
substances, such as low-molecular-weight com-
pounds, RNA, peptides, proteins, and deliver them 
to other cells, while protecting them from degrada-
tion. In addition, the surface of GEEVs can be further 
modified with antibodies, receptors, or low-molecu-
lar-weight ligands for directed transport.

NATURAL EXTRACELLULAR VESICLES
Extracellular vesicles (EVs) are lipid spheres that are 
secreted by virtually any cell type. Being carriers of 
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RNA, membrane and cytoplasmic proteins, lipids and 
carbohydrates, EVs mediate various functions in the 
body (for example, they participate in intercellular 
communication). Depending on the origin, they are di-
vided into ectosomes (derived from neutrophils/mono-
cytes), prostatosomes (extracted from seminal fluid), 
vexosomes (associated with the adenoviral vector), 
etc. Depending on the biogenesis mechanism, EVs are 
classified into exosomes, microvesicles, and apoptotic 
bodies [110]. The size of EVs also varies: for example, 
the size of exosomes lies in the range of 40–120 nm, 
whereas for microvesicles it may range from 50 to 1,000 
nm [111]. 

Due to such properties as biocompatibility, non-
immunogenicity (being obtained from a suitable cell 
type), as well as the ability to pass through the BBB, 
EVs represent a promising delivery vehicle for vari-

ous molecules [112]. However, it was found that after 
intravenous injection of EVs into mice, only a small 
percentage of the vesicles penetrated the heart and 
brain and the largest amount was detected mostly 
in the spleen and liver [113]. It should be noted that 
EVs are predominantly negatively charged, which 
makes their pharmacokinetics similar to those of 
negatively charged liposomes [113]. In addition, the 
pharmacokinetics of EVs is highly dependent on the 
set of proteins and lipids on their surface. For ex-
ample, it was found that phosphatidylserine on the 
surface of exosomes promotes their binding to cells 
expressing the T-cell immunoglobulin- and mucin-
domain-containing molecule (Timd4), which in turn 
may indicate enhanced capture of such exosomes by 
macrophages known to express this receptor [114]. 
Changes in the composition of the surface proteins of 
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EVs also have an impact; for example, degradation 
of integrins-α6 and -β1 significantly reduced the ac-
cumulation of EV in the lungs of mice. At the same 
time, the physicochemical properties of EV, such as 
size and ζ-potential, remained intact [115]. Thus, EVs 
could selectively accumulate in tissues depending on 
the set of ligands on their surface, which makes them 
promising carriers for targeted delivery.

Currently, the methods used for isolation and purifi-
cation of EVs are quite complex and require expensive 
equipment. The main purification methods are ultra-
centrifugation, density gradient centrifugation, ultra-
filtration, precipitation, and gel filtration [116–119]. 

In addition to delivering defined therapeutic mol-
ecules, EVs from different cell types have a wide range 
of the properties required in clinical practice for the 
treatment of a wide variety of diseases, from ischemia 
and osteonecrosis to multiple sclerosis and cancer 
(Fig. 3). 

Natural extracellular vesicles in 
modulating the immune response
Firstly, EVs could have a significant impact on the 
functioning of the immune system since they could 
both stimulate and suppress the immune response. 
For example, exosomes from DCs containing MHC 
molecules in a complex with an antigen could elicit an 
antigen-specific immune response [120]. Another inter-
esting feature of DC-derived exosomes is that they can 
capture the ligands of Toll-like receptors and activate 
other dendritic cells, which could induce the immune 
response as well [121]. 

Immunosuppressive extracellular vesicles are also 
known. For example, BALB/c mice immunized with 
ovalbumin produced EVs that induced specific immune 
tolerance to ovalbumin in recipient mice [122]. Immu-
nosuppressive EVs are potential therapeutic agents for 
various autoimmune and inflammatory diseases. For 
instance, vesicles derived from mesenchymal stem cells 
(MSCs) are able to suppress the proliferation of mono-
nuclear cells obtained from a mouse with experimental 
autoimmune encephalomyelitis (EAE, a mouse model 
of multiple sclerosis) [123]. The immunomodulatory ef-
fects of extracellular vesicles have also been shown in 
models of the inflammatory bowel disease and autoim-
mune hepatitis [107, 108]. 

Tumor-derived EVs are promising candidates for 
creating anticancer vaccines due to their ability to 
transfer tumor antigens. For example, delivery of tu-
mor-associated antigens to DCs was much more effec-
tive when using exosomes rather than a tumor lysate, 
and exosome-stimulated DCs showed more noticeable 
antitumor activity in a study with the mouse model of 
glioblastoma [124]. However, tumor EVs should be used 

with great caution: for example, apoptotic EVs from 
glioblastoma cells can induce resistance to therapy and 
a more aggressive behavior of neighboring tumor cells 
by transferring the components of the spliceosome 
[125].

Natural extracellular vesicles in 
regenerative medicine
EVs are endowed with great prospects for use in re-
generative medicine and transplantation. To date, a 
large number of investigations have shown the direct 
pleiotropic regenerative effect of EVs on various or-
gans and systems. For example, EVs could stimulate 
the growth of blood vessels, which can be applied in 
transplantation or in the case of ischemia, diabetic 
foot ulcers, and also prevent osteonecrosis [126–129]. 
Various studies have indicated that exosomes ob-
tained from MSCs may contribute to the synthesis of 
collagen and the regeneration of both cartilage and 
muscle fibers [130–132]. 

The tissue-protective effect of EVs derived from 
stem cells has also been described. For example, 
exosomes from MSCs could enhance the survival 
of cardiomyocytes even during cyclic ischemia and 
reperfusion due to activation of the Wnt/β-catenin 
signaling cascade [133]. In a mouse model of myo-
cardial infarction, it was shown that exosomes from 
embryonic stem cells improved the functioning of the 
heart muscle and also supported the survival of myo-
cytes due to the presence of various microRNAs [78]. 
The neuroprotective effect of exosomes derived from 
different MSCs has also been demonstrated [134, 135]. 
Thus, EVs reduced gliosis initiated by inflammation of 
the brain when lipopolysaccharide (LPS) was injected 
into immature mice, reduced apoptosis of neurons, 
and also diminished the severity of structural defects 
in the white matter of the brain [134]. Moreover, mice 
exposed to EVs showed the best results in behavioral 
tests for spatial memory. The mechanism of this neu-
roprotective action, however, remains to be deter-
mined [134].

Natural EVs certainly have an enormous potential 
for therapeutic applications. However, due to their 
complex, often poorly studied mechanism of action, the 
likely heterogeneity of their composition, and due to 
unwanted immunosuppression in some cases, as well 
as activation of proliferative signaling pathways, these 
complexes should be used with extreme caution.

ARTIFICIALLY LOADED EXTRACELLULAR VESICLES
In addition to the aforementioned applications for 
EVs, these vesicles could also be loaded directly with 
various substances. The main benefit of using EVs 
as delivery vehicles comes from their natural origin, 
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which underlies the low immunogenicity of these na-
nocarriers. Additionally, EVs could be easily engulfed 
by target cells due to receptor-mediated interactions 
between the EV membrane and the cell [10].

Basically, there are two strategies for producing 
artificially loaded EVs: the first is to co-incubate EVs 
with therapeutic agents (often, small molecules) in 
vitro, whereas the second is to create a gene construct 
for subsequent transfection to establish cells to pro-
duce EVs loaded with the required cargo. Generally, 
small lipophilic molecules could be loaded in EVs via 
simple co-incubation. For instance, once incubated 
with exosomes in phosphate buffer for 5 min at room 
temperature, curcumin was effectively encapsu-
lated within the vesicles. This formulation, in turn, 
outperformed free curcumin in terms of suppression 
of inflammation and reduced secretion of IL-6 and 
tumor necrosis factor alpha (TNF-a), and it was still 
able to penetrate the BBB. This method was also used 
to load chemotherapeutic agents, such as paclitaxel 
and doxorubicin, in EVs [137]. Exosomal preparations 
of both of these drugs were capable of penetrating 
through the BBB and were distributed within the 
brain in contrast to exosome-free formulations. Exo-
somes also increased the cytotoxicity of doxorubicin 
and paclitaxel. The possibility of reducing the thera-
peutic dose when using cytostatics for treating onco-
logical diseases is undoubtedly an advantage of this 
dosage form, as it has not been possible to overcome 
such side effects as systemic inflammation and toxic 
effects on organ systems thus far [138]. 

Passive transport to exosomes is not always effec-
tive. To facilitate the loading of EVs, several tech-
niques could be applied. Hence, vesicles and therapeu-
tic agents are incubated in the presence of surfactants, 
such as saponin [139]. This compound forms a complex 
with the cholesterol present in the exosomal mem-
brane, which facilitates its penetration by a therapeu-
tic agent [140]. Electroporation is another approach to 
increasing the effectiveness of vesicle loading, and it 
showed up to 20% better loading results for doxorubi-
cin. Electroporation is widely used for loading nucleic 
acids, such as miRNA and siRNA. A good example is 
exosomes containing siRNA to KRASG12D, a primary 
RAS mutation known to initiate pancreatic cancer 
[141]. The incubation of pancreatic cancer cells with 
these vesicles resulted in decreased levels of KRAS-
G12D RNA, as well as increased survival of mice, 
inhibited tumor growth, and it diminished the rate of 
metastasis in comparison with the controls. Besides 
oncological diseases, vesicle-encapsulated miRNA 
could be applied to treat neurodegenerative diseases. 
Such complexes were shown to be effective in vitro in 
reducing the amounts of alpha-synuclein, a protein as-

sociated with Parkinson’s disease [142]. Once intrave-
nously administered, miRNA-loaded exosomes dimin-
ished the concentration of alpha-synuclein mRNA and 
the protein itself in the investigated areas of a mouse 
brain. Exosomes loaded with miRNA to beta-secretase 
(BACE1), a protein that generates the beta-amyloid 
fibrils associated with Alzheimer’s disease, have also 
been created. Neural targeting was accomplished via 
a neuron-specific rabies virus glycoprotein (RVG) 
peptide fused with the exosomal membrane protein 
Lamp2. It allowed one to achieve a reduction of up to 
62% of BACE1 protein expression; the mRNA syn-
thesis was diminished up to 60% [112]. Even though 
electroporation is sufficiently effective in delivering 
nucleic acids within the vesicles, this technique has 
a significant flaw, since RNA could form aggregates 
during this procedure [143]. This issue, however, was 
less noticeable when EDTA was added, and special 
polymer electrodes and acid citrate buffer were used 
during electroporation. 

Another, fundamentally different, strategy has 
been proposed to produce loaded vesicles. The feature 
of this approach is that donor cells are transfected 
with recombinant DNA (e.g., encoding miRNA) to 
secrete EVs containing the cargo desired during their 
biogenesis [144]. By using this approach, suppression 
of breast cancer xenograft growth was achieved via 
vesicles isolated from the culture media of transfected 
cells [145]. Transformation makes it possible to load 
EVs not only with nucleic acids, but also with proteins. 
In order to encapsulate the proteins within exosomes, 
they need to be modified with N-myristoylation 
tag and the domain binding to phosphatidylinositol 
4,5-bisphosphate that ensure their anchoring to the 
exosomal membrane [146].

Thus, the application of both unmodified vesicles 
and ones additionally loaded with therapeutic agents 
for targeted drug delivery is at the top of the agenda in 
modern science.

CONCLUSION
The technology of creating and loading nanoparticles 
with therapeutic agents developed in the second half 
of the twentieth century remains, perhaps, one of the 
most promising drug delivery strategies to date. Dur-
ing the pioneer studies of lipid-like nanocontainers, 
most of the attention has been focused on increasing 
the stability, biocompatibility, and biodistribution of 
artificially created nanocarriers. Varying the lipid 
composition allows one to encapsulate both hydro-
phobic and hydrophilic compounds and thereby make 
it possible to tuck up the delivery route for almost 
any compound. The use of genetic structures with 
controlled expression [147], as well as simultaneous 
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loading of nanocontainers with substances acting 
differently, which can significantly increase the ef-
fectiveness of exposure, is also a promising direction 
[148]. Currently, the priority in drug development 
lies in improving delivery targeting. This issue can be 
solved both by modifying the already-known artifi-
cial nanocontainers and by studying the genetically 
encoded or natural extracellular vesicles discovered 
relatively recently. High biocompatibility and biodeg-
radability confer them tremendous advantage over 
other synthetic nanoparticles. Although it remains 
difficult to assess their eventual future in pharmacy, 

mainly due to their relatively high cost, there is no 
doubt about the ability of EVs and GEEVs to effec-
tively deliver drugs in vivo. Thus, it is safe to say that 
promising drugs based on vesicular transport for the 
treatment of severe and poorly treatable chronic, au-
toimmune and oncological diseases are expected to 
reach market within the next 10–20 years. 
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INTRODUCTION
Type I phenylketonuria (classic) (PKU; MIM 261600) is 
an autosomal recessively inherited disease caused by 
a deficiency of phenylalanine hydroxylase (PAH; [EC 
1.14.16.1]) activity [1, 2]. The deficiency of enzymatic 
activity is usually caused by mutations in the pheny-
lalanine hydroxylase gene [1]. Incomplete conversion 
of phenylalanine to tyrosine due to deficient activity 
of PAH results in accumulation of phenylalanine and 
toxic products of alternative metabolic pathways, such 
as phenylpyruvate, vinyl acetate, phenyllactate, and 
phenylacetylglutamine, in tissues and biological flu-
ids, which leads to the disease symptoms: dementia in 
particular. Common features of phenylketonuria also 
include a decreased concentration of tyrosine and a 
changed balance of amino acids in biological fluids. A 
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ABSTRACT Homozygous siblings with different treatment histories represent an excellent model to study 
both the phenotypic manifestation of mutations and the efficacy of therapy. We compared phenylketonuria 
(PKU) manifestations in two different gender siblings who were homozygous carriers of a rare phenylalanine 
hydroxylase (PAH) mutation, p.R155H, subjected to different treatments. PKU caused by mild mutations may 
be easily underdiagnosed if the diagnosis is based solely on the phenylalanine (Phe) blood concentration. One of 
the described patients is an example of this diagnostic error. For reducing diagnostic errors, we suggest the use 
of more elaborate methods in screening practice, in particular mass spectrometric analysis of blood metabolites, 
the efficiency of which is demonstrated in the present study.
KEYWORDS phenylketonuria, hyperphenylalaninemia, p.R155H, blood phenylalanine, blood carnitine, mass 
spectrometry, missense mutation.
ABBREVIATIONS PKU – phenylketonuria; PAH – phenylalanine hydroxylase; CNS – central nervous system; 
C0 – free carnitine; C2-C18 – acylcarnitines.

widely used classification of PKU severity, which is 
based on the blood phenylalanine concentration, was 
proposed by C.R. Scriver and S. Kaufman [3]. Accord-
ing to N. Blau et al. [4], PKU is classified, depending 
on the blood phenylalanine concentration before the 
beginning of treatment, as a classic (severe) form at 
concentrations above 1,200 µmol, a moderate form at 
concentrations in a range of 900–1,200 µmol, a mild 
form at concentrations of 600–900 µmol, and hy-
perphenylalaninemia at concentrations of less than 
600 µmol.

Neonatal biochemical screening is currently the most 
widely used procedure for early diagnosis of genetic 
diseases and prevention of their effects. The World 
Health Organization defined the social and economic 
prerequisites for including diseases in national neonatal 
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screening programs [5]. Currently, neonatal screening 
for PKU, as one of the most common genetic diseases 
(rate of 1 : 10,000 to 1 : 25,000 among Caucasians [6]), 
is performed in most countries. In the Russian Federa-
tion, this screening involves several measurements of 
the blood plasma phenylalanine level, the first of which 
is carried out on day 4 or 5 after birth. If an elevated 
level is detected, the measurement is repeated. How-
ever, the blood phenylalanine-based diagnostics may 
be unreliable, in particular at borderline levels. The ac-
curate diagnosis requires more advanced methods, es-
pecially in the case of mutations with a relatively high 
residual PAH activity when the blood phenylalanine 
level increases slightly, remaining less than 500 µmol, 
which is not enough for an unambiguous diagnosis. 
Mass spectrometric analysis of blood metabolites can 
provide a more accurate diagnosis based on assessing 
the concentrations of not only phenylalanine, but also 
tyrosine and other amino acids, which, in particular, 
provides the phenylalanine to tyrosine ratio. The diag-
nosis based on metabolite levels should be confirmed by 
genetic analysis with identification of PAH gene muta-
tions and their inheritance patterns by determining the 
nucleotide sequences of the appropriate loci.

Currently, the main and most widely used method 
for PKU correction is diet therapy [7, 8] aimed primar-
ily at preventing damage to the central nervous sys-
tem (CNS), which leads to the degradation of mental 
abilities. To achieve this goal, diet therapy should begin 
no later than a few weeks after birth. Being generally 
quite effective, this diet restricts the intake of animal-
derived proteins, which may lead to decreased con-
centrations of free carnitine (C0) and acylcarnitines 
(C2–C18) and, correspondingly, to impaired metabo-
lism and mitochondrial dysfunction in some patients [9].

In this study, we determined blood metabolite lev-
els in the presence and absence of diet therapy in two 
siblings who were homozygous carriers of a PKU-asso-
ciated mutation, p.R155H, of the PAH gene, using mass 
spectrometry of dried blood samples. Related homozy-
gous patients with different histories of diet therapy 
may be considered as a unique model for studying both 
the phenotypic manifestation of the mutations and the 
efficacy of therapy.

EXPERIMENTAL
Both patients were children of the same parents. The 
girl (1), who was born in Russia in June 2009, was diag-
nosed with PKU upon neonatal biochemical screening; 
she received a diet with a limited content of phenyla-
lanine from the second month of life. The boy (2), who 
was born in Uzbekistan in July 2001, was not diagnosed 
with PKU upon neonatal screening and did not receive 
diet therapy. Blood samples for mass spectrometric 

analysis were taken in 2010, approximately one year 
after the start of diet therapy for patient 1. Simulta-
neously, the physical development and CNS status of 
the patients were assessed, which did not reveal any 
serious abnormalities. The study was performed in ac-
cordance with the requirements of the Medical Ethics 
Committee of the Institute of Chemical Biology and 
Fundamental Medicine of the Siberian Branch of the 
Russian Academy of Sciences (ICBFM SB RAS).

Upon neonatal screening, blood samples were col-
lected by paper filters (Perkin Elmer, Finland) and the 
blood phenylalanine concentration was determined 
using a Delfia/Victor counter and a reagent kit from 
the manufacturer (Wallac Oy, Finland). Genomic DNA 
was isolated from blood as previously described [10]. 
Mutations in the PAH gene were identified by both 
DNA strands Sanger sequencing of PCR amplification 
products from all exons and adjacent intron regions 
of the PAH gene using a BigDye Terminator v.3.1 
Cycle Sequencing kit and an ABI 3130xl genetic ana-
lyzer (Applied Biosystems, USA) at the Genomics Core 
Facility of the ICBFM SB RAS. The nucleotide DNA 
sequences of both patients were identical and corre-
sponded to the known PAH gene sequences, except for 
the p.R155H mutation. The parents’ DNA sequences 
confirmed inheritance of the p.R155H mutation. Mass 
spectrometric analysis of phenylalanine, tyrosine, and 
acylcarnitine levels was performed using a standard 
procedure [11] at the Mass Spectrometry Core Facility 
of the ICBFM SB RAS. Samples and internal standards 
were prepared using an Amino Acids and Acylcarni-
tines kit #55000 for newborn screening (Chromsystems 
Instruments & Chemicals, Germany); samples were 
prepared according to the kit manufacturer’s proto-
col. The analysis was performed using an Agilent 6410 
QQQ tandem mass spectrometer equipped with an ESI 
ionization system, which was coupled to an Agilent 
1200 liquid chromatography system (Agilent Technolo-
gies, USA). Quantitative analysis was carried out in the 
multiple reaction monitoring (MRM) mode, with a total 
analysis time of 2.5 min. The signal was acquired and 
analyzed using the MassHunter v.1.3 software.

RESULTS AND DISCUSSION
The point mutation p.R155H is a substitution of G 
for A in exon 5 of the PAH gene, which results in the 
replacement of arginine with histidine in the PAH 
catalytic domain. According to the data from http://
www.biopku.org [12], the residual activity of the en-
zyme carrying the mutation remains rather high (ap-
proximately 44% of the initial activity). Therefore, the 
p.R155H mutation is considered to be associated with 
hyperphenylalaninemia with a relative genotype-phe-
notype correlation coefficient of 8 on the scale proposed 
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by Guldberg et al. [1]. This rare mutation was previ-
ously described only in one case in compound with the 
p.D143G mutation in a hyperphenylalaninemia patient 
[13]. We studied two siblings who were homozygous 
carriers of the p.R155H mutation, one of whom was 
subjected to diet therapy, while the other was un-
treated. Being homozygous mutation carriers, these 
patients provide a unique opportunity to directly study 
the phenotypic manifestation of the mutation, while 
significant differences in therapy may be used to assess 
its comparative efficacy.

The initial phenotypic manifestation of the p.R155H 
mutation in patients 1 and 2 was somewhat different, 
despite the same PAH locus genotype and common 
pedigree. The blood phenylalanine concentration in 
patient 1 upon neonatal screening was 1,100 µmol; the 
patient was diagnosed with moderate PKU, and diet 
therapy was prescribed. Patient 2 was not diagnosed 
with PKU upon neonatal screening, which was per-

formed in the Republic of Uzbekistan, possibly due to 
different timing and standards of screening. In 2010, 
the blood phenylalanine concentration in patient 2 was 
497 ± 13 µmol (Table 1), which corresponds to severe 
hyperphenylalaninemia. Therefore, if only the blood 
phenylalanine level is used as a criterion, it may be 
concluded that the p.R155H/p.R155H genotype can 
manifest itself as a fairly wide range of symptoms, 
from mild hyperphenylalaninemia to moderate PKU, 
depending on the other patient’s biochemical features 
associated with gender, feeding in the neonatal period, 
etc. In this case, neonatal screening that is based on the 
blood phenylalanine level may miss the disease, as in 
the case of patient 2.

The effective use of mass spectrometry for accurate 
diagnosis of PKU, in particular at intermediate blood 
phenylalanine concentrations, was described in studies 
by Chace et al. [15, 16]. Instead of the phenylalanine 
concentration, they suggested using the phenylalanine 

Table. Blood metabolite concentrations measured by mass spectrometry

Metabolite Patient 1, 
µmol/L

Patient 2, 
µmol/L

Median concentration in healthy children 
(5th–95th percentile), µmol/L [14]

Phe 298 ± 10 497 ± 13 45 (32–64)

Tyr 43 ± 2 86 ± 2 84 (48–159)

Phe/Tyr 6.9 ± 0.3 5.8 ± 0.1

Free carnitine (C0) 31.7 ± 0.4 44.0 ± 1.1 15.5 (9.2–26.4)

Acetylcarnitine (C2) 10.4 ± 0.7 11.9 ± 0.3 17.3 (10.1–29.4)

Propionylcarnitine (C3) 1.48 ± 0.04 2.68 ± 0.2 1.42 (.81–2.56)

Butyrylcarnitine (C4) 0.11 ± 0.02 0.15 ± 0.02 0.19 (0.12–0.30)

Isovalerylcarnitine (C5) 0.11 ± 0.01 0.11 ± 0.01 0.09 (0.06–0.17)

Hexanoylcarnitine (C6) 0.04 ± 0.01 0.09 ±0.002 0.05 (0.02–0.10)

Octanoylcarnitine (C8) 0.02 ± 0.002 0.06 ± 0.02 0.05 (0.03–0.08)

Decanoylcarnitine (C10) 0.02± 0.002 0.07 ±0.002 0.07 (0.04–0.13)

Dodecanoylcarnitine (C12) 0.03 ± 0.02 0.09 ±0.002 0.08 (0.04–0.19)

Tetradecanoylcarnitine (C14) 0.06 ± 0.003 0.07 ±0.002 0.18 (0.11–0.31)

Hexadecanoylcarnitine (C16) 0.56 ±0.02 0.53 ±0.02 2.93 (1.65–4.76)

Octadecanoylcarnitine (C18) 0.34 ±0.01 0.32 ± 0.01 0.86 (0.52–1.43)

Values are presented as mean ± SEM of 5 or 6 independent measurements.
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to tyrosine concentration ratio as a more accurate and 
selective diagnostic criterion, because the changes in 
overall amino acid levels are corrected in this case. The 
phenylalanine to tyrosine concentration ratio in the 
blood normally ranges from 0.49 to 0.93, rising to 1.3–
14.3 in PKU patients [15, 16]. We detected high values 
of this parameter, which clearly and unambiguously 
indicated PKU in both patient 1 (6.9 ± 0.3) and patient 
2 (5.8 ± 0.1) (Table 1). At the same time, the patients’ 
parents (heterozygous carriers of mutations) showed 
the ratio typical of healthy people: 0.9 ± 0.1 (mother) 
and 0.7 ± 0.02 (father).

We also determined blood carnitine levels in the pa-
tients (Table) and compared them with the data of 20 
healthy children [17]. As previously shown, carnitine 
levels may be a helpful criterion in the identification of 
congenital metabolic disorders and the levels vary sig-
nificantly in different metabolic disorders [18]. It was 
also noted that carnitine concentrations significantly 
decrease in the blood of PKU patients with a phenylal-
anine-restricted diet not supplemented with carnitines 
[19]. In our patients, total carnitine levels were slightly 
decreased (44.9 µmol in patient 1 and 55.2 µmol in pa-
tient 2) compared to the normal levels of 60–100 µmol 
[20]. Total acylcarnitine levels (13.2 µmol in patient 1 
and 13.9 µmol in patient 2) fully corresponded to the 
normal values. We determined potential carnitine 
deficiency using the ratio of acylcarnitine and free 
carnitine concentrations. The values (0.42 in patient 
1 and 0.33 in patient 2) were significantly below the 
upper limit of the normal value (0.6), which indicates 
sufficient levels of free carnitine, as well as the normal 
proportion of acylcarnitines. Therefore, acylcarnitine 
concentrations in our homozygous carriers of p.R155H 

were within their normal range; however, several 
studies [21, 22] have demonstrated that acylcarnitine 
concentrations in patients with classic PKU are signifi-
cantly different from normal values.

CONCLUSION
We examined two homozygous siblings with the 
PKU-associated mutation p.R155H who had different 
treatment histories: one was subjected to diet ther-
apy, and the other did not receive treatment. If the 
blood phenylalanine concentration is used as the only 
diagnostic criterion for PKU, the condition should be 
classified as hyperphenylalaninemia in one patient and 
as moderate PKU in the other. At the same time, the 
phenylalanine to tyrosine concentration ratio enabled 
a reliable diagnosis of PKU in both patients. Therefore, 
the blood phenylalanine level alone cannot be a relia-
ble criterion for the diagnosis of PKU in all cases and 
should not be used as the sole diagnostic criterion. Our 
findings confirm the possibility of using the phenylala-
nine to tyrosine concentration ratio as a more accurate 
and reliable criterion for neonatal screening. We also 
demonstrated that mass spectrometric analysis may 
be used as the main method of neonatal screening for 
PKU.

The determined blood concentrations of free and 
acylcarnitines indicate that homozygous carriers of 
the p.R155H mutation probably do not experience sig-
nificant limitations in energy metabolism in cells, in 
contrast to patients with classic or moderate PKU. 

This study was conducted under Government contracts 
(No. 0309-2019-0020 and 0309-2019-0007).
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INTRODUCTION
Modern bionanotechnologies help unlock broad pros-
pects for the development of new generations of drugs 
that can be used to combat socially impactful diseases. 
Bionanotechnological means and methods enable the 
creation of various nanostructures that serve as effec-
tive tools for the therapy and diagnosis (theranostics) of 
various diseases, in particular cancers.

The development of theranostic methods is based 
on multifunctional agents combining diagnostic and 
therapeutic functions [1–5]. These agents include 
metallic nanoparticles (NPs) with localized surface 
plasmon resonance (LSPR) properties [6]. The high 

chemical surface activity of these nanoparticles allows 
one to modify them by targeting agents for delivery 
to target cells, while LSPR makes these nanoparticles 
suitable for both detection and selective hyperther-
mal destruction of cells [7, 8]. The “green” synthesis 
that implies an environmentally friendly production 
of particles without the use of aggressive toxic and 
expensive substances is an alternative, economically 
more profitable, and environmentally safe way to pre-
pare nanostructures compared to traditional physico-
chemical methods for NP synthesis, which are often 
expensive, labor-intensive, and not environmentally 
friendly [9].
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ABSTRACT In this study, we used “green” synthesis to prepare silver nanoparticles (NPs) from aqueous plant 
and callus extracts of the narrow-leaved lavender Lavandula angustifolia Mill. 35.4 ± 1.6 nm and 56.4 ± 2.4 nm 
nanoparticles, colloidally stable in phosphate-buffered saline, were synthesized using the plant extract and the 
callus extract, respectively. NPs were characterized by spectrophotometry, dynamic light scattering, and scan-
ning electron microscopy. We studied the dynamics of the nanoparticle synthesis and evaluated the cytotoxic 
properties of the plant extract-based NPs. Modification of NPs with bovine serum albumin demonstrated that 
blockage of the nanoparticle surface completely suppressed NP cytotoxic activity in vitro. The synthesized NPs 
possess localized surface plasmon resonance properties and are of small sizes, and their surface can be modified 
with protein molecules, which makes them promising agents for cancer theranostics.
KEYWORDS green synthesis, silver nanoparticles, secondary metabolites, lavender.
ABBREVIATIONS BSA – bovine serum albumin; SM – secondary metabolite; LSPR –localized surface plasmon res-
onance; NP – nanoparticle; MS – Murashige and Skoog medium; PEG – polyethylene glycol; TDZ – thidiazuron.
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In the “green” synthesis, secondary plant metabo-
lites (SMs) are widely used as reducing agents [10–12]. 
They are particularly promising in “green” synthesis 
thanks to their low cost of production, short-term 
synthesis, and biosafety. Also, in vitro cultivation of 
plants enables one to scale up the production of nec-
essary substances, because these methods yield large 
amounts of standardized plant materials within a short 
time period and produce desired SMs all year round.

The development of a successful nano-agent for 
effective action on cancer cells relies on a number of 
parameters, such as size, composition, coating, other 
physicochemical properties, blood-circulation charac-
teristics, etc. Biocompatibility is one of the most essen-
tial parameters affecting the fundamental possibility of 
using the drug in vivo. NPs produced by “green” syn-
thesis often have higher biocompatibility thanks to the 
use of natural substances with the necessary biological 
activity (noble metals, SMs, proteins), which is success-
fully used for various in vitro and in vivo studies. These 
particles are considered as promising for theranostics 
[13, 14].

In this work, we used “green” synthesis to prepare 
silver NPs based on aqueous extracts of the narrow-
leaved lavender (Lavandula angustifolia Mill). The 
dynamics of nanoparticle synthesis and NP cytotoxic 
properties before and after surface modification were 
studied in vitro.

EXPERIMENTAL

Introduction of the plant material 
into culture in vitro
Narrow-leaved lavender (L. angustifolia Mill., Mun-
stead, Lamiaceae Mart.) seeds were sterilized with a 5% 
sodium hypochlorite solution for 10 min. After sterili-
zation, the seeds were washed twice in sterile distilled 
water and placed in Petri dishes with a Murashige and 
Skoog (MS) hormone-free medium [15]. Control seeds 
were germinated in non-sterile conditions on filter pa-
per moistened with distilled water. Seed germination 
capacity was evaluated on the 15th day according to 
GOST 30556-98 [16]. Three weeks after planting, the 
seedlings were replanted into containers with the MS 
medium for further development.

Clonal micropropagation
Plants with a height of 10 cm (4–6 nodes) were cut into 
cuttings (a node with internode parts) and propagated 
in two stages: planting in the MS medium supplement-
ed with 0.5 mg/L thidiazuron (TDZ) to stimulate aerial 
part growth and then replanted in ¼ MS medium with 
addition of 0.2 mg/L α-naphthylacetic acid to induce 
rhizogenesis [17].

Сallusogenesis induction
Stem explants were placed in the MS medium supple-
mented with 0.5 mg/L of 2,4-dichlorophenoxyacetic 
acid (2,4-D). Сallusogenesis was induced using previ-
ously in vitro cultivated plants.

Preparation of aqueous extracts
Aqueous extracts were prepared from the aerial part 
of the aseptic plants and the callus. The plant material, 
frozen in liquid nitrogen, was homogenized in a mortar. 
After achieving room temperature, the homogenate 
was added with distilled water at a 1 : 3 ratio. The 
mixture was placed in a water bath and boiled for 30 
min [18]; the extract was filtered and centrifuged at 
20,000 g for 60 min; the supernatant was collected and 
used for the synthesis of nanoparticles.

Isolation of predominant fractions of the plant extract
The aqueous lavender extract was investigated us-
ing analytical chromatography. Chromatograms of 
the aqueous lavender plant and callus extracts were 
analyzed at three wavelengths (214, 280, and 320 nm). 
The fractions corresponding to the maximum peaks 
(denoted by numbers in Fig. 5A) where dried using 
a lyophilizer and dissolved in a RPMI-1640 medium 
supplemented with 10% fetal bovine serum and used to 
evaluate cytotoxicity.

Nanoparticle synthesis
Silver nanoparticles were prepared using “green” syn-
thesis by mixing 50 µL of a silver nitrate solution in 
water (1 g/L) and 50 µL of either the lavender plant 
or callus extracts in a concentration range of 0.5% to 
30%. During particle synthesis, absorption spectra at 
350–800 nm were measured at four time points (30, 
60, 150, and 240 min) using an Infinite M100 Pro plate 
reader (Tecan, Austria). The efficiency of NP synthesis 
was evaluated by the LSPR peak intensity. The surface 
plasmon resonance peak is considered to be a quali-
tative criterion for the presence of metallic NPs in a 
system [19, 20].

The morphology of the synthesized nanoparticles 
was investigated by scanning electron microscopy at 
an accelerating voltage of 10 kV on a MAIA3 Tescan 
microscope (Czech Republic).

Nanoparticle Modification
NPs were modified with bovine serum albumin (BSA) 
by sorption of the protein on the particle surface. 
The efficiency of NP modification was indirectly 
confirmed by measuring their hydrodynamic size. 
Particle size was determined by dynamic light scat-
tering on a Zetasizer Nano ZS analyzer (Malvern In-
struments, Ltd).
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Analysis of cytotoxic properties
The cytotoxic properties of the plant extract, its 
predominant fractions, and extract-based NPs were 
analyzed before and after stabilization with BSA using 
a standard MTT test. The analysis was performed on 
cell lines of different origins: Chinese hamster ovary 
(CHO) cells, human breast adenocarcinoma (SK-BR-3), 
human ovarian adenocarcinoma (SKOV3-1ip), as well 
as on a SKOV-kat line transfected with the Katushka 
red fluorescent protein for intravital monitoring of ma-
lignant tumor development in vivo in model laboratory 
animals [21].

RESULTS AND DISCUSSION
Silver nanoparticles for biomedical applications were 
synthesized using an aqueous extract of the nar-
row-leaved lavender, which is an essential oil plant 
widely used in the food, cosmetics, and pharmaceu-
tical industries. The use of lavender secondary me-
tabolites (SMs) capable of reducing metal ions from 
their salts is a promising, environmentally safe way to 
create NPs with antibacterial and cytotoxic proper-
ties. A number of nanoparticles produced via reduc-
tion of metal ions possess surface plasmon resonance 
properties and, therefore, are capable of heating, 
which may be used in cancer theranostics for tissue 
hyperthermia.

Narrow-leaved lavender cell and tissue culture
During in vitro cultivation, narrow-leaved lavender 
seedlings were produced (Fig. 1A). Seed germination 
upon introduction into in vitro culture did not differ 
significantly from germination in the control sample 
and was 80.0 ± 19.6%, which indicated the efficiency of 
the chosen sterilization method.

Propagation of plants on the MS medium supple-
mented with 0.5 mg/L TDZ resulted in seedlings with 
a mean height of 6.4 ± 2.1 cm. There was multiple shoot 
growth, which is considered to be a good indicator of 
efficient increase in the plant vegetative mass. Also, 
4% of the cuttings had spontaneous rhizogenesis; these 
plants did not need further replanting.

For rooting of the remaining plants, we used a me-
dium with low macroelement contents, ¼ MS supple-
mented with 0.2 mg/L α-naphthylacetic acid; in this 
case, the rate of rhizogenesis was 90.7–93.3%. This stage 
of clonal micropropagation significantly increased the 
efficiency of root formation in previously produced 
plants.

The rate of callusogenesis in stem explants was 
95–99%. The callus had a loose consistency and a light 
green hue (Fig. 1B). A callus with these properties may 
be further used to produce a plant cell suspension, 
which increases the yield of SMs in in vitro culture.

Nanoparticle synthesis
Particles were produced by long-term incubation of 
a silver nitrate solution and lavender plant and callus 
extracts as described in the Experimental section. The 
efficiency of the synthesis of nanoparticles exhibiting 
a LSPR peak was quantitatively assessed by spectro-
photometry, which enables identification of the LSPR 
peak and measurement of its intensity. The spectra of 
mixtures of the silver nitrate solution and lavender 
plant and callus extracts obtained at different time 
points (Fig. 2) demonstrate a monotonically increasing 
relationship between the NP sample absorbance at the 
LSPR peak wavelength and the extract concentration, 
as well as the silver salt and extract incubation time. 
The highest sample absorbance was observed for the 
synthesis using the plant extract (30%) at 240 min 
incubation and amounted to 0.82, which was 1.6-fold 
higher than a similar indicator for the callus extract 
(Fig. 2). Further, a 7.5% extract was used for NP syn-
thesis, because a rather intense plasmon resonance 
peak was observed at this concentration, confirming 
the formation of nanostructures; also, silver salt excess 
was maintained in the solution.

Further, NP colloidal stability was studied. The par-
ticles showed aggregation and sedimentation stability 
in phosphate-buffered saline for a long time (monitor-
ing duration was 3 months) without any surface modi-
fication, which is considered to be a good indicator for 
the chosen synthesis method. It should be noted that 
metal particles in most cases require additional treat-
ment with various stabilizers (sodium citrate, proteins, 
PEG, and other polymers) to provide colloidal stability 
in buffer solutions. The synthesized NPs may be used 
for subsequent modification by biologically active mol-
ecules, in particular by polypeptides recognizing cancer 
cells (antibodies, scaffolds), which require long-term 
storage in saline solutions.

Processing of electron microscopy images yielded 
the mean size of nanoparticles: 35.4 ± 1.6 nm in synthe-

Fig. 1. Plants (A) and callus (B) of Lavandula angustifolia 
Mill., Munstead, produced in culture in vitro

А B
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sis with the plant extract and 56.4 ± 2.4 nm in synthesis 
with the callus extract (Fig. 3B). The NPs were mostly 
rounded, but some callus extract-based particles had 
a tetrahedron or a more complex polyhedron shape 
(Fig. 3A).

It should be noted that the size of the NPs used 
in vivo is of great importance, because it controls 
nanoparticle properties and affects their penetration 
through the blood-brain barrier [22–24].

Therefore, during the synthesis of nanoparticles, 
it is necessary to consider all the parameters control-
ling their size, as well as be capable of affecting these 
parameters to produce optimal size nanoparticles for 
successful penetration into the cell.

In further experiments, we used silver NPs pro-
duced using the plant extract, because they exceeded 
callus extract-based NPs in all aspects — they had a 
higher SPR peak intensity, a smaller size, and a more 

stable shape. Because application of nanoparticles for 
cancer theranostics purposes implies modification of 
their surface by various substances (antibodies, affi-
bodies, etc.), which significantly affects the final hy-
drodynamic size, nanoparticles with a smaller mean 
diameter were chosen for the experiments.

Analysis of NP cytotoxic properties
To elucidate the prospects of synthesized NPs for var-
ious biomedical applications, in particular for cancer 
theranostics, we investigated the biocompatibility of 
these NPs in culture in vitro. A standard MTT test was 
used to study the effect of plant extract-based NPs and 
extract fractions that may affect the cytotoxicity of 
both the extract and the NPs.

According to the MTT test (Fig. 4А), synthesized 
unmodified nanoparticles were more cytotoxic against 
CHO and SK-BR-3 cell lines than they were against 

Fig. 2. Analysis of the 
nanoparticle synthesis 
efficiency. A – ab-
sorption spectra of an 
extract and nanoparticle 
mixture (top panels), an 
extract (middle panels), 
and nanoparticles (bot-
tom panels) in a range 
of 350–800 nm, which 
were produced during 
240 minute incubation 
of an aqueous silver 
nitrate solution (1 g/L) 
and plant (left panels) 
or callus (right panels) 
extracts at 0.5–30% 
concentrations (shown 
in colors). B – intensity 
of LSPR peaks during 
the synthesis of silver 
NPs, depending on the 
concentrations of plant 
(left panel) and callus 
(right panel) extracts 
and the time of incuba-
tion (shown in colors) of 
extracts and an aqueous 
silver nitrate solution 
(1 g/L)
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SKOV3-1ip. Unmodified NPs did not affect the viabil-
ity of SKOV-kat cells.

The effect of the plant extract and its main frac-
tions isolated by analytical chromatography on CHO 
and SK-BR-3 cell lines was evaluated using the MTT 
test. The fractions corresponding to the highest ab-
sorbance peaks at λ = 280 nm (Fig. 5A) were isolated. 
Given the data presented in Fig. 5A, we supposed that 
the cytotoxicity of the produced NPs towards these 
cell lines was due to the presence of biologically active 
substances on the NP surface; namely, secondary me-
tabolites from the plant extract used in their synthesis. 
To test this hypothesis, we analyzed the cytotoxic ef-
fect of both a 1% extract and its fractions, dried and 
dissolved in the growth medium. According to the MTT 
test (Fig. 5B), fractions 2 and 6 exhibited significantly 
greater cytotoxicity towards the SK-BR-3 line but had 
no effect on the viability of the CHO line. Fractions 3, 
9, and 12 had the opposite effect. The highest cytotoxic 
effect on both cell lines was exerted by the extract it-
self, as well as by fractions 5, 7, 10, and 11, with the 
effect on the viability of the SK-BR-3 cell line being 
more pronounced. Therefore, we may suggest that the 
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Fig. 4. Analysis of silver nanoparticle cytotoxicity by the 
MTT-test. Cell viability dependence (%) for CHO, SK-
BR-3, SKOV3-1ip, and SKOV-kat lines (shown in colors) 
on the content of silver nanoparticles in the culture medi-
um (µg/mL) before (A) and after (B) nanoparticle stabili-
zation with bovine serum albumin (BSA)

Fig. 3. Morphological analysis of silver nanoparticles. 
A – scanning electron microscopy microphotographs of 
nanoparticles at an accelerating voltage of 10 kV on a 
MAIA3 Tescan microscope (Czech Republic). B – NP size 
distribution histograms
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cytotoxic properties of the plant extract and, probably, 
the cytotoxic properties of NPs are determined mainly 
by fractions 5, 7, 10, and 11.

Because NPs exerted a cytotoxic effect on some cell 
lines, we suggest that blockage of the particle surface 
with a biocompatible protein may reduce this effect. 
Bovine serum albumin (BSA) not affecting cell viability 
was chosen as a blocking protein.

The diameter of the particles after stabilization 
with BSA increased by 71.9 nm, on average. According 
to the MTT test results in culture in vitro, the BSA-
modified nanoparticles had no cytotoxic effect on all 
studied cell lines (Fig. 4B). These findings suggest that 
BSA shields the surface of NPs, thereby blocking their 
cytotoxicity.

CONCLUSION
Colloidally stable silver nanoparticles were pro-
duced by “green” synthesis using aqueous plant and 
callus extracts of the narrow-leaved lavender. We 
selected conditions for the synthesis of NPs stable 
in phosphate-buffered saline, which had a size of 
35.4 ± 1.6 nm, optimal for application in cancer ther-
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Fig. 5. Analysis of plant extract cytotoxicity. A – plant extract chromatogram (λ = 280 nm). Numbers denote the ab-
sorption peaks corresponding to the predominant fractions obtained from the extract. B – cytotoxicity analysis of the 
plant extract and its predominant fractions by the MTT-test. Dependence of the viability (%) of the CHO and SK-BR-3 
cell lines (shown in colors) on the contents of the plant extract and its predominant fractions (1–13) in the medium
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anostics. NPs were characterized by spectrophotom-
etry, dynamic light scattering, and scanning electron 
microscopy. The cytotoxic properties of the plant 
extract-based particles were studied. Blockage of the 
NP surface with BSA was demonstrated to completely 
inhibit their cytotoxic effect in vitro. The produced 
NPs have a set of properties that predetermine the 
prospects of their use for the development of multi-

functional agents combining diagnostic and therapeutic 
functions. 
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rapidly. It is efficiently replenished by synaptic ves-
icles from the recycling pool, which are formed from 
the presynaptic membrane via endocytosis (the short 
recycling pathway). Synaptic vesicles that constitute 
the large reserve pool and are formed on the surface 
of nerve terminal endosomes may be involved in se-
cretion upon prolonged high-frequency neural activity 
(the long recycling pathway) [1–3]. The mechanisms 
regulating the presynaptic vesicle cycle and vesicular 
transport are of great interest to researchers. The cy-
toskeleton comprising several dynamically polarizing/
depolarizing components (actin filaments, intermedi-
ate filaments, microtubules, and septins) can be one of 
these mechanisms.

Septins are the least-studied cytoskeletal compo-
nent and belong to the recently discovered conserved 
family of GTP-binding proteins [4]. Septins are in-
volved in cellular processes, such as cell division, re-
organization of other cytoskeletal components, and 
intracellular transport. By acting as a specific barrier, 
septins can separate specialized membrane regions 
from each other [5]. Thirteen septin types (denoted 
as SEPT1–SEPT12, SEPT14) are known in mammals 
[6]. They bind to each other to form heterooligomeric 
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ABSTRACT Septins are GTP-binding proteins recognized as a component of the cytoskeleton. Despite the fact 
that septins are highly expressed by neurons and can interact with the proteins that participate in synaptic 
vesicle exocytosis and endocytosis, the role of septins in synaptic transmission and the synaptic vesicle recycling 
mechanisms is poorly understood. In this study, neurotransmitter release and synaptic vesicle exocytosis and 
endocytosis were investigated by microelectrode intracellular recording of end-plate potentials and fluores-
cent confocal microscopy in mouse diaphragm motor nerve endings during septin polymerization induced 
by forchlorfenuron application. It was shown that forchlorfenuron application reduces neurotransmission 
during prolonged high-frequency (20 and 50 pulses/s) stimulation. Application of pairs of short high-frequency 
stimulation trains showed that forchlorfenuron slows the replenishment of the readily releasable pool. Forchlor-
fenuron enhanced FM 1-43 fluorescent dye loading by synaptic vesicle endocytosis but decreased dye unloading 
from the preliminarily stained nerve endings by synaptic vesicle exocytosis. It was concluded that the septin 
polymerization induced by forchlorfenuron application slows the rate of synaptic vesicle recycling in motor 
nerve endings due to the impairment of synaptic vesicle transport.
KEYWORDS motor nerve ending, neurotransmitter release, synaptic vesicle cycle, septins, forchlorfenuron.
ABBREVIATIONS EPP – end-plate potential; FCF – forchlorfenuron.

INTRODUCTION 
Neurotransmitters are secreted in a chemical synapse 
via exocytosis during the fusion between the mem-
brane of a synaptic vesicle loaded with a neurotrans-
mitter and the presynaptic membrane. This process 
takes place within specialized structures (active zones) 
upon opening of Ca2+ channels of the presynaptic 
membrane. A portion of the neurotransmitter released 
during exocytosis of an individual synaptic vesicle is 
known as a quantum. The reserve of synaptic vesicles 
is depleted during neurotransmitter release and re-
plenished during endocytosis and vesicular transport. 
The presynaptic membrane gives rise to new vesicles, 
which are loaded with a neurotransmitter, delivered 
to the active zones, and again used in secretion (the 
recycling mechanism). A combination of exocytosis, en-
docytosis, and synaptic vesicle transport constitutes the 
synaptic vesicle cycle, an important presynaptic mech-
anism that ensures efficient long-term neurotrans-
mitter release by a neuron. Synaptic vesicles in motor 
nerve endings are known to be functionally diverse and 
form several vesicle pools. The readily releasable pool 
consists of vesicles located in close proximity to the ac-
tive zone. This pool is limited in size and depletes rather 
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complexes that can be polymerized into more complex 
structures (filaments, rings, and networks). SEPT3, 
SEPT5–7, and SEPT11 have been identified in mature 
nerve terminals [7]; however, their functions have not 
been studied sufficiently. Hence, SEPT5 and SEPT7 
are involved in axonal [7] and dendritic [8, 9] growth. 
SEPT5, SEPT6, and SEPT3 were found to colocal-
ize with synaptic vesicles [7, 10, 11]. It has also been 
demonstrated that septins interact with a number of 
the proteins involved in exocytosis: Munc-18-1, syn-
apsin II, VAMP2, synaptophysin, synaptotagmin 1, 
NSF, Hsc70, etc. It has been suggested that dynamic 
reorganization of septins is needed for synaptic vesicle 
exocytosis and neurotransmitter release [12–15]. Even 
less is known about the role played by septins in endo-
cytosis and synaptic vesicle transport. The interaction 
of septins with the proteins taking part in endocytosis 
(clathrin, flotillin, and dynamin) [12, 16] and colocaliza-
tion of septins and the cell membrane regions rich in 
phosphoinositol-4,5-bisphosphate, which are required 
for clathrin-dependent endocytosis [17, 18], imply that 
septins may be possibly involved in these processes.

Synaptic vesicle recycling upon stimulation of septin 
polymerization by forchlorfenuron (FCF) was evalu-
ated by using a combination of the electrophysiological 
approach and confocal fluorescence microscopy. FCF 
selectively stimulates septin polymerization without 
affecting other cytoskeletal components (microtubules 
and actin filaments) and exhibits no cytotoxicity at con-
centrations up to 500 µM [19].

EXPERIMENTAL

Study object and solutions
Our experiments were performed using isolated neu-
romuscular specimens of mouse diaphragm. This study 
was conducted in compliance with the international 
guidelines for animal experiments. After isolation, the 
specimen was placed into a recording chamber and 
subjected to continuous perfusion using a solution for 
homeotherms with the following composition: NaCl, 
125.0 mM; KCl, 2.5 mM; NaH2

PO
4
, 1 mM; CaCl

2
, 2 mM; 

MgCl
2
, 1 mM; glucose, 11 mM; and NaHCO

3
, 12 mM. 

The temperature and pH were maintained at a level of 
24°C and 7.3–7.4, respectively. The perfusion solution 
was continuously saturated with carbogen (95%O

2
/5%-

CO
2
). All the studies were performed only for the 

synapses located superficially. The motor nerve was 
stimulated with suprathreshold 0.2–0.3 ms rectangular 
pulses; the frequency of pulse trains was 0.2 pulses/s 
(low-frequency stimulation) or 20 and 50 pulses/s 
(high-frequency stimulation). Specimen contraction 
was suppressed using µ-conotoxin GIIIB (Peptide In-
stitute, Inc, Japan) at a concentration of 1–2 µM. Septin 

polymerization was stimulated by adding forchlor-
fenuron (50 µM) to the perfusion solution for 40 min. 
All the substances except for µ-conotoxin GIIIB were 
purchased from Merch (Germany).

Electrophysiology
Single-quantum miniature end-plate potentials (ME-
PPs) spontaneously arising at rest and multi-quantum 
end-plate potentials (EPPs) arising in response to motor 
nerve stimulation were recorded using glass microe-
lectrodes (tip diameter < 1 µm; resistance, 8–10 MΩ) 
filled with a 2.5 M KCl solution. A microelectrode was 
inserted into the muscle fiber close to the nerve ending 
under visual control. The resting membrane potential 
was controlled using a millivoltmeter. The experiments 
where changes in the resting membrane potential were 
> 5 mV were not taken into account. The signals were 
digitized using a La-2USB A-to-D card. Before apply-
ing high-frequency stimulation, 35–100 MEPPs and 
7–10 EPPs under low-frequency stimulation were re-
corded. In order to analyze the number of quanta of the 
neurotransmitter released in response to each stimulus 
(the quantal content of EPPs), the amplitude of each 
recorded EPP and MEPP was normalized to a mem-
brane potential level of -75 mV. The quantal content 
was calculated as a ratio between the EPP amplitude 
and the average MEPP amplitude, using correction for 
nonlinear summation [20, 21].

Fluorescence microscopy
Synaptic vesicle exocytosis and endocytosis were stud-
ied using a FM 1-43 fluorescent dye (SynaptoGreen C4, 
Merch) at a concentration of 6 µM. The dye reversibly 
binds to the presynaptic membrane and is entrapped 
by the newly emerging synaptic vesicles (is “loaded” 
into nerve endings) during endocytosis (after stim-
ulation of exocytosis) [22, 23]. In this case, the bright 
fluorescence observed in the nerve ending demonstrat-
ed that the dye was captured by the synaptic vesicles 
that had undergone exocytosis and endocytosis [23]. 
Stimulation of exocytosis of pre-loaded vesicles caused 
the release (“unloading”) of the dye from the nerve 
endings. Fluorescence was observed using a BX51W1 
motorized microscope (Olympus, Germany) equipped 
with a DSU confocal scanning disc, a CoolLed pE-1 
light-emitting diode lamp (CoolLed, UK), and an Or-
caR2 CCD camera (Hamamatsu, Japan) connected to a 
PC using specialized Olympus Cell^P software. The op-
tical equipment used to analyze the fluorescence of FM 
1-43 consisted of a set of Olympus U-MNB2 light filters 
and an Olympus LUMPLFL60xw water immersion ob-
jective (1.0 NA). Fluorescence intensity was evaluated 
using the ImagePro software in arbitrary units (a.u.) 
as the average fluorescence of pixels in the image of a 
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nerve ending minus the background fluorescence. The 
background fluorescence was determined as the aver-
age fluorescence intensity in a square 50 pixels wide in 
the image region containing no nerve endings [24]. 

Statistical data analysis was performed using the 
Origin software (Origin Lab Corp.). The quantitative 
results of the study are shown as the mean ± standard 
error; n is the number of independent experiments. 
Statistical significance was estimated by ANOVA.

RESULTS

Neurotransmitter release during 
prolonged high-frequency stimulation 
in the presence of forchlorfenuron
It was established that a 40-min exposure to FCF 
caused no significant changes in the resting membrane 
potential of muscle fibers (-73.0 ± 2.8 mV, n = 20 and 
-71.7 ± 3.4, n = 20 in the control and test specimens; 
p > 0.05). Low-frequency stimulation resulted in a 
statistically insignificant reduction in the quantal con-
tent of EPPs (59.0 ± 5.8 quanta (n = 18) and 53.3 ± 4.7 

quanta (n = 15) in the control and test specimens, re-
spectively (p > 0.05)).

Prolonged (3-min) high-frequency stimulation of the 
control specimen at 20 pulses/s caused a three-phase 
reduction (depression) in the quantal content of EPP 
(Fig. 1Aa). An initial rapid decline down to 64.7 ± 4.1% 
(n = 9) of the baseline was observed during stimula-
tion for 0.4 s. After a short plateau region lasting ap-
proximately 1.5–2 s, there was a second phase corre-
sponding to a slow decline down to 54.2 ± 5.5% (n = 9) 
of the baseline by 15 s of stimulation. A further, even 
slower, decline reduced the quantal content of EPP 
down to 35.9 ± 6.5% (n = 9) of the baseline by 3 min of 
stimulation. Stimulation of the motor nerve at a higher 
frequency (50 pulses/s) for 2 min yielded similar three-
phase dynamics of quantal content reduction, but 
depression of the neurotransmitter release was more 
pronounced (Fig. 1Ba). The initial rapid decline reach-
ing 72.3 ± 3.0% (n = 9) of the baseline was no longer 
observed by approximately 0.16 s of stimulation. After 
the short plateau phase lasting 0.5–0.8 s, there followed 
a second reduction phase, which was characterized by 
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Fig. 1. Effect of forchlorfenuron on neurotransmitter release during high-frequency stimulation: A – the dynamics of EPP 
quantal content during prolonged high-frequency stimulation (20 pulses/s) in the control (a) and during FCF application 
(b). The initial quantal content was taken as 100 %. The averaged experimental data are presented (see the Results 
section). B – similar curves are shown for 50 pulses/s stimulation. Ac and Bc are the cumulative curves of released neu-
rotransmitter quanta during high-frequency stimulation. Dotted lines indicate the stimulation time during which the same 
numbers of quanta are released in the control and during FCF application
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slower decline kinetics. The third, even slower, phase 
started on the 5th second of stimulation. By the end of 
the 2nd minute of stimulation, the quantal content was 
at 22.7 ± 7.0% (n = 9) of the baseline.

No qualitative changes in the dynamics of decline in 
the quantal content of EPP were observed in the pres-
ence of FCF (there was a three-phase decline); how-
ever, the depression magnitude was deeper. During 
high-frequency stimulation (20 pulses/s, Fig. 1Ab), the 
quantal content of EPP decreased, down to 20.2 ± 6.8% 
(n = 7) of the baseline by the 3rd minute of stimulation. 
Upon stimulation at a frequency of 50 pulses/s, the 
decline in the quantal content of EPP was also more 
pronounced (Fig. 1Bb). By the end of the 2nd minute of 
stimulation, the quantal content in the test specimens 
had dropped down to 6.2 ± 3.6% (n = 9) of the baseline.

The cumulative curves showing the number of 
released neurotransmitter quanta revealed that the 
intensity of neurotransmitter release was statistically 
significantly reduced in the presence of FCF. Three-
minute stimulation at a frequency of 20 pulses/s led to 
a release of 119,796 ± 8,161 quanta (n = 9) in the control 
specimens, while the neurotransmission after applica-
tion of FCF was down by 27% (87,611 ± 9,025 quanta 
(n = 7), p < 0.05 (Fig. 1Ac). The two-minute stimulation 
at a frequency of 50 pulses/s resulted in a release of 
71,505 ± 5,543 quanta (n = 9) in the control specimen; 
neurotransmission in the presence of FCF was lower by 
25%: 53,553 ± 8,904 quanta (n = 9), p < 0.05 (Fig. 1Bc).

The deepened depression of neurotransmitter re-
lease upon high-frequency stimulation in the presence 
of FCF can be attributed to a suppression of mobiliza-
tion (the replenishment rate of the readily releasable 
pool).

The replenishment rate of the readily releasable 
pool upon high-frequency stimulation 
in the presence of forchlorfenuron
In order to assess the replenishment rate of the readily 
releasable pool, we applied short (1 s) pulse trains at 
a frequency of 50 pulses/s, with different intervals 
between the trains (0.5, 3, and 60 s), to normal spec-
imens and specimens in the presence of FCF [25]. In 
response to the first pulse train, the quantal content 
of EPP decreased abruptly during the first 6–8 pulses. 
Next, there followed a plateau (the quantal content 
remained at the same level) (Figs. 2B,C). Summation 
of the number of released quanta demonstrated that 
they were identical both in the control specimen and 
in the specimen exposed to FCF after the first pulse 
train (2,214 ± 192 (n = 12) and 2,205 ± 194 quanta 
(n = 12); p > 0.05). Therefore, the entire readily releas-
able pool (being ~1,700 quanta in mouse motor nerve 
terminals) was involved in secretion after the first 

pulse train [25, 26], while virtually not affecting the 
recycling pool (~ 80,000 quanta) [27]. A lower secretion 
level was observed for the second pulse train applied 
0.5 and 3.0 s after the first one (Figs. 2B,C) because of 
the incomplete replenishment of the readily releasable 
pool. Thus, the total number of quanta released during 
the second pulse train in the control specimen and in 
the specimen exposed to FCF was 88.3 ± 1.0% (n = 12) 
and 83.9 ± 1.0% (n = 12), respectively, of the number of 
quanta released during the first pulse train (p < 0.01). 
When the interval between the pulse trains stood at 3 s, 
the number of quanta released was 93.0 ± 0.8% (n = 13) 
and 88.5 ± 1.2%, respectively (n = 13); p < 0.01. There-
fore, neurotransmitter release in the specimen exposed 
to FCF was recovered much less efficiently than that 
in the control sample; the most significant changes 
were observed during the plateau phase (Figs. 2B,C). 
At high intervals between the pulse trains (60 s), se-
cretion recovered completely: to 100.1 ± 1.0% (n = 12)) 
in the control specimens and 98.9 ± 0.7% (n = 12) in the 
specimens exposed to FCF. Taking into account that 
the average time of synaptic vesicle recycling in mouse 
motor nerve terminals is ~ 50 s [27], it is fair to assume 
that replenishment of the readily available pool dur-
ing a short interval between pulse trains (0.5 and 3 s) 
occurs due to the recycling pool only, but not due to 
synaptic vesicle endocytosis. Therefore, application of 
FCF does not alter the readily releasable pool but slows 
its replenishment rate due to the recycling pool. 

FM 1-43 loading into nerve terminals in 
the presence of forchlorfenuron
Aggravation of suppression of neurotransmitter release 
in response to prolonged high-frequency stimulation in 
the presence of forchlorfenuron (Fig. 1) can also be re-
lated to the disturbed synaptic vesicle endocytosis. We 
have attempted to test this assumption in experiments 
using the FM 1-43 fluorescent dye. It is known that the 
processes of synaptic vesicle endocytosis follow exo-
cytosis at a 1 : 1 ratio. Therefore, special experimental 
conditions need to be created to evaluate endocytosis 
under which the levels of neurotransmitter release are 
identical in the control and test (FCF application) series 
and identical numbers of vesicles undergo exocytosis. 
An analysis of the cumulative curves of neurotrans-
mitter release (Fig. 1Ac) demonstrated that the num-
bers of neurotransmitter quanta released in response 
to a 2- and 3-min stimulation of the control and test 
specimens at a frequency of 20 pulses/s were almost 
identical. These stimulation times were used to study 
FM 1-43 loading. If the endocytosis processes are not 
affected, one can expect the degree of dye loading 
and fluorescence intensity to be identical. However, 
the fluorescence intensity in the nerve terminals in 
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the presence of FCF was much higher than that in 
the control specimens: 71.6 ± 2.7 a.u. (n = 123) and 
54.1 ± 2.3 a.u. (n = 123), respectively; p < 0.01 (Fig. 3A). 
Stimulation at a higher frequency (50 pulses/s) lasting 
45 s in the control series and 1 min in the test series 
(the number of released quanta are also equal under 
these conditions (Fig. 1Bc)) resulted in a statistically 
higher fluorescence intensity in the specimens exposed 
to FCF (42.9 ± 2.1 a.u. ((n = 125)) compared to that in 
the control specimens (37.0 ± 1.7 a.u. (n = 125); p < 0.05) 
(Fig. 3A). Therefore, stimulation of septin polymer-
ization by FCF increased the number of dye-loaded 
vesicles in the nerve terminal.

Unloading FM 1-43 from the nerve terminals 
in the presence of forchlorfenuron
In this experimental series, we evaluated the effect of 
FCF on synaptic vesicle exocytosis. At the first stage, 
all the specimens were loaded with FM 1-43. For this 
purpose, we applied a prolonged 3-min stimulation 
of the motor nerve at a frequency of 20 pulses/s in 
a solution containing FM 1-43 [28]. The control spec-
imens were then perfused with a standard solution, 
while the test specimens were perfused with a solution 
containing FCF. Prolonged high-frequency stimulation 
was applied 40 min later (Fig. 3B). The fluorescence 
intensity of the nerve terminal decayed efficiently as 
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Fig. 2. Effect of forchlorfenuron on the replenishment of the readily releasable pool during high-frequency stimulation. 
A – The experimental scheme. Pairs of short (1 s) stimulation trains with a frequency of 50 Hz and a delay time of 0.5, 3 
and 60 s between the first and the second train were given. B and C – The dynamics of neurotransmitter release during 
the first (dark circles) and the second (white circles) trains in the control and during FCF action. In each experiment, the 
value of the quantal content of the first EPP in the first train was taken as 100 %. It is noticeable that application of FCF 
leads to stronger depression of neurotransmitter release during the second stimulation train at delay times of 0.5 and 3 s 
than in the control experiments
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the fluorescent dye was released, together with the 
neurotransmitter during synaptic vesicle exocytosis. 
It was found that the rate of dye unloading decreased 
in the specimens exposed to FCF. By the end of the 1st 
minute of stimulation at a frequency of 20 pulses/s, the 
fluorescence intensity in the control and test specimens 
had decreased to 78.9 ± 1.0 % (n = 8) and 77.3 ± 1.3% 
(n = 10) (p > 0.05) of the baseline, respectively; after 
a 10-min stimulation, it had decreased to 22.7 ± 2.2 % 
(n = 8) and 36.0 ± 3.5% (n = 10) (p < 0.05) of the base-
line, respectively (Fig. 3B). After a 1-min stimulation at 
a frequency of 50 pulses/s, the fluorescence intensity in 
the control and test specimens was 63.2 ± 2.3 % (n = 11) 
and 68.2 ± 1.8% (n = 11) (p > 0.05) of the baseline, re-
spectively. After a 10-min stimulation, it decreased to 
28.3 ± 1.8% (n = 11) and 34.7 ± 2.3% (n = 11) (p < 0.05) 
of the baseline, respectively (Fig. 3B). One can observe 
that statistically significant differences between the 
control and test curves recorded during stimulation at 
frequencies of 20 and 50 pulses/s were observed only 
after 1.5–2.5 min of stimulation. The deceleration of 
dye unloading demonstrates that the transport rate of 
the vesicles of the recycling and possibly the reserve 
pools to the secretion sites in the active zones decreased 
after the exposure to FCF.

DISCUSSION
Like other cytoskeletal components, septins are pres-
ent in the cell in the polymerized and depolymerized 
forms. Polymerized septins form near the cytoplasmic 
membrane [29]; therefore, one can expect them to be 
directly involved in the regulation of the processes of 
the synaptic vesicle cycle taking place near the pre-
synaptic membrane. Application of forchlorfenuron is 
one of the most potent and convenient tools that can 
be used to study the septin function. The effects of 
FCF and other methods used to impair septin function 
(application of small interfering RNA and transgenic 
animals) were shown to be identical in studies focused 
on various cellular mechanisms [12; 30–34].

Septins in neurotransmitter release 
and synaptic vesicle exocytosis
The role played by septins in the regulation of exocy-
tosis and neurotransmitter release is rather controver-
sial. Thus, it had been assumed that SEPT8 facilitates 
exocytosis by separating the complex of vesicular 
proteins VAMP2/synaptophysin. These proteins fur-
ther interact with SNAP25, and the SNARE complex 
assembly takes place [14]. Meanwhile, it was discovered 
that polymerized SEPT5 can form a physical barrier 
within the active zones, which hinders synaptic ves-
icle exocytosis and can affect the distance between a 
calcium channel and a synaptic vesicle [10]. Knockout 

mice unable to express SEPT4 exhibited lower levels of 
neurotransmitter release [35]. The disturbed function 
of the ubiquitously expressed septin variant SEPT2 
revealed that exocytosis was altered [12]. Meanwhile, 
no significant alterations in neurotransmitter release 
were detected in mice unable to express SEPT5 and 
SEPT3 [36]. It was demonstrated that stimulation of 
septin polymerization by FCF reduces the intensities 
of synchronous, asynchronous, and spontaneous neu-
rotransmitter release in mouse motor neurons [12]. We 
also detected that application of FCF causes a less pro-
nounced but equivocal decrease in the quantal content. 
These differences are possibly related to the fact that 
different durations of exposure to FCF and non-identi-
cal extracellular calcium concentrations were used. It 
is known that higher concentrations or exposure dura-
tions potentiate the effect of forchlorfenuron [19]. We 
used an exposure duration of 40 min, while Tokhtaeva 
et al. [12] applied a longer exposure duration (1 h). This 
could be the reason why we observed a weaker effect 
of stimulation of septin polymerization on the function 
of SNARE proteins.

Septins and synaptic vesicle endocytosis
The intensity of fluorescent dye loading and fluores-
cence of nerve endings after exposure to FCF was 
much higher than that in the control specimens, while 
the intensities of neurotransmitter secretion were iden-
tical (and exocytosis was identical as well) (Fig. 3A). In 
other words, the number of stained vesicles per nerve 
ending was greater. These data could have been inter-
preted as enhancement of synaptic vesicle endocytosis. 
However, this conclusion can be drawn only if vesi-
cles loaded with the dye were repeatedly engaged in 
neurotransmitter release at the same rate. An analysis 
of the curves of dye unloading (Fig. 3B) demonstrated 
that stimulation at frequencies of 20 and 50 pulses/s 
reduced the rate of release of the pre-loaded FM 1-43 
fluorescent dye. This fact indicates that delivery of 
dye-loaded vesicles to the secretion sites has been 
slowed down rather than that endocytosis has been 
enhanced. Meanwhile, the divergence between the 
curves of unloading dynamics during the first several 
minutes of recording was not sufficiently significant to 
be able to independently cause a reduction in the num-
ber of released neurotransmitter quanta of 25–27% in 
the presence of FCF. Therefore, disruption of transport 
and recycling of the synaptic vesicles formed by en-
docytosis immediately during high-frequency stimu-
lation can be regarded as another explanation to the 
reduction in the neurotransmitter release upon septin 
polymerization. This can also be supported by the re-
vealed enhanced loading of the FM 1-43 fluorescent 
dye (Fig. 3A). Thus, in the control specimens, a vesicle 
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Fig. 3. Effect of 
forchlorfenuron on 
FM 1-43 loading and 
unloading during 
high-frequency stimula-
tion. A – Fluorescence 
intensity of nerve 
endings loaded with 
FM 1-43 at high-fre-
quency stimulation (20 
and 50 pulses/s) in the 
control and during FCF 
application in case of 
equal neurotransmitter 
release (described in 
details in the Results 
section). The fluores-
cence images of nerve 
endings from individual 
experiments are shown 
below. B – The dy-
namics of fluorescence 
intensity decay (dye 
unloading) of prelim-
inarily stained nerve 
endings in the control 
(black squares) and 
upon FCF action (white 
circles) during high-fre-
quency stimulation (20 
and 50 pulses/s). In 
each experiment, the 
initial nerve ending 
fluorescence was taken 
as 100 %. Fluores-
cence images of nerve 
endings from individual 
experiments before and 
at the end of stimulation 
are shown below
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population is repeatedly involved in exocytosis and re-
leases FM 1-43, along with the neurotransmitter, while 
the number of synaptic vesicles carrying the dye in a 
nerve ending becomes lower than the expected value 
after high-frequency stimulation. Exposure to FCF re-
duces the percentage of vesicles repeatedly involved in 
secretion because of the impaired transport of synaptic 

vesicles that newly emerges during endocytosis. As a 
result, the number of synaptic vesicles loaded with the 
fluorescent dye in the presence of FCF is higher than 
that in the control, which is the reason why the FM 
1-43 fluorescence in the presence of FCF is brighter 
(Fig. 3A). Meanwhile, exposure to FCF can also impair 
the endocytosis mechanism and the entire process can 
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vesicle transport from the endocytosis sites is sup-
pressed (Figs. 3A,B).

Involvement of septins in the functioning of the 
actomyosin motor can be considered a mechanism 
through which they participate in synaptic vesicle 
transport. It was established that septins can interact 
with actin [38] and nonmuscle myosin II [39], which 
take part in synaptic vesicle transport [40–42]. The 
ability of polymerized septins to form barriers imped-
ing synaptic vesicle transport is one of the mechanisms 
that explain why the intracellular transport is impaired 
[5, 10].

CONCLUSIONS
Hence, our findings demonstrate that septins are in-
volved in the processes of synaptic vesicle cycle and 
synaptic vesicles reuse in neurotransmitter release 
during prolonged high-frequency activity of a neuro-
muscular junction.  

This work was supported by the Russian Foundation 
for Basic Research (grant no. 17-04-01870-a) and the 

Russian Science Foundation (grant no. 14-15-00847-P) 
(in the part of conducting the experimental modeling 

of disruption of synaptic vesicle recycling).

be slowed down. The histochemical data demonstrating 
that SEPT3 is substantially colocalized with dynamin 
indicate that septins can potentially be involved in syn-
aptic vesicle endocytosis [37]. Other septins, SEPT5 and 
SEPT9, were also found to interact with dynamin [16].

Septins and synaptic vesicle transport
In the beginning of prolonged high-frequency stimula-
tion, vesicles from the readily releasable and recycling 
pools take part in the neurotransmitter release. Later 
(after several dozen seconds), the newly emerging 
vesicles can be repeatedly involved in secretion. To 
ensure this, a new synaptic vesicle needs to form via 
endocytosis, be loaded with a neurotransmitter, get 
into the recycling pool, and subsequently replenish 
the readily releasable pool via mobilization. In other 
words, the vesicle transport route consists of two com-
ponents: the recycling pool - readily releasable pool 
and the endocytosis - recycling pool. In all likelihood, 
septins ensure the functioning of both components. 
The electrophysiological data demonstrating a reduced 
replenishment rate of the readily releasable pool af-
ter high-frequency stimulation indicate that vesicle 
transport to the active zones is less efficient upon septin 
polymerization (Fig. 2). The data on enhanced loading 
and slowed-down unloading of FM 1-43 indicate that 
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INTRODUCTION
Cyclophilin A (CypA) is a member of the peptidyl-pro-
lyl isomerase family and exists in the intracellular and 
secretory forms. Cytosolic CypA is detected in all tis-
sues and has multiple functions [1]. This protein takes 
part in signal transduction through the T-cell receptor 
(TCR) [1]. Being a ligand for Cyclosporine A, the pro-
tein mediates its immunosuppressive action [1].

Secretory CypA is a pro-inflammatory factor that 
attracts innate immunity cells (granulocytes, macro-
phages, and dendritic cells) to the inflammation site 
and mediates the pathogenesis of various diseases [1]. 
The protein acts as a chemoattractant for stem cells, 
immature granulocytes, and the progenitors of den-
dritic cells, T- and B-lymphocytes; and induces the 
migration of these cells from the bone marrow to pe-
ripheral organs [2]. In this regard, CypA takes part in 
regenerative processes. CypA regulates the action of 
other chemokines and the production of pro-inflam-
matory cytokines [3]. CypA was shown to induce the 

differentiation and maturation of dendritic cells, and to 
enhance antigen uptake and presentation by these cells 
[4]. Hence, CypA can modulate both the innate and the 
adaptive immunity. A vast body of experimental data 
suggests the application of CypA in the treatment of 
viral diseases and limb ischemia, for neutralizing the 
side effects of Cyclosporine A, etc.

However, the role of CypA in the induction and de-
velopment of the antitumor immune response remains 
poorly understood to date. The aim of the present 
study was to determine the functions of CypA in the 
early stages of the antitumor immune response. Here, 
we studied the effect of recombinant human CypA 
(rhCypA) on the rejection of lymphoma EL-4 cells in 
B10.D2(R101) mice. The immunomodulatory effect of 
rhCypA was identified, aimed at stimulating both the 
innate and the adaptive immune system. As a result, 
accelerated in vivo elimination of lymphoma cells was 
observed under rhCypA treatment. Moreover, it was 
shown using the model of antitumor immune response 
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to lymphoma EL-4 in transgenic 1D1b mice [5] that 
rhCypA stimulates the accumulation of tumor-specific 
cytotoxic T cells. 

MATERIALS AND METHODS

Mice
C57BL/6 (KbI-AbDb) and B10.D2(R101) (KdI-AdI-EdDb) 
mice were obtained from the breeding facility of the 
N.N. Blokhin National Medical Research Center of 
Oncology (Moscow, Russia). The transgenic mouse 
line 1D1b was generated on the genetic background 
of the B10.D2(R101) line in the Laboratory of Regu-
latory Mechanisms in Immunity of the N.N. Blokhin 
National Medical Research Center of Oncology [5]. 
These transgenic mice are characterized by expres-
sion of the β-chain of the memory-cell TCR, specific to 
the molecule of the major histocompatibility complex 
(MHC) class I H-2Kb, in T cells. Female and male mice 
(16–18 g) were used in the experiments. The study 
groups consisted of 6–8 animals. All the experimental 
procedures were conducted in strict compliance with 
the protocols approved by the Ethics Committee on 
Animal Experimentation of the N.N. Blokhin National 
Medical Research Center of Oncology.

Production of rhCypA
The recombinant protein was isolated from the bacteri-
al biomass of E. coli BL21(DE3)Gold transformed with 
the recombinant plasmid pETCYPopti that contained 
the full-length gene of human CypA [6]. RhCypA was 
used as a solution in Na-K phosphate buffered saline 
(PBS, pH 7.3) with purity above 95% according to elec-
trophoresis data. The endotoxin content in the rhCypA 
samples was ≤ 0.038 ng per 1 mg of the protein accord-
ing to the LAL test. 

Immunization of mice
B10.D2(R101) and 1D1b mice were i.p. immunized with 
lymphoma EL-4 (KbDb) cells at doses of 3.0 × 105 and 
1.0 × 106, respectively, in 500 µl PBS.

Mode of rhCypA administration 
B10.D2(R101) mice were i.p. injected with 5 mg 
rhCypA/kg (100 µg/mouse) during 3 days post-im-
munization. The first protein injection was made 3 h 
post-implantation of EL-4 cells. 1D1b mice were sub-
cutaneously dosed with 10 mg rhCypA/kg during 10 
days post-immunization. Control mice received PBS as 
a placebo in a similar manner.

Cell isolation
B10.D2(R101) mice were euthanized by cervical dis-
location on days 6, 9, and 12 post-immunization. The 

peritoneal cavities of mice were washed with 2 ml of 
ice-cold PBS to obtain the lavage. Splenocyte suspen-
sions were prepared by isolating the murine spleens 
and homogenizing in a Potter tissue homogenizer in 
3 ml of PBS. The 1D1b transgenic mice were eutha-
nized on day 12 post-immunization; their splenocytes 
were isolated using a similar procedure. Erythrocytes 
were lysed in a lysis buffer (BD, USA). Cells were then 
washed in PBS and centrifuged (200 g, 5 min). Viable 
cells were counted in a Goryaev chamber after Trypan 
Blue-Eosin staining.

Antibodies
The following monoclonal antibodies were used for the 
analyses: anti-CD3ε – eFluor450 (clone 17A2) (eBio-
science, USA); anti-CD8 – Pacific blue (clone 53-6.7) 
(BD Pharmingen, USA); anti-CD44 – APC (clone IM7) 
(eBioscience); anti-CD62L – APC-Cy7 (clone MEL-14) 
(eBioscience); anti-Vb6 – PE (clone RR4-7) (eBiosci-
ence); anti-Gr1 – APC (clone RB6-8C5) (BD Pharmin-
gen); and anti-CD11b-PE – Cy7 (clone M1/70) (BD 
Pharmingen).

Flow cytometry analysis
The lavage and spleen cell samples (1.0–5.0 × 106) were 
incubated with Fc block (clone 2.4G2, BD Pharmingen, 
USA) for 5 min at 4°C and stained with monoclonal 
antibodies for 40 min at 4°C. Cells were then washed 
with PBS by centrifugation (200 g, 5 min), followed by 
analysis on a FACS CantoII flow cytometer (BD, USA) 
using the FACSDiva 6.0. software. Dead cells were 
excluded from the analyses comprising staining with 
propidium iodide (BD, USA). In order to characterize 
cell subpopulations, 0.5–1.0 × 106 events were analyzed. 
The FlowJo 7.6. software (BD, USA) was used for fur-
ther processing of the results.

Statistical analysis
Statistical data analysis was performed using the Stu-
dent’s t-test in Excel (Microsoft, USA). The differences 
were considered statistically significant at p ≤ 0.05.

RESULTS
In this study, we used an allogenic system in which 
the EL-4 (KbDb) lymphoma cells were rejected in B10.
D2(R101) (KdI-AdI-EdDb) mice because of the differ-
ence in a single MHC I class molecule (H2-Kb). It was 
shown that rhCypA administration results in complete 
EL-4 elimination by day 9 post-transplantation, where-
as complete tumor rejection in the absence of rhCypA 
was observed on day 12 (Fig. 1).

The immune response to EL-4 was accompanied by 
granulocyte accumulation at the tumor cell localization 
site. The rhCypA induced intensive accumulation of 



RESEARCH ARTICLES

  VOL. 11  № 2 (41)  2019  | ACTA NATURAE | 65

А B C

R
e

la
ti

ve
 c

o
un

t 
o

f K
b

+
 c

e
lls

, 
%

100

90

80

70

60

50

40

30

20

10

0

50

45

40

35

30

25

20

15

10

5

0

90

80

70

60

50

40

30

20

10

0
R101  
intact

R101  
intact

R101  
intact

R101+ 
EL-4

R101+ 
EL-4

R101+ 
EL-4

R101+  
EL-4+ 

rhCypA

R101+  
EL-4+ 

rhCypA

R101+  
EL-4+ 

rhCypA

Fig. 1. The relative count of lymphoma EL-4 cells (Kb+, %) in the peritoneal cavity of B10.D2(R101) mice on days 6 (A), 
9 (B) and 12 (C) post-immunization. Data obtained in three representative experiments are shown (M ± SD, n = 6–8). 
The relative count of Kb+ cells in the lavage of intact mice represents the level of unspecific binding of anti-Kb monoclo-
nal antibodies

Fig. 2. Changes in the relative count (%) of immature neutrophils (Gr1hi CD11blo), promyelocytes and myelocytes 
(Gr1int CD11bint), and mature granulocytes (Gr1hi CD11hi) in the peritoneal cavity of B10.D2(R101) mice on days 6 
(A), 9 (B), and 12 (C) post- immunization with lymphoma EL-4 cells. Data obtained in three representative experiments 
are shown (M ± SD, n = 6–8). *p ≤ 0.05; **p ≤ 0.01
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mature granulocytes in the peritoneal lavage of mice 
on day 6 post-immunization: the relative count of these 
cells was threefold higher than that in the immunized 
control mice (Fig. 2A). On day 9 post-immunization, 

rhCypA stimulated recruitment of immature granu-
locytes (Grhi CD11blo) and promyelocytes and my-
elocytes (Grint CD11bint) in the peritoneal cavity of 
dosed mice. Cell counts in these subpopulations were 
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increased under rhCypA administration 2.5- and 4.5-
fold, respectively, compared to the respective cell 
counts in immunized control mice (Fig. 2B).

Next, we evaluated the effects of rhCypA on 
quantitative and subpopulation changes in CD8+ T 
cells in tumor-bearing mice. The protein under study 
did not influence  the dynamics of  CD8+ T cell ac-
cumulation neither in the tumor localization site 
(as assessed by lavage analyses) nor at the systemic 
level (as assessed by splenocyte analyses; data are not 
shown). However, analyses of CD8+ T cell subsets 
of naive cells (CD62L+CD44-), central memory cells 
(CD62L+CD44+), and effectors (CD62L-CD44+) re-
vealed that rhCypA induced enhanced accumulation 
(by 65% as compared to the placebo control) of effector 
cytotoxic T cells on day 9 post-transplantation of EL-4 
tumor cells (data are not shown, Fig. 3). These data cor-
related well with the tumor rejection dynamics under 
rhCypA treatment (Fig. 1). 

Therefore, it has been demonstrated that intraperi-
toneally injected rhCypA stimulated the antitumor 
immune response by inducing early recruitment of 
granulocytes to the tumor cell localization site and en-
hancing systemic accumulation of effector T-killers.

It was previously shown at our laboratory that 
transgenic 1D1b mice developed a significantly re-
duced pool of effector CD8+ T cells in response to EL-4 
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cells as compared to wild-type mice. Consequently, 
1D1b mice could not reject this lymphoma [5, 7].

In this study, we evaluated the effects of rhCypA 
on the relative count of effector T cells expressing ei-
ther endogenous TCR β-chains or the transgenic TCR 
β-chain as defined by anti-Vb6 antibody staining in 
1D1b mice.

The in vivo experiments showed that rhCypA had 
no effect on the relative count of effector CD8+ T 
cells with endogenous TCR β-chains in 1D1b mice 
immunized with EL-4 cells (Fig. 4). Interestingly, ad-
ministration of rhCypA significantly increased (2.0-
fold as compared to the placebo control) the count 
of effector CD8+ T cells with the transgenic TCR 
β-chain (Fig. 4).

According to these data, we have assumed that 
rhCypA can modulate an antitumor immune response 
both in mice with the native TCR repertoire (B10.
D2(R101)) and in transgenic 1D1b mice with the con-
tracted TCR repertoire by inducing the accumulation 
of effector CD8+ T cells. 

DISCUSSION
In this study, we evaluated the role of rhCypA in 
the development of the antitumor immune response 
to lymphoma EL-4 cells in B10.D2(R101) mice. It was 
shown that rhCypA stimulates granulocyte accumula-
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tion at the tumor cell localization site and systemic ac-
cumulation of effector cytotoxic T cells, which results 
in rapid tumor elimination. It is well-known that tissue 
infiltration with neutrophils is the first phase of the im-
mune response to infections and inflammation. These 
cells can take up an antigen and migrate to the draining 
lymph nodes and the spleen, where neutrophils come 
in contact with the antigen-presenting cells (APCs) 
and lymphocytes [8] or directly function as APCs [9], 
thus inducing the formation of the adaptive immune 
response. We have previously shown that neutrophils 
participate in the development of the immune response 
to allogenic tumor cells [10]. These cells could provide 
co-stimulatory signals (CD80 and CD86) and create the 
cytokine microenvironment (interleukin 12), which are 
both required for differentiation of cytotoxic T cells 
[10, 11]. It was shown in the present study that local 
processes in the peritoneal cavity taking place under 
rhCypA treatment correlate with the systemic immune 
response.

In 1D1b mice, the expression of the transgenic TCR 
β-chain in T cells both contracted the TCR repertoire 
and reduced the count of activated T cells [5]. The im-
mune response to EL-4 in 1D1b transgenic mice was 
insufficient for complete tumor elimination and drove 
the immunoediting of EL-4 cells via the selection of less 
immunogenic tumor cell clones that killed transgenic 
mice within 60 days [7]. It was shown using this ex-
perimental model that rhCypA significantly stimulates 
the accumulation of tumor-specific cytotoxic T cells at 
the early phases of the immune response to lymphoma 
EL-4. These data allow one to assume that rhCypA can 
modulate the antitumor immune response both in mice 
with the native TCR repertoire and in those with the 
contracted TCR repertoire by inducing the accumula-
tion of effector T-killers.

Hence, we have demonstrated that rhCypA has an 
immunostimulating effect, as it facilitates the develop-
ment of the antitumor immune response by stimulating 
both innate and adaptive immunity. 
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ABSTRACT The anti-HIV activity of a new humic substance-derived preparation has been studied in individual 
pools of immune cells (CD4+ T lymphocytes, macrophages, dendritic cells). Near-complete inhibition of the HIV 
infection (by more than 90%) was achieved by treating each of the abovementioned cell types with non-toxic 
concentrations of the preparation. The inhibitory effect demonstrates the possibility of preventing the depletion 
of a significant portion of functionally important immune cells. A comparative study of infection inhibition in 
individual cell pools has allowed us to reveal the differences in the preparation’s effectiveness in each of the cell 
populations. A R5-tropic HIV-1 infection in macrophages exhibited maximum sensitivity to the preparation: 
90% and 50% inhibition of the infection were observed in the presence of concentrations as low as 1.4 and 
0.35 µg/ml, respectively. A 15- and 19-fold higher concentration was required to achieve the same extent of 
inhibition in dendritic cells infected with the same strain. The effectiveness of the drug in CD4 + T lymphocytes 
is quite comparable to its effectiveness in macrophages. The drug is universally effective for both the T- and 
M-tropic variants of HIV-1.
KEYWORDS humic derivative, suppression of HIV infection, CD4-positive T lymphocytes, macrophages, dendritic 
cells, T- and M-tropic HIV variants
ABBREVIATIONS HIV – human immunodeficiency virus; SBF-HS – solubilized butanol fraction of humic sub-
stances; HPLC – high-performance liquid chromatography; NMR – nuclear magnetic resonance; Mϕ – mac-
rophages; DC – dendritic cells; PBMC – peripheral blood mononuclear cells; AZT – azidothymidine; CTL – cyto-
toxic lymphocytes.
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INTRODUCTION
Monocytes, macrophages, and dendritic cells, which 
constitute the cellular component of innate immunity 
and the first line of defense against pathogens [1–5], 
are the targets of HIV. The virus attacks the CD4-, 
CCR5-, and CXCR4-expressing cells present – de-
pending on the invasion route – in the mucosa, blood, 
or lymphoid tissues. The transmission rate depends on 
both the expression level of the cellular surface recep-

tors and the viral strain [6, 7]. A high viral production 
is commonly observed in CD4-positive T cells activated 
during acute infection [8]. Nevertheless, viral replica-
tion, in addition, takes place in quiescent CD4-positive 
memory cells, which also contain latently integrated or 
pre-integrated proviral DNA [9]. Cells harboring the 
viral genome represent a part of the infection reser-
voir that persists in the organism and may be retained 
for up to four years [9]. It is believed that quiescent 
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CD4-positive memory cells are the first to be infected, 
and that the viruses involved are predominantly of 
the R5 phenotype [10–12]. This may be due to intergin 
LFA-1 expression [13]. The increased ability of R5 
viruses to replicate may also explain their prevalence 
during an acute or primary HIV infection [14]. 

The pathogenetic process of HIV infection also 
involves antigen-presenting cells, macrophages and 
dendritic cells [15–18] which possess virus-specific 
receptors and are capable of actively circulating in 
the blood and penetrating various lymphoid and 
non-lymphoid tissues. Dendritic cells are prototypi-
cal antigen-presenting cells with an extraordinary 
capacity for recognizing and processing antigens 
[19]. When immature, dendritic cells show increased 
ability to phagocytose, while their functional pattern 
changes upon maturation and they exhibit preferen-
tial cytokine-producing activity. Expression of CCR5 
decreases in the course of maturation, whereas that of 
CXCR4 increases, which may lead to the infection of 
dendritic cells by viruses of both phenotypes [18]. In 
addition, Langerhans cells (epidermal dendritic cells) 
are capable of taking up HIV (without subsequent 
viral production) via a C-type lectin: langerin. Matu-
ration is associated with a decrease in viral produc-
tion, which may be 10 to 100 times lower in mature 
as compared to immature dendritic cells [20, 17]. Most 
researchers agree that dendritic cells are not active 
viral producers; rather, their major role (favored 
by a pronounced capacity for migration) is to traf-
fic HIV from the entry sites to CD4-positive T cells, 
thus promoting fast virus dissemination throughout 
the organism.  Macrophages are also amenable to 
HIV infection [21, 22]. Macrophage-tropic R5 viruses 
replicate in macrophages derived from peripheral 
blood mononuclear cells, as well as in CD4-positive 
lymphocytes [23]. Macrophages also vary in their abil-
ity to produce the virus. Viral production in infected 
macrophages is frequently of low intensity, and the 
virus is found sequestered in intracellular vacuoles. 
The reduced viral replication may be due to the in-
tracellular mechanisms of nonspecific defense. R5 
viruses usually exhibit no cytopathic effect, but some 
isolates – particularly those detected at late stages of 
the disease – propagate in macrophages to high titers 
and may induce cytopathic effects [24, 25]. In the ma-
jority of cases, the death of the infected macrophages 
is a result of necrosis. Of particular importance to the 
pathogenesis of the HIV infection is the ability of mac-
rophages to serve as a viral reservoir that is resistant 
to antiretroviral therapies and cannot be recognized 
by the cytotoxic lymphocytes of the immune system 
(due to the absence of active viral reproduction and 
synthesis of virus-specific proteins, respectively). 

On the whole, the literature data indicate that the 
permissiveness of immune cells to HIV largely de-
pends on their stage of maturation/differentiation 
and functional polarization. Both the level of cytokine 
production and the receptor repertoire are known to 
be affected by those processes. The infection-induced 
exhaustion of the pool of HIV-sensitive immune cells 
ultimately jeopardizes the buildup of the immune re-
sponse.

Studies of the major target cells involved in HIV 
pathogenesis (such as peripheral blood mononuclear 
cells, macrophages, and dendritic cells) constitute an 
invariable component of the current requirements that 
need to be met in designing the assessment of new an-
tivirals. This approach allows one to determine (a) the 
efficacy of the compounds under study in each relevant 
cell population and (b) the probability of affecting the 
course of the pathogenetic process (and ultimately op-
timize the therapeutic regimen) by administering those 
compounds.

In this work, we report on studies of a new anti-HIV 
preparation, a solubilized butanol fraction of humic 
substances (SBF-HS). Mass spectrometry data and 
the results of an elemental analysis indicate that the 
fraction contains 52.7% (w/w) and 37.1% (w/w) car-
bon and oxygen, respectively, but considerably lower 
amounts of nitrogen (4.3% w/w) and sulfur (2.1% w/w) 
[26, 27]. It should be noted that an elemental analysis 
of humic substances isolated from the same source us-
ing the same isolation and fractionation methods yields 
reproducible results. High-performance liquid chroma-
tography (HPLC) data demonstrate that the prepara-
tion is characterized by a high content of hydrophobic 
aromatic fragments (74%), which was confirmed by 
13C NMR. The hydrogen-to-carbon atomic ratio (H/C) 
is 0.8; the oxygen-to-carbon atomic ratio (O/C) is 0.53 
[28–30]. 

It is known that humic substances form as a result 
of the decay of dead organisms and are among the vast 
reservoirs of organic carbon. SBF-HS is an ecologically 
sound and safe product exhibiting antitumor, antifun-
gal, antibacterial, and antiviral activities. In addition, it 
stimulates hemopoiesis and acts as an immunomodula-
tor, a powerful antioxidant, and an efficient hepato-
protector. SBF-HS stimulates cell-mediated immunity 
(particularly in inflammatory foci), accelerates the re-
generation of wounds, burns, and ulcers of skin and 
mucosa, and lacks toxicity and allergenicity [31–33]. 

MATERIALS AND METHODS

SBF-HS 
Lignin-containing solid waste resulting from the pro-
cessing of vegetable feedstock was used as a starting 
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material for obtaining humic substances. The material 
was subjected to oxidative alkaline hydrolysis, followed 
by separation of the liquid phase, which was further 
acidified, and the resulting solid residue was isolated, 
washed, and dried. The intermediate product thus ob-
tained was extracted with ethyl acetate. The resulting 
solid residue was extracted with n-butanol. In order to 
isolate and solubilize the biologically active fractions 
exerting antiviral effects, n-butanol was evaporated 
and the solid residue was purified by repeated precip-
itation from the alkaline solution (using concentrated 
hydrochloric acid). The fractions were standardized 
by the characteristic absorption bands in the infrared 
region (presence of specific absorption bands in the 
region 2–10 µm) and molar mass distribution (showing 
a maximum in the vicinity of 7,000 Da). The yield of 
the target product, the solubilized butanol fraction of 
humic substances (SBF-HS), approximated 40%.

Physicochemical methods for analyzing SBF-HS

Elemental analysis. Samples of the test compound were 
brought to complete dissolution by heating to 80–100°C 
in 2 ml of nitric acid, with a few drops of hydrogen per-
oxide added, for 3 hours. The solution was analyzed by 
atomic emission spectrometry with inductively coupled 
argon plasma (ICAP-9000; Thermo Jarrell Ash, USA).

GC-MS analysis. An accurately weighed sample of 
SBF-HS was adjusted to full air-dry weight and 
treated with 5 ml of toluene in an ultrasonic bath. The 
extracts were filtered, dried over anhydrous sodium 
sulfate, and evaporated in a nitrogen current. Some 
samples were methylated. An aliquot of the sample was 
analyzed by GC-MS on an equipment complex consist-
ing of an HP5890A gas chromatograph, an HP5988A 
mass spectrometer, and an HP59970C data processing 
system (Hewlett-Packard, USA). The sample compo-
nents were identified using the Wiley mass spectral 
library.

NMR spectroscopy was performed using a Bruker 
Avance 400 MHz NMR spectrometer.

Cell lines
CEM-SS, an immortalized line cloned from a human T4 
lymphoblastoid cell line by adhesion using poly-L-ly-
sine and characterized by increased ability of virus-in-
duced syncytium formation and fusogenic activity, is 
widely used to study HIV and its inhibitors (NIH AIDS 
Reagent Program No. 776, USA). The cells were main-
tained in a RPMI-1640 medium (Sigma, USA) supple-
mented with 10% fetal calf serum (Sigma, USA) and 2 
mM L-glutamine (Sigma, USA.).

Peripheral blood mononuclear cells (PBMCs) were 
isolated from the EDTA-anticoagulated blood of HIV-
seronegative donors by Ficoll® Paque Plus (GE Health-
care Worldwide, USA) density gradient centrifugation. 
HIV was inoculated into mitogen-stimulated PBMC, 
which were obtained by culturing in the presence of 
5 µg/ml phytohemagglutinin (PHA; Sigma, USA) for 3 
to 4 days. The infected cells were maintained in a RPMI 
1640 growth medium supplemented with 10% fetal calf 
serum, 100 µg/ml gentamicin, and 50 U/ml interleukin 
2 (IL-2; Sigma, USA). 

Human macrophages (Mϕ) were obtained by allow-
ing the monocytes present in the PBMC suspension 
(1–2 × 106 cells/ml) to adhere as a result of PBMC incu-
bation at 37°C for 2 h; the adherent cells were further 
differentiated for 7–8 days in the presence of 0.2 µg/ml 
GM-CSF (Invitrogen, USA), and then added to the 
growth medium of the composition described above. 

Dendritic cells (DCs) were obtained by culturing hu-
man monocytes in the presence of 20 ng/ml interleukin 
4 (IL-4; Sigma, USA) for 7 days; the monocyte fraction 
was isolated from PBMC by the MACS (magnetic cell 
separation) technology, using human CD14 MicroBeads 
(Miltenyi Biotec, Germany). The antigen-presenting 
function of DCs was assessed according to the latter’s 
ability to stimulate allogeneic proliferation of T cells.

The TZM-bl cell line (NIH AIDS Reagent Program 
No. 8129, USA) was obtained by genetic engineering 
of HeLa cells; it expresses CD4, CXCR4, and CCR5 and 
contains the Tat-dependent luciferase reporter gene 
under the regulatory control of HIV-1 LTR. 

293T/17 human kidney epithelial cells were derived 
from the 293T cell line (ATCC® CRL-11268).

Env-pseudotyped virus production. Pseudoviruses 
were obtained according to the previously described 
method [34]. 293T/17 cells were seeded at a concentra-
tion of 2 × 106 per T-75 flask in a 20-ml DMEM growth 
medium. After 24 hrs, the cells were transfected with 
4 µg of a HIV-1 env expression plasmid and 8 µg of 
an env-deficient HIV-1 backbone vector, pSG3∆Env, 
using the Fugene 6 transfection reagent (Promega, 
USA). After 4 h of incubation, the transfection medium 
was replaced with a fresh growth medium. Pseudo-
virus-containing culture supernatants were collect-
ed after 48 h and stored at -80°C. All plasmids were 
obtained from the international repository of the NIH 
AIDS Reagent Program.

TZM-bl assay. The neutralization analysis was per-
formed using TZM-bl cells according to the Montefiori 
method [35], which is a modified version of the analysis 
by Wei et al. [36]. Fresh trypsinized cells were seeded 
in 96-well plates at a concentration of 1 × 104 cells/well 
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in 100 µl of a DMEM growth medium supplemented 
with 5 µg/ml DEAE-dextran. Various dilutions of the 
test compound were added to the cells and incubat-
ed for 45–90 min at 37°C. The cells were inoculated 
with 150,000 RLU (relative luminescent units) of the 
corresponding pseudovirus. After 48 h of incubation, 
the cells were washed with the medium and lysed, 
after which the amount of luciferase was determined 
in comparison with the virus control using a Victor 
X3 luminometer (Perkin Elmer). The 50% inhibitory 
concentration values were calculated using GraphPad 
Prism 6 by the log function (inhibitor), compared to the 
normalized response.

Viruses. The following HIV-1 strains were used to in-
fect the cells: 

HIV-1
BRU

, reference strain of the X4 phenotype, ac-
tively replicating in T lymphoblastoid cells and sensi-
tive to azidothymidine (AZT); 

HIV-1
AR216

, a clinical isolate of the X4 phenotype (ob-
tained from an HIV-infected patient) adapted to T cell 
lines and highly resistant to AZT; 

HIV-1
Ba-L

, an M-tropic strain of the R5 phenotype; 
HIV-1

SF162
, an M-tropic strain of the R5 phenotype; 

and
HIV-1

QH0
, an M-tropic strain of the R5 phenotype 

(isolated from an HIV-infected patient in Trinidad and 
Tobago).

To assess the biological activity, the median tissue 
culture infection dose (TCID

50
) was determined for 

each viral stock by titration.

Assessment of cell viability
Cell viability was determined by the MTT assay based 
on the ability of live cells to convert the readily soluble 
yellow 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetra-
zolium bromide (MTT) into insoluble purple intracellu-
lar crystals of MTT-formazan. The conversion efficien-
cy is indicative of the general level of dehydrogenase 
activity of the cells under study, which is to a certain 
extent directly proportional to the concentration of vi-
able cells [37]. According to the generally accepted cri-
teria, substances with CC

50
 ranging from 1 to 10 µg/ml 

are considered highly toxic; 11 to 20 µg/ml, toxic; 21 
to 50 µg/ml, moderately toxic; and 51 to 100 µg/ml, 
slightly toxic. The substances with CC

50
 > 100 µg/ml 

are classified as non-toxic.

Studies of anti-HIV activity
To determine the antiviral activity, the cells were 
incubated at variable concentrations of SBF-HS (10, 
1, 0.1, and 0.01 µg/ml) at 37°C in 96-well microtiter 
plates (Corning, USA) for 2 h. The virus was then 
inoculated at a multiplicity of infection of 100 TCID

50
. 

Following the 24-h incubation, the unbound virus 
was removed by low-speed centrifugation and the 
cell pellet was re-suspended in a fresh portion of the 
growth medium. The microplates were monitored for 
5 days; the cytopathic effect was assessed according 
to cell lysis and syncytium formation. The antiviral 
effect was evaluated according to the decrease in the 
production of HIV-1 core antigen, p24, which was 
measured by ELISA. The viral core antigen p24 is a 
highly conserved major protein universally adopt-
ed as a marker of HIV infection. The p24 level was 
measured using certified commercial test systems 
manufactured by Bio-Rad (USA) and Vector-Best 
(Russia).

Statistical analysis
Experimental data were obtained in three independent 
experiments, and the results were shown as the mean ± 
standard error of the mean (SEM). The significance of 
the differences between the samples was estimated 
using the Kolmagorov–Smirnov test and the one-way 
ANOVA test with Bonferroni adjustment (Origin Pro 
2016G, OriginLab Corporation) for experiments with 
more than two subgroups. The half-maximal inhibitory 
concentration (IC50

) and 50% cytotoxic concentration 
(CC

50
) were calculated based on the dose-effect curves 

using the Origin Pro 2016G and Sigma Plot 12.5 soft-
ware. Differences were considered significant if the 
calculated p value was < 0.05.

RESULTS AND DISCUSSION

Characterization of the chemical 
composition of SBF-HS
Studies of the elemental composition of SBF-HS were 
performed in two repetitions. It was determined that 
SBF-HS is a polyelemental substance with a high con-
tent of P and Na (6,000 and 10,029 µg/ml, respectively). 
It is important to note that the test substance contained 
almost no heavy metals.

GC-MS analysis showed that fatty and resin acids 
were the most representative groups in the SBF-HS. 
Palmitic, oleic, and behenic acids were the predomi-
nant fatty acids (1.2 µg/g each). The contents of stearic, 
arachidic, and lignoceric acids in SBF-HS were lower 
(0.4 µg/g each). Among the resin acids, three com-
ponents corresponding to the structural formula of 
C

20
H

30
O

2
 (1.6 µg/g) were found in the analyzed sample. 

One of these components can be identified as abietic 
acid (0.6 µg/g). The other components were isomeric 
structures having this gross formula. The other two 
resin acids had the gross formula of C

20
H

28
O

2
. The most 

characteristic peak in the mass chromatogram corre-
sponded to levopimaric acid (18 µg/g).
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We used NMR spectroscopy to compare data on the 
moiety composition of SBF-HS with the composition 
of humic acids in coal (Table 1). The content of car-
bonyl, carboxyl, and ester fragments in SBF-HS was 
similar to that of humic acids in coal. The content of 
phenolic groups in SBF-HS was slightly higher (11% 
versus 7–9%). The high C

COO-H
/C

COO-R
 and C

Ar-OH
/C

Ar-OR
 

ratios were typical and represented the degree of hy-
drolysis of the structure. The high content of aromatic 
fragments was a typical feature of SBF-HS, while the 
aromatic portion of the structure was characterized 
by a large number of unsubstituted and O-substituted 
moieties.

Cytotoxicity of SBF-HS
In order to assess the cytotoxic effects, the cells were 
cultured in the presence of varied concentrations of 
SBF-HS for 3–4 days; the viability was then measured 
using the MTT assay.

Cytotoxicity studies in three independent experi-
ments demonstrated that SBF-HS was non-toxic to 
both the CEM-SS cell line and the primary cells 
(PBMC) (Table 2). IC

50 
is the 50% inhibitory concentra-

tion (causing 50% suppression of the infection); CC
50

 is 
the 50% cytotoxic concentration (causing loss of viabil-
ity in 50% of cells); SI is the selectivity index calculated 
as the ratio between CC

50
 and IC

50
. The values are the 

means of three measurements, each performed in an 
independent experiment (antiviral activity was as-
sessed together with toxicity).

Antiviral activity of SBF-HS in continuous 
and primary CD4-positive T cells infected with 
AZT-sensitive or AZT-resistant HIV-1 strains
The data on the inhibition of the experimental HIV 
infection indicate that SBF-HS is able to efficient-
ly suppress the infection induced by AZT-sensitive 
(HIV-1

BRU
) and AZT-resistant (HIV-1

AR216
) virus strains 

in both continuous and primary cells (Table 2). Of note, 
the concentrations required to achieve 50% suppression 
of the infection induced by the sensitive strain were 
almost identical in the continuous and primary cells 
(< 1 µg/ml). 

The ability to suppress the infection induced by the 
AZT-resistant strain was cell-dependent: judging from 
the 50% inhibitory concentration (IC

50
) values, SBF-HS 

was more efficient in PBMC than CEM-SS cells. The 
selectivity index (SI) characterizing the clinical promise 
of the preparation under study was comparably high in 
PBMC (600–800). This cellular model of an HIV infec-
tion is preferable to that based on the use of continuous 
cell lines. The main reason for the limited use of PBMC 
in experimental studies of the HIV infection is the lack 
of standardization and, as a consequence, the chance 

to encounter a donor with individual resistance to the 
HIV infection. In order to avoid the latter, we used a 
mixture of PBMCs isolated from three HIV-seronega-
tive donors.

Antiviral activity of SBF-HS in PBMC, 
macrophages (Mϕ), and dendritic cells (DCs)
We further studied the antiviral activity of SBF-HS 
in PBMC, macrophages (Mϕ), and dendritic cells (DC) 
infected with the M-tropic HIV-1 strains HIV-1

Ba-L
, 

HIV-1
SF162

, and HIV-1
QH0

 (Table 3).
Our studies made it possible to (a) differentially as-

sess the efficacy of SBF-HS in distinct populations of 
immune cells and (b) generate data demonstrating that 
the activity of the preparation varies with the cell type.

The infection induced in Mϕ by the R5 strain HIV-
1

Ba-L
 exhibited maximum sensitivity to SBF-HS: 90% 

and 50% inhibition was observed in the presence of 
relatively low amounts of the preparation (Table 3), 
whereas 15- to 19-fold higher concentrations were 
required to achieve the same effect in DCs infected 

Table 1. Moiety composition of SBF-HS

Moiety Content, %C

С
C=O

3

C
COO-H

10

C
COO-R

2

C
Ar-OH

11

C
Ar-OR

7

C
Ar-R

21

C
Ar-H

27

C
O-Alk-O

0

C
-CH-OH

3

C
-CH2-OH

6

C
CH3O

15

Table 2. Antiviral activity, cytotoxicity, and selectivity 
index (SI) of SBF-HS in CEM-SS and primary CD4-positive 
T cells

Cell Viral 
strain

Inhibition of HIV 
replication, µg/ml    

Cytotoxicity 
CC

50
,
 
µg/ml

SI
IC

90

IC
50

 ± 
SEM R2

CEM-
SS

HIV-1
BRU

HIV-1
AR216

5.4
26.0

 0.8 ± 0.3
4.6 ± 0.55

0.87
0.79 708 865

154

PBMC HIV-1
BRU

HIV-1
AR216

5.3
11.5

0.9 ± 0.2
1.04 ± 0.38

0.91
0.85 631 701

607
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with the same strain. In PBMCs infected with the R5 
strain HIV-1

SF162
, 90% inhibition of the infection could 

be achieved at 6.0 µg/ml SBF-HS. As shown in Table 
1, almost the same concentration of SBF-HS was suf-
ficient to suppress an HIV infection induced by X4 
strains. This observation emphasizes the universality 
of SBF-HS as an anti-HIV agent, against viruses of 
both phenotypes (R5 and X4). However, our studies 
demonstrated that there are HIV-1 strains that exhibit 
greater resistance to SBF-HS. For example, 10-fold 
higher concentrations are required to suppress the in-
fection induced in PBMCs by HIV-1

QH0
. The interstrain 

differences in the genome and pre-existing mutations 
resulting from the natural polymorphism of HIV-1 may 
be the likely reasons for the observed discrepancies in 
SBF-HS activity. 

In spite of the differences in IC
90

 and IC
50

 observed 
between the studied virus–cell systems, 90% suppres-
sion of the infection by SBF-HS was achieved in all 
cases, which indicates that the preparation protected 
a considerable percentage of target cells attacked by 
HIV. Our observation that diverse populations of im-
mune cells differed in the extent of HIV suppression 
regardless of the tropism and phenotype of the virus 
suggests that preparation bioavailability may be cell-
type-dependent. The differences in infection inhibition 
in various subpopulations of immune cells, which are 
independent of the viral phenotype, probably indicate 
that there also are differences in the bioavailability of 
the preparation. The unequal penetration of drugs into 
various cells (tissues) is a fact well-known in the lit-
erature. This may result in an insufficient (suboptimal) 
concentration of the drug to inhibit the virus. Under 
incomplete suppression of virus replication, favorable 
conditions for the selective selection of resistant forms 
are established. This should be taken into account when 
performing preclinical studies of new drugs. Further-
more, more detailed studies into virus replication in-
hibitors using individual subpopulations of the immune 
cells involved in the pathogenesis of HIV are required.

Progressive diminution of subpopulations of immune 
cells, the hallmark of HIV infection, inevitably results 
in the deterioration of certain functions of the immune 
system, of which antigen presentation, stimulation of T 
cell proliferation, and regulation of antibody production 
by B cells are the most prominent. This is paralleled by 
a decrease in the turnover of immune cells. Although 
the mechanisms underlying the death of immune cells 
during an acute and chronic HIV infection have not 
been completely clarified, the data in the literature 
suggest that apoptosis, cytotoxic T lymphocytes, and 
the direct cytopathic effects of the virus are the likely 
factors involved. Our study demonstrates that SBF-HS 
makes it possible to achieve near-complete suppression 
of an HIV infection (by more than 90%); thus, a consid-
erable portion of cells in diverse subpopulations will be 
rescued from depletion, thereby preserving the func-
tionality of the immune system. Yet another important 
result of our study was the observation that SBF-HS 
exhibited maximum efficacy in suppressing an HIV 
infection in Mϕ. Mϕ, as well as memory T cells, serves 
as a reservoir of the virus, and this may be the main 
reason why complete eradication of HIV is impossible 
(and why lifelong administration of anti-HIV therapies 
is necessary). Some researchers believe that those cells 
may provide conditions favoring the selection of resis-
tant strains.

Recent data indicate that Th17 cells producing 
interleukin 17 (IL-17) exhibit maximum susceptibil-
ity to the HIV infection and are, therefore, prone to 
rapid depletion [38]. IL-17 plays a key role in main-
taining the intestinal mucosa impermeable [39]. Loss 
of IL-17 destroys the mucosal barrier and stimulates 
microbial translocation, which in turn causes HIV-
associated immune hyperactivation [40–43]. Our 
recent understanding of the involvement of pheno-
typically distinct subpopulations of immune cells in 
HIV pathogenesis opens up opportunities hitherto 
unknown for assessing the anti-HIV potential of new 
compounds.

Table 3. Inhibition of viral replication in TZM-bl, PBMC, Mϕ, and DCs infected with HIV-1
SF162

, HIV-1
QH0

, and HIV-1
Ba-L

Cells Virus
Inhibitory concentration, µg/ml

IC
90

IC
80

IC
50 

 R2*

PBMC HIV-1
SF162

HIV-1
QH0

5.8
60.0

3.0
20.0

0.9 ± 0.25
9.8 ± 2.9

0.89
0.72

Mϕ HIV-1
Ba-L

1.4 0.9 0.3 5± 0.1 0.78

DC HIV-1
Ba-L

21.0 12.0 6.8 ± 1.3 0.76

TZM-bl SF162 pseudovirus
QH0 pseudovirus

24.0
60.0

-
-

5.0 ± 0.7
5.0 ± 1.2

0.85
0.87

*R2 values were calculated for IC
50

.
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Studying the reproducibility of HIV-
infection inhibition by SBF-HS
Since stability is an important factor contributing to 
drug efficacy, we further studied whether the activ-
ity of SBF-HS differs between different batches of 
the preparation. Six batches were examined, and the 

Batch No. 2660716
Batch No. 2640516
Batch No. 2690816
Batch No. 2680716
Batch No. 2630416
Batch No. 2610316
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Fig. 1. Assessment of the effica-
cy of SBF-HS under conditions 
of single-cycle infection (TZM-bl 
cells and five HIV pseudoviruses). 
No statistical differences in the 
inhibition of pseudoviruses were 
observed between the tested 
batches of SBF-HS, except for 
the inhibition of the pseudovirus 
Q769.d22-PV between batches 
Nos. 2640516 and 2630416 (*) 
with p < 0.05

Table 4. Comparative efficiency assessment of six batches 
of SBF-HS in an experimental HIV infection CEM SS/HIV-
1-Bru

SBF-HS 
batch No.

Cytotoxicity 
(CC

50 
± SEM), 

µg/ml

Inhibitory concen-
tration, µg/ml

SI
IC

90
IC

50
±SEM

2660716 1100.0 ± 123  0.90 0.31 ± .012 3548
2640516 1251.0 ± 380  1.10 0.36 ± .001 3475
2690816 985.0   ± 210  0.95 0.34 ± .021 2897
2680716 1230.0 ± 138  1.00 0.38 ± .01 3242
2630416 1150.0 ± 226  0.95 0.35 ± .023 3285
2610316 1159.0 ± 195  0.94 0.31 ± 0.15 3738

Table 5. Panel of the HIV-1 pseudoviruses used for infecting TZM-bl cells (single-cycle infection)

Virus Origin (country) Subtype Infection stage Transmission
Q769.d22-PV Kenya A Acute/early Sexual

WITO4160.33-PV USA B II Sexual
CE1176_A3-PV Malawi C I/II transmitted founder virus Sexual
703357.c02-PV Thailand CRF01_AE I/II Sexual

BJOX002000.03.2-PV China/Beijing CRF07_BC I/II IDU

activity was virtually the same in each case: the HIV 
infection was inhibited in a dose-dependent manner 
over the same range of concentrations and with a high 
SI in diverse virus–cell models HIV-1/Bru and TZM-
bl–HIV pseudoviruses (Tables 4, 5 and Fig. 1).

Pronounced suppression of single-cycle infec-
tion by SBF-HS was observed in three independent 
experiments where TZM-bl cells were infected with 
pseudoviruses differing in the origin of env sequences 
(which belonged to the A, B or C HIV subtype and two 
circulating HIV recombinants). Expression vectors for 
pseudovirus production were selected from the stan-
dard panel of HIV-1 reference strains (NIH AIDS Re-
search and Reference Reagent Program; NIH ARRRP). 
As demonstrated in Fig. 1, the IC

50
 values for the 

pseudoviruses Q769.d22, WITO4160.33, CE1176_A3, 
703357.c02, and BJOX002000.03.2 fall within the rang-
es 0.62–0.75, 0.49–0.55, 0.95–1.13, 0.91–0.98, and 
0.99–1.19 µg/ml, respectively.

CONCLUSION
In conclusion, it is obvious that SBF-HS was capable of 
efficiently suppressing an experimental HIV-infection 
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and protecting cells from several distinct HIV sub-
types and circulating recombinant forms. Assessment 
of the biological properties of six distinct batches of 
the preparation demonstrated that the fractionation 
technique used to obtain standardized preparations of 
SBF-HS was reliable.

Humic substances formed via the decay of dead or-
ganisms constitute one of the vast reservoirs of organic 
carbon. In 1988, during the International Humic Sub-
stances Society meeting, it was suggested that humic 
substances might offer significant promise as drugs 
for treating diverse diseases [44]. As of today, there 
is ample evidence of the rather unique properties of 
humic substances, which exhibit anti-inflammatory, 
wound-healing, antifungal, bactericidal, and even an-
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INTRODUCTION
Beta-lactam antibiotics are the most widely used anti-
bacterial drugs of high clinical efficacy and low toxic-
ity. The wide availability of the representatives of this 
antibiotic class is of great practical value, mainly due 
to the wide application of biocatalytic technologies in 
their production. However, the emerging resistance 
of pathogens to antibiotics limits the period of potency 
of the developed drugs and makes necessary a search 
for new derivatives. One of the key routes to creating 
more efficient semisynthetic analogues is to introduce 
novel N-acyl substituents covalently bound to the 
beta-lactam nucleus. The success of this process is di-
rectly related to the availability, efficiency, and ease 
of insertion of such N-acyl groups into the structure 
of the target compound. The ability of penicillin acy-
lases to catalyze the effective acyl transfer (primarily 
of D-phenylglycine and p-hydroxy-D-phenylglycine 
residues from their amides and esters to the penicillin 
and cephalosporin nuclei) has played an important role 
in addressing the problem of antibiotic resistance. A 
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ABSTRACT The possibility of using amides of halogen-substituted acetic acids as acyl donors in penicillin acy-
lase-catalyzed reactions has been investigated, and the ability of this group of compounds to inactivate enzymes 
in the course of the catalytic conversion has been established. The strongest inactivating effect was demon-
strated by iodoacetamide and bromoacetamide. However, the negative contribution of this side activity can be 
minimized by decreasing the temperature, when the rate of acyl donor conversion by penicillin acylases is still 
high enough, but the impact of enzyme inactivation becomes less significant. The catalytic activity of penicillin 
acylase from Alcaligenes faecalis in the conversion of 2-haloacetamides was significantly (5–8 times) higher than 
that of penicillin acylase from Escherichia coli.
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ABBREVIATIONS HPLC – high-performance liquid chromatography; NIPAB – 2-nitro-5-(phenylacetyl)ami-
no-benzoic acid; PAA – phenylacetic acid.

detailed study of the complicated kinetics of enzymatic 
acyl transfer to external nucleophiles in aqueous media 
has revealed the major factors defining the efficiency 
of the process [1–3]. It allowed researchers to develop 
methods for the biocatalytic synthesis of ampicillin, 
amoxicillin, cephalexin, cefaclor, cefonicid, and cefpro-
zil in an aqueous medium without using environmen-
tally harmful organic solvents [4–11]. Further devel-
opment of biocatalytic methods largely depends on the 
substrate specificity of the enzymes that are capable 
of catalyzing the transfer of other acyl groups to the 
nuclei of beta-lactam compounds. Thus, a combination 
of biocatalysis and click chemistry seems to be a prom-
ising direction, where enzyme-catalyzed synthesis of 
a beta-lactam compound with an N-acyl substituent 
containing an activated group is performed as the first 
step. This beta-lactam compound can then be used as 
a click-starting material to produce a variety of new 
derivatives. Synthesis of cefathiamidine, a popular an-
tibiotic on the Chinese pharmaceutical market, can be 
an example to illustrate this approach. In this case, the 
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activated N-acyl group is a residue of bromoacetic acid. 
Subsequent reaction of this group with N,N’-diisoprop-
ylthiourea yields the desired antibiotic (Fig. 1) [12, 13].

A sufficiently versatile method for obtaining a wide 
range of potential antibacterial drugs can be developed 
by varying the structure of the residue enzymatically 
inserted into the antibiotic core, the chemical nature 
of the activated groups, and the structure of the com-
pound used at the click chemistry step.

One can expect the development of such an ap-
proach to be complicated by several factors: chemi-
cal modification (or even inactivation) of the enzyme 
due to interaction with activated groups of the initial 
substrates or final products, spontaneous destruction 
of the activated groups under the conditions of the 
biocatalytic reaction, and the necessity to search for 
suitable enzymes with the requested catalytic activity 
toward synthetic nonnatural substrates.

The goal of this work was to investigate the possibili-
ties of using halogen-substituted acetic acid derivatives 
as potential acyl donors in the reactions catalyzed by 
penicillin acylases from Escherichia coli and Alcaligenes 
faecalis, as well as to study the dependence of their 
reactivity as substrates and ability to inactivate the 
enzymes on the nature of the activating group.

EXPERIMENTAL

Determination of enzyme activity with 
respect to 2-haloacetamides
A typical experiment was carried out as follows: 
2-haloacetamide (200 µmol) was dissolved in 0.05 M 
phosphate buffer, thermostated at the desired temper-
ature, and pH was adjusted to 7.5. The total volume of 
the reaction mixture was 800 µl; the substrate concen-
tration was 0.25 M. The reaction was then started by 
adding an aliquot of the concentrated enzyme solution 
so that the concentration of active sites of penicillin 
acylase in the reaction mixture was 25 µM. The reac-
tion was carried out in a thermostated cell; temper-

ature and pH were maintained constant. Aliquots of 
20 µl were sampled at regular intervals and mixed 
with 980 µl of a stock solution, which was a mixture of 
acetonitrile and distilled water at a 2:1 ratio (v/v). The 
samples were centrifuged for 5 min at 13,000 rpm in 
order to remove the precipitated protein and subjected 
to reverse phase HPLC analysis. Analysis conditions 
were as follows: flow rate, 0.7 ml/min; acetonitrile/
water (25% acetonitrile v/v, 0.005 M phosphate buffer 
pH 3) used as an eluent; detection at 210 nm; Kromas-
il Eternity 5-C18 4.6×250 mm column; and sample 
volume, 20 µl. Chromatographic resolution RS

 of the 
corresponding amide and acid exceeded 1.5 in all cases. 
The retention times of the components were as follows: 
chloroacetamide, 4.16 min; chloroacetic acid, 4.34 min; 
bromoacetamide, 4.27 min; bromoacetic acid, 4.73 min; 
iodoacetamide, 4.31 min; and iodoacetic acid, 5.92 min.

Studying the dependence between the 
conversion rate of the chromogenic substrate 
and the 2-chloroacetamide concentration
The inhibitory influence of chloroacetamide on the 
catalytic activity of penicillin acylase was studied 
using a CLARIOstar high-performance microplate 
reader (BMG LABTECH). A typical experiment was 
conducted using the following procedure: aliquots of 
a 1 mM chromogenic substrate, NIPAB solution, were 
added to the cells of a 96-well plate in order to create 
seven vertical columns with the NIPAB concentrations 
ranging from 0.01 to 0.3 mM, whereas the substrate 
concentrations in the horizontal rows were equal. Ali-
quots of a 700 mM inhibitor solution were then added 
to the cells along the horizontal rows in order to create 
eight rows of various inhibitor concentrations ranging 
from 0 to 400 mM, whereas the inhibitor concentrations 
in the columns were equal. The volume of the reaction 
mixture in each cell was adjusted to 216 µl by adding 
the required volume of 0.1 M potassium phosphate buf-
fer (pH 7.5). Solutions of all the reagents were prepared 
in the same buffer. Reactions were started by adding 

Fig.1. Synthesis of 
antibiotic cefathi-
amidine from the 
activated N-bromo-
acetyl derivative of 
7-aminocephalospo-
ranic acid
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20 µl of the stock enzyme solution using a multichannel 
dispenser; the concentration of active sites of penicillin 
acylase in each cell was 10 nM. The temperature was 
maintained at 25°C. The enzyme activity was monitored 
as an accumulation of chromophore, p-nitro-m-car-
boxyaniline, at 400 nm in the Absorbance/PlateMode 
operating mode of increased accuracy (number of 
flashes per cell, 30; cycle time, 6 s; number of cycles, 
74) with periodic mixing (500 rpm). To avoid random 
errors caused by the formation of local air bubbles, the 
absorption was measured in the statistical averaging 
mode (well scan function, spiral averaging). Stream 
regression data processing was carried out using the 
MARS Data Analysis software. The initial reaction 
rates were determined as the average value of the 
derivative within 10% of the NIPAB conversion. To 
determine the inhibition constant, the experimental 
data were analyzed in Dixon coordinates.

Studying penicillin acylase inactivation 
by 2-haloacetamides
The inactivation kinetics of penicillin acylase was stud-
ied using a CLARIOstar high-performance microplate 
reader (BMG LABTECH). A typical experiment was 
as follows: aliquots of a 1 M 2-haloacetamide solution 
were added to the cells of a 96-well plate in order to 
create eight rows with different 2-haloacetamide con-
centrations ranging from 0 to 470 mM, whereas the 
concentrations in all 12 columns were equal. The left 
half of the plate was used to study enzyme inactivation 
by 2-haloacetamide alone, while the right half was 
used to study the influence of phenylacetic acid (PAA), 
a highly specific competitive inhibitor of penicillin acy-
lase, on this inactivation. The PAA concentration in all 
cells of the right half of the plate was 0.1 mM. The vol-
ume of the reaction mixture in each cell was adjusted 
to 196 µl by adding the required volume of 0.1 M potas-
sium phosphate buffer (pH 7.5). Thus, six columns with 
an identical composition of reagents were created on 
the left part (without PAA) and on the right part (with 
PAA). The inactivation reaction was started simulta-
neously in the first and the seventh column by adding 
20 µl of the enzyme stock solution, so that the concen-
tration of the active sites of penicillin acylase in each 
cell was 10 nM. The aliquots of the enzyme stock solu-
tion were sequentially added to each following column 
using a multichannel dispenser after every 10 minutes 
of incubation. The temperature was maintained at 25°C. 
In order to determine the residual enzyme activity 
50 min after the first incubation had been started, 24 µl 
of a 1 mM NIPAB solution was simultaneously added to 
all the cells. Thus, the concentration of the chromogenic 
substrate in each cell was 0.1 mM. The time of incuba-
tion of the enzyme in the first and seventh columns was 

50 min; in the sixth and twelfth columns, 1 min. The 
residual activity of penicillin acylase was monitored 
as described above. Enzyme inactivation proceeded 
according to the first-order reaction kinetics; the cor-
responding inactivation constant was determined by 
analyzing the obtained experimental data.

The kinetics of inactivation of penicillin acylase by 
2-haloacetamides was also studied using another tech-
nique. The enzyme solution (concentration of the active 
sites, 3 nM) was incubated with 100 mM 2-haloaceta-
mide in 10 mM potassium phosphate buffer (pH 7.5) 
containing 0.1 M KCl at different temperatures (4, 15 
and 25°C). Aliquots of the reaction mixture were sam-
pled at regular intervals and added to a thermostated 
cuvette (25°C) containing a 0.1 mM NIPAB solution in 
10 mM potassium phosphate buffer (pH 7.5) and 0.1 M 
KCl. The residual activity of the enzyme was moni-
tored using a Shimadzu UV 1800 spectrophotometer 
at 400 nm.

RESULTS AND DISCUSSION
Selection of halogen-substituted acetic acid 
derivatives as potential substrates for research
The properties of a chemical compound, such as sta-
bility, solubility and usability, should be considered 
when choosing a substrate for an enzymatic reaction. It 
is especially important to bear in mind the preparative 
use of acyl donors. When selecting halogen-substituted 
acetamides for their study as potential substrates of 
penicillin acylases, the crucial factors were as follows: 
higher solubility and stability of amides compared to 
those of esters and, most importantly, the lachrymato-
ry properties of the corresponding esters. Thus, vapors 
of ethyl bromoacetate are extremely irritating to the 
eye mucosa. This substance should be stored in a her-
metically sealed vessel and operated with in an open 
vessel only in a well-functioning fume hood [14].

Studying the ability of 2-haloacetamides to 
bind in the active site of penicillin acylases
Potential substrates were studied for their ability to 
bind in the active site of penicillin acylase and thus 
inhibit its activity toward a chromogenic substrate. 
A typical example of the influence of 2-chloroaceta-
mide on the catalytic activity of penicillin acylase from 
Escherichia coli is shown in Fig. 2. An analysis of the 
dependence between the conversion rate of NIPAB and 
the 2-chloroacetamide concentration showed that this 
compound is a competitive inhibitor with an inhibition 
constant of 0.12 ± 0.02 M (Fig. 2). It was observed that 
2-haloacetamides possess lower affinity to the active 
site of penicillin acylases (by about four orders of mag-
nitude) compared to that of specific substrates of this 
enzyme. Nevertheless, due to the high solubility of 
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these substrates, it is possible to use their concentrated 
solutions and operate in the mode of maximum rate of 
enzymatic reaction.

Studying the reactivity of potential acyl donors
It was found that enzymatic hydrolysis of 2-haloaceta-
mides is accompanied by inactivation of penicillin ac-
ylases. Inactivation especially prevailed in the case of 
hydrolysis of 2-iodoacetamide and 2-bromoacetamide. 
Inactivation of both enzymes was caused by binding of 
haloacetamides in the active site of penicillin acylases 
and was associated with their catalytic activity, since 
the addition of phenylacetic acid (a known competitive 
penicillin acylase inhibitor that binds in the active site) 
suppressed inactivation. Similar inactivation of pen-
icillin acylase from E.coli in the course of a catalytic 
reaction was previously observed upon preparative 
enzymatic synthesis of D-phenylglycyl peptides [15]. 
Loss of enzyme activity upon conversion of the amides 
of halogen-substituted acetic acids proceeded accord-
ing to first-order reaction kinetics; the corresponding 
inactivation rate constants are presented in Table 1.

Inactivation of penicillin acylase from E.coli by 2-io-
doacetamide at an optimal pH of the enzyme and 25°C 
proceeded so rapidly that the substrate was hydrolyzed 
only to several percents. Enzyme inactivation in the 
presence of 2-bromoacetamide was slower, but it also 
prevented the use of this acyl donor in preparative syn-

thesis under these conditions. We succeeded in slowing 
down the enzyme inactivation rate and suppressing 
the negative impact of this process on the catalytic 
conversion of acyl donors by reducing the temperature 
(Fig. 3). Thus, the loss of enzyme activity was decreased 
by more than an order of magnitude at 4°C upon hy-
drolysis 2-bromoacetamide, which makes it possible 
to use this compound as an acyl donor in reactions 
catalyzed by penicillin acylases under these conditions. 
It should also be noted that penicillin acylase from 
Alcaligenes faecalis was more active with respect to 
this group of substrates compared to the enzyme from 
Escherichia coli (see Table 2).
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Fig. 3. Accumulation of the reaction products (solid 
curves) and consumption of the initial substrates (dashed 
curves) in the course of hydrolysis of 2-haloacetamides 
catalyzed by penicillin acylase from Alcaligenes faecalis. 
The reaction with chloroacetamide was carried out at 
25°C; with bromo- and iodoacetamide, at 4°C. The ex-
perimental conditions are shown in the caption to Table 2

Table 1. The rate constants of inactivation of penicillin ac-
ylase from Escherichia coli upon enzyme interaction with 
2-haloacetamides

Substrate k
in

∙104, min-1

Chloroacetamide 1.1 ± 0.1

Bromoacetamide 47 ± 2

Iodoacetamide 364 ± 34

*Experimental conditions: 25°C, 0.1 M potassium phos-
phate buffer (pH 7.5), 0.1 M 2-haloacetamide

Fig. 2. Dependence between the initial rates of NIPAB 
hydrolysis catalyzed by penicillin acylase from Escherichia 
coli and concentration of the chromogenic substrate in the 
presence of various concentrations of 2-chloroacetamide. 
The experimental data are presented in Dixon coordi-
nates. Experimental conditions: 25°C, 0.1 M potassium 
phosphate buffer (pH 7.5)

1/
V

, 
1/

(M
/

m
in

)

C (2-chloroacetamide), M

[S] = 0.04 mM

[S] = 0.08 mM

[S] = 0.25 mM

[S] = 0.33 mM

-0.2 -0.2 -0.1 -0.1 0.0 0.1 0.1 0.2 0.2 0.3 0.3

60

50

40

30

20

10

0



RESEARCH ARTICLES

  VOL. 11  № 2 (41)  2019  | ACTA NATURAE | 81

Table 2. Specificity of penicillin acylases in 2-haloaceta-
mides hydrolysis

                          Enzyme

   Substrate

Penicillin 
acylase 

from E. coli

Penicillin 
acylase 

from A. faecalis

V, µM/s

Chloroacetamide (25°C) 7.5 ± 1 63 ± 5

Bromoacetamide (4°C) 10.0 ± 1.3 58 ± 3

Iodoacetamide (4°C) 9.3 ± 1.3 45 ± 2

*Experimental conditions: 0.05 M potassium phosphate 
buffer (pH 7.5); the experiment with chloroacetamide 
was carried out at 25°C; with bromo- and iodoacetamide, 
at 4°C; the concentration of the active sites of penicillin 
acylase was 25 µM.

CONCLUSIONS
The ability of 2-halogen-substituted acetamides to 
inactivate penicillin acylases in the course of their 
conversion has been established by studying the pos-
sibility of using this group of compounds as acyl do-
nors in biocatalytic acyl transfer reactions. The most 
efficient inactivation was observed upon conversion 
of iodoacetamide and bromoacetamide. However, the 
negative impact of this side activity can be minimized 
by lowering the temperature, when the catalytic activ-
ity of penicillin acylases with these acyl donors remains 
rather high and the role of enzyme inactivation in the 
overall process becomes insignificant. 

This work was supported by the Russian Science 
Foundation (grant No. 17-74-10255).
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ABSTRACT Linker histone H1 is one of the main chromatin proteins which plays an important role in organizing 
eukaryotic DNA into a compact structure. There is data indicating that cell type-specific post-translational 
modifications of H1 modulate chromatin activity. Here, we compared histone H1 variants from NIH/3T3, mouse 
embryonic fibroblasts (MEFs), and mouse embryonic stem (ES) cells using matrix-assisted laser desorption/
ionization Fourier transform ion cyclotron resonance mass spectrometry (MALDI-FT-ICR-MS). We found 
significant differences in the nature and positions of the post-translational modifications (PTMs) of H1.3-H1.5 
variants in ES cells compared to differentiated cells. For instance, methylation of K75 in the H1.2-1.4 variants; 
methylation of K108, K148, K151, K152 K154, K155, K160, K161, K179, and K185 in H1.1, as well as of K168 in 
H1.2; phosphorylation of S129, T146, T149, S159, S163, and S180 in H1.1, T180 in H1.2, and T155 in H1.3 were 
identified exclusively in ES cells. The H1.0 and H1.2 variants in ES cells were characterized by an enhanced 
acetylation and overall reduced expression levels. Most of the acetylation sites of the H1.0 and H1.2 variants from 
ES cells were located within their C-terminal tails known to be involved in the stabilization of the condensed 
chromatin. These data may be used for further studies aimed at analyzing the functional role played by the 
revealed histone H1 PTMs in the self-renewal and differentiation of pluripotent stem cells.
KEYWORDS mouse embryonic stem cells, linker histone H1, post-translational modifications, 2-D electrophoresis, 
MALDI mass spectrometry.
ABBREVIATIONS MALDI-FT-ICR-MS – Fourier transform ion-cyclotron resonance mass spectrometry; PTM – 
post-translational modifications; ESC – embryonic stem cell; MEF – mouse embryonic fibroblast; AU-PAGE – 
acetic acid-urea polyacrylamide gel electrophoresis; SDS-PAGE – sodium dodecyl sulfate polyacrylamide gel 
electrophoresis; meK – lysine methylation; acK – lysine acetylation; pS/T – serine/threonine phosphorylation; 
MetO – methionine sulfoxide.
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INTRODUCTION
Chromatin architectural proteins include structural 
proteins, such as histone H1, which are devoid of en-
zymatic activity, bind nucleosomes without apparent 
DNA sequence specificity, and change the local and 
global architecture of chromatin [1–8]. Proteins be-
longing to the human and mouse histone H1 families 
include seven somatic subtypes (H1.0 through H1.5, and 
H1X), three testis-specific variants (H1t, H1T2m, and 
HILS1), and one variant restricted to oocytes (H1oo) 
[9–13]. The H1 variants have different evolutionary 
stability, euchromatin/heterochromatin distribution, 

and chromatin-binding affinity, which may be a result 
of post-translational modifications [14–17]. 

Over the past few decades, chromatin of ES cells 
and iPS cells has been the focus of extensive research 
because of the tremendous potential of these cells in 
biomedicine. Chromatin of these cells has some unique 
structural features that distinguish it from chromatin 
of differentiated cells [17–18]. In particular, hetero-
chromatin of ES cells appears to be more relaxed due 
to a reduced expression of H1 proteins [19] and PTMs of 
nuclear proteins [18–20], leading to globally increased 
transcription. In this study, we compared PTMs of the 
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H1 variants from mouse–differentiated and ES cells. 
We report on novel ES cell-specific PTMs of H1 and 
discuss the potential impact of these PTMs on H1 func-
tions and the structure of chromatin in ES cells.

MATERIALS AND METHODS

Ethics statement
All animal procedures were performed according to the 
Guidelines for the Humane Use of Laboratory Animals, 
with standards complying with those approved by the 
American Physiological Society. Mouse experiments 
were conducted strictly in agreement with the animal 
protection legislation acts of the Russian Federation 
and were approved by the Institute’s Ethics Board as 
complying with the requirements for humane use of 
laboratory animals.

Mouse embryonic fibroblasts (MEFs) were iso-
lated using animals after natural mating, which were 
sacrificed using the UK Home Office “Schedule 1” 
procedure requiring no specific ethical approval. The 
E14Tg2A cell culture was procured from BayGenomics. 
The NIH/3T3 cells were obtained from the Russian Cell 
Culture Collection (Institute of Cytology, St. Peters-
burg, Russia), where they were authenticated by STR 
DNA profiling analysis.

Mouse cell cultures
NIH/3T3 cells obtained from ATCC and mouse embry-
onic fibroblasts (MEFs) prepared from mid-gestation 
mouse embryos [21–22] were cultured in DMEM sup-
plemented with 10% fetal bovine serum, L-glutamine, 
and 1% penicillin/streptomycin. Mouse ES cells (line 
E14Tg2A, BayGenomics) were cultured on gela-
tin-coated dishes in DMEM/F12 supplemented with 
15% fetal bovine serum, 1% penicillin/streptomycin, 
L-glutamine, NEAA, and leukemia inhibitory factor 
(LIF). The cells were washed with PBS (pH 7.5), har-
vested with 0.05% trypsin (10 min at 37°C), and col-
lected by centrifugation at 2,000 g for 5 min. Pellets 
were frozen in liquid nitrogen and stored at -70°C. To 
prepare the H1 samples for subsequent analysis, cells 
were collected from six plates (d = 10 cm).

Histone H1 variant extraction and separation 
To preserve as much of the PTMs as possible, H1 
proteins were extracted directly from frozen pellets, 
avoiding nucleus isolation, according to the previously 
described procedure [7]. The H1 variants were separat-
ed by 2-D electrophoresis as described previously [7–8]. 

Digestion and MALDI-FT-ICR-MS analysis
Following 2-D electrophoresis, gel fragments contain-
ing nuclear proteins were cut out, minced, and treated 

as described previously [7]. Biological samples were 
analyzed in two biological and two or three analytical 
replicates. The mass spectra were recorded and analyz-
ed as described previously [7].

RESULTS 
The objective of this study was to compare the PTMs of 
linker histones H1 from differentiated and pluripotent 
mouse stem cells. To separate the histone H1variants, 
we used a combination of AU-PAGE and SDS-PAGE, 
which is especially versatile for identifying charged 
acid-soluble proteins, including histones [7, 8, 23, 24]. 
Figure 1 shows the results of 2-D electrophoretic sep-
aration of H1 from two types of differentiated cells 
(namely, spontaneously immortalized mouse embry-

Fig. 1. Two-dimensional gel electrophoresis of H1-
enriched extracts from NIH/3T3 cells (A), MEFs (B), and 
ES cells (C). H1 variants were identified in five fractions 
(marked 2–4, 6–7 in A), seven fractions (marked 4–10 
in B), and eight fractions (marked 15–18, 20–21, 30–31 
in C) for NIH/3T3, MEFs, and ES cells, respectively. The 
remaining fractions were attributed to the HMGB and 
HMGN of High-Mobility Group family proteins and other 
nuclear proteins (Table S1 [25])

A

B

C
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onic fibroblasts (line NIH/3T3) and primary mouse 
embryonic fibroblasts (MEFs)) and from pluripotent 
stem cells (namely, mouse ES cells (line E14)). We 
identified H1 subtypes in NIH/3T3 cells (five fractions; 
Fig. 1A), MEFs (seven fractions; Fig. 1B), and ES cells 
(eight fractions; Fig. 1C). The remaining fractions were 
attributed to members of High Mobility Group family 
proteins and other nuclear proteins (Table S1 [25]). The 
results of the MS analysis of H1 are presented in Table 
S2 [25] and Figs. 2–4. 

Six H1 isoforms (H1.0, H1.1, H1.2, H1.3, H1.4, and 
H1.5) were detected and analyzed. We identified 
PTMs of H1 from NIH/3T3, MEFs, and ES cells (Ta-
ble), which were represented by acetylation, methyla-
tion, and phosphorylation. The results are summarized 
in Fig. 5, which additionally includes the previously 
identified PTMs of H1 from mouse thymus [7]. The 
data for the H1.0 mouse thymus variant were miss-
ing, so we relied on the data obtained for MEFs and 
NIH/3T3 cells.

DISCUSSION

Methylation
H1 histones represent one of the main groups of nu-
clear proteins of chromatin that participate in the 

longitudinal compaction of replicated chromosome 
[24]. In chromatin of ES cells, there are 0.5 molecules 
of total H1 histone per nucleosome, which is twofold 
lower than in chromatin of differentiated cells [26]. De-
pletion of linker histone H1 in mice reduces chromatin 
compaction, global nucleosome spacing, and the overall 
levels of PTMs of some histones [26].

A comparative analysis of the H1 variants from 
NIH/3T3, MEFs, and ES cells revealed that the overall 
methylation of the H1.4 and H1.5 variants in ES cells 
was reduced compared to that in differentiated cells 
(Fig. 5). The identified methylation of H1 proteins in 
this region occurred at K34/K35, K63/65, and K73/75, 
depending on the H1 variant (Table).

Many of the PTMs, such as meK63/64 for the 
H1.2-H1.4 variants, meK47 for H1.3, meK97 for H1.2, 
meK117 for H1.2, and meK27 for H1.5, have been 
previously reported [7, 8, 10–12]. Methylation at these 
positions is thought to protect the ε-amino groups of 
lysines by increasing histone affinity to DNA and facili-
tating their transition to a locally repressed chromatin 
state [7, 8]. Importantly, we identified methylation at 
K75 for the H1.2-H1.4 variants exclusively in ES cells 
(Fig. 5, Table S2 [25]). This PTM is located within the 
globular domain and may result in the protection of the 
ε-amino groups of the lysines in these cells.

Fig. 2. Mass spectrum of the 2D NIH/3T3 H1 zones
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Methylation of K108, K148, K151, K152 K154, K155, 
K160, K161, K179, and K185 in H1.1, as well as that 
of K168 in H1.2, has been identified exclusively in ES 
cells, whereas methylation of K202 and K204 in H1.4 
may be limited to differentiated NIH3T3 cells and 
MEFs. Most of these PTMs are located within S/TPXK 
or (S/T) PXZ motifs near the phosphorylated serines 
and threonines of H1. The potential role of these modi-
fications will be discussed in the Methyl/acetyl/phos-
pho crosstalk section.

Acetylation
Our data demonstrated that the overall H1 acetyla-
tion level in ES cells had increased compared to that 
in differentiated cells (Fig. 5). As expected, we iden-
tified multiple acetylation sites in the N-terminal and 
globular domains of H1 (Table). In most cases, the exact 
biological role of these modifications remains unknown. 
One of the best studied acetylation sites is acK34-H1.4. 
The acK34-H1.4 is a hallmark of the promoters of the 
transcriptionally active gene and helps recruit the gen-
eral transcription initiation complex TFIID to the pro-
moters [27]. However, we have not identified this PTM 
in NIH/3T3, MEFs, and ES cells. We found methylation 
at this position of H1.4 in NIH/3T3 and MEFs but not 
in ES cells; the role of these modifications is not clear 

yet. Methylation protects the ε-amino groups of lysine, 
thus increasing histone affinity to DNA and facilitating 
the transition to a locally repressed chromatin state. 
Demethylation of K34-H1.4 in ES cells, on the other 
hand, may favor acetylation at this site and facilitate 
recruitment of the general transcription factor TFIID 
to the promoters.

AcK83 and acK87 of H1.1 and acK81 of H1.2 have 
been identified exclusively in ES cells. Reduction in 
the positive charge in this region due to acetylation of 
the amino group of lysine residues may destabilize H1-
DNA interactions, resulting in the formation of a locally 
relaxed chromatin state. 

The formation of open chromatin may also be facili-
tated by acetylation of lysine residues at the C-terminal 
regions of the H1.1-H1.3 variants. The reduced positive 
charge of the C-terminal domains of H1 proteins could 
weaken DNA/H1 interactions at the entry/exit regions 
of the core particle and prevent H1 interaction with 
regulatory chromatin proteins. Moreover, most of these 
C-terminal ES cell-specific acetylation and methylation 
sites of the H1.1-H1.3 variants are located within the S/
TPXK or (S/T) PXZ motifs near the phosphorylated 
serines and threonines. Their potential biological role 
and the mechanism of regulation of H1-DNA inter-
action mediated by acetylation/methylation of lysins 
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within the S/TPXK or (S/T)PXZ motifs will be dis-
cussed in more detail in the Methyl/acetyl/phospho 
crosstalk section.

Phosphorylation
We identified several phosphorylation sites of H1: T24, 
S115, T120, and S123 of H1.1, S2, S41, T154, and T173 
of H1.2 in both differentiated and ES cells. However, 
phosphorylation of S129, T146, T149, S159, S163, and 

S180 of H1.1; T180 of H1.2; and T155 of H1.3 were iden-
tified exclusively in ES cells, whereas S36 and S204 of 
H1.4 were not phosphorylated specifically in these cells 
(Fig. 5, Table S2 [25]). The identified phosphorylation 
sites are located mainly in the C-terminal portions of 
H1 variants, and some of these are located within the 
methyl/acetyl-phospho motifs (S/T)PXK and (S/T)
PXZ, which are phosphorylated during mitosis, result-
ing in the modulation of chromatin states (Fig. 5) [15, 
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Table. Potential modifications of the H1 histone variants from NIH/3T3, MEF, and ES cells identified by MALDI mass 
spectrometry. The modifications previously described in the literature are shown in bold

H1 
variant modifications Modification position

NIH/3T3

H1.0
Acetylation K12, K132, K136, K137, K149
Methylation K139, K155, K156

Phosphorylation S135, T153

H1.1
Acetylation K17
Methylation K116, K121, K125

Phosphorylation S2, S115, T120

H1.2
Acetylation K17
Methylation K46, K63, K90, K97, K117, K121

Phosphorylation S2, S41, S89, T96, S113

H1.3
Acetylation K17
Methylation K47, K64

H1.4
Acetylation K17
Methylation K34, K46, K63, K195, K197, K200, K202, K205

Phosphorylation T18, S36, S41, T45

H1.5
Acetylation K17, K26, K12, K 180
Methylation K27, K31, K51, K62, K63, K74

Phosphorylation S18, T25, S40, S57, S111, T121, T132

MEFs

H1.0
Acetylation K12, K180, K182, K184, K188
Methylation K14, K69, K73

Phosphorylation S66, T84, S185

H1.1
Acetylation K17, K22, K23, K29
Methylation K35, K116 , K121 , K125

Phosphorylation T24, S115, T120, S123

H1.2
Acetylation K17, K153, K156, K157, K159, K206, K210
Methylation K21, K22, K46, K106, K117, K121, K148

Phosphorylation S2, S41, T154, T173

H1.3
Acetylation K17
Methylation K47, K64

Phosphorylation T18

H1.4
Acetylation K17
Methylation K34, K46, K63, K195, K197, K200, K202, K205

Phosphorylation S36, S41, T45, S204

H1.5
Acetylation K17, K26, K143
Methylation K27, K31, K45, K62, K74, K134, K144, K147, K191, K193

Phosphorylation S111, T132, T149, S192

ES cells

H1.0 Acetylation K12, K17, K20, K121, K122, K125, K127, K136, K137, K147, K148, K149, K155, 
K184, K188

H1.1
Acetylation K17, K83, K87, K133, K134, K136, K137, K144, K167, K168, K183
Methylation K108, K116, K148,  K151, K152, K154, K155, K160, K161, K179, K185

Phosphorylation T24, S88, S115, T120, S123, S129, T146, T149, S159, S163, S180

H1.2
Acetylation K17, K81, K122, K127, K130, K149, K153, K156, K157, K172, K175, K176, K178
Methylation K46, K63, K75, K121, K148, K168

Phosphorylation T154, S173, T180

H1.3
Acetylation K17, K154, K157, K158
Methylation K47, K64, K75

Phosphorylation T155

H1.4
Acetylation K17
Methylation K46, K63, K75 

H1.5
Acetylation K17
Methylation K45, K74
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28–34]. It remains to be experimentally determined 
whether the observed phosphorylation at some sites 
and/or lack thereof at the other sites within H1 vari-
ants is functionally related to the maintenance of the 
pluripotent states of ES cells and/or the differentiation 
capacity of these cells.

Phosphorylation at S173 (H1.2) and S187 (H1.4) oc-
curs during interphase and is necessary for chromatin 
relaxation and activation of transcription [15, 30–32]. 
Taking into account the fact that these serines lie with-
in the methyl-phospho switch motifs, methylation of 
K172 of H1.2 in ES cells may promote phosphorylation 
of the adjacent S173. The pS173 may, in turn, promote 
acetylation of K172, leading to transcription activation.

Methyl/acetyl/phospho crosstalk
In addition to stand-alone PTMs of H1, we identified 
several conjoint PTMs, such as the following methyl-
ation/phosphorylation sites: meK148/pT149-H1.1 and 
meK179/pS180-H1.1 in ES cells, meK191/pS192-H1.5 
in MEFs, which are located mainly in the C-terminal 
regions of the proteins (Fig. 5). Their structural organ-
ization resembles the methyl-phospho switch regions 
of core histones; one relevant example is the K9/S10 
site in histone H3 [35–38]. The regulatory state of the 
K9/S10 site is characterized by a stable meK and dy-
namic phosphorylation of the S/T residue located next 
to K. Phosphorylation of S10 and S28 in H3 leads to 
acetylation at K9 and K27, respectively, resulting in 
transcription activation [39].

In addition, we also identified several other acetyla-
tion/phosphorylation sites, including acK17/pT18 in 
H1.4 and H1.5 from NIH/3T3 cells, acK17/pT18 in H1.3 
from MEFs, acK23/pT24 in H1.1 from MEFs, acK184/
pS185 in H1.0 from MEFs, acK153/pT154 in H1.2 from 
MEFs and ES cells, acK154/pT155-H1.3 from ES cells, 
and acK172/pS173 in H1.2 from ES cells. These acety-
lation/phosphorylation regions are characteristic of 
both ES and differentiated cells. Their structural orga-
nization resembles that of the methyl-phospho switch 
regions, with the only exception that methylation 
changes to acetylation. It is possible that the mecha-
nisms of methyl/acethyl-phospho region regulation of 
H1 are similar to those discussed above for the methyl-
phospho switch regions of core histones [40–41]. In this 
scenario, acetylation of the lysines within the K(S/T) 
motif may lead to transcription activation in a similar 
fashion. This hypothesis, however, requires further 
experimental validation.

Citrullination
Citrullination of H1.2 to H1.4 at R54 promotes acquisi-
tion and maintenance of the pluripotent cell state [42]. 
Mechanistically, it displaces H1 from chromatin, pro-

moting an open chromatin state. Citrullination is the re-
placement of arginine with citrulline. This change leads 
to the displacement of the peak of ERSGVSLAALK 
peptide at 0.9844 m/z in the mass spectra. We observed 
a “displacement” peak of low intensity in the region 
of 1131.64 m/z, but the determination accuracy is ex-
pressed as 9.8 ppm. When analyzing the modifications, 
we did not take into account peaks higher than 3.0 
ppm. Therefore, we cannot clearly establish whether 
citrullination takes place in our H1.2–H1.4 ES samples. 
Additional studies and MS/MS mass spectrometry are 
needed to verify this assumption.

Formylation
Formylation of H1 variants was revealed in H1.2 at the 
K63-K85 and K97 positions in mouse tissues but not 
in cell lines [43]. We did not identify H1 formylation 
sites in H1 variants from the cells. The biological role 
of formylation is unknown, but it has been suggested 
that a specific enzyme can catalyze formylation dur-
ing demethylation of lysines by amine oxidase LSD1 
[44]. 

Oxidation
We identified the oxidation site for methionine at the 
M31 position for H1.0 of NIH/3T3 and MEFs but not in 
ES cells (Table 2S [25]). Oxidation of methionine pro-
duces MetO (methionine sulfoxide) [45]. The positions 
of M residues in proteins often contribute to the for-
mation of the hydrophobic bonds between their sulfur 
atoms and rings of the aromatic residues of tryptophan, 
phenylalanine, or tyrosine [46]. These hydrophobic 
sulfur-ring bonds ensure the structural stability of 
proteins, which is approximately equal to that of an 
ionic salt bridge [46]. The interaction with M establishes 
the optimal positioning needed to ensure antioxidant 
protection of aromatic amino acids. Oxidation of me-
thionine to MetO destroys this hydrophobic bond and 
may destroy the normal protein 3D folding. Oxidized 
proteins are characterized by increased surface hy-
drophobicity [47], which correlates with the age-re-
lated increase in the MetO content [45]. The absence of 
oxidation sites of H1 in ES cells is consistent with the 
unlimited self-renewal potential of these cells.

CONCLUSIONS 
In this study, we compared the PTMs of H1 from dif-
ferentiated and pluripotent cells. We have shown that 
the total levels of methylation/acetylation of H1.3–
H1.5 in ES cells are similar to those in differentiated 
cells; however, we have not found any significant 
differences between the nature and positions of the 
post-translational modifications in the H1.3-H1.5 pro-
teins of ES and differentiated cells. In addition to re-
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Fig. 5. Potential  post-
translational modifica-
tions of H1 variants from 
NIH/3T3 cells, MEFs, and 
ES cells. The globular do-
main of H1 is shown with 
a rectangle with round 
edges. The S/PTXK 
region is shown with a 
rectangle

– lysine acetylation
– lysine/arginine methylation
– threonine phosphorylation
– serine phosphorylation
– methionine oxidation

S/PTXK motif

– Globular domain of the protein
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duced H1.0 expression levels in pluripotent cells [20], 
we have demonstrated that H1.0 and H1.2 are also 
characterized by an increased acetylation in ES cells 
(Fig. 5). The majority of acetylation sites in H1.0 and 
H1.2 from ES cells are located within the C-terminal 
domains of the proteins, namely in the 97–121 and 
145–169 regions. These regions are present within the 
two known sub-domains of the C-terminal tail, which 
are involved in the stabilization of condensed chro-
matin [20, 48]. Reduction of the positive charge of the 
N- and C-terminal regions of H1 proteins could weak-
en the H1–DNA interaction at the entry/exit regions 
of the core particle and prevent H1 interaction with 
regulatory chromatin proteins such as HMGN and 
HMGB1/2 [49–50]. It is known that HMGB1/2-pro-
teins are able to displace histone H1, thus facilitating 
nucleosome remodeling and modulating the accessi-
bility of nucleosomal DNA to transcription factors or 
other sequence-specific proteins [51]. Displacement of 
H1 from the nucleosome should lead to the formation 
of an open chromatin structure, which is characteris-
tic of stem cell chromatin. 

Thus, an open structure of chromatin in pluripotent 
stem cells can be effected both by a reduction of the to-
tal level of H1 expression and by the presence of post-
translational modifications in H1 proteins (H1.0, H1.2), 
which lead to disruption of their binding to DNA and, 
as a consequence, to the formation of chromatin with 
a looser structure. The biological role of the currently 
best known H1 modifications is not clear yet. Further 
studies are required to identify the functional roles of 
PTMs and to elucidate their crosstalk. This knowledge 
will contribute to a deeper understanding of the mo-
lecular processes that underlie the chromatin function 
in pluripotent cells. 
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INTRODUCTION
Pluripotent stem cells are cells capable of differentiat-
ing into derivatives of all three germ layers. One of the 
ways to produce pluripotent stem cells is to reprogram 
somatic cells by overexpressing Oct4, Sox2, Klf4, and 
c-Myc pluripotency factors [1]. This process results 
in the so-called induced pluripotent cells (iPSCs) that 
are widely used for studying early developmental and 
differentiation processes and modeling hereditary 
diseases and are a promising source of the cellular 
derivatives used in regenerative medicine. The repro-
gramming mechanisms have been well studied, and the 
changes in gene expression, chromatin organization, 
and metabolism are known. In addition, this process 

involves microRNAs (miRNAs) that are a class of small 
non-coding RNAs, from 18 to 23 nucleotides in length, 
that participate in post-transcriptional regulation of 
gene expression. MiRNAs play an important role in the 
regulation of various processes, including organism 
development and cell differentiation. To date, many 
miRNAs expressed in human, mouse, and rat pluripo-
tent stem cells are known. The most studied miRNAs 
involved in the reprogramming process belong to the 
miR-290-295 and miR-302-367 clusters and miR-200 
family [2]. However, many other miRNAs are involved 
in cell reprogramming as well; their functions remain 
unknown. Earlier, we analyzed the expression of 
miRNAs in rat embryonic stem cells (ESCs), iPSCs, and 
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ABSTRACT Reprogramming of somatic cells to a pluripotent state is a complex, multistage process that is regu-
lated by many factors. Among these factors, non-coding RNAs and microRNAs (miRNAs) have been intensively 
studied in recent years. MiRNAs play an important role in many processes, particularly in cell reprogramming. 
In this study, we investigated the reprogramming of rat fibroblasts with a deleted locus encoding a cluster 
comprising 14 miRNAs (from miR-743a to miR-465). The deletion of this locus was demonstrated to decrease 
significantly the efficiency of the cell reprogramming. In addition, the cells produced by the reprogramming 
differed from rat embryonic and induced pluripotent stem cells, which was an indication that reprogramming 
in these cells had not been completed. We suggest that this miRNA cluster or some of its members are involved 
in regulating the reprogramming of rat cells to a pluripotent state. 
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embryonic fibroblasts and identified a miRNA cluster 
on the X chromosome (from miR-743a to miR-465) 
which was characterized by an increased expression 
level in pluripotent cells compared to that in fibroblasts 
[3]. In addition, expression of some miRNAs in this 
cluster decreases during spontaneous differentiation 
of pluripotent cells. Our findings suggest that these 
miRNAs may be involved in the processes of self-re-
newal and pluripotent state maintenance in stem cells, 
as well as in their reprogramming. To investigate the 
involvement of these miRNAs in the reprogramming 
process, we obtained rat fibroblasts carrying a dele-
tion of the genome region encoding the miRNAs under 
study. Deletion of this region disrupts reprogramming 
to a pluripotent state, which indicates involvement of 
this miRNA cluster or some of its members in the reg-
ulation of the reprogramming process.

EXPERIMENTAL
Guide RNAs flanking a target miRNA cluster 
were selected using the Benchling online platform 
(https://benchling.com/crispr). We chose the following 
protospacers: 5’-CTTAGTTAACAGATTAGGAC-3’ 
(PAM-TGG) and 5’-TTGCTAGAGTAATACCAACT-3’ 
(PAM-TGG). The oligonucleotides were inserted into 
the pX-458-2sgRNA vector at the BbsI and BsaI sites. 
The pX-458-2sgRNA vector was obtained by hydrol-
ysis of the pX333 vector (Addgene Plasmid #64073) 
by XbaI and KpnI restriction endonucleases, isolation 
and purification of a 444 bp fragment, and insertion of 
the fragment into the pSpCas9(BB)-2A-GFP (PX458) 
vector (Addgene Plasmid #48138) hydrolyzed by XbaI 
and KpnI.

Rat fibroblasts were cultured at 37 °C and 5% CO2
 

in a 1:1 mixture of DMEM and F12 (Lonza) media 
supplemented with 10% fetal bovine serum (Gibco, 
USA), GlutaMAX (Gibco), and a mixture of 100 U/mL 
penicillin and 100 µg/mL streptomycin (Gibco). To 
obtain the deletion, fibroblasts (4 × 105) of male rats 
were electroporated with the pX-458-2sgRNA plas-
mid (5 µg) containing cloned RNA guides using a Neon 
Transfection System device (Invitrogen, USA). On the 
next day, the cells were sorted using a S3e Cell Sorter 
(Bio-Rad, USA) and subcloned into 96-well plates. 
After 7–14 days, the wells were examined under a mi-
croscope and those containing several growth islands 
were discarded to exclude polyclonal lines. Monoclonal 
lines were propagated, and the DNA was isolated and 
analyzed by PCR and Sanger sequencing. Primer se-
quences are given in Table 1.

For reprogramming, fibroblasts (5 × 104) were trans-
duced with two samples of lentiviruses encoding Oct4, 
Sox2, Klf4, and c-Myc pluripotency factors and the tet-
racycline transactivator. One hour before transduction, 

4 µg/mL polybrene (Sigma-Aldrich, USA) was added 
to the medium. Lentivirus samples were prepared 
using TetO-FUW-OSKM (Addgene Plasmid #20321) 
and FUdeltaGW-rtTA (Addgene Plasmid #19780) 
vectors and vectors encoding viral packaging proteins, 
psPAX2 (Addgene Plasmid #12260) and pMD2.G (Ad-
dgene Plasmid #12259), according to a protocol de-
scribed elsewhere [4]. The next day after transduction, 
2 µg/mL doxycycline (Sigma-Aldrich) was added to 
the medium; on the fourth day, the fibroblasts were 
plated onto a layer of mitotically inactive mouse em-
bryonic fibroblasts and cultured in a N2B27 medium 
consisting of a N2 (DMEM/F12 with addition of N2) 
(Gibco) and B27 (Neurobasal with addition of B27) 
(Gibco) mixture, GlutaMAX, a mixture of 100 U/mL 
penicillin and 100 µg/mL streptomycin, 0.1 mM 2-mer-
captoethanol (Sigma-Aldrich), 1,000 U/mL mouse 
LIF (StemRD), 1 µM PD0325901 (StemRD), and 3 µM 
CHIR99021 (StemRD). Reprogramming was performed 
in triplicate. On days 10–14 of reprogramming, some 
colonies were partially mechanically plated into indi-
vidual wells for propagation and further analysis; on 
day 20, they were stained for alkaline phosphatase 
(AP) according to a protocol described elsewhere [4].

Immunofluorescent staining was performed as de-
scribed previously [4]. The following primary antibod-
ies were used for the analysis: SSEA-1 (sc-21702, 1:25), 
Oct4 (sc-5279, 1:200), and Sox2 (sc-20088, 1:200) (Santa 
Cruz Biotechnology, USA). Anti-rabbit or anti-mouse 
immunoglobulin secondary antibodies conjugated with 
Alexa 488 and Alexa 568 fluorescent dyes (Life Tech-
nologies, USA) were used for imaging.

RNA was isolated using a TRIzol reagent (Invitro-
gen) according to the manufacturer’s protocol. The 
reverse transcription reaction was performed using 
500 ng RNA, reverse transcriptase M-MLV (Invitro-
gen), and Random Hexamer primers (Thermo Scien-
tific, USA). The prepared cDNA was analyzed on a 
LightCycler480 device (Roche, Switzerland) using a 
BioMaster HS-qPCR SYBR Blue kit (Biolabmix, Rus-
sia). The amplification reaction was carried out under 

Table 1. Primer sequences for the PCR analysis of cell lines 
with a deletion of the target locus

Primer Sequence, 5’–3’
FL1 CATACCTCAGAAACGCAAAAC
FL2 AGTTAATATCGAAAAGCCACC
IN1 CAGAATATATGGCTTATTGGA
IN2 GTTTTATACATACGCACACC
IN3 TATAAGAATGAAAGACGCCAAAC
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the following conditions: 95°C for 5 min; 40 cycles of 
95°C for 15 s and 60°C for 1 min. Primer sequences are 
given in Table 2.

The search for potential targets was performed us-
ing the TargetSpy v1.1 [5], miRanda v3.3a [6], and Tar-
getScan v7.0 [7] software. We selected only the target 
genes predicted by all three programs and having a 
reduced expression level in rat ESCs and iPSCs com-
pared to that in fibroblasts. The mRNA expression data 
were obtained earlier [8].

RESULTS AND DISCUSSION
The studied miRNA cluster is localized in locus 37 
of the X chromosome long arm and consists of 14 
miRNAs: miR-743a, miR-743b, miR-742, miR-883, 
miR-471, miR-3551, miR-741, miR-463, miR-880, miR-
878, miR-881, miR-871, miR-3580, and miR-465 (Fig. 
1A). We tested the hypothesis on the involvement of 
this miRNA cluster in the reprogramming to a pluri-
potent state using knockout of these miRNAs, which 
was induced by deletion of a genome fragment encod-
ing them. A deletion was created using the CRISPR/
Cas9 system with two guide RNAs flanking the locus 
to be deleted. A total of 94 subcloned lines of male rat 
fibroblasts were generated; of these, seven lines carried 

a deletion of the target DNA locus (Fig. 1B). The pres-
ence of a deletion in the subclones was verified by PCR 
with flanking primers. In addition, a translocation of 
the deleted fragment was analyzed using nested prim-
ers (Fig. 1C). In some lines, the presence of a deletion 
was confirmed by Sanger sequencing (Fig. 1D).

Expression of exogenous pluripotency factors was 
simultaneously activated in fibroblast lines with a 
miRNA cluster deletion and in the control cell line. The 
latter was used for the generation of knockout lines and 
was electroporated with the pX-458-2sgRNA plasmid 
not encoding the guide RNAs. The efficiency of the 
reprogramming of miRNA knockout fibroblasts was 
significantly lower compared to that of the control line 
(Fig. 2A). During reprogramming, some colonies from 
both control and experimental wells were partially 
mechanically transferred for further analysis. The 
morphology of the cells produced in the control experi-
ment corresponds to that of rat ESCs. These iPSC-like 
cells are successfully cultured, retain their morphology, 
and are positively stained for AP after terminating the 
expression of exogenous pluripotency factors (Fig. 2B). 
They express markers of a pluripotent state, which is 
confirmed by immunofluorescent staining and real-
time RT-PCR (Fig. 2C,D).

The cells produced by reprogramming of fibroblasts 
with knockout of the miR-743a–miR-465 miRNA clus-
ter have an epithelial morphology, which indicates that 
they have passed the initial reprogramming stage – 
the mesenchymal-epithelial transition. However, these 
cells, unlike the control line, form loose colonies. The 
reprogramming process is incomplete, and the cells die 
in the absence of doxycycline, which indicates their de-
pendence on the expression of exogenous pluripotency 
factors. It is worth noting that the cells with knockout 
of the miR-743a–miR-465 cluster are positively stained 
for AP and SSEA-1, confirming passage of the initial 
stages of pluripotency reprogramming (Fig. 2B,C). 
These cells also express pluripotency markers, but 
their expression level is significantly lower than that in 
the control group of cells (Fig. 2D).

Targets of the studied miRNAs include genes of 
the TGF-β signaling pathway; its inhibition promotes 
reprogramming [9]. A significant proportion is rep-
resented by genes of the Wnt signaling pathway; its 
inhibition at early stages is necessary for a successful 
reprogramming of cells [10]. There are also known re-
programming inhibitors: Cdkn1a and Zeb1 [11, 12].

MiRNAs play an important role in the regulation 
of various processes, in particular in the reprogram-
ming of cells to a pluripotent state. To date, only a small 
number of the miRNAs expressed in pluripotent cells 
and involved in the reprogramming process have been 
studied. The emergence of genome editing tools has 

Table 2. Primer sequences for analyzing the expression of 
pluripotent state markers

Gene Sequence, 5’–3’

endo-Oct4 CACACTCTACTCGGTCCCTT
TGCTTTCAATTCCTCCCCA

endo-Sox2 TATCGAGATAAACATGGCAA
CAGAATCAAAACCCAGCAA

endo-Klf4 TCCGATCTACATTTATGACC
TTATTGCACATCTGAAACCAC

endo-c-Myc TCAAAGCCTAACCTCACAA
GCAGTTAACATTATGGCTGA

Nanog TACCTCAGCCTCCAGCAGAT
GCAATGGATGCTGGGATACT

Esrrb GGCGTTCTTCAAGAGAACCA
CCCACTTTGAGGCATTTCAT

Tdgf1 TTGGACTTGTTGCTGGGATA
CGGAAGGCACAAGCTGGA

Tcl1a CCGATTAAATATCTCACTCAC
TCTCTTATTTCTTGGCATCT

Utf1 TTGCTCCCCAGTCTCTGAAT
GAGAAACGGTTTGGTCGAAG

Dnmt3l AAGACCCATGAAACCTTGAACC
GTTGACTTCGTACCTGATGACC

Pecam1 TCCTAAGAGCAAAGAGCAAC
TGGGCTTGTCTGTGAATGT

Dppa3 TGGGGAAATCTCTTCTAATTGCT
CTTCTAAATCAAACTACCAGGCTT
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greatly accelerated progress in the study of the func-
tions of both protein-coding genes and non-coding 
RNAs. Unlike miRNA inhibitors, e.g., on the basis of 
LNA oligonucleotides, the CRISPR/Cas9 system pro-
vides more specific and permanent miRNA knockout. 
In addition, the use of CRISPR/Cas9 enables knockout 
of the entire miRNA cluster.

The investigated miRNA cluster is located near the 
protein-coding gene Slitrk2. Similar miRNA clusters 

have been found in other mammalian species, in par-
ticular in mice and humans [13]. These miRNA clusters 
in different species are supposed to have a common 
ancestor, but significant differences in the pre-miRNA 
and seed-region sequences indicate a rapid evolution 
of these miRNAs [13, 14]. A high expression level of 
these miRNA clusters was detected in mouse and hu-
man testes, and involvement of these miRNAs in the 
regulation of spermatogenesis in mice was shown by 

Fig. 1. A – schematic 
of the studied miRNA 
cluster. Horizontal arrows 
denote PCR primers; 
vertical arrows denote 
sites of double strand 
breaks. B – results of the 
PCR analysis for deletion 
in subclones. FL1 and 
FL2 primers were used. 
C – results of the PCR 
analysis for detection 
of polyclonal lines (left) 
and translocation (right) 
using FL1-IN3 and IN1-IN2 
primer pairs, respec-
tively. k+ and k– – posi-
tive and negative PCR 
controls. D – examples 
of Sanger sequencing of 
PCR products from cells 
carrying a deletion, using 
FL1 and FL2 primers. WT 
– wild type
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1 kbp
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Fig. 2. A – efficiency of the reprogramming of control and knockout fibroblasts. The star denotes statistically significant 
differences, *p < 0.05, a Mann-Whitney U-test. B – representative images of colonies produced by reprogramming, as 
well as rat ESCs. Upper panel – phase-contrast, lower panel – staining for AP. C – immunofluorescence staining of colo-
nies produced by reprogramming. Scale bar is 100 µm. D – RT-PCR analysis of pluripotency state markers. Stars denote 
statistically significant differences in gene expression between knockout and control cells, *p < 0.05, **p < 0.005, a 
Student’s t-test

deletion of some of them [13–15]. The existence of com-
mon target genes for these mouse and human miRNAs 
was functionally confirmed, despite the differences in 
their nucleotide sequences [14]. It is also worth noting 
that miRNAs from this cluster are able to functionally 
compensate for their mutual absence [13]. Unlike mice, 
the expression level of some miRNAs in rats, in par-
ticular miR-741, is comparable in testes and pluripotent 
cells, which may indicate the species-specific features 
of pluripotent rat cells [3, 15]. However, a huge pool of 

potential target genes may comprise to common genes 
involved in the reprogramming process in different 
species. Therefore, this miRNA cluster may be involved 
in the reprogramming of not only rat cells, but this is-
sue requires further study.

Disruption of the reprogramming process upon 
deletion of a DNA fragment containing a cluster of 14 
miRNA (miR-743a through miR-465) suggests that 
all or some of them are involved in this process. It is 
worth noting that deletion of this large-sized fragment 
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might affect either unknown regulatory elements or 
non-annotated genes. In any case, our study may be 
considered as a first step in the investigation of this 
miRNA cluster during the reprogramming of cells to a 
pluripotent state. 
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ABSTRACT Bacteriophage MS2 was employed for targeted delivery of an apoptosis-inducing agent, Tl+, into a tu-
mor tissue. The targeted delivery was ensured by iRGD peptide, a ligand of integrins presumably located on the 
surface of endotheliocytes of the tumor tissue neovasculature and certain tumor cells. The synthesized peptide 
was conjugated to MS2 capsid proteins. Tl+ ions from TlNO3 penetrated the phage particles and tightly bound 
to phage RNA. Peptide-modified MS2 preparations filled with Tl+ caused cell death in two types of cultivated 
human breast cancer cells and effected necrosis of these tumor xenografts in mice. Neither peptide-conjugated 
bacteriophage MS2 without Tl+ nor the phage filled with Tl+ but without the peptide or the same phage with 
the non-conjugated peptide in solution produced such effects. The preparation exhibited no acute toxicity at a 
therapeutic dose.
KEYWORDS bacteriophage MS2, iRGD peptide, thallium (I) ions, targeted therapy, breast cancer.
ABBREVIATIONS BC – breast cancer; DMAI – dimethyl adipimidate; ED50 – effective dose (the dose that causes 
an effect equal to 50% of the maximal one); HPLC – high-performance liquid chromatography; LD50 – dose of a 
substance lethal to 50% tested animals; PFU – plaque-forming units; SDS – sodium dodecyl sulfate.

INTRODUCTION
Recently, efforts by researchers involved in the de-
velopment of anti-tumor drugs have focused on 
targeted therapeutic agents based both on novel and 
already-known cytostatic drugs [1]. The use of nano-
containers (liposomes, micelles, polymer nanoparticles, 
virus-like particles, and viruses) modified with specific 
ligands filled with a drug is considered the most effi-
cient delivery method [2]. However, these innovative 
delivery methods do not solve the problem of cancer 
multidrug resistance, which has the potential to under-
mine all previous efforts to enhance drug efficacy [3].

It has been demonstrated that Tl+ ions exhibit strong 
cytotoxic activity and inhibit the cancer drug resis-
tance-associated protein that acts as an efflux pump 
[4]. Incorporation of Tl+ into a “non-leaking” nanosized 
container equipped with a targeted delivery system 
could allow one to develop an efficient tool for tumor 
destruction, while the overall toxicity of Tl+ can be 
significantly mitigated. In the 1980s, Tl+ ions were suc-
cessfully entrapped in cowpox virus particles [5]. The 

entrapment mechanism involved the formation of a 
strong conjugate between Tl+ and viral RNA [6]. The 
bacteriophage MS2 selected as a nanocontainer can 
reproduce itself only in Escherichia coli cells that carry 
F-pili and are neither human symbionts nor pathogens 
[7]. The delivery direction was ensured via conjuga-
tion of phage capsid proteins and the (Gly)

3
-iRGD 

peptide carrying the cycloSS-(CRGDKGPDC) (iRGD) 
moiety, which is responsible for binding to integrins 
that predominantly localize on the outer membranes 
of endothelial cells of the pathological neovasculature 
of solid tumors and on a number of tumor cells [8]. In 
this study, we experimentally tested the effectiveness 
of Tl+-filled bacteriophage MS2 carrying a targeting 
peptide as a candidate antitumor agent.

EXPERIMENTAL
The procedure used to prepare bacteriophage MS2 was 
described earlier in [9]. The number of plaque-forming 
units (PFUs) per milliliter of the phage preparation was 
identified by agar overlay assay.
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(Gly)3-iRGD peptide was prepared by automated 
solid-phase synthesis using 9-fluorenylmethoxycar-
bonyl amino acids (ChemPep, USA) on a 433A peptide 
synthesizer (Applied Biosystems) through the FastMoc 
method. The S–S bridge was formed by oxidation with 
I

2
 [10]. The peptide was purified by reversed-phase 

HPLC (YMC-Triart C18 column, 21 × 250 mm, 10.0 µm, 
Switzerland; Agilent 1100 working station, Agilent, 
USA), elution by CH

3
CN (BioSolve, Israel) concentra-

tion gradient in water containing 0.1% acetic acid. Ac-
cording to the data obtained by analytical reversed-
phase HPLC (YMC-Triart C18 column, 2.1 × 50 mm, 
2.0 µm, Agilent 1200 working station) with UV and 
mass-spectrometry detection, purity of the peptide 
preparation was ≥ 95%. 

(Gly)
3
-iRGD peptide was conjugated to bacterio-

phage MS2 capsid proteins using a homobifunctional 
reagent dimethyl adipimidate (DMAI, Sigma, USA) at 
a phage protein : peptide : DMAI molar ratio of 1 : 20 : 
80, using the procedure described in [11]. The bacterio-
phage was separated from the excess reagents via pre-
cipitation with a 25% polyethylene glycol 6000 solution 
(Dia-M, Russia) containing 1 M NaCl. The precipitated 
bacteriophage was suspended in deionized water.

The bacteriophage was filled with Tl+ using TlNO
3 

(Sigma-Aldrich, USA). The peptide-conjugated bacte-
riophage MS2 (iRGD-MS2) (1011 PFUs) was incubated 
in 3 ml of a 0.5 µM TlNO

3
 solution (5 h at 38°C), followed 

by precipitation according to the procedure described 
above and dialysis against phosphate buffered saline 
(0.14 M NaCl, 0.01 M sodium phosphate, pH 7.4).

The amounts of Tl+ ions both inside and outside the 
virions (in the medium) were determined using the 
procedure described in [12]. A suspension of bacte-
riophage particles filled with Tl+ was centrifuged for 
10 min at 5,000 rpm to remove the thallium salt pre-
cipitate, diluted with 50 mM Tris-HCl buffer (pH 9.0) 
until a nominal concentration of 108 PFUs/ml, and de-
natured by heating with RNase in 0.05% SDS at +70°C 
for 30 min. Quenching of 1,3,6,8-pyrene tetrasulfonic 
acid fluorescence by Tl+ ions was then recorded (exci-
tation wavelength, 340 nm; emission wavelength, 465 
nm) on an UV-1900 spectrofluorometer (BOC Sciences 
APP, USA). A calibration curve showing the depen-
dence between the fluorescence quenching degree 
and [Tl+] was used to calculate the content of Tl in 
the bacteriophage preparation. The Tl content in the 
buffer solution after dialysis was determined without 
pre-denaturation. 

The cytotoxic effect of iRGD-MS2-Tl+ on the cell 
cultures was studied using MCF-7 (hormone-depen-
dent breast cancer) and MDA-MB-231 (hormone-
independent breast cancer) cell lines. The cells were 
cultured in a serum-free medium (MSC1 Pan Bio-

Tech) and in the same medium supplemented with 
5% fetal calf serum. The iRGD-MS2-Tl+ preparation 
was added in 10-fold dilutions, starting with a con-
centration of 108 PFU/ml. The iRGD-MS2 preparation 
(the peptide-conjugated bacteriophage without Tl+) 
was used as a control. Dead cells were counted after 
staining with Evans blue. The antitumor effect of the 
iRGD-MS2-Tl+ preparation was tested in nude mice 
with MCF-7 or MDA-MB-231 cancer cell-derived xe-
nografts. The mice were injected with 105–106 MCF-7 
or MDA-MB-231 cells intradermally. Fourteen days 
later, the mice in the experimental groups received 
200 µl of a suspension containing iRGD-MS2-Tl+ at 
a dose corresponding to 108 PFU/kg intraperitone-
ally during 10 days (once per day). Mice in the control 
group were injected with iRGD-MS2, MS2-Tl+, or 
MS2-Tl+ + iRGD (2 µg/kg in solution) of the MS2 dos-
age equal to the iRGD-MS2-Tl+ doses for experimen-
tal animals, and in the same volume of the solution. 
Each experimental and control group consisted of 11 
animals. The necrotic activity of the preparation was 
determined as a ratio between the area of necrosis 
tissue and the total area of the tumor by analyzing 
digital images of histologic sections recorded using a 
ScanScope CS2 scanner 12 days after the last injection 
of bacteriophage preparations. 

Acute toxicity of the iRGD-MS2-Tl+ preparation 
was preliminarily studied on 10 female Wistar Kyoto 
(WKY) rats (weight, 200–250 g). The rats were housed 
under the conditions of 12-hour light and 12-hour dark 
cycle and given ad libitum access to a standard labo-
ratory diet and water. The animals received a single 
intradermal injection of the preparation (108 PFU/ani-
mal, 500 µl). The state of the animals was monitored 
during three weeks post-injection.

Experiments on animals were carried out in compli-
ance with the International Guidelines of the European 
Convention for the Protection of Vertebrate Animals 
used for Experimental and Other Scientific Purposes, 
and the principles of Good Laboratory Practice (GLP) 
approved by Degree no. 267 of the Ministry of Health of 
the Russian Federation dated June 19, 2003.

RESULTS AND DISCUSSION
MS2 preparations containing Tl+ in the amount of 
2.0 × 10-9 g-eq thallium per 108 PFUs were obtained by 
incubating the bacteriophage MS2 (both modified and 
unmodified with iRGD peptide) in the medium with 
TlNO

3
. The Tl+ content per PFU was 2.0 × 10-17 g-eq 

(~ 4 femtogram per PFU; i.e., 400 ng per 108 PFU). No 
Tl+ ions were detected in the buffer solution used for 
dialysis of Th+-filled bacteriophage, which indicates 
that Th+ is tightly bound to phage RNA inside MS2 
particles.
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Figure 1 demonstrates that the iRGD-MS2-Tl+ prep-
aration had a cytotoxic effect on hormone-dependent 
and hormone-independent breast cancer cells in the 
serum-free medium. For hormone-dependent BC 
(MCF-7 cells), ED

50
 of the iRGD-MS2-Tl+ preparation 

was slightly lower than 105 PFU/ml of the culture 
broth, while the cytotoxic effect of the preparation was 
statistically significant compared to the control speci-
men, up to a concentration of 10 PFU/ml. Hormone-
independent breast cancer (MDA-MB-231) cells were 
more resistant to the preparation: for these cells, ЕD

50
 

in a serum-free medium was 106–107 PFU/ml, while 
the cytotoxic effect of the preparation was statistically 
significant compared to the control specimen, up to a 
concentration of 104 PFU/ml. The cytotoxic activity of 
iRGD-MS2-Tl+ was much weaker in the serum-con-
taining medium, which may be an indication that se-
rum components and iRGD-MS2-Tl+ particles compete 
for penetration into the cells.

In mice with MCF-7 and MDA-MB-231 xenografts, 
the tumor volume was reduced 12 days following the 
injections of the iRGD-MS2-Tl+ preparation compared 
to that in the control animals (Fig. 2). The necrotizing 
effect of iRGD-MS2-Tl+ on the corresponding tumors 
was demonstrated histochemically. Figure 3 shows 
that the iRGD-MS2-Tl+ preparation was more effi-
cient in causing tumor tissue necrosis (p < 0.05) than 

peptide-conjugated phage preparations without Tl+ 
ions, Tl+-filled phage preparations without the peptide, 
or Tl+-filled phage preparations containing the non-
conjugated peptide in the solution.

Evaluation of acute toxicity of the iRGD-MS2-Tl+ 
preparation in Wistar Kyoto (WKY) rats demonstrated 
that a single-dose injection of iRGD-MS2-Tl+ (108 
PFU/animal; i.e., 1.6–2.0 µg Tl/kg) caused death in 
none of the animals after three weeks of follow-up. No 
noticeable changes in animal behavior were revealed. 
The total therapeutic dose of Tl+ (4 µg/kg) was 5,000-
fold lower than its LD

50 
(20 mg/kg).
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Fig. 3. Area of tumor tissue necrosis in mice xenograft of 
human BC. Group 1 – experimental animals that received 
a iRGD-MS2-Tl+ preparation; group 0 – control animals 
that received iRGD-MS2, or MS2-Tl+, or MS2-Tl+ with a 
non-conjugated iRGD peptide (in a solution)
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developed under the Program of Fundamental 
Research for State Academies of Sciences in 2013–

2020. The peptide was synthesized using the equipment 
of the Core Facilities “Human Proteome” (Institute 

of Biomedical Chemistry). Animal experiments 
were conducted at the N.N. Petrov National Medical 

Research Center of Oncology of the Ministry of Health 
of the Russian Federation. The authors are grateful 
to A.A. Chistov (Institute of Biomedical Chemistry, 

Institute of Bioorganic Chemistry) for analyzing the 
iRGD peptide. 

The materials in this article were used to obtain an RF 
Patent 2599462 “Method for Poly-signal Activation of 
Apoptosis of Malignant Solid Tumor Cells” and file a 
U.S. patent application (application no. 15/757,285 

filed March 2, 2018) and a European patent application 
(PCT – WO 2017052419). 

CONCLUSIONS
Targeted delivery of ions of a toxic metal to a tumor 
neovasculature using phage display based on iRGD-
MS2-Tl+ particles causes efficient degradation of the 
entire tumor mass, while the risk of overall toxicity is 
significantly reduced. Therefore, it is reasonable to rec-
ommend conducting preclinical trials of iRGD-MS2-Tl+ 
in order to develop a preparation which can potentially 
be further used to treat breast cancer. Since the iRGD 
peptide ligand interacts with aνb3

 and aνb5
 integrins 

on the surface of endothelial cells in the pathological 
vasculature [8], this drug may be efficient against other 
solid tumors characterized by intensive pathological 
neoangiogenesis.

This work was supported in part by Biotechnologiya, 
Ltd. The procedures for (Gly)

3
-iRGD peptide synthesis 

and its conjugation to the bacteriophage MS2 were 
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Acta Naturae publishes experimental articles and re-
views, as well as articles on topical issues, short reviews, 
and reports on the subjects of basic and applied life 
sciences and biotechnology. 

The journal Acta Naturae is on the list of the leading 
periodicals of the Higher Attestation Commission of the 
Russian Ministry of Education and Science. The journal 
Acta Naturae is indexed in PubMed, Web of Science, 
Scopus and RCSI databases.

The editors of Acta Naturae ask of the authors that 
they follow certain guidelines listed below. Articles 
which fail to conform to these guidelines will be reject-
ed without review. The editors will not consider articles 
whose results have already been published or are being 
considered by other publications. 

The maximum length of a review, together with ta-
bles and references, cannot exceed 60,000 characters 
with spaces (approximately 30 pages, A4 format, 1.5 
spacing, Times New Roman font, size 12) and cannot 
contain more than 16 figures. 

Experimental articles should not exceed 30,000 sym-
bols (approximately 15 pages in A4 format, including 
tables and references). They should contain no more 
than ten figures. 

A short report must include the study’s rationale, 
experimental material, and conclusions. A short report 
should not exceed 12,000 symbols (8 pages in A4 format 
including no more than 12 references). It should contain 
no more than four figures. 

The manuscript and the accompanying documents 
should be sent to the Editorial Board in electronic form:
1) text in Word 2003 for Windows format;
2) the figures in TIFF format;
3) the text of the article and figures in one pdf file;
4) the article’s title, the names and initials of the au-
thors, the full name of the organizations, the abstract, 
keywords, abbreviations, figure captions, and Russian 
references should be translated to English;
5) the cover letter stating that the submitted manu-
script has not been published elsewhere and is not un-
der consideration for publication; 
6) the license agreement (the agreement form can be 
downloaded from the website www.actanaturae.ru).

MANUSCRIPT FORMATTING
The manuscript should be formatted in the following 
manner:
• Article title. Bold font. The title should not be too long 

or too short and must be informative. The title should 
not exceed 100 characters. It should reflect the ma-
jor result, the essence, and uniqueness of the work, 
names and initials of the authors.

• The corresponding author, who will also be working 
with the proofs, should be marked with a footnote *. 

• Full name of the scientific organization and its de-
partmental affiliation. If there are two or more sci-
entific organizations involved, they should be linked 
by digital superscripts with the authors’ names. 
Abstract. The structure of the abstract should be 

very clear and must reflect the following: it should 
introduce the reader to the main issue and describe 
the experimental approach, the possibility of prac-
tical use, and the possibility of further research in 
the field. The average length of an abstract is 20 lines 
(1,500 characters). 

• Keywords (3 – 6). These should include the field of 
research, methods, experimental subject, and the 
specifics of the work. List of abbreviations.

• INTRODUCTION 
• EXPERIMENTAL PROCEDURES 
• RESULTS AND DISCUSSION
• CONCLUSION 

The organizations that funded the work should be 
listed at the end of this section with grant numbers in 
parenthesis.

• REFERENCES 
The in-text references should be in brackets, such 

as [1]. 

RECOMMENDATIONS ON THE TYPING 
AND FORMATTING OF THE TEXT 
• We recommend the use of Microsoft Word 2003 for 

Windows text editing software. 
• The Times New Roman font should be used. Standard 

font size is 12.
• The space between the lines is 1.5. 
• Using more than one whole space between words is 

not recommended. 
• We do not accept articles with automatic referencing; 

automatic word hyphenation; or automatic prohibition 
of hyphenation, listing, automatic indentation, etc. 

• We recommend that tables be created using Word 
software options (Table → Insert Table) or MS Excel. 
Tables that were created manually (using lots of spac-
es without boxes) cannot be accepted. 

• Initials and last names should always be separated by 
a whole space; for example, A. A. Ivanov. 

• Throughout the text, all dates should appear in the 
“day.month.year” format, for example 02.05.1991, 
26.12.1874, etc. 

• There should be no periods after the title of the ar-
ticle, the authors' names, headings and subheadings, 
figure captions, units (s – second, g – gram, min – 
minute, h – hour, d – day, deg – degree).

• Periods should be used after footnotes (including 
those in tables), table comments, abstracts, and 
abbreviations (mon. – months, y. – years, m. temp. 
– melting temperature); however, they should not 
be used in subscripted indexes (T

m
 – melting tem-

perature; T
p.t

 – temperature of phase transition). 
One exception is mln – million, which should be used 
without a period. 

• Decimal numbers should always contain a period and 
not a comma (0.25 and not 0,25). 

• The hyphen (“-”) is surrounded by two whole spaces, 
while the “minus,” “interval,” or “chemical bond” 
symbols do not require a space. 

• The only symbol used for multiplication is “×”; the 
“×” symbol can only be used if it has a number to its 
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right. The “·” symbol is used for denoting complex 
compounds in chemical formulas and also noncovalent 
complexes (such as DNA·RNA, etc.). 

• Formulas must use the letter of the Latin and Greek 
alphabets. 

• Latin genera and species' names should be in italics, 
while the taxa of higher orders should be in regular 
font. 

• Gene names (except for yeast genes) should be ital-
icized, while names of proteins should be in regular 
font. 

• Names of nucleotides (A, T, G, C, U), amino acids 
(Arg, Ile, Val, etc.), and phosphonucleotides (ATP, 
AMP, etc.) should be written with Latin letters in 
regular font. 

• Numeration of bases in nucleic acids and amino acid 
residues should not be hyphenated (T34, Ala89). 

• When choosing units of measurement, SI units are to 
be used.

• Molecular mass should be in Daltons (Da, KDa, MDa). 
• The number of nucleotide pairs should be abbreviat-

ed (bp, kbp). 
• The number of amino acids should be abbreviated to 

aa. 
• Biochemical terms, such as the names of enzymes, 

should conform to IUPAC standards. 
• The number of term and name abbreviations in the 

text should be kept to a minimum. 
• Repeating the same data in the text, tables, and 

graphs is not allowed. 

GUIDENESS FOR ILLUSTRATIONS
• Figures should be supplied in separate files. Only 

TIFF is accepted. 
• Figures should have a resolution of no less than 300 

dpi for color and half-tone images and no less than 
500 dpi. 

• Files should not have any additional layers. 

REVIEW AND PREPARATION OF THE 
MANUSCRIPT FOR PRINT AND PUBLICATION
Articles are published on a first-come, first-served ba-
sis. The members of the editorial board have the right 
to recommend the expedited publishing of articles 
which are deemed to be a priority and have received 
good reviews. 

Articles which have been received by the editorial 
board are assessed by the board members and then 
sent for external review, if needed. The choice of re-
viewers is up to the editorial board. The manuscript 
is sent on to reviewers who are experts in this field of 
research, and the editorial board makes its decisions 
based on the reviews of these experts. The article may 
be accepted as is, sent back for improvements, or re-
jected. 

The editorial board can decide to reject an article if it 
does not conform to the guidelines set above. 

The return of an article to the authors for improve-
ment does not mean that the article has been accepted 

for publication. After the revised text has been re-
ceived, a decision is made by the editorial board. The 
author must return the improved text, together with 
the responses to all comments. The date of acceptance 
is the day on which the final version of the article was 
received by the publisher. 

A revised manuscript must be sent back to the pub-
lisher a week after the authors have received the com-
ments; if not, the article is considered a resubmission. 

E-mail is used at all the stages of communication be-
tween the author, editors, publishers, and reviewers, 
so it is of vital importance that the authors monitor the 
address that they list in the article and inform the pub-
lisher of any changes in due time. 

After the layout for the relevant issue of the journal 
is ready, the publisher sends out PDF files to the au-
thors for a final review. 

Changes other than simple corrections in the text, 
figures, or tables are not allowed at the final review 
stage. If this is necessary, the issue is resolved by the 
editorial board. 

FORMAT OF REFERENCES
The journal uses a numeric reference system, which 
means that references are denoted as numbers in the 
text (in brackets) which refer to the number in the ref-
erence list. 

For books: the last name and initials of the author, 
full title of the book, location of publisher, publisher, 
year in which the work was published, and the volume 
or issue and the number of pages in the book. 

For periodicals: the last name and initials of the au-
thor, title of the journal, year in which the work was 
published, volume, issue, first and last page of the 
article. Must specify the name of the first 10 authors. 
Ross M.T., Grafham D.V., Coffey A.J., Scherer S., McLay 
K., Muzny D., Platzer M., Howell G.R., Burrows C., Bird 
C.P., et al. // Nature. 2005. V. 434. № 7031. P. 325–337. 

References to books which have Russian translations 
should be accompanied with references to the original 
material listing the required data. 

References to doctoral thesis abstracts must include 
the last name and initials of the author, the title of the 
thesis, the location in which the work was performed, 
and the year of completion. 

References to patents must include the last names 
and initials of the authors, the type of the patent doc-
ument (the author’s rights or patent), the patent num-
ber, the name of the country that issued the document, 
the international invention classification index, and the 
year of patent issue. 

The list of references should be on a separate page. 
The tables should be on a separate page, and figure 
captions should also be on a separate page. 

The following e-mail addresses can be used  
to contact the editorial staff: vera.knorre@gmail.com, 
actanaturae@gmail.com, 
tel.: (495) 727-38-60, (495) 930-87-07
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