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The regular world congress of the Interna-
tional Union of Biochemistry and Molecu-
lar Biology (IUBMB) was held in Shanghai 

in august 2009. This forum takes place regularly 
every three years and brings together thousands 
of scientists from all over the world. The sweep of 
considered questions is broad and covers almost 
every possible topic, which can be brought under 
the general umbrella of Life Sciences. It is worth 
admitting that the World and European Interna-
tional versions of the congress have become less at-
tractive. This is mostly because of the absence of 
the “stars,” the researchers who have initiated the 
development of dramatically new trends in science. 
Scientists with great interest attend more special-
ized forums, and the ability of the Internet and 
modern telecommunication often eliminate the ne-
cessity for personal communication. In the present 
case, the Shanghai congress was a pleasant excep-
tion. Suffice to say that plenary lectures were giv-
en by four Nobel Prize winners – Kurt Wüthrich, 
Aaron Ciechanover, Sidney Altman, and Luc 
Montagnier. Three of them made their reports a 
summary of their work for the Nobel Prize discov-
ery, namely NMR proteins, ubiquitin-dependent 
processing of proteins, and the world of RNA. Luc 
Montagnier, the man who discovered the human 
immunodeficiency virus (2008 prize in physiology 
and medicine), disappointed the audience because 
he did not speak on immunodeficiencies but chose 
to lecture on electromagnetic waves conduction 
through DNA.

The slogan of the congress “Biomolecules for the 
Quality of Life” defined the plenary and sympo-
sium sessions. Biomedical research was the over-
riding theme. It was conclusively shown, using 
several examples, that the discovery of the new 
signal transduction pathway, enzyme, receptor-
ligand low-molecular weight bioregulator inevi-
tably leads to the target-pointed search of a new 
therapeutic reagent. Not only is the direct work of 
the research groups devoted to this aim, but the 
patent and innovation departments of the company 
working with these researchers are as well. Every-
thing is devoted to achieving efficiency in the work 
of scientists, could realize in biomedicine. Actually 
the final states of any research are preclinical and 
clinical investigations. Such an adequate mecha-
nism has resulted in the introduction of dozens 
of new revolutionary drugs, whose existence we 
couldn’t have suspected several decades ago. In 
this connection, the plenary lecture by Japanese 
scientist Shinya Yamanaka should be considered 
revolutionary. It centered on the induction of cells 
pluripotency with the determination of cell factors. 
In all probability, conditions for cells “reprogram-

ming” will be created soon. Today, the combination 
of the factors influencing stem cells “reprogram-
ming” and subsequent differentiation has been de-
termined. A separate symposium was dedicated to 
the problem of genetic reprogramming and signal 
transduction. There is no doubt that progress in this 
area will bring mankind closer to a solution to the 
problem of “cell” and “tissue” therapy.

A separate symposium was dedicated to the 
molecular basis of socially significant diseases. The 
revolutionary success in drug design, with the use 
of combinatorial chemistry methods, leads to the 
creation of effective cells kinase active receptors’ 
inhibitors. This trend evaluated the basis for new 
anticancer compounds. This research was sum-
marized in the reports of pioneers in this sphere, 
Axel Ulrich (Germany) and Joseph Jordan (Israel). 
Neurodegenerative diseases took a special place in 
this section. They were considered in reports dedi-
cated to cells’ channels, drugs’ compounds, which 
influence the permeability of these channels, and 
pathologies of proteins folding were examined. 
In this connection, animal models in which these 
pathologies developed were scrutinized. Reports by 
Susan Ackerman and Marie Chesselet were dedi-
cated to the investigation of the neurodegenera-
tion and therapeutic influence on these processes 
in animal models. 

The glycobiology section was quite interesting. 
There is no doubt that intercellular contacts and 
signal transduction depend on the cells’ “carbohy-
drates environment.” Reports on cutting-edge pro-
teomic investigations deserved praise. It is possible 
to say that human proteomic portrait creation is 
really in process.

The number of reports from Russia has greatly 
fallen due to the economic difficulties in Russian 
science. Several forums are held with no Rus-
sian participation, and of course this fact doesn’t 
reflect today’s condition in life sciences research. 
The Shanghai forum was a pleasant excep-
tion. P.G. Georgiev, E.S. Gromova, S.M. Deyev, 
O.A. Dontsova, A.M. Egorov, S.A. Nedospasov and 
the authors of this letter were invited to speak at 
the symposium.

It is important to mention the developments in 
Chinese science. Some ten years ago, such a forum 
with the participation of a great number of Chinese 
scientists was unimaginable. The right policies of 
the Chinese government in attracting Chinese sci-
entists living in the U.S. and Europe have yielded 
results. Institutes and laboratories involved in cut-
ting-edge science have now appeared in China.

A.G. Gabibov
S.N. Kochetkov
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The 50th Anniversary of 
the M. M. Shemyakin & Yu. 
A. Ovchinnikov Institute of 
Bioorganic Chemistry of the 
Russian Academy of Sciences
By Academician V.T. Ivanov, Director of the Institute

Under the February 20, 1959, Resolution of the Presidium of the 
USSR Academy of Sciences, the Institute for Chemistry of Natural 
Products was founded within the Academy’s Chemical Sciences 
Division. The institution would go on to play an important part in 
the development of Russian physical and chemical biology. The 
founding of the Institute was brought about by the rapid devel
opments in the chemistry of bioactive compounds, the natural 
products among them, and reflected the growing importance of 
this field in understanding the mechanisms of biological processes 
and in development of new medicinal preparations. 

The leader of the natonal anti-
biotics chemistry, academi-
cian Mikhail Mikhailovich She-

myakin, was appointed head of the 
Institute, and he managed to lure the 
best specialists working in differ-
ent fields: in the chemistry of car-
bohydrates, V.N. Orekhovitch and 
V.M. Stepanov; in the chemistry 
of antibiotics, future academicians 
A.S. Khokhlov and M.N. Kolosov, as 
well as future corresponding member 
V.K. Antonov; and in the chemistry 
of lipids, future corresponding mem
ber L.D. Bergelson. Recent graduates 
from higher educational institutions 
also joined the team and later became 
members of the USSR Academy of Sci-
ences; they retained, to a significant de-
gree, the scientific identity of the Insti-
tute (Yu.A. Ovchinnikov, V.F. Bystrov, 

E.V. Grishin, V.T. Ivanov, A.I. Mirosh-
nikov and E.D. Sverdlov).

After a short period of time, the In
stitute became a top scientific estab
lishment in its field in the country, ac-
tively interacting with the international 
community (multiple publications in 
foreign magazines and broad participa-
tion in international symposia).

In the case of depsipeptide antibi-
otics, the molecular mechanism of the 
induced cationic permeability of bio-
logical and artificial membranes was 
decoded; the causes of the unique in 
several cases ionic selectivity were re-
vealed, and the  synthesis of a series of 
new high-performance membrane-ac-
tive complexons was conducted. A new 
class of non-glyceride neutral lipids  
present in a broad variety of different 
organisms (plants, animals and micro-

organisms) was discovered, and their 
role in the biomembranes’ functioning 
was demonstrated. New methods of 
carbohydrate, steroid and lipid synthe-
sis, as well as selective modification of 
the nucleic acids, were extensively de-
veloped. For the first time, the full syn-
thesis of tetracycline was performed, an 
antibiotic of practical importance and 
with a most complicated structure. In a 
collaborative effort by several labora-
tories, a new comprehensive approach 
for establishing the spatial structure of 
peptides in solution based on the coor-
dinated application of a set of spectral 
and computational methods was devel-
oped. The efficiency of this approach 
was proved through numerous exam-
ples of natural and synthetic peptides, 
with membrane active antibiotics and 
toxins among them. A new, so called 
topochemical approach was developed 
to design and synthesize of biologically 
active peptides - hormones, antibiotics, 
toxins, substrates and enzyme inhibi-
tors.

In 1970, after M.M. Shemyakin’s 
death, academician Yu.A. Ovchinnikov 
became the head of the Institute and 
the vice president of the USSR Acad
emy of Sciences from 1974.

The 70s and the 80s were years of 
rapid development in physico-chemical 
biology in the USSR and of an intensive 
effort to narrow the gap in the level of 
research from the best laboratories in 
the world. The Government passed a 
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decision on comprehensive support for 
this scientific field, whose progress es-
sentially determined progress in the 
spheres of medicine, agriculture, en
vironmental protection and biosecu-
rity. The Institute  was appointed as 
a leading institution responsible for 
implementation of the corresponding 
government decrees. Its main area of 
activity became investigation of bio-
logical problems with the help of the 
methods of organic chemistry. That 
trend led to change of name in 1973 to 
the Institute of Bioorganic Chemistry  
and, correspondingly, the proportion 
of biological research in it essentially 
increased. Institutes under analogous 
names and similar scientific tasks were 
founded in Novosibirsk, Vladivostok, 
Kiev, Minsk, and Tashkent. Beginning 
from 1975, the Bioorganic Chemistry 
Journal was started, based in the In-
stitute and issued by the publishers 
Nauka. In the same year, a chair of 
bioorganic chemistry was founded in 
the Biological Faculty of Moscow State 
University and Yu.A. Ovchinnikov be-
came its first Professor. In 1974, con-
struction of a new building for the In-
stitute was started in the south west 
of Moscow, and the building became 
operational in 1984. Scientists were 
provided with a superb set of build-

ings meeting their needs in specialized 
facilities and engineering equipment; 
this equipment has continued to effi-
ciently operate to this day.

As the Institute progressed, the 
focus of its interest shifted from low 
molecular bioregulators to the major  
biopolymers of the cell, primarily to 
proteins and nucleic acids. In 1972, in a 
collaborative effort by two Institutes – 
the Institute of Bioorganic Chemistry 
and the Institute of Molecular Biology 
– the full primary structure was estab
lished for the porcine cardiac muscle 
cytoplasmatic aspartate aminontans-
ferase, the first protein sequenced 
in our country.. It was a significant 
achievement for that  time. During 
the following years, the number of se-
quenced  proteins grew exponential-
ly. The groundbreaking work on the 
structure of integral membrane pro-
teins - bacteriorhodopsin (1978) and 
bovine rhodopsin (1982) deserves spe-
cial attention. The task was completed 
under conditions of strong competition 
with the best foreign laboratories, and 
this story clearly demonstrated the re-
markable progress of biomolecular sci-
ence in the USSR at that time.

From the early 80s, the Institute be
came one of the top biotechnological 
centers in the country. Researchers at 

the Institute had been extensively de
veloping methods for  chemical-enzy-
matic synthesis of nucleic acids. The 
latter was further applied as an impor-
tant component of genetic engineering 
technologies for the production of re-
combinant proteins. The interferon a2 
strain producer obtained in the Insti
tute served as a basis for the following 
industrial production of this important 
medicinal preparation. Beginning from 
1985, and after 1988, this time without 
Yu.A. Ovchinnikov, who passed away 
untimely, the Institute became the 
head organization in the structure of 
the Inter-Industry Scientific and Tech
nological Biogen complex, which united 
dozens of scientific and manufacturing 
biotechnological centers in the country. 
Beginning from 1992, the Institute took 
the lead in the Novel Methods in Bioen-
gineering national program.

A decision was reached on establish
ing the Pushchino Branch of the Insti-
tute of Bioorganioc Chemistry in 1979, 
and in 1988 construction work was 
completed. Facilities for growing plants 
under controlled conditions and an ex-
cellent animal house, as well as phar-
macological laboratories for conducting 
preclinical trials of medicinal prepara-
tions, were now available. These facili-
ties significantly enhanced the potential 
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of the Institute for carrying out work in 
the sphere of plant biotechnology and 
for creating new drugs.

Today, the Institute of Bioorganic 
Chemistry is the largest among the 
Biology Sciences Branch Institutions 
of the RAS. The Institute includes 40 
independent laboratories and groups 
conducting research in a wide range of 
directions. The scientific council of the 
Institute has approved the following 
main directions in its work:
• �Isolation and structural analysis of 

new biomolecules. Studies of their 
structure-functional relations and the 
mechanisms of action;

• �Biocatalysis;
• �Structure and function of proteins 

and peptides;
• �Structure and function of nucleic ac-

ids.
• �Molecular mechanisms of genetic      

processes;
• �Mechanisms of biomolecular rec

ognition and signal transduction in 
biological systems;

• �Molecular and cell immunology;
• �Biomedical research;
• �Fundamental and applied aspects of 

biotechnology;
• �New reagents, materials and equip

ment.
In each of the above-mentioned di

rections, new original results have been 
obtained and presented in hundreds 
of publications, patents and reports.  
Among the achievements of recent 
years worth mentioning are: discov-
ery of new fluorescent protein families 
in marine organisms (coral polyps and 
ratchets), their structure identifica-
tion and  development of genetically 
coded markers for the visualization of 
cell processes on their basis. Protein 
components have been isolated and 
identified from animal poisons. Several 
of them display unique selectivity of 

membrane action and membrane re-
ceptor binding, in particular, on pain 
receptors. These proteins might serve 
as an instrument for the study of signal 
transduction mechanisms in biological 
systems and for the development of 
new medicinal preparations. New ap-
proaches to comparing the full genomes 
of closely related organisms have been 
developed.. This method has been used 
for unraveling genetic differences be-
tween humans and chimpanzees, the 
differences that reflect the integration 
of endogenous retroviruses. A new di
rection has been developed in peptide 
research  called peptidomics. Total 
screening of several biological objects 
has been carried out in order to detect 
the presence of endogenous peptides, 
and it has been shown that any kind of 
protein can serve as a source of biologi-
cally active peptides, including those 
with a well studied individual function  
(for example, hemoglobin).

Development of new pharmaceuti-
cals (“Deltaran”, “Likopid”) registered 
with the State Register of Medical 
Products of the Russian Federation, 
as well as manufacturing of the most 
important recombinant protein prepa
rations, such as human insulin and 
human growth hormones, is worth 
mentioning among work of immediate 
practical value. At present, our Insti
tute supplies about 15% of the Moscow 
Health Care system’s needs in insulin.

A more comprehensive descrip-
tion of the achievements of the Insti-
tute would go far beyond the size of 
this brief survey. However, even the 
examples provided here speak to the 
great potential of the working team 
and the Institute’s perspectives. The 
work of researchers of the Institute 
has received two Lenin Prizes, ten 
State Prizes in the field of science and 
engineering, five Government of the 

Russian Federation Prizes in the field 
of science and engineering, the USSR 
Academy of Sciences and RAS Prizes 
named after A.N. Bach, A.O. Kova-
lesky, Yu.A. Ovchinnikov, and M.M. 
Shemyakin.

A very significant aspect of the In-
stitute’s work is its participation in the 
teaching and training process in the 
sphere of bioorganic chemistry and 
biotechnology. Regular acceptance of 
talented young people has allowed us 
to remain scientifically competitive 
during the period of mass migration of 
scientists to foreign laboratories. A Sci
entific Educational center collaborat-
ing with several high educational insti-
tutions in Moscow, Sankt Petersburg, 
and Pushchino was founded in the 
Institute. Leading scientists  lecture on 
specialized topics, and more than 100 
undergraduate students on a regular 
basis join the Institute’s laboratories 
preparing bachelor and master thesis 
and participating in scientific publica-
tions. A series of practical classes have 
been organized, and corresponding ex-
ams and tests have been administered. 
As a result, the Institute has an oppor-
tunity to enroll several graduates an-
nually into post graduate courses and 
then hire them to work for the Insti-
tute. That workforce has a full-scale 
education and is able to tackle complex 
scientific problems.

As a whole, the Institute of Bioor-
ganic Chemistry may be considered 
today as one of the key constituent 
parts of the system of Institutes in the 
Biological Sciences Branch of the RAS. 
The Institute’s personnel and its ca
pabilities are ready to fulfill scientific 
tasks of any degree of complexity. We 
greatly appreciate the understanding 
of the necessity of our work by our fel
low countrymen and the support of the 
government. 
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In the Front Line of World 
Science
A.V. Zelenin and V.L. Karpov

The creation and organization of the Institute of Molecular Biology (in its first six years it was called the 
Institute of Radiation and Physicochemical Biology, Academy of Sciences of the USSR) is forever con-
nected with the name of Vladimir Alexandrovich Engelhardt, one of the most outstanding biochemists 
and molecular biologists of the 20th century. Vladimir Alexandrovich won broad fame and international 
acclaim as far back as the 1930s for discovering oxidative (respiratory) phosphorylation with the par-
ticipation of ATP. In the beginning of the 1940s, Vladimir Alexandrovich earned fame again, when he 
and his wife Milicia Nikolaevna Lyubimova discovered the fermentation activity of myosin protein, 
which allowed him to suggest a theory about the combination of the structure and functions of bio-
logical compounds on the level of individual molecules. This scientific body of work became part of 
a goldmine of science, while Vladimir Alexandrovich began to be justifiably referred to as one of the 
founders of molecular biology in our country. 

on the Semicentenary of 
the Engelhardt Institute of 
Molecular Biology, Russian 
Academy of Sciences

In t h e  m i d d l e  t h e  1 9 5 0 s , 
Vladimir Alexandrovich 
progressed up the career 

ladder and became an Academician-
Secretary of the Biological Research 
Branch, Academy of Sciences of the 
USSR. Needless to say, he had to im-
mediately join in the reconstruction 
and consolidation of Russian experi-
mental biology and genetics, which 
were almost completely in ruins. The 
most important stage in that process 
was, in his opinion, the creation of the 
first specialized Russian molecular bio-
logical institute. Vladimir Alexandrovi-
ch managed to build that institute with 
the unwavering support of A.N. Nes-
meyanov, president of the Academy 
of Sciences of the USSR, and a group 
of outstanding physicists such as I.V. 
Kurchatov, P.L. Kapitsa, and I.E. Tam-
ma. The Resolution on the Creation of 
a New Molecular Biological Institute 
was adopted in April of 1957 by the 
Presidium of the Academy of Sciences 

of the USSR, but in fact the institute 
was launched two years later. 

V.A. Engelhardt managed to attract 
a series of brilliant researchers to the 
Institute of Molecular Biology (IMB), 
including biochemists A.E. Brown-
stein and A.A. Baev, cytogenetics spe-
cialist A.A. Prokofieva-Belgovsky, 
cell biologist M.N. Maisel, biophysicist 
M.V. Folkenstein, physicist L.A. Tumer-
man, and crystallographer N.S. Andree-
va. At the same time, many young re-
searchers interested in the new science 
and graduates of different universities 
also joined the institute. 

The young generation of leaders 
included G.P. Georgiev, A.D. Mirza-
bekov, A.A. Kraevsky, R.M. Khomu-
tov, and L.L. Kiselev. As a result, in a 
short period of time, just as the insti-
tute received its present name, it had 
acquired a complete, actively working 
team involved in investigating a defi-
nite range of issues. The researchers 
investigated the structures and bio-
synthesis mechanisms of nucleic acids 
and the primary and space structures 
of proteins and their complexes, as well 
as the mechanisms of their function-
ing on the molecular level in in vitro 

systems, viruses, and cells. That range 
of problems to tackle predetermined 
the areas of the institute’s activity for 
many years, though it underwent in-
tensive development and significant 
modification later on. 

The institute became well-known in 
Russia and abroad. In this connection, 
it is essential to note first the interpre-
tation of the primary structure of the 
valine transfer RNA carried out under 
the guidance of Baev. It was the first 
structure of biopolymer interpreted 
in our country and the sixth primary 
structure of tRNA in the world. In the 
following years, researchers success-
fully studied information transfer in 
eukaryote cells, the mechanisms of 
gene expressions regulation, and the 
nature of the mobile genetic elements 
of drosophila; they also interpreted the 
chromatin structure and established 
with high resolution the tertiary struc-
ture of pepsin and some other proteins. 
Great progress was noted in the for-
mulation of the biochemical grounds of 
protein biosynthesis and the chemical 
grounds of biocatalysis and the phys-
ics of biopolymers, as well as for the 
creation of new site-directed inhibi-
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tors of biological processes. The drug 
Phosphaside (NIKAVIR), created un-
der the guidance of Kraevsky, became 
a very important drug that prolongs 
the life of those suffering from immu-
nodeficiency disorder. Research by a 
team working under the guidance of 
Prokofieva-Belgovsky paved the way 
for medicogenetic service development 
in our country. 

In the late 1980s and early 1990s, the 
institute underwent significant restruc-
turing. A modern instrumental base was 
created to intensify work in the sphere 
of cell molecular biology; investigations 
in new directions such as immunooncol-
ogy and immunogenetics were started; 
and, finally, Mirzabekov initiated the 
development of biological microchip 
technology. These investigations have 
continued to the present day. The bi-
lateral Russian-American Laboratory, 
which linked the Institute of Molecu-
lar Biology in Moscow and the Argonne 
National Laboratory in Chicago (one of 
the leading centers in the development 
of atomic power and for the solution of 
the most important problems of funda-
mental science in the United States), 
gained distinction as well. That inter-

national team managed to create the 
technology of gel microchips on the ba-
sis of IMB development work, which is 
becoming more and more important in 
the molecular diagnostics of infectious 
and oncological diseases.  

The institute created by V.A. Engel-
hardt was based on the principle of the 
three pillars of physics, chemistry, and 
biology, which formed the basis of mo-
lecular biology at that time, although 
today the talk is about specialists of a 
new profile, so-called molecular biolo-
gists who use the principles and meth-
ods of the above-mentioned sciences in 
their work.   

Almost immediately, from the date 
of its inception, the institute became 
the center of “crystallization” of the 
Russian researchers engaged in re-
search and interested in molecular 
biology. The numerous meetings, con-
ferences, and seminars organized by 
the institute encouraged that process. 
As a consequence, the institute took a 
leading place among the establishments 
that spearheaded the regeneration 
of science in our country. It is essen-
tial to note the important role that the 
“Revertase” program and the Soviet 

(and later Russian) “Human Genome” 
program played in the development of 
Russian science. 

Today, the main areas of scientific 
activity at the institute are as follows:
• structure and function of nucleic ac-
ids, proteins, and their complexes;
• structural and functional genomics;
• molecular biology of cell;
• molecular immunology;
• bionanotechnologies and the funda-
mentals of medical diagnostics.

The researchers at the institute have 
carried out a range of research that has 
contributed significantly to the devel-
opment of international molecular bi-
ology and spurred current ideas about 
the physicochemical elements of living 
systems. It is impossible to consider the 
whole wide range of investigations car-
ried out at the IMB in this brief review: 
therefore, let’s turn our attention only 
to the most important issues.  

Really cutting-edge discoveries are 
made at the intersection of disciplines 
such as immunology, molecular genet-
ics, bioorganic chemistry, biotechnol-
ogy, and medicine. The focus of inter-
est and primary fields in this direction 
include physiological functions; the 
mechanisms of the action and regula-
tion of cytokines; the so-called protein 
mediators of the immune system; the 
mechanisms activating cytokines, in-
cluding the whole chain of signal trans-
fer beginning from the activation of the 
genetic immunity receptors; and the 
protective and pathological properties 
of the TNF family (tumor necrosis fac-
tor) cytokines. In particular, researchers 
have created unique living systems such 
as mice with the TNF gene silenced in 
some cells of their immune systems [1] 
and mice with silenced lymphotoxin 
genes [2]. Using these mice made it pos-
sible to obtain new important results 
in physiology and medicine [3-5]. The 
applied aspects of these investigations 
are related to the characteristics of new 
human cancer antigens and the possi-
bility of using them for diagnostics and 
the monitoring of oncological diseases, 
as well as to create new drugs.  

Researchers at the institute have re-
vealed the important prophylactic role 
played by the p53 gene, which is able 
to function in a cell as an antioxidant 
and to decrease the level of oxygen 
radicals. This effect is achieved thanks 
to the p53-dependent adaptation of 
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antioxidant protective systems that 
save DNA cells from damage caused 
by physiological stress. Hence, the p53 
gene significantly slows the mutation 
process and, in doing so, prevents ma-
lignant diseases and premature aging 
[6, 7]. The prototype of a new antitumor 
drug has been created: a small RETRA 
molecule which selectively kills tumor 
cells thanks to the activation of the p73 
protein [8]. A team at the same labora-
tory has discovered the fourth nuclear 
RNA polymerase which performs the 
partial transcription of mRNA in ani-
mal and human cells [9]. 

Active and successful investigations 
are ongoing in the sphere of gene tran-
scription regulation by the example of 
drosophila. Researchers have discov-
ered a new protein complex of dro-
sophila that is related to nuclear pores 
and responsible for mRNA export from 
the nucleus. It has been established that 
the E(y)2 transcription factor, which is 
a component of this complex, is present 
in the multiprotein SAGA transcription 
complex and provides a connection be-
tween the transcription and export of 
mRNA of actively functioning genes; 
i.e., the researchers have discovered a 
new mechanism controlling effective 
gene expression [10–12]. It has been 
established that the TRF2 transcrip-
tion activator, which contains a domain 
homological to the promoter-binding 
domain of the main TBP transcription 
activator, plays an important role in 
maintaining the chromatin structure 
and its condensation [13]. 

Investigations in the area of trans-
lation mechanisms, traditionally a 
field of success for the institute, are in 
progress. In recent years, researchers 
have developed a system that makes it 
possible to analyze in vitro the contri-
bution of any component of the transla-
tion complex at different stages of pro-
tein synthesis. It has been established 
that the GTF hydrolysis precedes the 
peptidyl-tRNA hydrolysis upon trans-
lation termination, while eRF3 signifi-
cantly accelerates this reaction [14]. In 
the structure of termination factors of 
first-class bacteria, the eukaryote and 
archaeon N-domain are responsible 
for recognizing the mRNA stop codon, 
the C-domain is responsible for binding 
with eRF3, and the M-domain contains 
a universal GGQ-motive necessary for 
peptidyl-tRNA hydrolysis in ribosome. 

The eRF3 protein has been found to be 
characterized by GTF activity, which 
depends on eRF1 and ribosomes, and 
to form an in vitro complex with eRF1. 
The role of guanylic nucleotides in the 
functioning of the elongation factor of 
the EF-G translation has been deter-
mined [15, 16].

The researchers at IMB have discov-
ered a new class of mobile genetic ele-
ments called “Penelope-like elements” 
[17]. Representatives of this quite an-
cient class are present in hundreds of 
animal species, from rotifers to fish and 
reptiles. The Penelope element has been 
established to be responsible for the hy-
brid dysgenesis syndrome of Drosophila 
virilis. The researchers have offered 
a model of chromosomal speciation, 
which assigns a leading role to mobile 
elements that are able, under certain 
conditions, to cause the “explosion” of 
mutability. 

Work in the sphere of bioinformat-
ics has developed intensively: for in-
stance, researchers have revealed the 
relation between genome polymor-
phism phenomena and alternative 
splicing, which provides multiplicity 
of the human proteome [18]. A com-
putational method for predicting the 
substitution of amino acids in proteins 
has been designed, and a database of 
the functional protein polymorphisms 
in the human genome has been created 
(http://www.snp.imb.ac.ru) [19].

The results of the fundamental sci-
entific research of IMB researchers are 
used in applied fields. The technology 
of gel biochips initiated and elaborated 
under the guidance of Academician 
Mirzabekov was developed as an in-
novative product, was patented, and 
then spread to medical practice, where 
it helps carry out express diagnostics 
of socially important infectious, onco-
logical, cardiovascular, and inherited 
diseases, as well as identify the special 
danger of infections and biotoxins [20, 
21]. A pilot production, where several 
thousands of biochips were produced 
every day, was organized. For the Rus-
sian Federal Service for the Supervision 
of Public Health and Social Develop-
ment, the researchers have developed 
and registered a biochip analyzer and a 
range of biochip-based test-systems for 
different applications in medical diag-
nostics, including a test-system for the 
genetic typing of 36 hepatitis C sub-

types (International Application for the 
Patent PCT/RU2007/000438, in part-
nership with the University and Hos-
pital of Toulouse) [22]. Moreover, they 
have developed a method for quantita-
tively estimating proteins on the basis 
of a combination of biochip technology 
and time-of-flight mass spectrometry 
[23].

The biochip-based test-systems 
make it possible to determine and ana-
lyze the sensitivity of tuberculosis mi-
crobacteria to medical drugs; viruses 
of human immunodeficiency (HIV-1); 
hepatitis B and C (36 subtypes); influ-
enza A (30 subtypes, including bird flu 
H5N1 and swine flu H1N1); herpetic 
fever (2 subtypes); pox (6 subtypes); 
bacillus anthracis; protein markers of 
oncological diseases (12 tumor mark-
ers) and biotoxins (9 types); chromo-
some aberrations that cause 13 types 
of leucosis; individual pharmacogenetic 
status; one’s genetic disposition to cer-
tain oncological, cardiovascular, and in-
herited diseases; and personal genetic 
markers (18 markers which determine 
more than 1,000 variants of the human 
genome). Biochips for establishing the 
causative agent of tuberculosis and 
identifying its drug-resistant forms al-
lows doctors to reduce the time needed 
for analysis from 6–10 weeks to a few 
hours and to choose an adequate treat-
ment quickly. Biochip diagnostics is ap-
plied in more than 30 antituberculosis 
centers in Russia and countries of the 
CIS. Biochips for typing chromosome 
aberrations that cause oncological dis-
eases in blood are certified and used 
for prognosis updating and selecting a 
treatment strategy at the Russian Chil-
dren’s Health Clinic (Moscow), where 
samples from 18 regional hematological 
centers of the Russian Federation are 
analyzed. 

The researchers have created a 
method of PCR conduction in biochip 
cells on a real-time basis that allows 
them not only to detect pathogenic 
bacteria, viruses, and cancer cells in a 
sample, but also to simultaneously es-
timate their number in all samples [24]. 
An automated device based on replace-
able modules is being developed to 
extract trace amounts of nucleic acids 
from biological samples. The following 
integration of this module and system 
for PCR conduction in biochip cells with 
real-time detection will lead to the ap-
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pearance of a radically new device: the 
so-called laboratory-on-chip. The ap-
pearance of such a device will exclude 
contact between the object being ana-
lyzed and the external environment, 
which will significantly decrease the 
probability of personnel infection and 
contamination. 

The Russian Academy of Sciences, 
along with the Institute of Spectros-
copy, has developed analytical systems 
based on portative dichrometers, which 
help to detect different compounds in 
the environments analyzed, and applied 
for nine patents. Nanoconstructions de-
veloped on the basis of liquid-crystalline 
dispersions of nucleic acids may be used 
as atom-carriers of heavy elements for 
neutron-capturing therapy of tumor 
diseases. 

The applied work also includes in-
vestigations of the genetic fingerprint-
ing used in the genetic identification 
of the remains of Nicholas II and the 

members of his family. The researchers 
proceeded to successfully develop anti-
virals based on the original Russian an-
ti-HIV-drug NIKAVIR. A range of new 
inhibitors of hepatitis C virus replica-
tion have been obtained. An analogue of 
the antiherpetic drug Acyclovir, which 
allows the replication of strains of the 
herpes virus resistant to Acyclovir, has 
been created [25].  

For achievements in the sphere of 
fundamental and applied science, re-
searchers of the Institute of Molecular 
Biology, Russian Academy of Sciences, 
have been honored at different times 
with two Lenin Prizes and eight State 
Prizes, the Demidov Prize, the Prize of 
the Federation of European Biochemical 
Societies, and numerous other prizes 
and medals. Young scientists have 
received many Lenin Komsomol prizes 
and have also been honoured with the 
State Prize of the Russian Federation in 
the Sphere of Science and Technology. 

In connection with the jubilee of the 
Institute, foreign scientists have highly 
rated the contribution of IMB to the 
development of modern molecular 
biology; in particular, they have noted 
that the Engelhardt Institute is fa-
mous for its talented researchers and 
that even in its most difficult years its 
researchers had continued to believe 
in the universality of scientific knowl-
edge, ignoring state boundaries and 
managing to contribute greatly to the 
development of molecular biology [26]. 

The Institute of Molecular Biology is 
celebrating its sixth decade as a first-
class scientific establishment that has 
everything needed to conduct investi-
gations in the sphere of molecular and 
cellular biology on an international lev-
el. Its scientific research is supported by 
many Russian and foreign grants, while 
its substantial number of young scien-
tists allow us to face the future with 
hope and confidence.   
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The Institute of Chemical Biology 
and Fundamental Medicine of the 
Siberian Division of the Russian 
Academy of Sciences 
(until 2003 the Novosibirsk Institute of Bioorganic Chemistry) 

In the spring of 1957, a decree 
of the Council of Ministers of 
the USSR founded the Sibe-

rian Branch of the USSR Academy of 
Sciences. At the beginning, this branch 
included 10 institutes, which were in-
volved in various natural sciences. Dur-
ing the planning of the Siberian Branch 
of the USSR Academy of Sciences, no 
provision was made for an institute spe-
cializing in physical-chemical problems 
in biology. This new branch of science 
remained a pariah, because the leader 
of the country, N.S. Hrushtschev, was 
under the influence of the charlatan 
ideas of T.D. Lysenko. That is why Mi-
chael Alexeevich Lavrentyev, the man 
charged with organizing the Siberian 
Branch, could only create the Institute 
of Cytology and Genetics (ICG), head-
ed by Nikolai Petrovich Dubinin, who 
undoubtedly understood the value of 
chemical and physical methods in mod-
ern biology. Even this veiled attempt at 
organizing molecular biology research 
failed as Hrushtschev arrived at the No-
vosibirsk Academic Town in person and 
removed Nikolai Dubinin from the post 
of ICG Director. The institute was saved 
after Dmitry Konstantinovich Belyaev 
became the new director. He was a pro-
gressive geneticist working with fur-
producing animals, a commodity much 
more understandable to the top officials, 
rather than the Drosophila fruit-fly, the 
research of which led to most of the fun-
damental discoveries in genetics. The 
future of biology in this country worried 
many prominent scientists. Among them 
was Nikolai Nikolaievich Vorozhtsov, a 
well-known organic chemist, who was 
appointed to organize the Institute of 
Organic Chemistry (IOC) under the Si-
berian Branch. He recruited many of his 

students, graduates of the Department 
of Intermediary Products and Dyes and 
also invited Dmitry Georgievich Knorre, 
who was very willing to use his knowl-
edge of chemistry in studying life sci-
ences. N.N. Vorozhtsov supported the 
young scientist in his wish and imme-
diately agreed to create a Laboratory of 
Natural Polymers. The name was cho-
sen carefully as the black shadow of Ly-
senko’s influence was still not gone from 
biochemistry, and the use of “heretic” 
words such as proteins and especially 
nucleic acids as the name of a laboratory 
was unsafe. But the idea of creating a 
new line of scientific research in the Si-
berian Branch was firmly ingrained in 
the mind of N.N. Vorozhtsov, and in 1964 
he reached an agreement with Michael 
Alexeevich Lavrentyev, who decided to 

construct a new building, intended es-
pecially for biochemical research. The 
building was completed in 1969 and it 
hosted the Biochemistry Department. 
Thus the Natural Polymer Lab received 
its true and unmasked name; it became 
the Nucleic Acid Chemistry Laboratory, 
and, together with the newly created 
Ultramicrobiochemistry Lab, it became 
the Biochemistry Department of the IOC 
of the Siberian Branch (now Siberian 
Branch of the Russian Academy of Sci-
ences; SB RAS). It was Vorozhtsov’s in-
tention that the new department would 
combine with the laboratory headed by 
Rudolph Iosifovich Salganik, a leading 
biochemist who worked in the ICG SB 
RAS. This would allow the creation of a 
new institute. Alas, this intended path to 
create a new institute did not succeed. 
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However, it did not prevent a produc-
tive and lasting cooperative relationship 
between D.G. Knorre and R.I. Salganik, 
which led to the creation of several bio-
chemical manufacturing facilities, which 
were very much in need at that time, 
since the possibilities to buy chemicals 
and instrumentation with hard currency 
were very limited. 

The issue of creating a new institute 
was raised again when Yuri Anatoliev-
ich Ovchinnikov attained the high post 
of vice-president of the USSR Acad-
emy of Sciences and, no less important-
ly, gained influence in government and 
party circles. For a long time, he advo-
cated the creation of such an institute in 
Siberia. The recently appointed chair-
man of the Siberian Branch, Valentin 
Afanasievich Koptyug, also shared 
this view. As a result, the Decree of 
the CPSU Central Committee and the 
USSR Council of Ministers dated June 
24, 1981, № 662 On the Further Devel-
opment of Physical-Chemical Biology 
and Biotechnology and Their Use in 
Medicine, Agriculture and Industry had 
an article that stipulated the creation of 
the Novosibirsk Institute of Bioorganic 
Chemistry (NIBC). After several years 
of preliminary activities, the institute 
was officially approved in April 1984 
and Dmitry Georgievich Knorre was 
appointed its first director. 

The creation of the NIBC SB RAS 
played an important role in establish-
ing physical-chemical biology in Siberia. 
A Molecular Biology Division was cre-
ated in the Novosibirsk State University 
(NSU) at the Natural Sciences Depart-
ment on the basis of the NIBC and the 
laboratory of R.I. Salganik. The division 
trained several hundred young special-
ists. This not only allowed to staff the 
two main biological institutes with young 
researchers, but also to create new in-
stitutions specializing in biochemistry. 
In particular, this fact played a major 
role in the choice of location for a large 
virology center. The Glavmicrobioprom 
(head organization for microbiological 
industries) chose a location adjacent to 
the Novosibirsk Academic Town, which 
eventually led to the formation of the 
scientific town of Koltsovo, a center of 
research and manufacturing of prophy-
lactic drugs against most viral infections, 
including those deemed extremely dan-
gerous. Now this center is called Vector, 
the state scientific virology and bacteri-

ology center. 
In 1996, D.G. Knorre turned 70 and 

left the post of director, and the newly 
elected director was D.G. Knorre’s stu-
dent, a corresponding member of RAS, 
Valentin Victorovich Vlasov (who be-
came a full member of RAS in 2003). 
He decided that the most important ap-
plications of physical-chemical biology 
were medical, and so he strengthened 
this branch of the institute’s research 
and created a division for novel medical 
technology in the institute. Thus, the 
institute received a new name in 2003; 
it became the Institute of Chemical Bi-
ology and Fundamental Medicine SB 
RAS (ICBFM). 

Today, ICBFM is the main site for 
training specialized staff of all levels in 
the field of physical-chemical biology, 
starting with college graduates up to 
PhD. and higher levels of academic re-
search (Doctors of Science). Among the 
graduates of the Molecular Biology Di-
vision are Valentin Victorovich Vlasov, 
a full member of RAS, and correspond-
ing members Olga Ivanovna Lavrik and 
Sergey Victorovich Netesov. A very im-
portant step in training staff of the high-
est qualification was the establishment 
within the institute of a Scientific Coun-
cil empowered to award PhD degrees. 
More than 200 PhD. projects have been 
delivered and defended as of today. The 
institute continues to be actively involved 
in the training of students and post-grad-
uates, specializing in the varied fields of 
chemistry and biology. The institute has 
post-graduate programs in 3 specialties 
and trains about 40 people every year. 

The Chemical Biology and Funda-
mental Medicine Institute of SB RAS 
is well known for the level of its scien-
tific research, and it has a high scien-
tific potential, with a wonderful stock 
of modern research equipment. The 
institute is one of the acknowledged 
leaders among biological institutions in 
the Siberian Branch of RAS and in all 
of Russia. Every year, researchers from 
the institute publish more than 150 ar-
ticles in leading Russian journals and in 
international peer-reviewed journals. 

At present, the Institute includes 16 
laboratories and research groups, and 2 
divisions (the Molecular and Cell Biology 
Division and the Center of Novel Medi-
cal Technology). The institute employs 
about 200 scientists, including 3 full RAS 
members, 1 corresponding member, 18 

Doctors of Science and 78 PhD. research-
ers. More than half of the scientific staff 
are young scientists under the age of 
35. Several projects completed in the 
institute have received national prizes, 
such as the Lenin Prize, two State Prizes 
in the field of Science and Technology, 
the Russian Federation State Prize for 
Education, and a number of other Rus-
sian and international prizes, including 
awards for young scientists. 

The main topics of research in the 
institute are the following:
■ �Studying the structure and function 

of biological molecules and supramo-
lecular complexes; creating com-
pounds which have specific effects 
on genetic structures; bioengineering 
and synthesis of biopolymers and syn-
thetic biology.  

■ �Biotechnology, including gene therapy, 
cellular technology for regenerative 
medicine, and nanobiotechnology.

■ �Clinical physiology, genetic basis of 
personalized medicine, molecular ba-
sis of immunity and oncogenesis

■ �The ecology of organisms and commu-
nities, communities of extremophilic 
microorganisms, viral and bacterial 
agents in mammal organisms. 
Among the major scientific results 

obtained during the quarter century of 
the institute’s existence are the follow-
ing:
■ �The establishment of the fundamental 

basis for obtaining gene-directed bio-
active compounds. The development 
of effective methods for the synthesis 
of nucleic acid fragments and their 
analogues and derivatives. 

■ �Development of methods for the anal-
ysis of the structure and function of 
complex biopolymeric supramolecu-
lar ensembles. 

■ �Creation of a technological basis for 
the diagnosis of genetic and infec-
tious diseases and for the sequencing 
of the genomes of biological objects. 
The development of novel molecular 
tools and methods for the diagnosis of 
oncological, autoimmune, and infec-
tious diseases. 
Thus, having passed the stages of es-

tablishment and development, after 25 
years of productive work, the institute 
has its own reputation, stands firmly on 
its feet and is actively conducting re-
search, employing young specialists and 
the experience of the scientific schools 
created within the institute itself. 
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Marine Natural Products:  
A Way to New Drugs
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Abstract The investigation of marine natural products (low molecular weight bioregulators) is a rapidly developing scientific field at the intersection of biology 
and chemistry. Investigations aimed at detecting, identifying, and understanding the structure of marine natural products have led to the discovery of 20,000 new 
substances, including those characterized by an extremely high physiological activity. Some results and prospects of works aimed at creating new drugs on the 
basis of marine natural products are discussed herein. 
Keywords: marine organisms, natural products, physiological activity, trabectidin, prialt, histochrome, collagenase KK.
Abbreviations:  HIV- human immunodeficiency virus, AIDS – acquired immune deficiency syndrome, PIBOC – Pacific Institute of Bioorganic Chemistry, EC

50 
– 

effective concentration that provokes a response halfway between the baseline and maximum response, IC
50

 – concentration that provokes 50% inhibition, VEGF 
– vascular endothelial growth factor.

Introduction
Low molecular natural products are largely referred to the 
so-called secondary metabolites. In contrast to primary me-
tabolites, these substances are rare in occurrence and may be 
detected only in some taxa, and occasionally, in one biological 
species (subspecies, strain). They are formed on the basis of 
precursor substances participating in primary metabolism, 
such as acetic acid, amino acids, glucose and are observed 
mainly as final products of biochemical transformations. Sec-
ondary metabolites are quite diverse by chemical structure 
and include steroids, terpenoids, alkaloids, polyketides, phe-
nolic metabolites, some carbohydrates, lipids, and peptides. 
Оn the other hand, secondary metabolites can be classified 
on the basis of their biological functions as hormones, anti-
biotics, toxins, pheromones, etc. Among the natural products 
there are endo-metabolites, i.e., substances exercising their 
biological functions in the organisms-producers, for instance, 
oxylipins, hormones, phytoalexins, and more numerous ex-
ometabolites released into the environment and being of eco-
logical importance, including toxins, antibiotics, and different 
signal compounds. 

The higher terrestrial plants and soil microorganisms were, 
for a long time, considered to be the major biological sources 
of natural products. However, when skin-diver equipment 
was invented and became widely used, different marine or-
ganisms began also to be referred to their sources. The study 
of marine organisms significantly increased the amount of 
known natural products. In fact, the total number of studied 
natural products is unlikely to exceed 120-150 thousands, and 
by the estimates of many scientists, the amount is even lower 
[1], whereas about 20 thousand natural substances have been 
segregated. Moreover, the first researchers were surprised by 
the fact that marine organisms very rarely contained already 
known compounds. Hence, the biochemistry of their second-
ary metabolism differs substantially from that of terrestrial 
organisms. This fact may be explained by significant taxo-
nomic differences between terrestrial and marine animals, 
plants and microorganisms. 

As a whole, the investigation of natural products is of eco-
logical importance. It stimulates the development of organic 
synthesis, physicochemical and isolation methods, as well as 
other sciences, such as biochemistry, molecular genetics, bio-
technology, and microbiology. Moreover, it is closely related 
to healthy diet. 

Natural products have played and continue to play an im-
portant role in the creation of new drugs and development 
of the pharmaceutical industry around the world. Analge-
sic preparations based on morphia from opium, cardioactive 
digitalis glycosides, anti-inflammatory agents created in the 
course of the investigation of steroid hormones, antibiotics, 
and many others are included in a list of products devel-
oped on the basis of natural drugs or their derivatives and 
analogues, which contains about 50% of all currently known 
medical products [5].

Results of the investigation of marine natural products 
which have been used or are being used now for the creation 
of new drugs are considered herein. 

Marine Natural Products with Antitumor Properties.
With the use of an aqualung, natural-product chemists got 
a chance to study more and more marine organisms. The 
American scientist Werner Bergmann was one of the first 
to start their chemical investigation. In 1951, he reported the 
isolation of unusual nucleosides (spongothymidine (1) and 
spongouridine (2) (Fig. 1), and then others) [2-4] from the 
sponge Cryptotethia crypta collected near the coast of Florida. 
They contained arabinose residues, instead of the ribose and 
desoxyribose residues observed in most compounds of that 
class. Those investigations stimulated the appearance of the 
antimetabolite conception in pharmacology. Antimetabolites 
are the active substances of drugs, which are characterized 
by a significant similarity to, and structural difference from, 
human metabolites. Antimetabolites participate in the biosyn-
thesis of some biopolymers, more often, of DNA, and inhibit 
its exhibiting antitumor and antiviral properties. Bergmann’s 
discovery was followed by the development of two arabino-
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nucleoside drugs: arabinoadenine (3) (ara-A, Vidarabine) and 
arabinocytosine (4) (Ara-C, Cytarabine) (Fig. 1), which were 
used in clinical practice as antitumor and antiviral drugs for 
tens of years. Several other drugs of a nucleoside nature (azi-
dothymidine, acyclovir, etc.) differ from ordinary nucleosides 
in other structural features. For instance, azidothymidine has 
an azide group in its monosaccharide residue, while acyclovir 
is characterized by an open furanose cycle.

However, further development of antitumor drugs on the 
basis of marine natural products was not just so successful. 
The case was not that there were no compounds with high 
antitumor activity. On the contrary, some marine inverte-
brates had minor secondary metabolites characterized by 
extremely high toxicity against tumor cells. By their cyto-
toxicity, they are hundreds and thousands of times superior 
to most active antitumor drugs currently in use. For instance, 
spongistatin (5) (Fig. 2) from marine tropic sponges is the most 
active of all natural and synthetic compounds found over the 
history of the investigation of antitumor compounds at the 
National Institute of Cancer (USA). It was initially found in 
one of the sponges, owing to the biological activity of the cor-
responding extracts, but for a long time the compound itself 
could not be obtained in the amount required for a structural 
investigation. Only after the collection and processing of three 
tones of sponge did the scientists finally manage to obtain 0.8 
mg of spongistatin. Then, another sponge collected near the 
Maldive Islands was used as a basic material, and after the 
processing of 400 kg of this sponge, the scientists obtained 
another 10 mg of spongistatin, shed light on its structure, and 
began analyzing the physiological action of that macrolide. 
The inhibitory dose needed to cause the death of 50% of tu-
mor cells (IC

50
) was 10-10 М for colon cancer cells and 10-12 М 

for breast cancer cells. In experiments on animals with deadly 
malignant tumors, 70% of them survived after the injection of 
25 μg/kg of spongistatin. 

As a whole, several dozens of marine metabolites, ex-
tremely toxic against tumor cells, were detected. It is very 
important that many of them belong to the fundamentally 
new structural series of antitumor substances that opens good 
prospects for synthetic modeling. Until those substances were 
discovered, all of the natural products applied in chemothera-
py were referred to not more than 4-5 structural types. 

However, the creation of new-generation medical products 
based on marine natural products is being slowed down by 
some complicated issues. Firstly, these substances are diffi-
cult to access. It is impossible to harvest a sufficient amount of 
these substances from marine organisms, because their pro-
ducers, as a rule, are rare and disseminated species, while the 
methods for aquaculture of such biological products remain 
poorly developed. Economically, reasonable syntheses for most 
of these substances have yet to be developed as well, due to the 
complexity of their structures and abundance of asymmet-
ric centres in them. Secondly, these compounds, highly toxic 
against tumor cells, do not always demonstrate good antican-
cer activity when we are dealing with people or animals. And, 
thirdly, some of them are characterized by side effects; for in-
stance, they can negatively affect kidneys or other organs and 
systems, which excludes their clinical application.  

Nevertheless, development of another antitumor drug 
based on marine natural products was successfully completed 

just recently. In the end of 2007, the drug trabectidin (Yon-
delis) was approved in European Union countries for treat-
ment of soft tissue sarcoma. The structure of the correspond-
ing active substance, alkaloid ecteinascidin-743 (ET-743) (6) 
(Fig. 1) from the ascidian Ecteinascidia turbinata, was eluci-
dated independently by two groups of American scientists 
18 years ago [7, 8]. However, the high antitumor activity of 
extract E. Turbinate had been known long before their dis-
covery, since 1969. The toxic concentration of that substance 
(IС

50
) against the tumor cells L-1210 was very low (0.5 ng/ml), 

and in microgram doses (per one kg of test animal weight) 
it demonstrated a high antitumor activity against different 
types of mouse cancer. 

Multi-stage total syntheses of that substance could not 
provide researchers with a sufficient amount of material for 
bioassay. For instance, the total yield in the first such syn-
thesis was less than 1% [9]. As a result, methods of ascidian 
cultivation were developed, and submarine plantations were 
created near the coast of Spain. However, that method of pro-
duction of the basic biological material was also rather inap-
propriate due to significant variations in the content of ectei-
nascidins, which were used in clinical testing, in the ascidians 
cultivated. Finally, after long research, scientists managed to 
obtain this alcaloid by chemical transformations from antibi-
otic cyanosafracin B, which is produced with a good yield by 
the terrestrial bacterium Pseudomonas fluorescens [10].

The mechanism of biological action of the trabectidin ac-
tive substance, ecteinascidin-743, on tumor cells is related 
to its ability to penetrate the DNA’s minor groove and to 
alkylate guanine residues [11]. Moreover, trabectidin causes 

1 R=H     Spongouridine
2 R=СН

3
 Spongothymidine

3 Vidarabine, Ara-A

6 Trabectidin/ET-743

4 Cytarabine, Ara-C

Fig. 1. Antitumor and antiviral drugs created on the basis of marine 
natural products.
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programmed death (apoptosis) of tumor cells and intensifies 
the antitumor action of some well-know drugs (doxorubicin, 
paclitaxel (taxol), etc.). In spite of the fact that trabectidin 
was approved only for the treatment of soft tissue sarcoma, 
it showed good results in the course of clinical testing for the 
treatment of other types of malignant tumors. Not long ago, 
the Pharmamar Company (Spain) that has created trabec-
tidin sold the license to Jonhson&Jonhson/Ortho Biotech to 
promote that drug on the American market.

A series of other marine natural products possessing ex-
tremely high cytotoxicities against tumor cells like spong-
istatin and ecteinascidin are being studied now as potential 
antitumor drugs and are subject to different stages of clinical 
and preclinical testing [12, 13] (Table 1). 

For instance, bryostatin-1 (7) (Fig. 2), the 26-membered 
macrocyclic lactone from the bryozoan Bugula neritina, a 
fouling organism that grows in thick colonies on pier pilings 
and docks in the World Ocean, was detected by Pettit and 
co-workers from Arizona State University after several sam-
plings of the biological material. Its structure was elucidated 
with the help of X-ray analysis. The compound (7) has 11 
asymmetric centres, and it is hardly probable it will be ob-
tained with a sufficient yield by organic synthesis in the years 
to come. Its content in bryozoan is insignificant (0.00001%), 
but scientists have managed to obtain 18 g of bryostatin for 
clinical and preclinical testing from 10,000 gallons of bryo-
zoan collected. This substance has been determined to be a 
modulator of protein kinase C, a stimulator of the immune 
system, and an inductor of cell differentiation. It intensifies 
the antitumor action of some drugs but causes myalgias as a 
side effect. Currently, this drug is being tested in combination 
with paclitaxel, vincristine, ara-C, etc. (table 1).

Dolastatin 10 (8) (Fig. 2) was discovered after an expedi-
tion by Professor Pettit to the Mauritius Island in 1972, when 
they collected the marine nudibranch Dolabella auricularia 
and discovered the high antitumor activity of its extracts. 
To obtain the first milligram of the extract’s active compo-
nent – compound (8) – the scientists had to collect again a 
giant amount of that rare mollusk (about 2 tones) due to a low 
content of the required substance. Dolastatin 10 appeared 
to be a linear pentapeptide with residues of four previously 
unknown amino acids: N,N-dimethylvaline, dolaisoleucine, 
dolaproine, and dolaphenine [14]. In 1989, researchers car-
ried out a total synthesis of that peptide, which confirmed 
the structure suggested and established its absolute stereo-
chemistry [15]. Dolastatin 10 is extremely toxic against tumor 
cells, and its semitoxic concentration (IС

50
) against cells of 

limphocytic leukemia P388 is 4.5x10-5 μg/ml. However, at the 
first and second stages of clinical testing its high antitumor 
activity was not confirmed. A while ago, the clinical testing of 
dolastatin was discontinued. 

On the other hand, attempts to create a dolastatin-based 
antitumor drug were not abandoned. It has been discovered 
that the synthetic dolastatin derivative TZT-1027, in which 
the dolaphenine aminoacid is replaced with the phenylalanine 
group, just like dolastatin, is a strong inhibitor of tubulin po-
lymerization, stops the division of cancer cells in very low 
concentrations, and reduces blood supply to tumors (inhibits 
angiogenesis). Currently, TZT-1027 (soblidotine) is under-
going clinical testing in Japan, Europe, and the USA for the 

treatment of solid tumors, including those resistant to other 
drugs [16].

Hemiasterlin (9) (Fig. 2) is a tripeptide that was extracted 
for the first time from the deep-water sponge Hemiastrella 
minor by Kashman and his co-workers in 1986 [17]. Its syn-
thetic analogue HTI-286, with a phenyl substituent instead of 
N-methylindol, appeared to be more active and, in nanomo-
lecular concentrations, inhibited cell division binding with the 
monomeric units of tubulin and complicating its polymeriza-
tion [18]. In preclinical testing, it showed good activity against 
tumors resistant to paclitaxel, one of the best antitumor drugs 
used currently. However, the clinical testing did not confirm 
that it was active in the case of patients in terminal stages 
of cancer. Recently, scientists demonstrated the antitumor 
action of this drug on androgen-dependent tumors, which 
has inspired renewed interest in further clinical studies of 
HTI-286 [19].

Discodermolide (10) (Fig. 3) was isolated by scientists of 
the Harbor Branch Oceanographic Institute (Florida, USA) 
from the rare deep-water sponge Discodermia disollata col-
lected in the Bahamas at depths of up to 300 m using a sub-
marine. The chemical structure of the compound (10) was 
elucidated with the help of a thorough analysis of NMR spec-
tra and X-ray analysis, and it was confirmed by syntheses of 
discodermolide itself [22] and its antipode (-)-discodermolide 
[21], which in contrast to the natural (+)-isomer appeared to 
be much less active as a potential antitumor agent. Actually, 
natural discodermolide was able to stop the development of 
tumor cells at the G2/M phase of the cell cycle in concen-
trations of 3-80 nM, whereas the (-)-isomer was 2-20 times 
weaker. The drug appeared to be a much stronger inhibitor of 
tubulin polymerizations than paclitaxel; moreover, their com-
bined action was stronger than the action of each one of those 

5 Spongistatin

8  Dolastatin 10

TZT-1027 X=

X=

9  Hemiasterlin

7 Bryostatin 1

Fig. 2. Some compounds tested as active substances of antitumor drugs.
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agents. After multiple improvements of different variants of 
the multistage discodermolide syntheses, researchers of the 
pharmaceutical company Novartis managed, finally, to ob-
tain 20g of that substance, to complete its preclinical testing 
in 2004-2005, and to start clinical testing. To date, this test-
ing has been discontinued. In spite of the fact that this drug 
is relatively low-toxic for patients, it remains insufficiently 
effective. Nevertheless, it may be used in combination with 
other antitumor drugs [13]. 

Tubulin-binding agents also include cryptophycins and 
related compounds. Cryptophycins are depsipeptides pro-
duced by cyanobacteria Nostoc spp. [23]. They got their name 
for strong inhibitory activity against the pathogenic bacteria 
Cryptococcus spp. However, their antitumor properties have 
attracted even more attention. For instance, cryptophycin-1 
(11) (Fig. 3) is toxic against tumor cells in concentrations of 
1-10 pg/ml. Complete synthesis of cryptophycin-1 [24] has 
made it possible to pinpoint its structure and allowed the 
Eli Lilly Company to start the creation of a cryptophycin-
based antitumor drug. In particular, a synthetic analogue of 
cryptophycin-1, the so-called cryptophycin-52, has proved 
more active against tumor cells than vinca peptides and pa-
clitaxel by 40 and 400 times, respectively. However, in clini-
cal testing it has appeared to be highly toxic for patients. 
Testing had to be stopped in the end of the 1990s. Later, new 
derivatives – cryptophycin-309 and -249 – were obtained, 
which are now undergoing the final stage of preclinical test-
ing [13].    

Several highly active depsipeptides from ascidians, includ-
ing didemnin B from Trididemnium solidum [25], were in-
tensely studied for many years as potential antitumor drugs. 
However, in the mid 1990s, the clinical investigations of di-
demnin B were discontinued due to significant neuromus-
cular toxicity and insufficient effectiveness for patients in 
terminal stages of cancer. However, its analogue aplidin (12) 
(dehydrodidemnin B) (Fig. 3) from the Mediterranean ascid-
ian Aplidium albicans initiates oxidative stress with the fol-
lowing apoptosis in tumor cells [26]. Aplidin is also an inhibitor 
of angiogenesis and disturbs blood supply to tumors. In spite 
of the fact that aplidin is at the second stage of clinical testing 
as a drug for myeloma treatment, a good method to produce 
it has not been developed yet, because neither the technology 
for the corresponding ascidian cultivation, nor an appropri-
ate synthesis for the production of a sufficient amount of this 
substance have been elaborated [13].  

In 1986, Uemura and Hirata isolated several minor me-
tabolites called halichondrins from the sponge Halichon-
dria okadai [27]. Those compounds were strong inhibitors 
of tumor cell development (IС

50
 10-9 М), bound to tubulin 

on the same site as the vinca peptides applied in clinical 
treatment, and were selected for the further investigation 
of their antitumor properties. However, it was rather dif-
ficult to produce halichondrins in sufficient amount. Due to 
a complex structure, the total synthesis of halichondrin B 
developed in 1992 [28] consisted of 90 stages and could not 
solve that problem. Almost at the same time, New Zealand 

Table 1. Certain marine natural compounds are potential anticancer drugs 

Compound Biological Source Chemical nature Mechanism of action Company Status

Bryostatin-1 (7) Bryozoan Polyketide Inhibits a protein 
kinase GPC Biotech Phase II clinical trials

Dolastatin-10 (8) Mollusc Peptide Inhibits microtubule 
formation NCI-Knoll Phase II clinical trials of 

the derivative TZT-1027

HTI286 (9) Sponge Tripeptide Inhibits microtubule 
formation Novartis Continuing clinical trials

Discodermolid (10) Sponge Polyketide Inhibits microtubule 
formation Novartis Phase II clinical trials

Cryptophycin (11) Cyano-bacterium Cyclic depsipeptide Inhibits microtubule 
formation Eli Lilly Removed from phase II 

clinical trials

Aplidin (12) Ascidium Cyclic depsipeptide Causes oxidative stress 
in cells PharmaMar Phase II clinical trials

Eribulin mesylate (13) Sponge Polyester derivative Inhibits microtubule 
formation Esai Company Phase III clinical trials

Squalamine (14) Shark Steroid Inhibits angiogenesis Genaera Removed from phase II 
clinical trials

Kahalalide F (15) Mollusc Cyclic depsipeptide Lysosome-tropic  
effect PharmaMar Phase II clinical trials

Salinosporamide А 
(16) Marine bacterium Lactam-lactone 

derivative Proteasome inhibitor Nereus Phase II clinical trials
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scientists discovered new source of halichondrins, the deep-
water sponge Lissodendoryx n. sp.1. A ton of that sponge 
was obtained by dredging. Moreover, plantations of Lisso-
dendoryx were created in shallow waters in New Zealand, 
though the content of the target agents was much lower in 
the cultivated tube than in the wild one [29]. Those efforts 
made it possible to obtain 310 mg of halichondrin B and to 
begin clinical testing in 2002. Then, Japanese scientists, in 
collaboration with the Esai Company, found out that a much 
simpler derivative of halichondrin – eribulin mesylate (13) 
(Fig. 3) –was characterized by the same biological activity. 
Currently, eribulin mesylate is in the third stage of clinical 
testing as a potential drug for the treatment of breast cancer 
[13]. Moreover, it is being tested for the treatment of pros-
tate cancer and sarcoma. 

Squalamine (14) (Fig. 3), a water-soluble aminosteroid, 
was extracted from the liver of the shark Squalus acanthis in 
1993. This substance displays strong antimicrobial action [30, 
31]. Later, using different types of mouse cancer, squalamine 
was found to inhibit angiogenesis and to stop the growth of 
tumors [32]. The Genaera Company organized pharmacologi-
cal investigations of squalamine, but at the second stage of 
clinical testing (pulmonary and ovarian cancers), its antitu-
mor properties were found to be insufficient. Nevertheless, 
squalamine was found to intensify the therapeutic effect of 
paclitaxel and carboplatin, inhibiting some growth factors, 
for instance VEGF, and causing a decrease in the amount of 
blood vessels around the tumor and apoptosis of tumor cells. 
Moreover, it was established that its physiological effects 
could be useful in the treatment of diseases characteristic of 
elderly people and related to vision disorders (macular degen-
eration) [33, 34].  

The investigation of the mollusc Elysia rufescens under the 
guidance of Scheuer at the Hawaiian University in the USA 
led to the discovery of several new high-active depsipeptides, 
including kohalalide F (15) (Fig. 4) [35]. This mollusc feeds on 
the algae Bryopsis spp., the real producers of kohalalide. The 
mollusc accumulates this biologically active substance as a 
chemical protective means against predators. Moreover, the 
kohalalide content in the mollusc is 5,000 times higher than 
in the algae. After the solid-phase synthesis of that peptide, 
its structure and relative stereochemistry were corrected [36] 
and the PharmaMar company began the preclinical and then 
clinical investigation. 

Kohalalide induces the formation of vacuoles in some tu-
mor cells and stimulates lysosomes. It is several times more 
toxic against tumor cells than against healthy cells [37]. In 
spite of the fact that the mechanism of the kohalalide’s anti-
tumor action has yet to be pinpointed , currently, it is in the 
second stage of clinical testing for the treatment of solid tu-
mors resistant to other substances [13]. 

Salinosporamide A (16) (Fig. 4) was isolated in 2003 by 
Fenical and co-workers (Scripps Institution of Oceanography, 
California, USA) from the salt-tolerant marine bacterium re-
ferred to as a new class of bacteria-actinomycetes called Sa-
linispora [38]. It inhibits p26 proteosomes [36]. Not long ago, 
the pharmaceutical company Nereus Pharmaceuticals (USA) 
completed the first stage of clinical testing of that substance 
coded as NPI-0052 for the treatment of multiple myeloma 
[13]. 

10   Discodermolide

12   Aplidine

13   Eribulin mesylate

14    squalamine

11 Cryptophycin-1 R=H� Cryptophycin-52 R
 
=СН

3

Fig. 3. Some compounds tested as active substances of antitumor drugs
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In addition to the above-mentioned substances, several 
other marine natural products have been clinically studied as 
potential antitumor agents: peptide cematidine from moluscs, 
peptide ILX-65 similar to dolastatin, and tripeptide E-7974 
from the sea sponge inhibiting polymerization of tubulin [5, 
13, 40] (Knoll Company); derivative of aminoacid LAF389 be-
ing an inhibitor of methionine-aminopeptidase (Novartis); 
synthetic analog of sponge cerebroside KRN7000 character-
ized by immunostimulatory and strong antitumor action on 
patients who retained a high level of NK cells. Prospects for 
the further clinical study of these substances are unclear. 

In Russia, alkaloids – polycarpin (17) (Fig. 4) [41] and var-
acin C (18) [42], characterized by high toxicity against tumor 
cells, were isolated from ascidians. Cytotoxicity and activ-
ity in the acid environment of varacin C (18) are higher than 
those of well-known doxorubicin: that is why varacin is quite 
selective as regards tumors, in comparison to normal tissues 
[43]. In fact, some tumors are known to acidify themselves 
due to elevated glycolysis. Polycarpin and its numerous syn-
thetic analogues cause apoptosis of tumor cells, intensifying 
the phosphorylation of protein p53 at the aminoacid residue 
Ser-15 [44]. However, they have appeared to be rather toxic 
to animals. Varacin C was synthesized shortly after isolation 
[43], and a while ago, in Russia, scientists began the synthesis 
of its analogues and obtained several high-active compounds 
promising for further investigation as pharmaceutical leads 
[45]. 

Hence, most of the substances selected for preclinical and 
clinical testing are strong inhibitors of tubulin polymeriza-
tion. Moreover, they include inhibitors of protein kinase С 
(bryostatin), other enzymes (LAF-389), inhibitors of prote-
osomes (NPI-0052), agents interacting with DNA (Yondelis), 
inhibitors of angiogenesis (aplidin, kohalalide, and squala-
mine), and substances with an undetermined mechanism of 
action. Taking into consideration the wide diversity in the 
structures of highly active marine metabolites and the dif-
ferent mechanisms through which they exhibit antitumor 
action, there is confidence that further efforts aimed at creat-
ing antitumor drugs on the basis of marine natural products 
will be successful. 

Marine Natural Products with Analgesic Properties
The first analgesic drug based on marine natural products 
was called ziconotide (prialt). It was created after twenty 
years of investigating toxins from predatory moluscs-gas-
tropods belonging to the Conus genus. In the end of 2004, this 
compound under the commercial name “prialt” was approved 
for production and clinical use in the USA, and a few months 
later, in Europe. The name “ziconotide” is more often used 
for its active substance, ω-conotoxin, obtained with the help 
of peptide synthesis. 

Cone snails, more than 300 species are known, use small 
fish for food, which snails catch by a harpoon connected by a 
special channel to their poison gland. The snails’ glands bio-
synthesize hundreds of different peptide toxins [46], which 
immobilize a victim by affecting the neuromuscular trans-
mission in its organism. 

Understanding of the structure of some toxins from dif-
ferent species of cone snails was followed by the synthesis 
of thousands of their analogues. However, pharmacological 

trials showed that one of the natural toxins, rather than their 
synthetic derivatives, was of top interest as a potential drug. 
That toxin was named ω-conotoxin МVIIA. ω-conotoxin is 
a linear peptide composed of 25 aminoacid residues, which 
was isolated for the first time from the Pacific mollusc Conus 
magnus. Six cysteine residues form three disulphide bridges 
in this compound [47, 48]. The disulphide bridges provide 
ω-conotoxin with a well-formed and unique space struc-
ture, as well as the ability to specifically block the work of 
N-type voltage-sensitive calcium channels. As a result, the 
toxin efficiently inhibits the transmission of the pain signal 
(К

d
=9 pM). Clinical investigations of synthetic ω-conotoxin 

were carried out by the pharmaceutical company Neurex 
(branch Elan Pharmaceuticals). As an analgesic it appeared 
to be 1,000 times stronger than morphine [49]. Those inves-
tigations showed its high efficiency in the inhibition of pain, 
including phantom ones. In contrast to morphine, ziconotide 
(19) (Fig. 5) did not cause hallucinogenic effect and addicting 
property effect and does not cause addiction [50]. 

Several other conotoxins are now at different stages of 
investigation as potential drugs. Clinical trials of some com-
pounds of that class were discontinued due to undesirable 
side effects: for instance, the AM-336 peptide-based drug, 
which was developed by the AMRAD Company for the treat-
ment of chronic pains.  

15  Kahalalide F

16 Salinosporamide A 17  Polycarpine

18 Varacin C

Fig. 4. Some compounds investigated as active substances of antitumor 
drugs
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Recently discovered groups of conotoxins, which specifi-
cally block α1−adrenoreceptors, are good model compounds 
for the creation of new analgesic medical products on their 
basis [51]. 

Anti-inflammatory and Wound-
Healing Marine Natural Products
Pseudopterosins, for instance pseudopterosin E (20) (Fig. 5), 
are characterized by strong anti-inflammatory action. Pseu-
dopterosins belong to the group of diterpene glycosides iso-
lated by Fenical and co-workers from the Caribian gorgonian 
coral Pseudopterogorgia elisabethae in the end of the 1980s 
[52]. The anti-inflammatory action of pseudopterosins is 
stronger than that of the well-known anti-inflammatory drug 
indomethacin. They influence the biochemical transformation 
of arachidonic acid, decreasing the synthesis of eicosanoids 
[53]. Estee Lauder has created a cosmetic cream for facial skin 
for commercial realization on the basis of partially purified 
extracts of P. elisabethae, containing pseudopterosin E. To 
ensure production of the cream with the required amount of 
pseudopterosins, scientists collected a lot of gorgonian corals 
along the coast of the Bahamas Islands and, then, studied the 
regeneration of corals after the removal of some parts of their 
colonies. Two other ways to produce pseudopterosin were de-
veloped to decrease the damage to underwater biocenoses: 
their aglycons were synthesized by several methods [54-56] 
and, then, glycosylated: moreover, scientists have discovered 
new biotechnological ways to produce pseudopterosin from 
farnesol pyrophosphate under the action of enzymes extract-
ed from P. elisabethae [57]. 

The synthetic derivative of pseudopterosins called meth-
opterosin (OAS 1000) was subjected to clinical testing as an 
anti-inflammatory agent for the treatment of contact der-
matitis. However, those trials were not completed due to the 
bankruptcy of the OsteoArthritis Sciences Inc. Company [34]. 
Later, that substance was subjected to the second stage of 
clinical testing as a wound-healing agent by Tyrosin Group 
Inc. Company (USA). 

Contignasterol (21) (Fig. 5) [58], an unusual steroid from the 
sponges Petrosia contignata, was studied under the code IZP 
94005 as an anti-inflammatory agent. The structure of contig-
nasterol is characterized by a cis-junction of the C and D cy-
cles. In contrast to drugs with analogous action, this compound 
(21) is not an inhibitor of A

2
 phospholipase, but it inhibits the 

excretion of histamine by leukocytes and is referred to as a 
leukocyte-selective anti-inflammatory agent [59]. Inflazyme 
Pharmaceutical Ltd. and Aventis Pharma (USA) were jointly 
developing a new drug on the basis of contignasterol. However, 
because of its extremely complicated structure, contignasterol 
was modified and replaced with the simpler, but highly active, 
synthetic analogues IPL 576092 and IPL 512602 [60, 61]. 

This latter compound underwent two stages of clinical 
testing for the treatment of asthma. In 2004, cooperation be-
tween the two companies ended and Inflazyme chose to work 
independently: several more promising derivatives were ob-
tained, while the testing included not only asthma, but also 
skin and eye disorders [34]. However, after the sale of this 
project in 2008 to Orexo Pharmaceuticals Company, infor-
mation about further investigation of the substance has not 
appeared. 

One more terpenoid – monoalide (22) (Fig. 6) – was ex-
tracted from sponges Luffariella variabilis [62] by Scheuer 
and co-workers in 1980. Monoalide has two hidden aldehy-
dic groups (hemiacetal and as a γ-lactone derivative) which 
react with the amino groups of lysine residues on the sur-
face of the substratum binding site in A

2
 phospholipase. As 

a result, monoalide (22) inhibits this enzyme and the hy-
drolytic elimination of arachidonic acid from prospholipide, 

19  Ziconotide

20 Pseudopterosin E R
1
=H, R

2
=

Methopterosin R
1
=Xylopyranose, R
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21  Contignasterol

22  Monoalide

ILP 576092 ILP 512602

Fig. 5. Some compounds investigated as analgesic and anti-inflammatory 
agents
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demonstrating anti-inflammatory properties. The strong 
anti-inflammatory action of monoalide [63, 64] has attracted 
the attention of Allergen Pharmaceutical Company (USA). 
The company secured a license for the drug and carried 
out two stages of clinical testing of monoalide as a drug for 
the treatment of psoriasis. However, problems with the low 
transport of the active substance through a patient’s skin 
led scientists to stop further clinical investigations. At the 
same time, monoalide is released as a biochemical reagent, 
a specific inhibitor of A

2
 phospholipase. Moreover, scientists 

continue to try to obtain such a derivative of monoalide that 
will be devoid of its disadvantages, with the help of organic 
synthesis. 

The Pacific Institute of Bioorganic Chemistry, Far East 
Division of the Russian Academy of Scientists, created a new 
drug called Collagenase KK based on a complex of collageno-
lytic proteases from the Kamchatka King crab Paralithodes 
chamtschaticus. After preclinical and clinical testing, Colla-
genase KK was approved for production and use in Russia. 
The drug was recommended for fermentative wound cleans-
ing in case of pitting, necrosis, chilblains, gangrene, chronic 
osteomyelitis, and varicose ulcer [65-67]. Experience in the 
clinical application of Collagenase KK after the release of the 
first batches shows that this drug, in addition to the above-
mentioned areas of medical application, may be useful for the 
treatment of some other diseases and post-surgery complica-
tions. For instance, Collagenase KK was successfully used in 
endoscopic and plastic surgery and for the treatment of foul 
peritonitis in children. Collagenase KK may also be used for 
the destruction of collagen in commissures. 

Marine Natural Compounds with Antiviral 
and Antimicrobial Properties.
After the discovery of arabinonucleosides characterized by 
antiviral and antitumor properties in the beginning of the 
1950s and after the following synthesis of some nucleoside de-
rivatives, which became the biologically active substances of 
antiviral drugs, the search for new marine antiviral drugs has 
been in progress. Compounds with such activity were found 
among terpenoids, steroids, alkaloids, аliphatic and aromatic 
derivatives, peptides, polysaccharides, and other secondary 
metabolites extracted from different marine organisms [68-
71]. 

AIDS remains one of the most dangerous viral diseases 
affecting a great number of people. The number of people 
suffering from AIDS approximates 50 million and increases 
every day by 16 thousand people. By the early 2003, more 
than 150 highly active marine metabolites were found in the 
course of testing against HIV [69, 70]. Edible algal polysac-
charides, in particular fucoidans, carrageenans, and others, 
inhibit the penetration of HIV into human mononuclear cells. 
Some of them inhibit virus replication in very low concentra-
tions (0.1-0.01 μg/ml) and intensify the antiviral action of azi-
dothymidine. However, some specialists believe that their an-
tiviral effects are the result of nonspecific interaction either 
with viruses, or with cells, while these substances themselves 
poorly penetrate biological fluids [70]. Hence, the question as 
to whether these substances can be considered as additional 
agents that in future may be used for the treatment of AIDS 
patients remains a matter of debate. 

Peptides from some marine invertebrates are one more 
perspective group of antiviral substances. For instance, pep-
tides composed of 17-18 amino-acid residues from horseshoe 
crabs Tachypleus tridentatus and Limulus polyphemus are 
characterized by strong antiviral effect against HIV-1. Analo-
gous, but simpler in structure compounds were synthesized 
in the course of a project aimed at creating a new drug on 
the basis of those peptides. One of the peptides (T144) had 
IC

50
=2.6 nM against HIV-1 at low cytotoxicity (IC

50
=44.6 μМ) 

[72, 73, 69]. The project aimed at creating a T144-based anti-
viral drug has a fair chance of success.   

Among the highly active low-molecular antiviral marine 
substances it is important to note the above-mentioned di-
demnin B from ascidians, which when injected every day in a 
dose of 0.25 μg/kg to mice contaminated with a lethal dose of 
Rift Valley fever helped save 90% of them. Some hope is re-
lated to a relatively simple terpenoquinone avarone (23) (Fig. 
6) and similar compounds from the sponges Dysidea, which 
inhibit reverse transcriptase from HIV-1 and the virus itself 
in a concentration of 0.1 μg/ml [70]. Mycalamide В (24) (Fig. 6) 
from the New Zealand Mycale sp. may be cited as another ex-
ample of antiviral metabolite from sponges. Mycalamide В is 
a strong inhibitor of protein synthesis, which shows inhibiting 
activity in a dose of 2 ng/band when tested in vitro for action 
on different viruses [70]. The creation of drugs on the basis 
of these and other highly active compounds is slowed down 
by the high toxicity of some of them and low accessibility. 
However, these and other highly active marine substances 
are good models for syntheses of new less toxic, but highly 
active, antiviral agents. 

Some of the numerous marine antimicrobial compounds 
displayed high activity against the tuberculosis bacterium 
Mycobacterium tuberculosis. For instance, pseudopteroxazol 
(25) (Fig. 6), benzoxazole diterpene alkaloid from the gorgoni-
an coral Pseudopterogorgia elisabethae, inhibits the growth of 
this mycobacterium by 97% in a concentration of 12.5 μg/ml 
in the absence of toxic effects [71], while (+)-8-hydroxyman-
zamine (26) (Fig. 7) from the sponge Pachypellina sp [71] has a 
minimum inhibiting concentration of 0.91 μg/ml. Manzamine 
is even more active against the protozoa Toxoplasma gondii 
(IC

50
=0.054 μg/ml), an infectious agent which causes such 

extremely dangerous (especially for pregnant women and 
children) diseases as toxoplasmosis. Manzamine is not used in 
medicine due to its low accessibility. 

Diterpenoid bromosphaerone (27) (Fig. 7) from the red alga 
Sphaerococcus coronopifolius (IC

50
=0.078 μg/ml), dimeric 

isoquinoline alkaloid jorumicin (28) (Fig. 7) from the Pacific 
sea hare Jorunna funebris (IC

50
=0.050 μg/ml), and some other 

marine metabolites [71] are highly active against Staphyloco-
ccus aureus. 

However, most of these substances, as well as fascalkaloid 
fascaplysin (29) (Fig. 7), macrolide forboxazole A (30) (Fig.7) 
and others characterized by strong antifungal action, have 
appeared too toxic for use in clinical testing. 

Marine Natural Products with 
Other Biological Effects 
Two new drugs – Histochrome for ophthalmology and His-
tochrome for cardiology –have been created in the Pacific 
Institute of Bioorganic Chemistry, Russian Academy of Sci-
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ences, on the basis of sea urchin pigments characterized by 
antioxidant, antimicrobial and anti-inflammatory proper-
ties and then approved for production and use in Russia [74]. 
Histochrome for ophthalmology has proved highly effective 
against traumas and blood strokes of different origins and 
against some other eye diseases. Histochrome for cardiology 
is a cardioprotector reducing by half the necrosis zone formed 
due to acute myocardial infarction. Histochrome for cardiolo-
gy commonly assigned as drop infusion 10 minutes before the 
thrombolytic therapy decreases the frequency of extrasysto-
les. Moreover, this drug decreases the number of complica-
tions after open-heart surgery. The major constituent active 
substance of both drugs is the well-known pigment echinoc-
hrome (31) (Fig. 8). Scientists have found an easily accessible 
natural source of echinochrome (the sand dollar Scaphechi-
nus mirabilis) and have developed new methods of isolation 
and synthesis of this pigment with a high yield [47]. 

The clinical application of Histochrome drugs has demon-
strated their advantages relative to the analogous drugs used 
previously. The data obtained on the Histochrome for oph-
thalmology are of special interest. Histochrome for ophthal-
mology has been established to be successful in the treatment 
of hemophthalmos, different child eye pathologies, cataract, 
as well as in eye surgery. 

In 1971, a toxin called anabasein (32) (Fig. 8) was extracted 
from the sea worm hoplonemertea [75]. The synthesis of nu-
merous anabasein analogues has led to the creation of several 
highly active compounds, including the pharmaceutical lead 
GTS-21 (33) (Fig. 8), which has displayed cytoprotector prop-
erties and improved memory in test animals. Competing with 
the natural ligands, GTS-21 binds to α4β and the α7-subtypes 
of nicotinic receptors; the latter is considered to be important 
in control of β-amyloid neurotoxicity. Florida State Univer-
sity sold to the Japanese company Taicho the license for those 

substances, and they have organized clinical testing in Europe 
and the U.S. The first stages of testing on patients-volunteers 
showed the significant cognitive effects of GTS-21 [76]. Cur-
rently, substances of this series are being studied as potential 
drugs for the treatment of Alzheimer’s disease. 

Holothurians (sea cucumbers), invertebrates belonging to 
the Holothurioidea class of the phylum Echinodermata, have 
always attracted the attention of people in Eastern Asian 
countries due to their biologically active substances. Edible 
animals of that class (trepangs) are thought to have healing 
properties, including stimulation, wound-healing, and other 

23 Avarone 24  Mycalamide B

25 Pseudopteroxazol

26 8-Hydroxymanzamine

27 Bromosphaerone 28  Jorumycin

30 Phorboxazole A

29  Fascaplysin

Fig. 6. Marine natural antiviral compounds Fig. 7. Marine natural anti-infectious agents
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useful effects. However, the substances responsible for the 
biological activity of trepangs have yet to be studied. 

In the course of a multi-year investigation, scientists from 
the Pacific Institute of Bioorganic Chemistry, Russian Acad-
emy of Sciences, have collected about 50 species of holothuri-
ans in different parts of the World Ocean and obtained more 
than 100 new physiologically active triterpene glycosides 
from their extracts [76]. Some of them have turned out to be 
strong modulators of cellular immunity. These substances 
serve as a basis for the development of a potential drug called 
cumaside, which contains the agents (34, 35) (Fig. 8) as an ac-
tive substance [77]. This drug, in very low concentrations, in-
creases the resistance of test animals to bacterial infections 
and radiation, stimulates the phagocytic and bactericide ac-
tivities of macrophages, inhibits tumor growth and intensifies 
the action of antitumor drugs, without displaying any toxic 
properties [78, 79]. Cumaside will be subjected to clinical test-
ing in the nearest future. 

Conclusion
Marine natural products are quite diverse. Every year, the 
number of known marine natural products increases (be-
tween 2007 and 2008, almost by 1,000 compounds every year) 
[80]. Their biochemical diversity is a result of the high bio-
logical diversity in the seas and oceans. According to different 
estimates, our planet is inhabited by several million species of 
marine microorganisms, as well as about a million of yet un-
described species of marine invertebrates and other marine 
organisms. 

The investigation of marine natural products has led to 
the creation of a series of highly efficiency medical products, 
including antitumor and antiviral drugs (Arabinocytosine, 
Arbinoadenosine, Trabectidin), the analgesic drug Prialt, two 
Russian drugs of the Histochrome series, which are able to 
decrease the necrosis zone after myocardial infarction and to 
treat the consequences of eye blood stroke of a different ethi-
ology, as well as the Russian burn-treating drug Collagenase 
KK. More than 40 antitumor, anti-inflammatory, immunos-
timulatory, and other pharmaceutical leads are at different 
stages of preclinical and clinical testing. This all became possi-
ble thanks to the physiological activity of some marine natu-
ral products. Among them are the most potent non-protein 
toxins (palytoxin, maitotoxin), the most effective inhibitors 
of tumor cells development (spongistatin, etc.), the strong-
est analgesic compounds (the toxins of cone snails), and other 
extremely active substances. 

It appears that many marine secondary metabolites ex-
tracted from sponges, ascidians, and other marine inverte-
brates are biosynthesized by symbiont microorganisms [80]. 
Only 1% of such microorganisms can grow in an artificial 
environment and may be cultivated. An example is the ex-
traction of the bacterium Micromonospora sp from the deep-
water sponge by American scientists. It produces manzamine 
and 8-hydroxymanzamine. As was mentioned before, these 
substances show very promising anti-parasitogenic and anti-
tuberculous activity, but they cannot be obtained in a large 
amount from the sponges. It is of interest that the biosyn-
thesis of physiologically active alkaloids in this bacterium is 
possible only in a special environment, while the standard 
cultivation is not appropriate for their formation [5]. Re-

cently, Fenical and his co-workers selected a medium for the 
cultivation of marine microorganisms with regard to condi-
tions characteristic of their habitats. As a result, they have 
managed to cultivate a range of marine actinomycetes and 
to obtain a series of new secondary metabolites from them 
[81]. As follows from their investigation of the related spe-
cies belonging to the new class Salinispora, the biosynthesis 
of secondary metabolites in marine microorganisms is often 
not strain-specific, but species-specific, which makes these 
microorganisms an appropriate and reproducible source of 
highly active compounds. In the opinion of Newman and oth-
er scientists from the National Institute of Cancer (USA), the 
study of bioactive substances from marine microorganisms 
has just begun [81].  

In recent years, a new direction in the search for and study 
of marine natural products – marine metagenomics – has 
appeared. Within the framework of this direction, not indi-
vidual genomes, but a group of genomes from any habitat, 
for instance from sponges, are analyzed and subjected to ma-
nipulations. In addition to the sponge genome, the genomes 
of numerous microorganisms, largely those hard to cultivate, 
are investigated. The transfer of big gene clusters to bacte-
ria which are easy to cultivate, followed by the analysis of 
the metabolite products in some clones, may lead to the crea-
tion of producers of useful compounds [82, 83]. However, it is 
essential to have knowledge about the biosynthesis of these 
substances to solve the problem of the creation of useful nat-
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Fig. 8. Other physiologically active marine natural compounds
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ural products by this method. A while ago, scientists reported 
on the transcription of the genes responsible for the biosyn-
thesis of such highly active marine metabolites as bryostatins 
and some metabolites extracted from sponges [83, 84]. The 
metagenome projects are being realized now on vast water 
areas (Monterey Bay, the Sargasso Sea) [85]. 

Some marine organisms are characterized by high pro-
ductivity. For instance, the productivity of microalgae is 
higher than that of agricultural plants. They may be the 
sources not only of such useful for medicine substances as 
ω-3 fatty acids and carotenoids, but, likely, of other highly 
active compounds, as well as biofuel. It is necessary to select 
the most promising strains of these plants and to develop 
new-generation phytobioreactors to obtain biomass in an 

amount sufficient for the solution of these problems [86]. 
Finally, the study of biologically active marine natural com-

pounds stimulates work aimed at the organic synthesis of these 
compounds, as well as that of their derivatives and analogues. 
As a result, extensive libraries of compounds, including those 
characterized by a higher activity than a substance’s proto-
type, are created. For instance, in the course of the investiga-
tion of histone deacetylase inhibitors, the Novartis Company, 
in cooperation with the group of well-known chemist-synthe-
sist Nikolaou, using the marine natural compound psammaplin 
A (36) (Fig. 8) as a prototype, obtained a library of 3,828 sub-
stances through organic synthesis; 6 of those substances were 
highly active against the methicillin- and vincamycin-resistant 
strains of Staphylococcus aureus [5].   
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Abstract The structure of the influenza virus neuraminidases, the spatial organization of their active site, the mechanism of carbohydrate chains desialylation by 
neuraminidase, and its role in the influenza virus function at different stages of the viral infectious cycle are considered in this review. Data on the neuraminidase 
substrate specificity and different approaches in studying the activity of this enzyme are summarized. In addition, data on neuraminidase inhibitors (as antivirals) 
are provided, along with considerations on the mechanisms of resistance of modern influenza viruses to those antivirals.
Keywords: influenza virus, neuraminidase, substrate specificity
Abbreviations: a.a. – amino acid residue; HA – haemagglutinin; NA – neuraminidase; Neu5Ac − N-acetylneuraminic acid; 3`SiaLac –  NeuAcα2-3Galβ1-4Glc; 
6`SiaLac – NeuAcα2-6Galβ1-4Glc; MU-NANA – methylumbelliferyl-α-neuraminic acid; BODIPY - 6-((4,4-difluoro-5,7- dimethyl -4- bora -3a,4a-diaza-s-
indacene-3-propionyl)amino)-hexaonic acid, succinimidyl ester; MDCK – Madin-Darby Canine Kidney Cells; VERO – kidney epithelial cells from African green 
monkey ; Neu5Gc – N-glycolylneuraminic acid; 3`SiaLacNAc – Neu5Acα2-3Galβ1-4GlcNAc; 6`SiaLacNAc – Neu5Acα2-6Galβ1-4GlcNAc.

The influenza virus is an enveloped (-)RNA contain-
ing a virus with a segmented genome, and its genetic 
material is coded by eight RNA-segments. All RNA 

segments are packed in a nucleocapsid protein, and a complex 
of polymerase proteins is attached to each of the genomic seg-
ments. Those RNA-protein complexes are packed in a lipo-
protein envelope lined from the inside with a matrix protein, 
with haemagglutinin, neuraminidase, and M2 proteins ex-
posed on the outer surface of the viral particle. 

Neuraminidase is an exosialidase (EC 3.2.1.18) which 
cleaves α-ketosidic linkage between the sialic (N-acetyl-
neuraminic) acid and an adjacent sugar residue [1]. The amino 
acid sequence of NA is coded by the 6th RNA segment. Nine 
subtypes of NA are described for influenza A, whereas only 
one NA subtype was revealed for the influenza viruses B and 
C [2]. Nine subtypes of influenza A NA are divided into two 
phylogenic groups. The first group consists of the neuramini-
dases of N1, N4, N5 and N8 subtypes, and the second one con-
sists of N2, N3, N6 N7 and N9 subtypes [3].

The enzyme of the influenza C virus does not belong to the 
neuraminidase group. It promotes the O-deacetylation of the 
N-acetyl-9-O-acetylneuraminic acid, i.e. it belongs to the es-
terase family and will not be considered in this review. 

The influenza virus NA executes several functions. Firstly, 
its activity is required at the time of the budding of newly 
formed viral particles from the surface of the infected cell, to 
prevent aggregation of viral particles. In addition, NA cleaves 
neuraminic acid residues from the respiratory tract mucins; 
by doing so, it facilitates viral movement to the target cell. 
Those functions will be considered further in more detail. 

NEURAMINIDASE STURCTURE
The polypeptide chain of the influenza virus NA comprises 
470 amino acid residues. The three-dimensional structure of 
NA consists of several domains: the cytoplasmic, transmem-
brane, “head,” and also “stem,” connecting the head to the 
transmembrane domain. 

On the virion surface, NA resembles a homotetramer of a 
mushroom shape: head of 80*80*40 Å on the thin stem, 15 Å 
wide and from 60 to 100 Å long [2]. The molecular mass of the 
monomer is ≈ 60 kDa, and ≈ 240 kDa for the tetramer [1]. One 
viral particle has approximately 50 tetramers. Tetramers can 
form clusters on the viral surface [4]. The three-dimensional 
structure has been revealed for N1, N2, N4, N8, N9 and В NA 
[1, 3, 5, 6, 7]. Notwithstanding that NA types A and B homol-
ogy cover only 30 %, their three-dimensional structures are 
virtually identical [6]. 

Head
The enzyme active site and calcium binding domain, which 
stabilizes the enzyme structure at low pH values, are situated 
in the head of NA [2; 8]. 

Homology between the strains inside one subtype attains 
about 90%, whereas homology between subtypes is 50%, and 
30% between А and В types [9]. A.a. region 74-390 is the most 
conservative (N2 numbering)1. Residues, which account for 
the catalytic function of the enzyme (Arg118, Asp151, Arg152, 
Arg224, Glu276, Arg292, Arg371 and Tyr406, Figure 1), are 
constant for all NA subtypes of influenza A and also for in-
fluenza B NA. This works also for amino acids, which form 
the dimensional structure of the active site: Glu119, Arg156, 
Trp178, Ser179, Asp198, Ile222, Glu227, Glu277, Asp293, and 
Glu425. Asparagine residues, which form the glycosylation 
site, are strictly conservative (specifically, Asn146); proline 
and cysteine residues, which provide the required folding of 
the polypeptide chain and stabilize the 3-dimentional struc-
ture of the molecule, are also quite conservative [2].

The calcium binding site, which is located inside the mol-
ecule (particularly under the active site, if it is placed in ac-
cordance with the picture provided) is formed by the oxygen 

1 As amino acid sequences of different neuraminidases differ from one 
another by insertions and deletions, it is common practice to highlight NA 
subtype according to which the numbering of amino acids is done, usually, 
as in this case N2 subtype numbering is used.
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of the main chain residues 297, 345 and 348, as well as by the 
oxygen of the side chain of Asp324 [1, 6]. Additionally, this 
site is formed by a.a. 293, 347, 111-115 and 139-143 [8].

The second neuraminic acid binding site, the so called HB-
site, was found in N9 neuraminidases [10]. The a.a. sequence 
of this site is highly conservative among avian influenza vi-
ruses. This site is formed by three NA loops:

367 − 372, which is involved in neuraminic acid binding via 
serine residues 367, 370 and 372;

400 − 403, which interacts with the substrate via the side 
chain of asparagine 400, the carbonyl oxygen of the main 
chain of asparagines, and tryptophan 403;

430 – 433, which interacts with neuraminic acid via the 
ε-amino group of lysine 432. 

All six above-mentioned conservative amino acids were 
found only in N9 NA. Avian influenza virus NAs of other 
subtypes usually lack lysine 432, but its absence does not 
interfere with their haemoadsorption activity. Human in-
fluenza virus neuraminidases usually lack the HB-site a.a. 
sequence. At the same time, two early isolates of human in-
fluenza viruses of the Н2N2 subtype (RI+/57 and A/Lenin-
grad/134/57) have the HB-site “frame” (serine triplet and 
tryptophan) [10, 11], which might be indicative of elimination 
of this site in the course of the influenza virus adaptation to 
replication in humans.

The function of the HB-site has yet to be clarified. It 
has been suggested that it may play the role of an alterna-
tive neuraminic acid binding site, in other words, function 
as a surrogate of the influenza virus HA; this assumption is 
based on the existence of viruses with combined HA and NA 
functions in one protein molecule, such as the ND virus. The 
HB-site, described earlier, is common for the NAs of viruses 
which HA interacts with α2-3-sialylated carbohydrate chains 
(i.e. avian and equine influenza viruses); at the same time, the 
key amino acid positions of this site are changed in viruses 
with α2-6-specificity (human, swine, and poultry H9N2 vi-
ruses). It is worth mentioning that the H9N2 influenza viruses 
isolated from poultry in Hong Kong and viruses of H2N2 and 
H3N2 subtypes, which caused human pandemics, have simi-
lar changes in the HB-site sequence. This data allows one to 
suggest that some species of poultry may act as intermediate 
hosts in the influenza virus transfer from its natural reservoir 
(waterfowl population) to humans [11].

Three-dimensional structure	
The three-dimensional structure of cytoplasmic, transmem-
brane and stem domains has not been determined yet (due to 
the features of the enzymes, which are used for cleavage of 
this membrane protein from the virion, the crystallized re-
gion starts at residues ~74-77) [6]. There is speculation about 
the presence of an α-helix motif in the uncrystallized struc-
ture, which has been supported by cryoelectron microscopy 
[4]. Therefore, one can unequivocally judge only the chain 
folding of the head region of the enzyme (as part of the te-
trameric structure). The NA’s head region consists of one big 
domain, which is formed by six identical antiparallel β-sheets 
(motifs) organized in the form of a propeller-like structure. 
Loops connecting the motifs and loops between every sec-
ond and third strain of each motif are of ultimate importance 
for the enzyme [2]. Loops are the most variable parts of the 

structure of all NAs; they vary in length and can even have 
some arranged elements typical of the secondary structure. 
For example, loops of N9 NA have some α-helix regions: resi-
dues 106 – 110 form one spiral turn (α), located above the 
С-terminus of the polypeptide chain, which consecutively 
forms another α-helix turn, and a.a. 144 – 146 of the neigh-
boring subunit forms the (3

10
) helix. The 3

10 
helix and two 

chains (106 − 110 and C-terminus) form the antiparallel layer 
[6]. The loop connecting the fourth and the fifth motifs is the 
longest one and is stabilized by a disulfide bridge located be-
tween Cys318 and Cys337; it also has the conservative ion 
pair Asp330-Arg364 and the Ca2+ binding site [1].

Glycosylation
Carbohydrate chains are attached to Asn residues located in 
the different regions of the NA’s head. In particular, glycans 
attached to asparagines 86 and 234 are headed towards the 
lipid membrane close to the stem; those attached to Asn146 – 
are headed from the membrane and are located in close prox-
imity to the active site; finally, glycosylation Asn200 is located 
on the side surface in the region of the subunits contact. Short 
oligomannose type chains were found at residues Asn86 and 
Asn200. Carbohydrate chains of a complex type are attached to 
Asn146 and Asn234. The glycosylation site at Asn146 is conser-
vative for all NAs, and this carbohydrate chain differs from all 
other carbohydrates found in all influenza virus glycoproteins: 
it carries the О-4 sulfated N-acetylgalactosamine [1]. Asn146 
glycosylation seems to have a regulatory function, because 
it is known that the lack of this glycosylation site determines 
the influenza virus А/WSN/33 (Н1N1) neurovirulence. It has 
been shown that the carbohydrate chain at Asn146 affects NA 
enzymatic activity, causing a 20-fold decrease in activity [12]. 
Deletion of the glycosylation site at a.a. 144 of N8 NA (А/duck/

Figure 1. Active site of influenza virus A neuraminidase (N2 subtype) in 
complex with Neu5Ac2en (2-deoxy-2,3-didehydro-N-acetylneuraminic 
acid). Neu5Ac2en is presented in black, functional a.a. of the active 
site – red
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Ukraine/1/63) causes changes in its substrate specificity pro-
file NA [13], and absence of glycosylation sites at a.a. 83 and 398 
causes incorrect molecule folding. 

Disulfide bonds
There are eight conservative disulfide bonds in the NA struc-
ture, and one additional bond in the N2, N8, and N9 subtypes. 
The invariance of disulfide bonds confirms their importance 
in the formation of a stable NA structure. It is assumed that, 
because of its proximity to the symmetry axis of the tetramer, 
the uncoupled Cys161 of N1 NA takes part in the coupling of 
subunits. The tetramer assembly mechanism is not universal: 
for instance, in influenza virus B neuraminidases disulfide 
bonds are formed by Cys54, whereas Cys78 takes part in 
polypeptide chains binding (N2 numbering) [2].

Active site structure 
The Neu5Ac binding site is located above the first strands of 
the third and the fourth motifs in a big loop on the NA sur-
face. The active site is located at the N-terminal end of central 
parallel strands [2]; (Fig.1). It is a cavity 16Å in diameter and 
8 to 10Å in depth, located 32Å from the tetragonal axis. This 
site is surrounded by twelve flexible loops, which go upwards 
from that axis [6]. 

The enzyme active site consists of functional amino acid 
residues Arg118, Asp151, Arg152, Arg224, Glu276, Arg292, 
Arg371, and Tyr406, and structural amino acid residues 
Glu119, Arg156, Trp178, Ser179, Asp (or Asn in N7 and N9) 
198, Ile222, Glu227, Glu277, Asp293, and Glu425.

Functional a.a. are in direct contact with sialic acid, the 
product of the enzymatic reaction, and they all form polar 
contacts with it, excluding Arg224, whose aliphatic part 
forms a nonpolar contact with the glycerol fragment of the 
Neu5Ac residue [9] (Fig.1).

Recent X-ray studies of neuraminidases from the first 
phylogenic group have shown that, in comparison with neu-
raminidases from the second phylogenic group, they have a 
slightly different structure of the polypeptide chain around 
the enzyme active centre. In particular, there is a cavity in 
close proximity to the active site, which is formed by a change 
in the dimensional orientation of “loop 150.” These structural 
differences allow the launch of the development of influenza 
virus NA inhibitors, which would specifically interact only 
with NAs of the first phylogenic group, in particular with the 
NA of influenza viruses of the H5N1 subtype [3].

REACTION MECHANISM
The NA’s reaction mechanism (Scheme 1) was proposed 
based on the results of structural studies of the crystallized 
protein [7]. 

Formation of the oxocarbonium ion at the С2 atom of 
Neu5Ac is the key step in the hydrolysis of the oligosaccha-
ride substrate. After the introduction of the Neu5Ac residue 
into the active centre, Neu5Ac conformation changes from 
chair to half-chair, i.e. the oxocarbonium ion is formed, due 
to strong ionic interactions between the carboxylate of the 
substrate and the guanidine groups of the arginines 118, 292 
and 371, eventually leading to glycosidic bond cleavage. The 
molecule of aglycone leaves the enzyme active site with gly-
cosidic oxygen, protonated by the solvent. Multiple contacts 

between the intermediate product and the a.a. of the active 
site (Tyr406 and Asp151 are of minor importance) stabilize 
the positively charged oxocarbonium ion with preserva-
tion of the planar carbon at С2. Neu5Ac2en, in which the 
C2 atom is in sp2-form, mimics the intermediate reaction 
product in planar conformation [6]. At this stage of the reac-
tion, the neuraminic acid residue is covalently bound to the 
hydroxyl group of Tyr406, which is characteristic of all exo-
sialidases [15, 17]. Hydroxylation of the oxocarbonium ion 
with the solvent and product leaving the enzyme active site 
in the form of Neu5Ac are the limiting stages of the catalytic 
reaction. It is worth mentioning that there are no significant 
changes in the coordinates of the NA active site during the 
reaction [18].

The presence of invariant residues in the active site, the 
similarity of the structural organization, and the architecture 
of complexes with Neu5Ac and with Neu5Ac2en allow to as-
sume that the mechanism of NA functioning for the A and B 
influenza viruses is identical [6]. 

NEURAMINIDASE INHIBITORS AND MECHANISM 
OF ANI-DRUG RESISTANCE 
The structure of the neuraminidase active site is strictly con-
servative not only between subtypes, but also between the 
types of the enzyme, which points to the importance of all its 
components and the evolutionary stabilized functioning of 
this system. This observation has allowed to design  an NA 
inhibitor for the influenza virus which mimics the transi-
tion state of the hydrolysis reaction, and Neu5Ac2en (Fig.2а), 
4-guanidino-Neu5Ac2en, which is now widely used under the 
trade name zanamivir [14] (Fig. 2b). 

The success of this drug has initiated a number of studies 
aimed at designing new NA inhibitors. The main structural 
elements of the new class of inhibitors (without the oxygen 
atom in the cycle) are cyclohexane and cyclopentane. 

One of those structures is the (3S,4R,5R)-3-amino-4-
acetamido-5-(1-ethylpropoxy)-1-cyclohexene-1-carboxylic 
acid (oseltamivir or Tamiflu) (Fig. 2c). The structure of this 
molecule is adjusted to coordinates of the amino acids, which 
interact with the glycerol chain of Neu5Ac2en [20]. Successful 
use of this drug has stimulated the development of new NA 
inhibitors with hydrophobic groups [21].

Besides, a NA inhibitor on the base of a cyclopentane struc-
ture has been developed; it has all the functionally important 
parts of zanamivir (carboxyl, acetamide, C4-hydroxyl) which 
fit into the NA active centre. BCX-1812 (preamivir) (Fig. 2d) 
retains its activity towards zanamivir-resistant influenza vi-
ruses [22, 23]. At present, preamivir analogs are at the devel-
opment stage.

Zanamivir and oseltamivir are already used as drug prod-
ucts, whereas BCX-1812 has entered the last phase of clinical 
trials. 

Until recently, it was considered that active uncontrolled 
use of zanamivir and oseltamivir would not have a signifi-
cant influence on the development of resistance in influenza 
virus strains. That is, even if resistant strains emerge, they 
would not be able to replicate in the absence of the inhibitor 
[24]. The number of resistant viruses isolated in clinical trials 
accounted for less than 1%, same as their presence among 
seasonal influenza virus isolates worldwide. 
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However, in January 2008 this situation changed dramati-
cally: some H1N1 influenza viruses developed resistance to 
oseltamivir due to a mutation His274Tyr in NA [25], and in 
the epidemic season of 2008-2009 resistance was up to 100% 
among viral isolates (according to http://ecdc.europa.eu); it is 
typical that those isolates preserved sensitivity to zanamivir. 
The mutation His274Tyr had been spotted in studies of re-
sistance in vitro and in vivo, as well as in clinical isolates [26]. 
Nevertheless, it is still too early to stop usage of this drug, 
because according to the most recent data, the prepandemic 
influenza virus of the H1N1 subtype (A/California/11/2009), 
which is encountered at the moment in humans, is still sus-
ceptible to oseltamivir (according to data from the Center for 
Disease Control and Prevention, USA (www.cdc.gov). This 
leaves us with hope that the strain of the influenza virus that 
will cause the next pandemic might be susceptible to this NA 
inhibitor.

NA FUNCTIONAL ACTIVITY
There is data indicating that NA is relevant at different stag-
es of infection. Firstly, it is considered that it helps the vi-
rus approach the target cells by cleavage of sialic acids from 
respiratory tract mucins [26]. Secondly, it may take part in 
the fusion of viral and cell membranes [27]. Thirdly, it facili-
tates budding of new virions by preventing their aggregation, 
caused by the interaction of the HA of the first virus with the 
sialylated glycans of the second one [27]. In addition, there is 
data suggesting that NA amplifies HA haemagglutinating 
activity by cleavage of the terminal neuraminic acid residues 
of the oligosaccharides surrounding the receptor-binding site 
of HA [28]. 

One of the most interesting features of the influenza vi-
rus is the coexistence of two proteins whose functions are to 
some extent contradictory, namely: haemagglutinin, which 
has a receptor-binding function; and neuraminidase, which 
has a receptor destroying function. Since both of these pro-
teins recognize terminal neuraminic acid residue, this brings 
up the question of their cooperation or, on the contrary, their 
competition for receptor/substrate, and of the role of their 
relations in viral life cycle. Studies of the viruses resistant to 
NA inhibitors, artificial viral reassortants (which have HA 
and NA of different origins), and virus particles designed by 
means of reverse genetics, which lack NA or HA activity, 
show that the NA and HA of the influenza virus act in con-
cert and their evolution proceeds interdependently [29-35]. 
Also, it raises a question as to their oligosaccharide specificity, 
because Neu5Ac-terminated oligosaccharide chains in viral 
hosts are quite diverse. 

Methods for determination of NA activity
One of the most popular substrates for NA activity determi-
nation is MU-Neu5Ac or MU-NANA (Fig. 3a). The method 
based on the use of this substrate was proposed [36] first as 
an alternative to colorimetric or radioactive methods. Af-
ter cleavage of the neuraminic acid, MU-Neu5Ac forms a 
fluorophore which is activated by light at a wavelength of 
360 nm, and its fluorescence maximum is achieved at pH 
10. The closest analog of MU-Neu5Ac is the 4-trifluoro
methylumbelliferyl-α-D-N-acetylneuraminic acid, whose 
fluorescence maximum is located in the neutral pH range. 
High fluorescence intensity (10-fold higher than for MU-
Neu5Ac) is useful in studies of low-activity neuraminidases 
[37]. 

The sensitivity of the chemiluminescent method of NA 
activity determination [38] is by a factor of 100 higher than 
that of MU-Neu5Ac-assay, and «NА-Star» is used as a sub-
strate (Fig. 3b). The main disadvantage of this method is the 
short lifetime of the product of chemiluminescent hydrolysis, 
which has to be recorded within 5 minutes.

The other group of methods is based on cleavage of the 
neuraminic acid from high molecular weight substrates, such 
as fetuin, the α

1
-acid glycoprotein or whole erythrocytes. The 

amount of free neuraminic acid is usually determined after 
cleavage [39]; the most convenient procedure for assay of 
Neu5Ac allows for conducting measurements in the presence 
of the sialylated substrate [40].

An alternative procedure is based on assay of the second 
product of the hydrolysis, the desialylated glycoprotein, with 
the help of lectin (for example, Peanut agglutinin), which is 
specific for the unmasked terminal galactose [41, 42]. Carry-
ing on with this analytical procedure requires great accuracy 
in control preparation, as every glycoprotein originally has 
terminal β-Gal residues.

Methods for determination of 
NA substrate specificity 
The substrate specificity of NA is its ability to discriminate 
between sialic acids (for example, Neu5Ac and Neu5Gc) and 
linkage type with the next residue (2-3, 2-6 or 2-8), as well as 
the ability to identify internal regions of the oligosaccharide 
chain. In particular, the following structures have been used 
for the determination of NA substrate specificity:
• �free trisaccharides (3` SiaLac or 6`SiaLac) [43 - 45];
• �glycoproteins containing only 2-3, or only 2-6-linked neu-

raminic acid [45, 46];
• �glycoproteins or erythrocytes oversialylated with the aid of 

2-3- or 2-6- sialyltransferases [47].
Methods based on the use of those substrates achieve only 

one of the listed goals; in particular, they allow to study spe-
cificity at the level of Sia2-3Gal or Sia2-6Gal. More broad 
specificity can be studied with the use of an analytical proce-
dure which employs a number of synthetic substrates. In [42], 
a panel of three oligosaccharides was used: 3’SiaLac, 6’SiaLac 
and 6’SiaLacNAc, in the form of polyacrylamide conjugates; 
and neuraminidase activity was measured by lectin, specific 
for galactose residues, which appear as the result of NA ac-
tion (see above). A new simple and sensitive method for NA 
specificity determination has been developed recently [48]. It 
is based on the use of BODIPY-labeled sialyloligosaccarides. 
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The fluorescent label is covalently bound to the oligosaccha-
ride (3`SiaLac, 3`SiaLacNAc, SiaLec, SiaLea, SiaLex, 6`SiaLac, 
6`SiaLacNAc) via spacer, i.e. it is at some distance from the 
cleavage site. Stability, relative hydrophility, electroneutral-
ity, small size, and ability to use standard fluorescent filter 
for detection are the advantages of this label. The method 
is based on a quantitative separation of the electroneutral 
product of the reaction and the negatively charged substrate; 
separation is performed either on a microcartrige with an 
anion-exchange sorbent or microplates, the semipermeable 
bottom of which consists of an anion-exchange material. For 
greater reliability one may quantify the amount of the reac-
tion substrate, along with the quantity of the reaction prod-
uct. The high sensitivity of the method makes it possible to 
work with low substrate concentrations (10-11 mol), as well 
as with low virus concentrations. High accuracy (more than 
95%) and good reproducibility (98%) of the new method allow 
to study the kinetics of enzyme-substrate interactions. Stud-
ies of desialylation kinetics, in particular the reaction velocity 
and its dependence on substrate and enzyme concentration, is 
important for understanding the reaction mechanism, as well 
as for the choice of the correct concentration range. In turn, 
the correct range allows to study desialylation specificity in 
cases when the NA quantity in the test sample is unknown 
[49]. It is worth mentioning that only this approach allows to 
study many aspects of NA substrate specificity (see above), 
namely to study the influence of the sialic acid type, the type 
of linkage between the sialic acid and the next sugar, and the 
influence of the inner glycan sugars.

Functional features of some 
influenza virus neuraminidases 
As already mentioned above, high molecular weight sub-
strates, along with low molecular weight substrates, can be 
used for studying NA activity and specificity. Low molecular 
weight substrates allow to study the reaction mechanism and 
desialylation kinetics without the complications of multiva-
lent interactions (NA is a tetramer) and the possible influ-
ence of HA, which interacts with multivalent conjugate 3 – 5 
orders of magnitude better than with the monomeric one [50]. 
High molecular weight substrates appear to be a more ac-
curate model for studying natural interactions; that is when 
there is a necessity to account the NA tetrameric organiza-
tion, the clustering of NA molecules on the cell surface, and 
the involvement of the second surface glycoprotein, HA, 
which is present on the viral surface in larger amount. 

Investigation of the evolution of the influenza virus NA 
substrate specificity for viruses isolated from humans, and its 
comparison with the substrate specificity of influenza virus 
NAs isolated from different hosts, such as ducks and pigs, is 

of great importance. The first undertaking could shed light 
on the question of the unique character of pandemic strains, 
while the second could help detect in advance the properties 
of the enzyme which facilitate the crossing of the interspecies 
barrier.

The specificity of N2 subtype NA of human influenza vi-
ruses has gradually changed from 3’SiaLac (H2N2 strains iso-
lated in 1957) to dual specificity, 3`SiaLac/6`SiaLac (strains 
from 1972 to 1987). Hydrolytic activity towards 6’SiaLac was 
identified only for viruses isolated in 1967 and further, and 
starting from 1972 isolates an increase of activity towards this 
substrate was registered [46]. 

It has been shown recently that N2 influenza viruses are 
highly active towards 3’SiaLac, while their activity towards 
6’SiaLac varies from extremely low (avian and early human 
isolates) to high (swine and latter human isolates). It has been 
shown that NA activity towards 6’SiaLac depends also on 
the host type and, for human viruses, on the year of isolation 
[45].

For N1 strains isolated in the 70-80s [43, 44], it was shown 
that their neuraminidase equally recognizes 3’SiaLac and 
6’SiaLac.

Data on the substrate specificity of N1 and the N2 NAs 
of several duck, swine and human influenza virus isolates 
were obtained with the use of BODIPY-labeled synthetic 
oligosaccharides [48 - 51]. All of the studied NAs desialy-
lated α2-3-substrates better then α2-6 ones. In the case of 
viruses with N1 neuraminidase, α2-3/α2-6 activity factor 
was ~60 for duck viruses, ~20 for swine viruses, and ~4 for 
human viruses. In case of H9N2 influenza viruses, similar 
α2-3/α2-6 relations were found for the duck virus, whereas 
this relation for viruses isolated from poultry is in a range 
from 30 to 15, and for swine virus ~6, finally, for human iso-
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late ~10. For all the studied NA, it has been shown that they 
discriminate the fine structure of α2-3-substrates, that is 
they discriminate between the structures of the inner parts 
of oligosaccharides. 

With the use of the polyacrylamide conjugates of 3`SiaLac, 
6`SiaLac and 6`SiaLacNAc, it has been shown that most of the 
viruses (H1N1 and H3N2 subtypes) propagated on embryo-
nated chicken eggs and MDCK cells, preferably hydrolyze 
3’SiaLac, whereas VERO-isolates of the same viruses pref-
erably hydrolyze 6’SiaLacNAc. In summary, the nature of 
the host cell line used for virus accumulation influences NA 
substrate specificity [42]. The reason for this effect remains 
unknown.

It is difficult to compare the results of substrate specificity 
studies conducted by different authors due to the use of both 
different influenza virus strains and different substrates in 
varying concentrations. For example, the Kobasa [45] group 
has shown that maximum NA activity towards 6’SiaLac does 
not exceed the activity towards 3’SiaLac, whereas in the 
work of Baum & Paulson [46], this activity was much higher 
for the same viruses. It is also worth mentioning that studies 
of the influenza virus with the simultaneous use of high- and 
low-molecular weight substrates of a defined structure have 
yet to be conducted. 

Despite the limited amount of data published to date, it 
is already possible to discuss some features. Firstly, the NA 

substrate specificity of human isolates differs from that of 
avian isolates. Secondly, the oligosaccharide specificity of the 
NA of viruses which circulate in different hosts (birds, pigs, 
humans) notably differs, at least for the characteristic “ratio 
of the hydrolysis velocity of 2-3 oligosaccharides towards 2-6 
oligosaccharides.” Thirdly, the substrate specificity of influ-
enza virus neuraminidases propagated on different cell lines 
may be different. 

Data on NA functioning would be incomplete without tak-
ing into account another surface protein of the influenza vi-
rus, haemagglutinin. There is only a limited number of pub-
lications describing the simultaneous study of HA and NA 
substrate specificity, and there is virtually no research where 
the dependence of HA and NA oligosaccharide specificity on 
one hand and virus infectivity on another hand have been 
studied. The state-of-the-art analytical procedures for NA 
introduced in the current review are now up to par with the 
more advanced analytical methods of HA analysis, which al-
ways developed faster; therefore, it is quite easy to predict 
that one of the main trends in influenza virus studies in the 
future would be joint studies of HA and NA specificity. 

This review was supported by RFBR grant 04-04-49669 and 
RAS Presidium Program ‘Molecular and Cell Biology’.
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Abstract Fluorescent proteins from the family of green fluorescent proteins are intensively used as biomarkers in living systems. The chromophore group based 
on the hydroxybenzylidene-imidazoline molecule, which is formed in nature from three amino-acid residues inside the protein globule and well shielded from 
external media, is responsible for light absorption and fluorescence. Along with the intense experimental studies of the properties of fluorescent proteins and their 
chromophores by biochemical, X-ray, and spectroscopic tools, in recent years, computer modeling has been used to characterize their properties and spectra. We 
present in this review the most interesting results of the molecular modeling of the structural parameters and optical and vibrational spectra of the chromophore-
containing domains of fluorescent proteins by methods of quantum chemistry, molecular dynamics, and combined quantum-mechanical–molecular-mechanical 
approaches. The main emphasis is on the correlation of theoretical and experimental data and on the predictive power of modeling, which may be useful for creat-
ing new, efficient biomarkers. 
Keywords: green fluorescent protein, molecular modeling, molecular dynamics, molecular mechanics
Abbreviations: QM/MM - combined methods of quantum and molecular mechanics, MD - molecular dynamics, TD-DFT - the method of density functional theory 
depending on time

INTRODUCTION
The discovery and use of colored proteins from the family of 
the green fluorescent protein [1–7] stimulated an avalanche-
like growth of interest in these amazing species. Their practi-
cal value is explained by their ability to label cell clones with 
colored proteins and then literally trace the inner cell events. 
Biotechnology perspectives are promising because of multi-
color labeling, in particular, the ability to observe interpro-
tein interactions in living systems. These proteins are well 
characterized in crystallography studies. The β-sheets form 
the walls of the can (Fig.1) which efficiently shield the chro-
mophore from the external media. The latter is represented 
by the hydroxybenzylidene-imidazoline molecule (Fig.2), 
which is formed in nature from three amino-acid residues 
inside the protein globule. The photophysical properties of 
fluorescent proteins are explained by transformations occur-
ring with this chromophore group inside the macromolecule 
upon light illumination at certain wavelengths. 

Researchers from different fields concentrate on studies 
of all the aspects of the structure and mechanism of fluores-
cent proteins. In this review, we primarily analyze works on 
the computer modeling of the structure and spectra of these 
species. Using modern tools of molecular modeling [8] may 
provide considerable support to experimental studies, al-
lowing one to save time and resources for a comprehensive 
examination of the processes occurring in such complex mo-
lecular systems. Obviously, a description of the transitions 
between the electronic states of chromophore molecules re-
sponsible for light absorption and emission requires the use 
of the quantum theory; correspondingly, quantum chemistry 
is an appropriate modeling tool. The conformational states of 
the protein macromolecule and the structure of the chromo-
phore-containing domain are also important for the proper-

ties of fluorescent proteins, thus requesting the application 
of molecular mechanics and molecular dynamics methods. To 
employ all these approaches, substantial computer resources, 
as well as efficient numerical algorithms and computer pro-
grams, are necessary. 

Quantum chemistry models are based on a nuclear-elec-
tron picture of a molecular system that requires a numerical 
solution of the Schroedinger equation by using approxima-
tions of different accuracy levels. Presently, a developed hi-
erarchy of quantum chemistry approaches is known, each of 
which is oriented toward performing certain tasks. In par-
ticular, for calculating structural parameters, i.e., geometrical 
configurations corresponding to the minimum energy points 
on the ground electronic state potential energy surface for 
a given model molecular system, as well as to calculate vi-
brational spectra, electronic density functional theory ap-
proaches are often operative. Multiconfigurational wavefunc-
tion approximations are preferable (e.g., [9]) if excited state 
parameters are requested, which includes calculations of 
transition energies for estimates of band positions in the opti-
cal spectra or the location of the conical intersection points. 
Software packages of quantum chemistry, including GAUS-
SIAN, GAMESS, MOLPRO, NWCHEM, TURBOMOLE, are 
used in practical applications. 

The potential energy surfaces which are supposed to be 
directly calculated in quantum chemistry models are ap-
proximated by analytical functions in the methods of mo-
lecular mechanics and molecular dynamics. These analytical 
functions include chemical bond stretches, valence angles 
and torsional angles deformations, interactions of chemically 
unbound atoms, electrostatic contributions, and, sometimes, 
other terms. Each contribution of such kind is represent-
ed by an expression with parameters (the so-called force 
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fields), the adjustment of which is the goal of numerous 
research groups. The most popular force field parameters 
suitable for modeling protein systems are included in the 
AMBER, CHARMM, OPLSAA, and GROMOS libraries, as 
well as others. 

A certain breakthrough in the molecular modeling proper-
ties of biomolecular systems is accounted for by the develop-
ment of the combined methods of quantum- and molecular 
mechanics (QM/MM). According to the main idea of this ap-
proach [10], the smaller fraction of the protein macromolecule, 
in which electronic redistributions or transitions between elec-
tronic states are assumed to be important, is included into the 
quantum subsystem. The energies and forces in the latter are 
computed by using different approaches of the quantum the-
ory. The vast majority of the protein atoms surrounding such a 
selected central part are assigned to the molecular mechanical 
subsystem described by the force field parameters.

In QM/MM approaches, the energy of each point on the 
potential surface is computed as a sum of the energy of the 
quantum part immersed in the field of the MM subsystem 
and the molecular-mechanical energy itself. An analysis of 
such composed potential energy surfaces allows us to investi-
gate the photophysical properties of the chromophore inside 
the protein.

 Below, we consider the most interesting results of a mo-
lecular modeling of structural parameters, the optical and 
vibrational spectra of the chromophore containing domains of 
fluorescent proteins by methods of quantum chemistry, and 
molecular dynamics and combined quantum- and molecular-
mechanical approaches. The main emphasis is on the correla-
tion of theoretical and experimental data and on the predic-
tive power of modeling, which may be useful for the creation 
of new efficient biomarkers.

Modeling the Structure and Dynamics of 
Fluorescent Proteins Using Classical Force Fields
The macromolecules of the fluorescent proteins contain ami-
noacids for which the force field parameters are well present-
ed in most conventional libraries of molecular mechanics and 
molecular dynamics (MD). However, for the chromophore 
itself formed upon the cyclization of aminoacides in the pres-
ence of molecular oxygen, nonconventional types of atoms 
occur.

Reuter et al. [11] reported the parameters compatible with 
the CHARMM force fields for the molecule 4’-hydroxyben-
zylidene-2,3-dimethylimidazolinone representing the GFP 
chromophore that were adjusted by the results of quantum 
chemical calculation. The first works [11, 12] on molecular 

Fig.1. Structure of GFP (PDB ID: 
1EMA). The chromophore group is 
emphasized
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dynamical simulations with relatively short classical MD 
trajectories for the wild type and mutated variants of GFP 
were carried out using the heavy atom coordinates of crys-
tal structures 1EMA and 1EMB from the Protein Data Bank 
[13]. It is worth commenting that the atomic coordinates that 
are deposited in this database following the results of X-ray 
or NMR experimental studies often are preliminarily refined 
by computer calculations by molecular-mechanics-based 
software. Simulations allow one to add missing hydrogen 
atoms in the model structures of protein macromolecules, 
although the known uncertainties appear, first and fore-
most, for the histidine, glutamate, and aspartate. In [11, 12], 
the rigidity of the protein globule was demonstrated. Also, 
the hydrogen bond networks near the chromophore both in 
the neutral and the anionic forms were reported. To empha-
size the value of these data, we show in Fig. 3 the hydrogen 
bond network near the GFP chromophore obtained in our 
own calculations. 

The known optical properties of GFP [14] exhibit two main 
absorption bands at 400 nm and 480 nm for the wild type of 
the protein. These bands are associated with the chromo-
phore either in the neutral state (form B in Fig. 2b) with a 
shorter wavelength or in the ionized form (form A in Fig. 2a) 
with a longer wavelength. Since the hydrogen-bond network 
should provide routes for proton transfers connecting these 
two forms (presumably through the intermediate form I), its 
modeling has attracted much attention since the very first 
works. In this section, we mention only those theoretical pa-
pers which describe the applications of classical models. 

In particular, the role of rotation of the Thr203 side chain 
(Fig. 3), which presumably facilitates the transition between 
the forms A and B, has been analyzed with the molecular 
dynamics simulations [15]. The papers [16, 17] describe pos-
sible proton transfer routes between various forms of the 
chromophore, taking into consideration water molecules and 
the nearest amino-acid side chains following detailed molecu-
lar dynamics simulations. Papers [18, 19] discuss the conse-
quences of quite extended proton migration over the hydro-

gen bond networks (up to the exit to the protein surface) for 
an interpretation of the photophysical properties of GFP. 

Another important transformation in fluorescent proteins, 
namely, the cis-trans conversion of the chromophore (Fig. 4), 
was analyzed by molecular mechanics [20–22] and molecular 
dynamics [23–25] methods. Such cis-trans isomerization may 
be of great value for the so-called blinking colored proteins, 
in which fluorescent states appearing for finite time inter-
vals alternate with dark states, depending on external factors. 
The principal working hypothesis to explain the mechanism 
of such behavior is based on the suggestion of the cis-trans 
chromophore isomerization inside the protein until the fluo-
rescent state is reached and quenched. In the forthcoming 
sections of our paper devoted to the results of quantum-based 
calculations, this hypothesis is also discussed. 

One very interesting result in modeling the cis-trans chro-
mophore isomerization inside the protein environment that 
also illustrates the modern achievements of classical molecu-
lar dynamics simulations was reported in a recent paper [25]. 
The authors computed free energy profiles as the profiles 
of mean force for the GFP chromophore along the internal 
rotation angle φ (Fig. 4) at a temperature of 300 K inside the 
protein matrix of the Ser65Thr mutant. All protein atoms and 
almost 9,000 solvent water molecules were included into the 
model system. By using the results of quantum chemical cal-
culations, the authors modified the parameters of the AM-
BER force field in such a manner that they might be assigned 
to the excited electronic state. The biased MD simulations 
were applied to drive the φ rotation in order to remove the 
system from the regime of small oscillations around the mini-
mum energy point and to scan the extended regions of the 
configuration space. The calculation shows that ~8 kcal/mol 
is required to overcome the energy barrier and provoke the 
cis-trans chromophore isomerization along the coordinate φ. 

Paper [23] describes the results of classical MD simulations 
for the trans-cis isomerization of the chromophore in another 
colored protein asCP (or asFP595) [26], for which kindling 

а)

b)

Ser205 Glu222

Water

His148

Arg96

Thr203

Chromophore

Fig.3. Hydrogen bond network (black dashed) near the GFP chromo-
phore. Labeling amino acid residues corresponds to the structure PDB 
ID: 1EMA

Fig.2. The chromo-
phore molecule of 
GFP. Top (a): the 
anionic form; bottom 
(b): the neutral form. 
Here and below, 
carbon atoms are 
distinguished by 
green, oxygen atoms 
by red, and nitrogen 
atoms by blue
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fluorescence is observed. This phenomenon means that the 
initially nonfluorescent protein form may be transformed 
into a form with red emission by intense green light illumina-
tion. Presumably, the photoinduced trans-cis chromophore 
isomerization is responsible for such behavior. Trajectory cal-
culations [23, 27] that have been performed with OPLSAA 
force field parameters allow one to visualize the possible 
movements of the chromophore and the nearest amino-acid 
residues upon speculating processes. 

Methods of classical MD were used in [28] to study the pos-
sible cis-trans chromophore isomerization in the ground elec-
tronic state of the protein Dronpa [29], for which the light-
induced switch from the fluorescent state to the dark state 
was observed. As in the case of other photoswitchable color 
proteins, the hypothesis that the chromophore isomeriza-
tion was responsible for the adjustment of the photophysi-
cal properties of the protein was verified. The authors of [28] 
used the AMBER force field modified by new parameters for 
the chromophore molecule by the results of quantum chemi-
cal calculations. It was shown that the chromophore group 
resided in the cis conformation; however, point mutations on 
the positions of the nearest amino-acid residues might en-
hance the flexibility of the protein macromolecule. 

Not long ago, a research group from the bioengineering 
and bioinformatics department of Moscow State University 
used classical MD simulations to model the structural fea-
tures of the monomeric red fluorescent protein mRFP1 upon 
point mutations on position Glu66. 

At the end of this section, we note the important role of 
molecular mechanics and molecular dynamics methods in 
modeling the conformational states of proteins. Estimates of 
equilibrium atomic coordinates and an analysis of the time 
evolution of geometric parameters in protein macromolecules 
containing several thousand atoms can be practically per-
formed only within classical mechanics by using empirical 
or semiempirical force fields. Since the conventional force-
field parameters from the AMBER and CHARMM libraries 
are well calibrated to describe hydrogen bonds, an apparent 
achievement of such modeling for the fluorescent proteins 
is the picture of the hydrogen bond network in the chromo-
phore-containing domain. On the contrary, the computed en-
ergy parameters, such as the internal rotation energy barriers 
upon cis-trans chromophore isomerization in the ground state 
and, especially, in the excited state, should be considered with 
caution, taking into account the high sensitivity of the results 
to the ambiguously defined force-field parameters for these 
properties. The qualitative conclusions that can be drawn 

from the results of MD simulations, i.e., the time evolution 
of the hydrogen bond network, crude estimates of energy 
barriers upon conformational changes accompanied by the 
movements of peptide groups, or the chromophore provide 
valuable information. However, for more accurate estimates, 
which may include proton transfers over hydrogen bond net-
works, as well as for an analysis of potential energy surfaces 
in the ground and excited states, the quantum calculations 
should be addressed. 

Quantum Chemistry of Chromophores 
in the Gas Phase and in Solutions
The very first quantum chemical calculations of the elec-
tronic structure of the model chromophore molecule of GFP 
[31–34] allowed one to assign the light-induced electronic ex-
citation (photoabsorption) to the transition between singlet 
states S

0
 → S

1
. In terms of orbitals, this transition corresponds 

to the electron transfer from the highest occupied molecular 
orbital (HOMO) of the π–type to the lowest unoccupied mo-
lecular orbital (LUMO) of the π*–type. Figure 5 illustrates 
images of these orbitals for the anionic form of the molecule 
4’-hydroxybenzylidene-imidazolinone (see also Fig. 4) calcu-
lated in [35]. According to these results, the electronic excita-
tion affects the local properties of the electronic density in 
the bridging region connecting the phenyl and imidazolinone 
rings of the chromophore molecule. As a consequence, the 
parameters of the initially single (C-CH) and double (-CH=C) 
chemical bonds (in the ground state) become more alike, thus 
facilitating internal rotation over the angle τ (Fig. 4) around 
the initially double bond. 

The choice of a strategy to provide accurate calculations 
of the most important quantitative properties of the chromo-
phore groups of the colored proteins from the GFP family is 
constantly under discussion among specialists in computa-
tional quantum chemistry. These properties include the ener-
gy differences upon excitation (S

0
 → S

1
) and descent (S

1
 → S

0
), 

which are associated with the band maxima in the excitation 
and fluorescent spectra and the corresponding band intensi-
ties, as well as the sections of the ground and excited state 
potential energy surfaces needed for interpreting the pho-
totransformations of the chromophore groups. The first re-
view of earlier calculations is most likely due to Helms [36]; 
one of the most recent discussions of the achievements of 
quantum chemistry for the chromophores in vacuo is pre-
sented [37]. The methodology aspects of quantum chemical 
approximations suitable for modeling photochemical process-
es with organic molecules are clearly presented in the review 
articles [9, 38, 39]. To avoid getting mired into quantum chem-
istry terminology and the details of different approximations 
used presently for computer calculations of the properties of 
organic chromophores in the ground and excited states, we 
limit ourselves to a superficial description of the most com-
mon approaches. Several commonly used abbreviations will 
be used below. 

Currently, it is accurate to state that the calculations of 
equilibrium geometry parameters in the ground electronic 
state for molecules composed of up to a hundred atoms are 
not problematic. By using the methods of the density func-
tional theory (DFT), a large community of chemists can cal-
culate the three-dimensional structure of the chromophore 

Cis Trans

Fig.4. Cis-trans isomerization of the GFP chromophore



REVIEWS

 № 2 2009  | Acta naturae | 37

molecule and visualize its details on the screen of a monitor 
with suitable software. 

The difficulties of modeling optical spectra are due to the 
necessity of maintaining a similar accuracy level when calcu-
lating the ground state electronic properties with a leading 
electronic configuration …π2 and those of the excited state 
with a leading electronic configuration …π1π*1 (three dots 
ahead of the π-type HOMO refer to the entire set of preced-
ing orbitals doubly occupied by electrons). It would be ben-
eficial to take into account the superposition of electronic 
configurations for the ground electronic states as well. The 
reasons for such a description are clear, e.g., when consid-
ering the resonance structures for the anionic form of the 
GFP chromophore (Fig. 6). Correspondingly, the quantum 
chemical approaches with the multiconfigurational wave-
functions seem suitable for calculations. The complete active 
space self-consistent field (CASSCF) method is one approach 
often met in papers devoted to the photochemistry of organic 
molecules. 

The calculations with multiconfigurational approaches 
require practical skills, access to powerful computational re-
sources, and patience in waiting for the results; therefore, 
the temptation arises to resort to shortcuts. In the first papers 
devoted to the calculation of the absorption spectra of the 
chromophores from the fluorescent proteins [31–33, 40, 41], 
as well as in recent papers [27, 42, 43], fairly good results for 
the band maxima in the optical spectra and band intensities 
are often obtained with simple semiempirical methods like 

ZINDO [44]. In this method, considerable simplifications of 
the electronic structure theory are balanced by the successful 
adjustment of parameters using suitable reference experi-
mental data. As always happens with semiempirical methods, 
it is unclear a priori when their application may be successful 
and when they will lead to large errors. 

The current state of things regarding another modern 
calculation method of the energy differences between the 
ground and excited electronic states which is becoming 
more and more popular among quantum chemists due to its 
simplicity – the time-dependent density functional theory 
(TD-DFT) – is even more complicated. In many applications, 
TD-DFT leads to excellent agreement with the experimental 
data for the positions of band maxima in the optical spectra 
of organic chromophores, but in other applications the results 
are considerably less ambitious (see, e.g., [35]). There are fun-
damental reasons for this failure [45] that are due to errors 
in describing the charge-transfer states that are common for 
such molecules. 

We can compare the achievements of these two “user 
friendly” calculation methods of band parameters in the 
absorption spectra of the chromophores of colored proteins, 
ZINDO, and TD-DFT. According to the first paper [41] de-
voted to studies of the red fluorescent protein DsRed [46] (in 
particular to modeling properties of its chromophore), the 
results of ZINDO are closer to experimental findings than 
those of TD-DFT. In a recent paper [42], the authors com-
pared the computed spectral parameters of the anionic forms 
of the chromophores from GFP and DsRed with those meas-
ured by using photodestruction spectroscopy in the gas phase 
[47–49]. The experimental value for the absorption band of 
the anionic GFP chromophore is 479 nm, while calculations 
with ZINDO result in 477–481 nm and the position of the 
intense absorption band calculated with TD-DFT (390 or 
405 nm, depending on computational details) deviates con-
siderably from the experimental value. For the anionic form 
of the model chromophore synthesized by the motives of the 
DsRed chromophore, the position of the experimental ab-
sorption band is 521 nm [49], and calculation results are 533 
nm (ZINDO) and 449 nm (TD-DFT). A similar conclusion fol-
lows in [43], which is devoted to studies of the anionic GFP 
chromophore: the ZINDO method allows one to obtain a po-
sition of the absorption band that practically coincides with 
the experimental value, while the TD-DFT method overes-
timates the vertical excitation energy, giving rise to a blue 
shift from the experimental estimate (479 nm) by 50–90 nm. 
Nevertheless, we stress again that the predictions of the sem-
iempirical ZINDO method should be taken with caution. It is 
unclear how to systematically improve ZINDO, unlike the 
TD-DFT approach, for which sooner or later more reliable 
representations of the electronic density functional will be 
found. Meanwhile, new publications appear that report the 
results of excitation energy calculations for the chromophore 
molecules from different-colored proteins in different ver-
sions of the TD-DFT approach [27, 35, 37, 50–55]. 

Let us turn to methods on the grounds of multiconfigura-
tional approaches, which are more creditable in the quantum 
theory – but less “user-unfriendly” – and the use of which 
requires substantial computer resources and experience in 
quantum chemical calculations. Potentially, these methods 

HOMO

LUMO

hydroxybenzylidene-imidazoline

Fig.5. Middle: the 
hydroxybenzyli-
dene-imidazoline 
molecule in the cis-
anionic form rep-
resenting the GFP 
chromophore; 
bottom: the 
highest occupied 
molecular orbital 
(HOMO); top: the 
lowest unoccupied 
molecular orbital 
(LUMO)
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are necessary for solving a wider range of problems than 
calculations of the absorption bands of the chromophores. 
Namely, the multiconfigurational approaches are used to 
compute sections of the potential energy surfaces of the ex-
cited electronic states with the proper localization of the min-
imum energy points needed to estimate fluorescence spectra. 
Also, they are used to locate the points of conical intersections 
of the ground and excited states where quenching of pho-
toexcitation occurs. 

Using the less developed [34] and more sophisticated [37, 
55, 56] versions of the so-called configuration interaction 
methods – in which superposition of electronic configurations 
takes place for calculations of energy differences between the 
ground and excited states of the chromophore molecules in 
the gas phase – allows one to achieve, in favorable cases, esti-
mates for the optical band positions with errors not exceeding 
20–50 nm. Additional efforts (see, for instance, [9, 38, 39] for 
details) are spent on optimizing the orbitals entering the mul-
ticonfigurational wavefunctions to make these orbitals suit-
able “on average” for the ground and excited electronic states 
and for the optimal choice of the number of orbitals occupied 
by electrons in the ground and excited state. Thus, we arrive 
to the CASSCF method with state-averaging, SA-CASSCF, 
which seems to be the most basic one for calculating the ex-
cited state potential surfaces of organic chromophores. For 
better accuracy, the SA-CASSCF energies are corrected by 
adding the perturbation energy contributions. After such cor-
rections, the errors upon estimating the band maxima in the 
optical spectra of the gas phase chromophores are reduced 
to 15–20 nm. Examples of these state-of-the-art calculations 
are presented in [37, 57, 58] for the GFP chromophore and 
in [59] for the asFP595 chromophore. Papers [58, 59] include 
results for different protonation states of the chromophore 
molecule. 

Figure 7 illustrates possible transformations of the 
chromophore molecule upon photoexcitation, taking the GFP 
case as an example. Upon transition from the ground state S

0
 

minimum energy point to the potential energy surface of the 
excited state S

1, 
the system relaxes to the energy minimum 

responsible for fluorescence. The drift on the excited state 
potential energy surface can lead to the conical intersection 
point S

1
/S

0 
with a distinct geometry configuration through 

which descent to the ground state occurs. 
This picture, which provides important information on the 

photophysical processes with chromophore molecules, can be 
reliably obtained with quantum chemistry methods on the 
basis of the SA-CASSCF approach. The first such study for 
the anionic form of the GFPchromophore in vacuo was re-
ported in [57]. Later, the calculations for the gas phase anionic 
chromophores in both cis- and trans-conformations from the 
green (GFP) and red (DsRed, asFP595) proteins were de-
scribed [60–62], which helped rationalize the chromophore 
photoisomerization processes. 

Beyond calculations of excited states, quantum chemis-
try methods have been used for computations of structural 
parameters, vibrational spectra, and for analyzing possible 
re-arrangements in the ground electronic state in model sys-
tems composed of the chromophore with the nearest molecu-
lar groups by motives of the protein structure. The first such 
calculations for a fairly large molecular cluster mimicking the 
chromophore containing domain of GFP are described in [63]. 
By using the cluster model, the authors of [64] also calculated 
the proton transfer pathways along the hydrogen bond net-
work (see Fig. 3) for the chromophore containing the domain 
of GFP in the ground electronic state, concluding that the 
activation barriers for these transitions should not be large. 

The vibrational spectra of the GFP chromophore in vari-
ous protonation states were computed in [65] by using the 
Car-Parrinello molecular dynamics, which presents a quite 
popular methodology based on estimates of the forces act-
ing on a nuclei by solving quantum equations in the density 
functional theory. In [66], the authors considered a larger 
model for the chromophore-containing domain of GFP. A di-
rect comparison was performed for the Raman spectra cal-
culated for the chromophore molecule and those measured 
experimentally for GFP. By using the same methodology, the 
bands in the Raman spectra of the DsRed chromophore were 
computed in [67]. The results of calculations of the vibrational 
spectra of the GFP chromophore molecule in different proto-
nation states are reported in [68]. Despite a certain practical 
use for the calculation results of the vibrational spectra of a 
small model system composed of the gas-phase chromophore 
molecule and several of the nearest peptide groups, the dis-
advantages of such an approach are also evident. These dis-
advantages are related to the insufficient inclusion of the pro-
tein environment. In this respect, the results of approaches 
in which solvent effects are taken into account, as in [69, 70], 
seem to be more interesting. 

Modeling chromophore molecules in solutions by quantum 
chemistry tools presents an important step in studying the 
effects of the condensed phase environment on chromophore 
properties. These studies are usually performed either within 
the continuum model, treating the solvent as a media with 
a specific value of the dielectric constant in whose cavity a 
solute species is inserted, or within the discrete model with 
an explicit consideration of the solvent molecules in the model 
system. 

Fig.6. Resonance 
structures of the ani-
onic form of the GFP 
chromophore
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The continuum solvation model is used in paper [71], along 
with the semiempirical calculation method of excited state 
energies [31] for estimates of the solvent-induced shifts in 
ethanol in the optical spectra of the GFP chromophore in dif-
ferent protonation states. A qualitative correlation between 
the theoretical and experimental data was obtained. 

Important results were obtained in paper [72], in which 
the diagram illustrating the photo-induced transformations 
with the neutral form of the GFP chromophore (see Fig. 7) 
was calculated for a model system composed of a chromo-
phore surrounded by water molecules. In this work, the sec-
tions of potential energy surfaces for the ground and excited 
states were computed and the coordinates of minimum en-
ergy points and conical intersection points were located. The 
semiempirical quantum chemistry method AM1 with param-
eters specially adjusted for this project was used to perform 
such complex calculations. The main conclusion of this paper, 
which is widely cited in the literature devoted to studies of 
fluorescent proteins, is that the solvent reduces the lifetime 
of the excited electronic state of the chromophore over the 
gas phase by an order of magnitude. Unlike in the gas phase 
conditions, the internal rotation of the chromophore over the 
bridging double bond (Fig. 4) is facilitated inside the shell 
of solvent molecules. In [73], the molecular dynamics of the 
neutral form of the GFP chromophore surrounded by water 
molecules was studied using the ab initio quantum chemis-
try approach SA-CASSCF for potential surfaces. It was con-
cluded that the solutions have increased quenching efficiency 
compared to the gas phase process. 

Papers [70, 71] describe calculations of the vibration spec-
tra and of energy profiles for the quenching of the photoexci-
tation of various protonation forms of the GFP chromophore 
in aqueous solution. The continuum solvation models, i.e., the 
polarized continuum model (PCM) was used, and the ab ini-
tio computation quantum chemistry methods on the basis 
of CASSCF for the potential surfaces were applied. The in-
creased efficiency of internal conversion in solvent was also 
confirmed. 

Another approach to the model properties of the modi-
fied GFP chromophore in the cis- and trans-conformations in 
various protonation forms in an aqueous solution was dem-
onstrated in [52]. The distribution of particles in the model 
system composed of the chromophore and the solvent shell 
of 857 water molecules were simulated by the Monte Carlo 
method for the NPT ensemble. The excited state energies of 
the chromophore were computed in the TD-DFT and CAS-
SCF approaches, the latter being recognized as the better 
choice. The solvent shifts in the absorption spectra and the 
cis-trans isomerization options of the chromophore in solution 
were analyzed. Similar methodology was later used for stud-
ies of the DsRed chromophore [74]. 

The authors of [55] calculated the absorption spectral band 
maxima for a series of the GFP-type chromophores with 
changes inside the chromophore molecule itself by using the 
continuum PCM model and different versions for estimates of 
the excitation energies. It was concluded that there is fairly 
poor agreement between theoretical and experimental data, 
although qualitative correlations could be established. Syn-
thetic molecules on the basis of the GFP chromophore were 
also studied experimentally in aqueous solution in [75], ac-

companied by theoretical estimates for the optical spectra 
by the TD-DFT method and contributions from the solvent 
within the PCM approach. 

The optical spectra of the chromophore 2-acetyl-4-(p-
hydroxybenzylidene)-1-methyl-5-imidazolone from the pro-
tein asFP595 were studied experimentally in several solvents 
at different pH values. In aqueous solution, the band at 418 
nm was assigned to the neutral form, and the band at 520 nm 
was assigned to the anionic form of the chromophore. Band 
positions in ethanol, propanol, and dimethylformamide were 
found to be considerably shifted with respect to water, and 
no correlation was observed with the corresponding values 
of the solvent dielectric constant. Simulations of these spec-
tra were carried out for different protonation states of the 
chromophore in the cis- and trans-conformations in water, 
ethanol, acetonitrile, and dimethylsulfoxide (DMSO) [35]. The 
PCM continuum model and the TD-TDF approach for cal-
culations of excitation energies were applied. The data col-
lected in Table 1 illustrate the relationship between the ex-
perimental and theoretical results. The qualitative correlation 
is evident – both investigations establish a weak dependence 
band position on the solvent. The assignment of the shorter 
absorption band to the neutral form and the assignment of 
the longer absorption band to the anionic form are also appar-
ent, although the quantitative disagreements are fairly large 
(up to 50 nm). The experimentally observed spectra cannot be 
definitely assigned either to the trans- or the cis-conforma-
tion of the chromophore in solution. The energy calculations 
for both conformations in vacuo and in the solution clearly 
predict that the energy of the cis-form is lower by about 1.5 
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form upon photoexcitation



40 | Acta naturae |  № 2 2009

REVIEWS

kcal/mol than that of the trans-form. These calculations do 
not confirm the hypothesis formulated in [76] that the weak 
fluorescence of the chromophore observed in dimethylforma-
mide is evidence of the similarity between the optical proper-
ties of this solvent and those of the protein asFP595. 

 The question of whether or not the cis-trans isomeriza-
tion of chromophores from the colored proteins in solutions 
is possible has been debated for a long time [77]. The experi-
ments described in paper [78] show that the GFP chromo-
phore, e.g., in the anionic form, can be transformed from one 
conformation to another with an activation barrier of about 
13 kcal/mol. The latter was estimated by kinetic measure-
ments using the Arrhenius equation. On the other hand, ear-
lier quantum chemical calculations [33] resulted in barriers 
greater than 50 kcal/mol. This discrepancy was resolved only 
recently. In [79], the energy profile for the cis-trans isomeri-
zation of the anionic GFP chromophore in water was calcu-
lated to be 10–11 kcal/mol, correspondingly, which is very 
close to the experimental estimates. This theoretical result 
was obtained within new versions of the continuum solvation 
models and within the discrete model with an explicit treat-
ment of water molecules in the first salvation shell. Figure 8 
shows the structure of the model system in the conformation 
on the top of the activation barriers upon transition from the 
cis-isomer to the trans-isomer. Paper [79] underlines the ne-
cessity of using multiconfigurational approaches of quantum 
chemistry to adequately describe the isomerization energy 
profile. 

Finally, we mention one more important application for the 
computer modeling properties of chromophores from fluores-
cent proteins in solutions, namely, calculations of pKa’s. This 
information is of value for an analysis of the chromophore 
properties in protein matrices since it helps estimate the 
chromophore’s protonation states and on-the-proton trans-
fer pathways over hydrogen-bond networks. The pKa values 
are computed using the thermodynamics cycle components, 
which include the free energies of deprotonation on specific 
atoms in the gas phase and free energies of solvation of the 
protonated molecule, the anion, and free energy of proton 
solvation. A series of quantum chemical calculations should 
be carried out to obtain the parameters of the particles, in-
cluding equilibrium geometry parameters and vibrational 
frequencies in the gas phase and in solution (in the latter case, 
with the continuum solvation models). Such a procedure and 
the corresponding results for the oxygen and nitrogen cent-
ers of the GFP chromophores are described in [80–82]. In [81], 
the pKa’s for the excited state were estimated as well. The 
computed pKa’s for the chromophores of colored proteins 
asFP595 and zFP538 in the trans- and cis-conformations are 
presented in [82]. 

To conclude this section, we stress the necessity of quan-
tum chemical calculations for modeling the properties of the 
chromophores from the fluorescent proteins, despite their 
high cost. Upon improving the computational methods of 
quantum chemistry, the latter will become more and more 
user-friendly. The routine of calculating geometric structures 
(equilibrium geometry parameters in the ground electronic 
state) for molecules with a number of atoms up to 100 serves 
as an illustrative example – the user can obtain fairly reliable 
results on personal computers even without clear knowledge 

of the algorithms. So far, such a service is not available for 
modeling the entire process of photoexcitation; however, the 
situation may change with time. 	

Modeling the Properties of the Fluorescence 
Proteins using the QM/MM Method
Modeling properties of the chromophores inside the protein 
matrix should be carried out using a combination of the quan-
tum-mechanics and molecular-mechanics (QM/MM) meth-
ods. Apparently, the chromophore molecule itself should be 
assigned to the quantum subsystem by placing the boundary 
between the QM and MM parts in such a manner that all the 
conjugated bonds responsible for light absorption and emis-
sion are described by quantum equations. It should also be 
reasonable to include the side chains of amino-acids near-
est to the chromophore molecule in the QM part, because 
they can be involved in the proton transfer process with the 
chromophore. 

 For practical purposes, the size of the quantum subsys-
tem may amount to up to a hundred atoms. Figure 9 illus-
trates the possible choice of the QM subsystem for the QM/
MM calculations of the protein properties of the GFP family. 
The chromophore group (here it originates from the protein 
asFP595) is represented in the QM part almost as a whole. The 
side chains of Glu, His, and Ser, as well as the water molecule, 
may participate in proton transfers. The positively charged 
side chain of Arg may considerably affect the quantum sub-
system. 

With such a selected model, calculations of the structures 
and energies for the chromophore-containing domains from 

Table 1. Comparison of calculated [35] and measured [76] (bold, in pa-
rentheses) wavelengths for the absorption band maxima of the chromo-
phore asFP595. The asterisk distinguishes the wavelengths measured in 
DMF (ε =38.3)

Solvent Neutral 
form

Anionic 
form

Zwitterionic 
form

Cis-conformation

Vacuo (ε =1) 430     484 521

Ethanol (ε =24,3) 453     (425) 504      (542) 538

Acetonitrile (ε =36,3) 453     (422*) 502      (572*) 537

DMSO (ε =47,2) 458     (422*) 511      (572*) 545

Water (ε =80) 453     (418) 502      (520) 537

Trans-conformation

Ethanol (ε =24,3) 438     (425) 476     (542) 504

Water (ε =80) 437     (418) 474     (520) 538
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the asFP595 protein by considering both the trans- and cis-
conformations of the chromophore were performed in [83, 
84]. The largest part of the protein macromolecule including 
more than 2,000 atoms surrounding the quantum subsystem 
was assigned to the MM subsystem. The initial coordinates 
of heavy atoms were taken from the crystal structure of the 
dark form of the protein PDBID:1XMZ [85] with the chromo-
phore in the trans-conformation. After the hydrogen atoms 
(or protons) were added, the equilibrium geometry configu-
ration of the model protein system was calculated with the 
flexible effective fragment QM/MM method [86, 87] using 
the Hartree-Fock approximation in the quantum subsystem 
and the AMBER force field for the molecular mechanic part. 
The obtained atomic coordinates were consistent with the 
crystal structure [83, 84]. Then, a model system was prepared 
in which the cis-conformation of the chromophore inside the 
protein matrix and the coordinates were re-optimized with 
the QM/MM method. One of the most important results of 
this study was the conclusion that the energy of the system 
with the trans anionic chromophore was lower than that with 
the cis-conformations. In vacuo, the ordering of conforma-
tions is reversed and the cis-isomer of the isolated chromo-
phore should be lower than the trans-isomer. Therefore, the 
protein matrix provides greater stabilization for the trans-
isomer of the chromophore, which is in agreement with X-
ray studies [23, 85, 88]. Estimates of the vertical excitation en-
ergies in the quantum subsystem using the TD-DFT method 
were performed for the structures optimized with the QM/
MM method. It was found that the structure with the cis-
conformation should correspond to the transition S

0
-S

1,
 with 

a longer wavelength in the optical spectra. This result is also 
qualitatively consistent with experimental observations and 
with the working hypothesis [23, 26, 89, 90] according to 
which asFP595 absorbs green light in the state with trans-
conformation of the chromophore and emits red light in the 
state with cis-conformation of the chromophore. 

Attempts to theoretically describe the mechanism of kin-
dling in asFP595 were undertaken in [27, 91] using other 

versions of the QM/MM method. The common TD-DFT and 
SA-CASSCF approaches were applied to calculate the points 
on the potential energy surfaces of the ground and excited 
states within a relatively small quantum subsystem. In [91], 
forces computed “on the fly” were used for trajectory cal-
culations, and transitions between potential surfaces were 
allowed upon photoisomerization of the chromophore inside 
the protein. The main result of this modeling is a conclu-
sion about the coupling of the trans-cis isomerization of the 
chromophore in the protein asFP595 with the protonation 
state of the chromophore. Similar technical approaches as-
suming trajectory calculations with forces estimated “on the 
fly” by quantum equations were used for an analysis of GFP 
photodynamics [73]. In a series of papers [92–96], the results 
of molecular dynamics simulations of proton transfers over 
hydrogen bond networks in the vicinity of the chromophore 
in GFP were presented using various presentations of the 
potential surfaces, including those by the quantum calcula-
tions. 

In the very first applications of the QM/MM method for 
calculating the properties of fluorescent proteins [50, 51], an 
essentially simpler – but less reliable – methodology was ap-
plied. According to it, the structural parameters of the pro-
tein molecule were obtained with the semiempirical quantum 
chemistry approach AM1 and the excitation energies were 
estimated in the TD-DFT approximation. By using this meth-
odology, the bands in the optical spectra of GFP [50] (as well 
as those of the blue fluorescent protein BFP [51], in which the 
GFP chromophore was modified) were estimated. 	

In the actively cited paper [97], the positions of bands in 
optical spectra of GFP corresponding to the transitions S

0 
→ S

1
 

and S
1
 → S

0
 were computed in the QM/MM approach using the 

ab initio CASSCF method in the quantum subsystem and the 
force field CHARMM in the MM subsystem. The computed 
band positions are consistent with the experimental results, 
giving rise to discrepancies of about 20–30 nm. By considering 
a series of models with gradually increasing quantum subsys-
tems, the authors studied the effect of the charged amino 
acid residue Arg located near the chromophore (Fig. 9) on the 
calculated spectrum. 

The optical spectra of GFP and several mutated variants 
with different protonation states of chromophore groups 
were computed in [98]. To calculate the energy differences 
of the ground and excited states, the authors used a specific 
version of the configuration interaction method as in previ-
ous studies of the gas phase chromophores [56], but they ac-
counted for the effect of the protein matrix within the QM/
MM approach. Good agreement between the calculated and 
experimental transition energies both for excitation and emis-
sion was reported. 

The use of one of the so-called multi-level quantum chem-
istry approaches for treating extended systems – the frag-
ment molecular orbital (FMO) method – to calculate the opti-
cal spectra of the red fluorescent proteins DsRed and mFruits 
was described in [99, 100]. The results were obtained within 
various versions of the configuration interaction approxi-
mation for estimates of the energy differences between the 
ground and excited states. The FMO method is potentially 
interesting due to the possibility of avoiding the use of the 
empirical force fields, avoiding the combined QM/MM ap-

Fig.8. Structure of the transition state of the anionic GFP chromophore 
on the way from the cis-isomer to the trans-isomer inside the shell of 
water molecules
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proach in calculations of protein properties, and applying only 
quantum chemical approximations to the model system. 

CONCLUSIONS
Over the ten years since the publication of the first papers 
[12, 31, 33] devoted to the computer modeling properties of 
fluorescent proteins and their chromophores, a large amount 
of results have been obtained, most of which were discussed 
in this review. Apparently, the greatest interest is in answer-
ing the question as to what the experimenters can learn from 
the results of computer modeling that is particularly useful. 
Let us turn to one of the recent review papers written by ex-
perts in the studies of fluorescent proteins, Tonge and Meech 
[7]. They draw attention to several computational papers 
that they selected, which are mentioned below. An analy-
sis of the electronic structure of the chromophore molecule, 
hydroxybenzylidene-imidazoline, in the ground and excited 
electronic states performed in the first calculations using the 
semiempirical methods of quantum chemistry [32, 33] allowed 
to relate the photophysical properties of GFP with the local 
properties of the bridging fragment of the molecule (Fig. 2). 
In particular, increasing the bond order of the methylene’s 
double bond upon electronic excitation should lead to the in-
ternal rotation barrier decreasing and facilitate internal con-
version and benefit the trans-cis chromophore isomerization. 
The importance of calculating the sections of the potential 

energy surfaces, the minimum energy pathways along the 
angular coordinates near the bridging fragment, and the con-
ical intersection points for the chromophore molecule in the 
isolated state and in solution upon the gradually increasing 
complexity of the quantum chemistry approaches [57, 60, 61, 
69, 72, 91, 101] is underlined. Since such calculations with an 
explicit consideration of the role of the protein matrix on the 
photophysical properties of the chromophore are too com-
plicated, several modeling results [21, 22] obtained with mo-
lecular mechanics methods are distinguished (in particular, 
those that formulated the role of sterical hindrance for the 
internal conversion of the chromophore). As is shown in QM/
MM calculations [97], the charged amino acid residue may 
considerably affect the photoexcitation dynamics. Molecular 
dynamics simulations (sometimes in conjunction with quan-
tum chemistry calculations) [16, 28, 64, 92-96, 102, 103] allow 
one to visualize the proton transfer pathways along oriented 
hydrogen bond networks in proteins or transformations with 
the chromophore groups. The latter observations seem to be 
important for a prognosis of perspective point mutations, 
which may either enhance or diminish these pathways. 

Therefore, the entire range of modern tools of computer 
molecular modeling, including molecular mechanics, molecu-
lar dynamics, quantum chemistry, and combined-quantum 
mechanics and molecular-mechanics (QM/MM) methods – all 
of which were used for modeling the structure and spectra of 
fluorescent proteins –described in this review are considered 
in [7] as useful support in experimental studies that are, in 
turn, oriented toward the practically important tasks of de-
signing new and efficient biomarkers in living systems by the 
directed modification of natural objects [104]. 

We consider modeling with the QM/MM method the most 
prospective, but the most time-consuming tool for simula-
tions of chemical and photophysical phenomena in proteins. 
Future success in this direction depends on how progress in 
the construction of supercomputers goes; on the develop-
ment of efficient algorithms to solve the equation of quantum 
mechanics; and, even to a larger extent, on the existence of 
qualified specialists capable of understanding a wide range of 
subjects from biology to computational mathematics. These 
efforts will be granted if reliable predictions of perspective 
variants of protein macromolecules can be provided quickly 
to biotechnologists at least as efficiently as computer model-
ing turned out to be useful in drug design [105]. 
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Abstract Currently, the main way to fight cancer is still chemotherapy. This method of treatment is at the height of its capacity, so, setting aside the need for 
further improvements in traditional treatments for neoplasia, it is vital to develop now approaches toward treating malignant tumors. 
This paper reviews innovational experimental approaches to treating malignant malformations based on the use of gene-targeted drugs, such as antisense oli-
gonucleotides (asON), small interfering RNA (siRNA), ribozymes, and DNAzymes, which can all inhibit oncogene expression. The target genes for these drugs 
are thoroughly characterized, and the main results from pre-clinical and first-step clinical trials of these drugs are presented. It is shown that the gene-targeted 
oligonucleotides show considerable variations in their effect on tumor tissue, depending on the target gene in question. The effects range from slowing and stop-
ping the proliferation of tumor cells to suppressing their invasive capabilities. Despite their similarity, not all the antisense drugs targeting the same region of the 
mRNA of the target-gene were equally effective. The result is determined by the combination of the drug type used and the region of the target-gene mRNA 
that it complements.  
Keywords: cancer therapy, antisense oligonucleotides, ribozymes, DNAzymes, small interfering RNA
Abbreviations: antisense oligonucleotides (asON), small interfering RNA (siRNA), RNA interference (RNAi)

INTRODUCTION
At the current stage of modern medicine, one of the most 
important projects is to increase the effectiveness of cancer 
treatment by searching for and developing new therapies 
and improving traditional therapeutic approaches. A com-
bination of surgery, radio- and chemotherapy is still the 
golden standard for cancer treatment, and these approaches 
have led to an 8-fold increase in patient survival over the 
last 30 years. The negative features of surgery-only treat-
ment are recurrent tumors, the spread of metastases, and 
the formation of unresectable malignant malformations. 
This forces doctors to use radio- and chemotherapy. Alas, 
even this combination of powerful cancer therapies often 
doesn’t bring positive results. Therefore, despite the unde-
niable achievements of modern oncology, increasing the ef-
fectiveness of cancer treatment is of utmost importance. 

During the last several decades, complex chemotherapy 
has become the main approach for treating cancer patients. 
Its use however is limited, despite the fact that it increas-
es survival rates by 30% to 90%, depending on the type of 
malformation. The main hindrances are systemic toxicity, 
nonselective action (the effect is not specifically targeted 
towards tumor tissue), and the emergence of drug-resistant 
tumor cell clones.

Recent discoveries have provided scientists with detailed 
knowledge of the molecular processes underlying carcino-
genesis, tumor invasiveness, angiogenesis, and metastasis, as 
well as other processes, such as tumor suppression, growth 

control, apoptosis, and immune response. These data have 
led to the development of a new generation of chemothera-
peutic drugs, such as Gleevec (aka Glivec or Imatinib mesy-
late), Mabtherа (aka Rituximab), etc., which have a highly 
selective effect on their cellular target. It is well known that 
creating a new drug takes about 10–20 years of research, 
and improving its selectiveness increases its cost mani-
fold. Currently, chemotherapy as a high-dose active attack 
aimed at tumor cells is at the limit of its ability. Despite the 
achieved level of patient survival (for certain cancer types it 
has made a 10-fold increase in the last 20 years), there is still 
a 10% to 70% proportion of patients who, for a number of 
reasons, do not react to treatment. Therefore, the creation of 
new methods of therapy is a relevant problem at this time. 
Among the drugs which are currently being developed, 
gene-targeted drugs are of considerable interest. The pos-
sibility of inhibiting a gene’s expression was first discovered 
in the ground-breaking research of N.I. Grineva and her col-
leages [1–3] and was studied further in order to regulate the 
expression of genes involved in carcinogenesis using anti-
sense [4] and gene-targeted oligonucleotides [5]. Currently, 
the main lines of inquiry into gene-targeted cancer therapy 
are strategies to suppress oncogene overexpression, restore 
the expression of tumor suppressing genes, boost the activ-
ity of the immune system, suppress angiogenesis and metas-
tasis, and initiate tumor self-destruction. 

This paper reviews the new experimental approaches to 
cancer treatment based on gene-targeted oligonucleotides, 
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which are currently being used in experiments on cell cul-
tures and laboratory animals. Some of these drugs are also 
in various stages of clinical trial. 

How Gene-Targeted Nucleic Acids Work
Antitumor drugs based on nucleic acids are highly specific 
tools which allow the gene expression to be regulated, and 
they have been attracting the attention of scientists as pos-
sible regulators of carcinogenesis at the molecular level. The 
suppression of several genes whose anomalously high ex-
pression is associated with neoplastic transformation can 
be achieved by nucleic acid-based drugs, such as antisense 
oligonucleotides (asON), small interfering RNAs (siRNA), 
ribozymes, and DNAzymes. Generally speaking, the mech-
anism of gene suppression by these drugs is the comple-
mentary binding of oligonucleotides to their mRNA target, 
which causes the target mRNA molecule to be destroyed or 
blocks its translation.    

AsON are synthetic single-strand DNA, 15–20 nucle-
otides long, and they can form a complementary complex 
with the target mRNA sequence [6]. Protein synthesis is 
suppressed by asON due to the fact that the mRNA target 
is degraded by the intracellular RNase H, which identi-
fies the hybrid DNA/RNA complex (Fig. 1a), or due to a 
block of translation, since the formation of a hybrid com-
plex hampers the ribosome’s movement on the mRNA 
strand (Fig. 1b) [7]. Recently discovered asON can block 
the transfer of spliced mRNA from the nucleus to the cy-
toplasm; other asON can block a splicing site in pre-mR-
NA and thus cause the expression of an alternate protein 
product. [8, 9].

The ability of asON to selectively suppress the production 
of a protein was demonstrated by Zamechnik and Stephen-
son in 1978 [4]. They showed that a 13-base oligonucleotide 
complementary to the 3′-terminal sequence of the RNA of 
the Rouse sarcoma virus inhibits viral replication in vitro. 

This study led to the research of asON as a potential thera-
peutic method in cancer and viral infection treatment, as 
well as treatments for inflammatory processes, blood dis-
eases, and cardio-vascular conditions [10–14].

Since it is known that naturally occurring oligodeoxy-
ribonucleotides are rapidly degraded by nucleases in vivo 
and in cell cultures, several chemical modifications are in-
corporated into the asON structure to increase their stabil-
ity [11]. These modifications increase not only asON stabil-
ity against nucleases, but also their biological effectiveness, 
hybridization efficiency, and cellular uptake. Among the 
most notable antisense oligonucleotide derivates are thi-
ophosphate oligonucleotides, in which one of the oxygen 
atoms not incorporated in the phosphodiester bond is sub-
stituted for a sulphur atom [11,15]. Thiophosphate asON 
are resistant to nucleases, highly soluble, effective in hy-
dridization, and form a heteroduplex with mRNA, which is 
targeted by RNase H [11]. One drawback of thiophosphate 
asON is their high affinity to a range of proteins [16, 17]. 
Second-generation asON carried an alkyl residue in the 
ribose 2’-position: 2’-О-methyl and 2’-О-methoxyethyl oli-
goribonucleotides were effective in blocking mRNA trans-
lation, but they did not activate the degradation of the 
mRNA/asON heteroduplex by RNase H. [18]. Later Nielsen 
and co-authors substituted the sugar-phosphate backbone 
of the nucleic acid to an N-(2’-aminoethyl)-glycine poly-
amide structure [19], which gave rise to polyamide nucleic 
acids (PNA). PNA are biologically stable and hybridize 
effectively, although they do not activate RNase H. Also, 
PNA are neutral molecules, which poses difficulties for 
solubilization and cellular uptake [20, 21]. Aside from PNA, 
third-generation asON are N3’-N5’–phosphoramidates 
(NP), in which the 2’-deoxyribose  3’-hydroxyl group is 
substituted for a 3’-aminogrop [22], and morpholino-oligo-
nucleotides (MF), whose backbone is based on morpholine 
and a dimethylamidephosphate linker [23]. On the molecu-

Fig. 1. How 
antisense oligo-
nucleotides (asON) 
work. (a) RNA is 
cleaved as a part of 
a heteroduplex with 
the asON by RNase 
Н. (b) Blockage of 
translation caused 
by binding of the 
oligonucleotide onto 
the mRNA
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lar level, these oligonucleotides block translation by way 
of the asON binding to the target mRNA and/or by modu-
lating splicing. [23]. NP and MF oligonucleotides are used 
primarily for developmental biology studies on zebra fish 
(Danio rerio) embryos [24]. 

Some of the more promising chemically modified oligo-
nucleotides are LNAs (Locked Nucleic Acids). These are 
oligonucleotides with an additional structural element, a 
2’-О,4’-C-methylene linker, which fixes the sugar residue 
in the С3’-endo-conformation [25,26]. LNA are resistant 
to degradation by nucleases and have a very high affinity 
towards nucleic acids. The promise of LNA use in vivo is 
supported by their extremely low toxicity when injected 
intravenously or microinjected directly into the brains of 
animals. [27]. 

RNA interference (RNAi) was first discovered on the 
nematode Caenorhabditis elegans (C. elegans) as a biologi-
cal response to the introduction of foreign double-stranded 
RNA (dsRNA). This response brought on the specific sup-
pression of the respective genes’ expression (gene silenc-
ing) [28]. RNAi is an evolutionarily conserved mechanism 
which allows the organism to defend itself against an inva-
sion of foreign RNA such as viruses [29, 30]. After entering 
the cell, exogenous dsRNA is processed into small interfer-
ing RNA (siRNA) by an intracellular ribonuclease called 
Dicer [31]. These siRNAs are about 21–22 nucleotides long 
and are incorporated into the multiprotein RISC complex 
(RNA-induced silencing complex). siRNA that are part of 
the RISC complex specifically bind to the complementary 
mRNA sequence, which is then degraded by the ribonu-
clease Argonaute 2, which is also a member of the RISC 
complex (Fig. 2) [30, 32]. After that, the siRNA molecules 
are used repeatedly to destroy more molecules of the com-
plementary mRNA, which leads to very efficient gene si-
lencing [32]. The specific abrogation of gene expression can 
be achieved by using synthetic siRNA, or siRNA enzymati-
cally constructed in vitro, as well as by using short hairpin 
RNA (shRNA), which are expressed in the cell from DNA 
templates obtained by PCR or included into DNA vectors 
[33].

During the 1980s, catalytic RNA molecules were dis-
covered. These molecules could cleave RNA and are called 
ribozymes [34]. Naturally occurring catalytic RNA are di-
vided into large and small ribozymes. Large ribozymes in-
clude RNA which is encoded by introns of groups I and II 
and also the RNA subunits of RNase P. Small ribozymes are 
hammer-head-like ribozymes, hairpin ribozymes, hepatitis 
D virus ribozymes, and Varkud Satellite RNA ribozymes 
[35, 36]. RNA degradation by ribozymes is a 3-step process. 
First the ribozyme binds to a complementary sequence by 
forming classical Watson-Crick base pairs; then it cleaves 
the RNA substrate at a specific site; and, finally, it releases 
the degradation products (Fig. 3a) [36]. 

Almost all the ribozyme types are being tested as thera-
peutic drugs, but the hammer-head-like ribozymes are be-
ing used more, because they have been studied more exten-
sively [35]. This ribozyme cleaves the target RNA primarily 
at the NUH triplet (N is any nucleotide and H is any nu-
cleotide except guanosine), with AUC and GUC sequences 
being the most effective processing sites [37]. Another ri-

Fig. 2. How RNA interference happens
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bozyme often used in therapeutic studies is the hairpin ri-
bozyme [38]. The hairpin ribozyme cleaves the target RNA 
at the N*GUC sequence (N is any nucleotide). 

DNA molecules which exhibit catalytic activity have yet 
to be discovered in nature. In 1997 Santoro and Joyce, us-
ing the SELEX in vitro selection procedure, obtained oli-
godeoxyribnucleotides that could catalyze RNA cleavage. 
These molecules were named deoxyribozymes or «10-23» 
DNAzymes [39]. «10-23» DNAzymes are single-stranded 
DNA molecules which have a conserved catalytic core of 
15 nucleotides flanked by two variable oligonucleotide se-
quences. These flanking sequences facilitate the formation 
of a complementary complex with the target RNA. (Fig. 3b) 
[39]. RNA molecules are cleaved between the unpaired pu-
rine and the paired pyrimidine in the presence of magne-
sium ions. The most effective cleavage is achieved at the AU 
and GU sites. 

Target Genes for Drugs Based on 
Gene-Targeted Nucleic Acids

A key role in carcinogenesis is played by the change in 
the expression levels of certain genes whose anomalous 
expression leads to the defective regulation of cell prolif-
eration, apoptosis, differentiation, and invasion. [40]. At the 
molecular level, malignant transformation is a complicated 
cascade of reactions; therefore, the effects of oncogenes are 
often multifunctional and tightly interconnected [40]. Since 
oncogenes are transcription factors and components of the 
signal transduction machinery of the cell, they are involved 
in many regulatory pathways, such as cell proliferation, the 
inhibition of apoptosis, invasion, etc. The main target genes 
for gene-targeted therapy are listed in Table 1.

Firstly, malignant cell growth is based on the autonomous 
and unlimited proliferation of the cell clone. That is why re-
searchers are most interested in genes which control prolif-

eration and cell cycle progression such as c-myc, ras, genes 
encoding PKC-α (protein kinase С-α) and IGF-1R  (insu-
lin growth factor-1 receptor). Another effective approach 
would be to target the programmed cell death system by 
inhibiting the expression of antiapoptotic genes such as bcl-
2, survivin, etc. 

Proteins of the Ras family (K-ras, H-ras, and N-ras) are 
among the best studied molecules involved in transducing 
signals from tyrosine kinase receptors to the nucleus [41]. 
Overexpression or a point mutation of the ras gene found 
in certain types of oncological diseases causes the Ras pro-
tein to lose its ability to dephosphorylate; therefore, it stays 
constantly activated, imitating and transducing signals that 
stimulate proliferation and promote tumor-cell survival [42]. 
Genes of the Ras family are good targets for gene-targeted 
inhibition therapy. Notably, ribozymes have a characteristic 
way of inhibiting the activity of the ras oncogene which in-
volves an increase in the degree of tumor cells’ differentiation 
[43–47]. But the leader among the gene-targeted drugs which 
suppress ras oncogene expression is asON ISIS 2503. The re-
sults of phase II clinical trials for the combined use of asON 
ISIS 2503 and gemcitabine were announced in 2004 [48]. 

The important role of the c-myc oncogene in cell prolif-
eration and malignant transformation was discovered in the 
late 1970s by Bishop [49], and this protein was among the 
first that were tested as a target for antisense therapy. The 
premier drug which regulates c-myc expression is a mor-
pholine oligonucleotide asON AVI-4126, which blocks the 
production of the protein by steric inhibition of translation, 
as opposed to RNase H activation [50].  This drug has suc-
cessfully passed preclinical trials and has been shown to be 
well tolerated by patients. It is now in the second phase of 
clinical trials [51, 52]. 

The protein kinase C gene family is a group of serine-
threonine kinases which are involved in regulating vital cel-

Fig. 3. Processes of  
ribozyme action (a) and 
DNAzyme action (b)
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Table 1.  A list of target genes for drugs based on gene-targeted nucleic acids

Carcinogenic 
events Target gene Function Drugs used to suppress 

function

Proliferation

Ras oncogenes 
(K-ras, H-ras и N-ras)

Part of the cellular signal transduction system and regulates a 
wide range of processes, such as proliferation, differentiation, and 

survival [42]
asON, ribozymes, siRNA

c-myc Activates the proliferation of tumor cells (regulates the cell cycle 
and telomerase activity) [49, 160] asON, siRNA, DNAzymes

PKC-α Is involved in the cellular signal transduction and controls prolifera-
tion and cell survival [53, 54]

asON, ribozymes, 
DNAzymes

Clusterin
Is involved in lipid transport, cell division, and apoptosis; supports 

cell survival in response to therapy; and increases tumor drug 
resistance [57, 58]

asON

IGF-1R Activates the MAPK and PI-3K signal pathways, which stimulate 
proliferation and mitogenesis and inhibit apoptosis [61–63] asON

Blocking of 
apoptosis

bcl-2 Negativly regulates apoptosis by blocking the excretion of cyto-
chrome c from the mitochondria into the cytoplasm [67] asON, siRNA, ribozymes

Survivin

Regulates cell division (interacts with microtubules in the mitotic 
spindle and promotes mitotic entry through G

2
/М checkpoint) 

and suppresses apoptosis (inhibits the inner caspase-9-dependant 
apoptosis pathway) [73, 74]

asON, ribozymes 

bcr-abl Stimulates a mitogenic and antiapoptotic signal mediated by Ras-
regulated signal pathways [81, 82]

Ribozymes, DNAzymes, 
siRNA

с-raf Activates the MAPK/ERK cascade and negative regulation of 
apoptosis by inactivating the proapoptotic Bad protein [88, 90] asON

Drug resistance

MDR1
Forms transmemrane channels for ATP-dependant expulsion of 
drugs out of the cell, which endows tumors with drug resistance 

[95–97]
asON, siRNA, ribozymes

γ – glutamylcysteine 
syntetase (glutathione 

system)
Intracellular detoxication of anticancer drugs [95] Ribozymes

Dysfunction of 
tumor suppressor 

genes
DNMT1 Hypermethylation and inactivation of tumor suppressor genes 

[102, 103] asON

Increase of tumor 
cell lifespan hTERT

Hyperactivation of the telomere repeat elongation machinery 
and, as a result, an increase in the malignancy and the lifespan of 

transformed cells [109]
asON, ribozymes

DNA synthesis 
arrest RRR2 or RRM2

Controls the amount of deoxyribonucleotides needed for DNA syn-
thesis via regulating the conversion of ribonucleotides into deoxy 

ribonucleotides [113]
asON, siRNA

Tumor  
angiogenesis

Flt-1 (VEGFR) Active neovascularization and suppression of the anti-tumor 
immune response [119, 120]

asON, ribozymes, 
DNAzymes, siRNA

neu 
(HER2 or ErbB2, EGFR 

family)

Activation of signal transduction pathways, which lead to the 
stimulation of tumor progression events such as proliferation, inva-

sion, and apoptosis inhibition [127,128]
asON, ribozymes

eIF4E Increases the translation of growth factors such as VEGF, С-myc, 
surviving, etc. [133 - 135] asON

PTN Is a growth factor, promotes active tumor growth and vasculariza-
tion [137 - 139] Ribozymes

ALK Is a tyrosine kinase PTN receptor, facilitates its function, thus 
promoting tumor vascularization [141] Ribozymes

Tumor invasion

MMP9 Elimination of components of the extracellular matrix and basal 
membrane and promotes tumor invasion [144 – 146] Ribozymes, siRNA

FGF-BP Activation of FGF-2, which induces tumor cell proliferation and 
increases the invasive and angiogenic potential [148] Ribozymes

Egr-1 Activates proliferation and tumor invasion and is involved in estab-
lishment of the MDR phenotype [154,155] DNAzymes

FAK Regulates adhesion and invasion into the extracellular matrix [158] siRNA

CXCR4 Stimulates metastatic processes  [159] siRNA
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lular functions such as differentiation, cell-cell interactions, 
secretion, cytoskeleton functions, gene transcription, prolif-
eration, and apoptosis [53]. Among a dozen of isoforms of this 
protein, only PKC-α is shown to be involved in cell survival, 
proliferation and apoptosis [54]; it is also actively involved in 
neoplastic transformation of the cell. The best candidate for 
selective suppression of the tumor-specific PKC-α isoform 
turned out to be the thiophosphate asON ISIS 3521 (Affini-
takTM, USA), which selectively binds the PKC-α mRNA and 
does not interact with the other, non-oncogenic members of 
the PKC family [55]. This drug has been approved for clini-
cal trials. 

Clusterin was first described in 1983 as a secretory glyco-
protein [56] associated with a wide variety of physiological 
and pathological processes, such as lipid transport, tissue 
transformation, cell membrane defense, apoptosis, and the 
complement system function [57]. Later research showed 
that clusterin is a chaperone-like protein which increases 
cell survival in response to stress [58]. The inactivation of 
this gene by gene-directed drugs could compromise the 
DNA repair-system response to external hazards, such as 
chemotherapy. This turned out to be true; for instance, 
asON OXG-011 increases the toxic effect of paclitaxel on 
tumor cells in mice [59] and is on the clinical path in combi-
nation with chemotherapeutic drugs [60].

IGF-1R (insulin growth factor-1 receptor) is a trans-
membrane protein kinase which promotes independent cell 
growth [61]. Anomaly in IGF-1R expression is well known to 
be connected with carcinogenesis [61]. It was demonstrated 
that IGF-1R overexpression promotes the development of 
P-glycoprotein- and Bcl-2-mediated multiple drug resist-
ance (MDR) [61,63]. Suppressing the IGF-1R gene with a 
gene-targeted antisense oligonucleotide prevents tumor for-
mation in mice in ex vivo1 experiments [64], which confirms 
the idea that asON are promising drugs to counteract the 
cancer cell defense system. 

The Bcl-2 protein is the major representative of a fam-
ily of pro- (Bax, Bak, Bad) and anti- (Bcl-xl, Mcl-1) apop-
totic factors and was first discovered in B-cell lymphoma 
cells in 1985 [65]. Bcl-2 gene expression is associated with 
aggressive tumor behavior in response to chemo- and radio-
therapy [66]. Excess Bcl-2 protein promotes the inhibition of 
mitochondrial membrane depolymerization, thus blocking 
apoptotic mechanisms which are triggered by the therapy 
[67]. Suppressing bcl-2 expression with gene-targeted oli-
gonucleotides facilitated apoptosis induction in tumor cells 
and increased cell sensitivity to apoptosis-inducing chemo-
therapeutic drugs [68, 69]. AsON G3139 showed a consider-
able therapeutic effect and is currently in phase III clinical 
trials [70–72].

Survivin is a member of the apoptosis-inhibiting protein 
family (IAP). Despite the fact that its precise function in the 
cell is yet unclear, it was shown that this protein is involved 
in regulating cell division and apoptosis [73]. Survivin se-
lectively inhibits the inner caspase-9-dependant apoptotic 
pathway [74], and it also bypasses apoptosis mechanisms 

1 Here and further in the text, an ex vivo experiment is defined as tumor 
material being removed from the organism, treated by a gene-targeting 
drug in vitro, and introduced back into the organism. 

by interacting with the microtubules of the mitotic spindle, 
which promotes mitotic entry through the G

2
/M checkpoint 

[75] and in turn stimulates anomalous cell cycle progres-
sion. Suppressing the survivin encoding gene with asON led 
straight to apoptosis induction and tumor cell death [76, 77]. 
The inhibitory effect of a ribozyme on the activity of the 
gene in the absence of additional apoptosis inducers did not 
affect the viability of cells [78–80]. There have been no in 
vivo studies of survivin as a target gene so far.

The chromosome translocation t(9;22) combines two 
independent genes – bcr, which is located on the human 
chromosome 22, and abl, located on chromosome 9 – and 
thus forms a hybrid oncogene [81]. Like the original abl 
gene, the chimeric bcr-abl gene shows increased kinase ac-
tivity. By phosphorylating certain cell factors, BCR-ABL 
facilitates malignant transformation and blocks apopto-
sis [82]. Specifically, the appearance of bcr-abl can lead to 
myeloid or lymphoid leukemia [83]. The hybrid nature of 
this protein presented several difficulties in trying to af-
fect its production. In some cases, the gene-targeting drugs 
suppressed not only the chimeric gene expression, but also 
that of the original abl [84]. It turned out that Maxizyme, 
a double ribozyme which could cleave the target mRNA 
at two sites, was an effective tool for circumventing this 
non-specificity [85]. The drug Imatinib, which specifical-
ly inhibits tyrosine kinase, was developed for preventing 
chronic myeloleukemia and can be used to effectively con-
trol leukemia progression [86]. However, there are known 
cases of the disease where the tumor is resistant to Imat-
inib because of point mutations in the gene or for other 
reasons. In such cases, RNAi methods can be helpful. Ex-
periments using siRNA have shown that BCR-ABL+ cells 
can be sensitized to Imanitib by RNAi [87].

Proteins of the Raf family are serine-threonine kinases 
which transduce signals from a wide variety of membrane 
growth factor receptors to apoptosis regulators. It was de-
termined that the functionally active Raf-1 kinase acti-
vates the MAPK/ERK pathway (mitogen-activated pro-
tein kinases/extracellular signal-regulated kinases) [88], 
takes part in the signaling pathways of proliferation and 
cell survival via NF-κB [89], and inhibits the proapoptotic 
Bad protein [90]. Thus, Raf-1 is at the center of a network 
of vital signalling pathways; thus, mutations or defective 
expression of the raf-1 gene play a considerable carcino-
genic role in cell transformation. In addition, Raf-1 is an 
effector of the protein product of the ras oncogene [91], 
which is often found to be mutated in malignantly trans-
formed cells; this is why therapy directed at suppressing 
raf-1 can prove to be effective against ras-mediated neo-
plasias. The most promising results of specific c-raf gene 
suppression and the corresponding antitumor effect were 
obtained using asON. Investigators reported the results of 
phase II clinical trials in 2002 using a drug based on a thio-
phosphate asON [92-94].

In general, about 30% of the patients who receive tradi-
tional chemotherapy develop multi-drug resistance related 
to the MDR1 gene [95–97], which encodes the P-glycopro-
tein. P-glycoprotein is a member of the ABC-transporter 
protein superfamily, which uses ATP-hydrolysis to expel 
chemotherapeutic drugs from the cell. P-glycoprotein hy-



50 | Acta naturae |  № 2 2009

REVIEWS

peractivity endows tumor cells with resistance to a wide 
variety of chemotherapeutic drugs. Because of this, inacti-
vating the MDR1 gene can facilitate chemotherapeutic drug 
retention in cells and cause their death. MDR1 is a fairly 
common target for gene-targeted oligonucleotide drugs. 
Among these, ribozymes and siRNA are currently consid-
ered the most effective. These drugs almost entirely blocked 
tumor growth in mice [98, 99].

One of the most important cytostatic drug neutralizing 
systems of the cell is the glutathione system. Glutathione 
is a nonprotein thiol which has a sulfhydryl group that can 
interact with the reactive group of a drug and, as a result, 
form a conjugate of glutamine with the drug [95]. These 
conjugates are less reactive, more soluble, and are expelled 
from the cell by transporter proteins [95]. Thus, the acti-
vation of the glutathione system genes can cause tumor 
drug resistance [100]. To circumvent MDR caused by the 
glutathione system, a ribozyme that effectively restored 
tumor cell sensitivity to chemotherapeutic drugs was con-
structed [101].

Many studies have shown anomalous methylation at cer-
tain sites in the genome in tumor cells [102]. The enzyme 
DNMT1 (DNA methyltransferase 1) catalyses the transfer 
of a methyl residue from S-adenosinemethionine to the 5th 
position of the cytosine residues in CpG islets, affecting the 
expression of certain genes [103]. It was shown both that 
tumor cells have elevated DNA methyltransferase activ-
ity [104] and that the initiated hyperactivity of this enzyme 
leads to malignant transformation [105]. Furthermore, it is 
alleged that anomalies in methylation processes are a key 
factor in determining the tumors’ response to chemotherapy 
[106]. Antisense inhibition of DNMT1 gene expression led to 
the restoration of the function of tumor suppressor genes 
and increased tumor cell death [107]. The artificial antisense 
oligonucleotide MG98 is currently in phase II clinical trials 
[108]. 

The telomerase reverse transcriptase restores the tel-
omere length by adding tandem repeats (TTAGGG) and is 
needed to fully replicate the ends of chromosomes [109]. It 
was demonstrated that the hyperactivation of hTERT  (hu-
man telomerase reverse transcriptase) and carcinogenesis 
are highly correlated [110]. In order to suppress the gene’s 
activity, several differently modified asON were construct-
ed, including a 2’-O-methyl asON, PNA [111] and a 2’5’-oli-
goadenilate oligonucleotide [112]. The 2’-O-methyl asON 
suppressed hTERT expression in a cell culture by 97% [111], 
and the 2’5’-oligoadenilate oligonucleotide caused a 50% re-
gression of tumors [112].

Ribonucleotidereductase catalyzes the synthesis of 
2’-deoxyribonucleotides from the corresponding ribonu-
cleoside 5’-diphosphates. This is the limiting step in the 
formation of 2’-deoxyribonucleoside-5’-triphosphates, 
precursors in DNA synthesis [113]. The R2 subunit of ri-
bonucleotidereductase (RRR2) is synthesized in the late 
G

1
 phase and the early S phase and is a key factor in de-

termining the rate of DNA replication [113]. Also, it is well 
known that RRR2 plays a significant role in determining 
the malignant potential of cells by acting synergistically 
with certain oncogenes and being connected with the mem-
brane protein Raf-1 and the mitogen-associated protein 

kinase 2 (MAPK2) [114, 115]. For this reason, the specific 
suppression of the RRR2 mRNA can cause a whole array 
of antineoplastic effects via a wide variety of mechanisms. 
AsON GTI-2040, which suppressed RRR2 expression, 
caused a 98% regression of renal carcinoma transplanted 
into mice [116]. Clinical trials showed that this drug was 
well-tolerated by patients [117]. 

In the early 70s Folkman proposed that the growth of 
solid tumors and metastasis are critically dependant on 
angiogenesis – the formation of new blood vessels from 
the surrounding vascular network [118]. The pathological 
growth of new vessels promotes solid tumor progression 
and metastasis. Over the last few decades, the main media-
tors of angiogenesis have been identified and character-
ized, providing researchers with novel targets for cancer 
therapy. Among the numerous neoangiogenic factors, the 
most prominent is VEGF (vascular endothelial growth fac-
tor) [119]. By activating receptors VEGFR-1 and VEGFR-2, 
VEGF induces the activity of intracellular signaling tyrosine 
kinases, which play a central role in stimulating the prolif-
eration of endothelium cells [120]. At least 5 VEGF isoforms 
are generated by alternative splicing: VEGF

206
, VEGF

189
, 

VEGF
165

, VEGF
145

, VEGF
121

 [121, 122]. It has been shown that 
increased angiogenesis and tumor progression are associated 
with the overexpression of isoform VEGF

165
 [123]. Specific 

oligonucleotides and siRNA were developed in order to sup-
press the expression of the VEGF-encoding gene [124, 125]. 
An interesting approach towards inhibiting VEGF activity 
was the construction of ribozymes, and later DNAzymes, 
targeted at inhibiting the expression of Flt-1, which encodes 
the VEGF receptor VEGFR-1, and the KDR gene, encoding 
VEGFR-2 [126]. Among all the proposed strategies of VEGF 
inhibition, this approach proved to be the most effective, 
and the ribozyme-based drug Angiozyme, targeting the Flt-
1 gene, is currently in phase II clinical trial [35].

The protooncogene neu, also known as HER-2/erbB-2 or 
NGL, encodes a transmembrane receptor that exhibits ty-
rosine kinase activity, which is important for intracellular 
signal transduction [127]. Normally, the HER-2 protein is 
not produced in most human tissues, and in neoplasias this 
receptor exhibits tyrosine kinase activity even when there 
is no ligand to activate it [128]. The overexpression of HER-
2 in carcinogenesis is often attributed to the amplification 
of the corresponding gene [129]. The recently developed 
drugs Herceptin and Rituxanar are based on monoclonal 
antibodies that bind the HER-2 receptor, but clinical trials 
showed some negative side-effects, the worst being cardio-
toxicity [130, 131]. This is why the gene-targeted therapy 
of HER-2-mediated neoplasias looks so promising. Of all the 
drugs based on nucleic acids and used to suppress HER-2 
activity, the drug Herzyme, based on a hammer head ri-
bozyme, is currently in clinical trials. Phase I clinical trials 
showed that the drug is well tolerated by patients [132]. 

The eukaryotic translation initiation factor 4E (eIF4E) 
binds to the capped 5’ terminus of cellular mRNAs and de-
livers them into the eIF4E translation initiation complex. 
This complex reads the mRNA sequence in the 5’-3’ direc-
tion and unwinds the secondary mRNA structure in the 
5’-untranslated region, thus uncovering the translation start 
codon and promoting ribosome binding [133, 134]. In normal 
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conditions, eIF4E activity is down-regulated by a specific 
eIF4E- binding protein 4E-BP (4E-binding protein). Malig-
nant transformation is often accompanied by eIF4E overex-
pression or by the phosphorylation of 4E-BP. This leads to 
the release of an active eIF4E which forms the eIF4E trans-
lation complex [135]. Notably, many researchers have shown 
that hyperactive eIF4E in tumors mostly enhances the 
translation of proteins which are involved in tumor progres-
sion such as Bcl-2, survivin, cyclin D1, C-myc, and VEGF 
[133, 134]. Because of this, the specific suppression of eIF4E 
activity can turn out to be very useful in inhibiting tumor 
progression. An asON complementary to eIF4E showed good 
results. When injected into tumor-bearing mice, it caused a 
10-fold regression of the tumor and had no noticeable side 
effects [136]. 

Pleiotropin (PTN) is a secreted growth factor which is pro-
duced in large quantities during the development of the nerv-
ous system and “turned off” in adults [137], except in some 
cancer patients [138]. PTN is an active mitogen for fibroblasts 
and epithelial cells [137, 138]. Also, it can induce the release 
of active proteolytic enzymes from endothelial cells [139]. 
These data point to the potentially crucial role of PTN in an-
giogenesis. In order to suppress the expression of PTN in tu-
mor cells, a ribozyme complementary to the PTN mRNA was 
constructed. It showed considerable antitumor and antimet-
astatic activity [140]. Moreover, it was recently discovered 
that the inhibition of the expression of anaplastic lymphoma 
kinase (APK), which causes the development of anaplastic 
lymphoma [141] and functions as a pleiotropin receptor [142], 
did not only cause tumor regression, but also caused a two-
fold increase in mean survival time in mice [143]. 

Tumor progression is accompanied by the tumor’s abil-
ity to spread beyond the boundary of its own tissue and to 
continue to grow into nonrelated tissues. Modulating the 
expression of genes which are involved in stimulating mi-
gration and invasion by means of gene-targeted drugs is a 
strategy that is often used by researchers. Matrix metal-
loproteinase-9 (MMP9) can initiate the degradation of cer-
tain components of the extracellular matrix and the basal 
membrane (collagens IV and V, elastin, entactin, casein, and 
galectin) [144, 145], which promotes the epithelial-mesen-
chymal transition of tumor cells and stimulates metastasis 
[146]. The suppression of metalloproteinases by ribozymes 
partially abrogates metastasis and increases the mean sur-
vival time of tumor-bearing mice, but it does not cause tu-
mor regression [147].

The fibroblast growth factor (FGF) is interesting to re-
searchers because it is a powerful mitogen which induces 
differentiation and angiogenesis during development and 
also stimulates tumor cell invasion [148]. Normally, adults 
produce only a small quantity of FGF, but during certain 
oncological diseases, FGF production is elevated [149]. Se-
creted FGF binds tightly to heparan sulphate proteoglycans 
in the extracellular matrix, thus blocking FGF activity [150]. 
One of the mechanisms of FGF release is binding to FGF-
BP (FGF-binding protein), which mobilizes and activates 
FGF [150]. Studies have shown that FGF-BP is expressed in 
certain carcinomas [151] and also promotes the conversion 
of nononcogenic FGF-expressing cell line SW-13 to onco-
genic and angiogenic phynotype [150]. A ribozyme designed 

to suppress the FGF-BP gene expression effectively abro-
gated tumors in mice [152].

The early growth response factor-1 (EGR-1) is a typi-
cal representative of a family of transcription factors which 
possess a “zinc-finger” structural domain [153]. EGR-1 ac-
tivity is induced by a number of external and intracellular 
stimuli such as growth factors, cytokines, ultraviolet light, 
ionizing radiation, etc [153]. It has been shown that EGR-1 
is involved in multiple regulatory pathways in tumor cells. 
Its activity is involved in the development of malignant 
transformation [154], in the regulation of MDR1 gene tran-
scription [155], and in the negative response to estrogen in 
mammary gland carcinoma [156]. In order to suppress EGR-
1 gene expression, a DNAzyme, which caused a 3-fold de-
crease in tumor size in mice, was designed [157].

The focal adhesion kinase (FAK) is a non-receptor tyro-
sine kinase, located in integrin clusters, through which the 
cytoskeleton interacts with proteins of the extracellular ma-
trix (focal adhesion sites). FAK receives signals from growth 
factors and adhesion factors and transmits them into the 
cell. FAK is an important mediator of signal transduction 
pathways, regulating proliferation, migration and cell vi-
ability and it is often overexpressed in tumor cells. siRNA 
effectively suppresses FAK activity and tumor growth in 
mice [158].

In mammary gland tumors, the transformed cells express 
the chemokine receptor CXC (CXCR4), which causes me-
tastasis into organs containing a lot of CXCR4 ligands. The 
inhibition of CXCR4 expression with siRNA suppresses the 
adhesive and invasive properties of tumor cells [159]. 

Application Gene-Targeted Nucleic Acid 
Drugs in Tissue Cultures, Experimental 
Animal Models and Clinics
Drugs based on nucleic acids have attracted the attention 
of researchers for a long time, being potentially useful for 
gene-targeted cancer therapy due to their ability to interact 
with the key pathways of carcinogenesis. Table 2 sums up the 
main results of in vitro studies in this area and Table 3 com-
bines the data of preclinic in vivo tests and clinical trials. In 
this section, we describe the development of drugs based on 
gene-targeted oligonucleotides which specifically inhibit the 
functions of target genes involved in carcinogenesis. 

Ras
In vitro. The established location of point mutations in the 
ras oncogene mRNA allows the development of oligonu-
cleotides specifically targeted at the mutated sites in the 
mRNA target. Such drugs efficiently switch off oncogene 
expression. The first drug developed for ras oncogene sup-
pression was a thiophosphate olignucleotide asON (now 
known as ISIS 2503) targeted at the initiation codon of H-
ras mRNA [161]. ISIS 2503 treatment of cervical carcinoma 
HeLa cells transfected with a plasmid encoding a gene for 
ras-luciferase fusion protein led to 98% suppression of the 
reporter gene. In a study by Chinese researchers, treatment 
of human hepatoma cells by a thiophosphate asON for 5 
days caused an 87.8% inhibition of tumor cell growth [162]. 
Additionally, a blockage of H-ras-dependant entry of tumor 
cells into the S-phase of the cell cycle was observed, and 
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DNA fragmentation detected in the treated cells indicated 
the initiation of apoptosis [162].

The antitumor potential of ribozymes targeted at Ras 
family genes is being actively investigated. In the melano-
ma, throat carcinoma and bladder tumor cell models, several 
research groups have demonstrated that H-ras ribozymes 
induced apoptosis, inhibited the proliferation of tumor cells, 
and helped reestablish cell differentiation [44–47].

An alternative approach to the suppression of Ras-family 
gene expression uses RNAi technology. Retrovirus-mediated 
expression of siRNA targeted at H-ras and K-ras mRNA ef-
fectively suppressed the synthesis of these proteins in ovar-
ian and pancreatic carcinoma cells [163, 164]. The tumor pro-
liferation activity decreased as the cells accumulated in the 
G

0
/G

1
 phase of the cell cycle, their proportion reaching 66.2% 

[163] and the number of apoptotic cells increasing from 4% to 
21% [163]. Zhang and coauthors used an adenoviral system of 
K-ras-siRNA delivery into cells and obtained an 80% decrease 
in the amount of K-ras protein in lung tumor cells, along with 
the suppression of tumor-cell proliferation [165]. 
In vivo. The transfection of hepatocellular carcinoma cells 
by H-ras asON produced a decrease in the average tumor 
weight in mice [162, 166] and inhibited metastasis [166]. The 
antitumor efficiency of asON ISIS 2503 in mice with pros-
tate tumors increased upon the addition of LNA nucleotides 
into the oligonucleotide sequence [167]. AsON ISIS 2503 was 
approved for clinical trials. In a phase I trial, the patients 
received 10 mg per kg asON ISIS 2503 injections for 14 days 
[168]. After a one week recess, the injection course was re-
peated. AsON ISIS 2503 did not display any marked toxicity 
and prevented the further progression of the disease. The 
results of phase II trials, performed on patients suffering 
from pancreatic adenocarcinoma have established that com-
bined treatment by asON ISIS 2503 and Gemcytabine is well 
tolerated and demonstrated a positive response to treatment 
in 10.4% of patients [48].

The use of anti-H-ras ribozymes in vivo led to a signifi-
cant retardation of tumor growth in mice and to a decrease 
in their invasive potential, as well as a two-fold increase in 
mouse lifespan [43–45]. Kijima and coauthors developed a 
ribozyme targeted at codon 12 of the mutant K-ras gene 
(GGT triplet substituted for GTT) and obtained a recom-
binant adenovirus expressing this ribozyme [169]. An intra-
tumor injection of this drug into athymic mice with a trans-
planted pancreatic carcinoma caused tumor regression in 
68% of mice [169]. 

In vitro treatment of tumor cells with a retroviral vector 
containing siRNA targeted at K-ras и H-ras mRNA caused 
a complete inhibition of pancreatic carcinoma growth and 
80% inhibition of ovary tumors in mice [163, 164]. A one-
time intratumor injection of adenoviral siRNA targeted at 
K-ras caused a 45% inhibition of lung tumor development, 
and multiple injections completely stopped tumor growth in 
8 out of 10 mice. In these experiments, the apoptotic activity 
of tumor cells showed a 2.8-fold increase [165]. 

C-myc
In vitro. The first drug developed for specific suppression 
of the c-myc protooncogene was a phosphodiester, asON, 
which caused a 50% decrease in the protein level in leuke-

mia cells and inhibited their proliferation by 50% after 5-day 
incubation with the olignucleotide [170]. Watson et al. de-
veloped a thiophosphate asON which demonstrated a more 
prolonged (up to 9 days) and effective (75%) inhibition of 
breast cancer cells proliferation and caused a 95% inhibition 
of estrogene-induced overexpression of c-myc gene [171]. 
The next step involved the substitution of the thiophos-
phate backbone for a morpholino-phosphorodiamidate one. 
Such an anti-c-myc-asON not only caused a decrease in the 
protein level, but also a complete G

0
/G

1
 cell cycle blockage 

[172].
A “hammer head” type ribozyme was developed in order 

to suppress c-myc activity. Transfection by a retroviral vec-
tor encoding the ribozyme led to a 1.7-fold decrease of the 
protein level in hepatoma cells and a 1.85-fold decrease in 
the proliferation potential of the cell [173].

The ability to suppress C-myc protein hyperactivity was 
evaluated for gene-targeted siRNA drugs. It was shown that 
siRNA caused a 60–92% decrease in the mRNA level and 
a 55–83% decrease in C-myc protein synthesis [174, 175]. 
The partial abrogation of c-myc expression was associated 
with a 2.5-fold suppression of cell growth in human epi-
dermoid carcinoma KB-3-1 and with a complete prolifera-
tion blockage in SK-N-MC neuroblastoma [175]. In order to 
improve the stability and facilitate intracellular delivery, 
a special poly-DNP-RNA (poly-2-О-(2,4-dinitrophenyl)-
oligoribonucleotide) was designed. This drug lowered the 
c-myc mRNA level to 15% in mammary and lung adenocar-
cinoma tumor cells [176]. 
In vivo. In vivo experiments showed that AVI-4126 (AVIBi-
oPharma, United States), a morpholino-oligonucleotide de-
veloped for inhibiting c-myc expression, causes an 80% de-
crease in prostate tumor growth in athymic mice [50]. This 
drug is currently in phase II clinical trials [52]. Phase I trials 
showed that AVI-4126 had no serious side effects for healthy 
people who received a single intravenous injection of AVI-
4126 with a dosage of 90 mg [51]. Also, AVI-4126 was assessed 
for accumulation in the prostate and mammary tumor tissues 
of patients who were injected with 90 mg of the drug (the test 
was performed 24 hours after the injection using surgically 
removed tumors) [51]. 

The inhibition of с-myc expression by RNAi looks promis-
ing in preclinical trials. Breast cancer cells transfected with a 
plasmid encoding anti-c-myc-siРНК did not give rise to tu-
mors when transplanted into mice [177]. In transgenic mice 
with developing lymphoma, real-time RT-PCR detected a 
15%–20% decrease in c-myc mRNA in the plasma of mice 
treated by poly-DNP-RNA [176]. 

PKC-α
In vitro. In order to inhibit the expression of the PKC-α 
gene, Dean et al. performed a thorough study of the effi-
ciency of 20 thiophosphate asON and their 2’-О-methyl ana-
logs [55]. The most effective oligonucleotide (known under 
the commercial name ISIS 3521) caused a 90–95% decrease 
in the level of PKC-α mRNA, but its 2’-О-methyl derivative 
did not affect the expression of the PKC-α gene, which indi-
cates that RNAse H activity is required [55]. 

In the glioblastoma model, the inhibitory potential of 
an anti-PKC-α ribozyme was evaluated. A 73% decrease 
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Table 2. Results of nucleic acid-based drugs testing in vitro

Target-genes Drug Tumor type Effect

H-ras/K-ras

asON Cervical carcinoma [161],  
hepatoma [162]

A decrease in H-ras-luciferase-mRNA level by 98% [161]; inhibition of cellular growth by 
87.8%, block of the entry into the S-pahse of the cell cycle, apoptosis induction [162] 

Ribozyme Melanoma, throat carcinoma, bladder 
cancer

Decrease in H-ras expression; retardation of proliferation and an increase in the level of 
differentiation of tumor cells [ 43–47] 

siRNA Ovarian, pancreatic [163], lung [165] 
carcinoma 

80% decrease in the protein level [165], suppression of proliferation [163,164], changes in the 
cell-cycle schedule, and increased number of apoptotic cells [163]

с-myc

asON Leukemia [170], breast cancer [171] 50%–95% decrease in c-myc expression [170, 171]; complete cell cycle arrest in the G
0
/G

1
 

phase [172] 
Ribozyme Hepatoma 1.7-fold decrease of the protein level and 1.85-fold drop in proliferative activity [173] 

siRNA
Epidermoid carcinoma,  

neuroblastoma [175], breast cancer  
and lung adenocarcinoma [176]

60–92% decrease in mRNA level and 55–85% inhibition of protein synthesis [175,176]; slow-
ing and blockage of cell division [175]

PKC-α
asON Lung carcinoma 90–95% decrease in PKC-α mRNA level [55]

Ribozyme Glioblastoma [178], prostate carcinoma 
[179]

Decreases protein level by 73% and proliferative activity below 90% [178]; restores  
sensitivity to cisplatin [179]

Clusterin asON
OGX-001 Renal carcinoma Decreases clusterin mRNA level by 64% and increases cell sensitivity to paclitaxel by 80% 

[59]
IGF-1R asON Bladder cancer Decrease of mRNA level by 74% and protein level by 61.3% [207]

bcl-2

asON G3139
(Genasense™, USA) Lymphoma [183], leukemia [68, 69]

Decrease of bcl-2  mRNA level and Bcl-2 protein level by 60–80% and 80–95%, respective-
ly, hence increasing cell death rate by 76–90%; as a result of apoptosis induction, increases 

doxorubicin senstivity [68, 69, 183]

Ribozyme Lymphoma 5-fold decrease in mRNA level, 3-fold decrease in protein level, and 2-fold increase in 
apoptosis rate [184] 

siRNA Cervical [185] and pancreatic [189] 
carcinoma

Suppresses  Bcl-2 protein synthesis by 90%, induces apoptosis in 50% of cells [185]; increases 
proportion of apoptotic cells by 37% [189]

Survivin
asON

Malignant lung mesothelioma, glioma, 
breast cancer, lung adenocarcinoma 

[76], thyroid cancer [77]

7-8- fold increase in caspase-3 activity, induction of apoptotic cell death in 42.5% of cells 
[76]; decrease of the mRNA level by 75% and protein level by 73%, inhibits cell proliferation 

by 53%, 11-fold increase in the proportion of apoptotic cells [77]

Ribozyme Melanoma [78, 79], breast cancer [80]
Decreases mRNA and protein levels by 75% and 74% respectively, increases tumor cell 

sensitivity to chemo- and radio-therapy, no effect without an additional apoptose inducing 
stimulus [78 - 80]

bcr-abl

asON Chronic myeloid leukemia Complete inhibition of cell growth, apoptosis induction [208]

Maxizyme Chronic myeloid leukemia 95% decrease in the chimeric gene mRNA, apoptosis induction, tumor cell growth retarda-
tion [85]

siRNA Chronic myeloid leukemia Suppression of BCR-ABL-associated cell growth, 4-fold increase in tumor cell sensitivity to 
imanitib [87]

DNAzyme Chronic myeloid leukemia Suppresses protein production by 40-75% [208]

c-raf
asON Lung, colon, prostate[190, 191], ovary 

[192, 193] cancer
100% suppression of С-raf protein, 80% inhibition of cell proliferation [190 - 192]; growth 

suppression in various ovary carcinoma lines by 10% to 90% [193]
siRNA Bladder cancer Decrease of protein level by 37.5% [194]

MDR1, 
mdr1a/
mdr1b

asON Colon adenocarcinoma [211], epider-
moid carcinoma [212]

Complete MDR phenotype reversal, increases accumulation of doxorubicin in cells 6.4-fold, 
promotes cell death [211, 212]

siRNA

Human epidermoid carcinoma [215], 
ovary cancer cells” на “human pancre-
atic cancer and gastric carcinoma [217], 
ovarian cancer cells, ovary cancer cells 

[218], murine lymphosarcoma [219]

MDR1 mRNA level is down by 91% and the P-glycoprotein by 72%-83%, increases cell 
sensitivity to vinblastin [99, 215], duanorubicin [217] and paclitaxel [218]

Ribozyme Liver cancer Reverses MDR phenotype, increases cell sensitivity to vincristin [214]
Glutathine Ribozyme Colon cancer Increases tumor cell sensitivity to chemotherapeutic drugs [101]

DNMT1 asON MG98 Lung and bladder cancer Restores p16 function, promotes accumulation of hypomethylated form of retinoblastoma 
protein, inhibits proliferation [107]

hTERT
asON Bladder cancer [111, 112] Decreases the protein level by 97%, increases cytostatic drug sensitivty, causes 3-fold 

increase of proportion of apoptotic cells, activates caspase-3 [111, 112]

Ribozyme Breast cancer Reduces the length of the telomere tandem repeat region from 5.5 kbp to 3.5 kbp and 
reduces cell growth rate [224]

RRR2

asON
GTI-2040 

(Genasense™, USA)

Lung, bladder carcinoma, fibrosar-
coma Results in total disappearance of R2 subunit mRNA

siRNA Pancreatic adenocarcinoma Increases tumor cell sensitivity to gemcytabin [198]

VEGF, Flt-1 
(VEGFR1), 

KDR 
(VEGFR2)

asON Breast and bladder cancer Decreases VEGF level by 45–83% and lowers cell survival [124]
siRNA Ovarian, cervical cancer, osteosarcoma Reduces VEGF expression by 33–53% [125]

Ribozyme
Angizyme, Sirna 

Ther., USA

Lung and colon carcinomas,  
breast cancer

Causes specific cleavage of RNA-substrate and effectively decreases mRNA level in cell 
culture [199]

DNAzyme Breast cancer Decreases VEGFR-2 level by 90% and cell survival by 34–65% via inducing apoptosis [200]

neu (HER-2/
erbB2)

asON Ovarian and breast cancer Additive inhibition of tumor cell proliferation in combination with doxorubicin [205]
Ribozyme
Herzyme Ovarian and breast cancer Lowers neu mRNA levels by 40–60%, thus inhibiting cell growth [131]

eIF4E asON
LY2275796

Non-Hodgkin lymphoma, lung, bladder, 
colon, prostate and breast cancer

Decreases eIF4E protein level by 80%; lowers protein levels of Bcl-2, survivin, cyclin D1, 
С-myc and VEGF; and induces apoptosis [136]

PTN и ALK

Ribozyme
(anti-PTN) Melanoma Decreases PTN mRNA level by 75% [140]

Ribozyme
(anti-ALK) Glioblastoma Decreases PTN activity [143]

MMP9
Ribozyme Prostate cancer Causes complete degradation of MMP9 mRNA [220]

siRNA Juvenile osteosarcoma 50% decrease in cell migration [221]
FGF-BP Ribozyme Prostate and colon carcinoma [152, 222] 80% suppression of FGF-BP protein synthesis; slowing down of tumor cell proliferation [152, 222]

EGR-1 DNAzyme Breast cancer 6-fold decrease of protein level, blocking of proliferation, and 3-fold drop in tumor cell 
invasion activity  [157]

FAK siRNA Prostate and breast cancer Inhibits tumor cell adhesion, migration, and proliferation [158]
CXCR4 siRNA Breast cancer Inhibits cell migration and invasion by more than 70% [225]
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in the protein level after ribozyme treatment was demon-
strated, and proliferative activity of the tumor cells was 
down by 90% as compared to 50% after treatment with a 
control ribozyme [178]. In another study, a PKC-α-targeted 
ribozyme re-established prostate carcinoma cells’ sensitiv-
ity to cisplatin-induced apoptosis, increasing its rate 2.6–
3.2-fold [179].
In vivo. Intravenous injections of ISIS 3521 to mice with 
three different heterotransplants (lung carcinoma, bladder, 
and colon cancer) caused complete tumor growth suppres-
sion in mice at a comparatively low dosage of 0.06–0.6 mg/
kg [55]. In phase I clinical trials of asON ISIS 3521, several 
different treatment schedules were investigated. The main 
cause of toxicity was thrombocytopenia and fatigue [180]. In 
phase II trials with a recommended treatment schedule of 
2 mg/kg/day for 3 weeks, an objective treatment response 
was documented for one patient with ovarian carcinoma, 
and 2 patients with ovarian carcinoma displayed tumor 
regression [181]. However, the treatment of patients with 
metastatic colon carcinoma did not produce any statistically 
significant responses [182].

Clusterin
In vitro. In the inhibition of clusterin expression, thiophos-
phate asON affected a 64% decrease in gene expression and 
an 80% increase in paclitaxel sensitivity in renal carcinoma 
[59]. 
In vivo. 2’-methoxyethyl-modified thiophosphate asON 
OXG-011 combined with paclitaxel caused a two-fold drop 
in the volume of renal carcinoma in mice [59]. Phase I of the 
clinical trials of asON OXG-011 at the dose of 640 mg re-
duced clusterin levels in human tumor tissue [60]. Currently, 
the therapeutic potential of asON OXG-011 combined with 
chemotherapy is being investigated in phase II clinical trials. 

Bcl-2
In vitro. Anti-mRNA drugs targeted at the antiapoptotic 
Bcl-2 protein emerged as undisputed leaders among the 
gene-targeted oligonucleotides used for cancer treatment. 
An 18-bp phosphodiester asON, complementary to the first 
6 codons of the open reading frame of bcl-2 mRNA, was de-
veloped by Kitada and coauthors. This oligonucleotide al-
most completely blocked Bcl-2 protein synthesis in lympho-
ma cells [183]. Reed et al. compared the inhibitory effects of 
phosphodiester and thiophosphate oligonucleotides comple-
mentary to bcl-2 mRNA on the growth of bcl-2-expressing 
leukemia cells [68]. It turned out that a detectable inhibi-
tory effect of the phosphodiester asON could be observed in 
about half the time needed to develop a comparable effect 
of the thiophosphate analog. However, the latter was more 
effective in suppressing the growth of tumor cells. The thio-
phosphate asON had the same effect as the phosphodiester 
asON at about a 5- to 10-time lower concentration [68]. It 
was shown that an 80–95% reduction in Bcl-2 protein syn-
thesis after thiophosphate asON treatment elevates the ap-
optosis rate and increases doxorubicin sensitivity [69].

Luzi and coauthors [184] developed a chemically modi-
fied ribozyme targeted at bcl-2 mRNA. The lipotransfection 
of this drug into human Raji lymphoma cells led to a 5-fold 
drop in the bcl-2 mRNA level and to a 3-fold drop in the pro-

tein level, which was associated with a significant increase 
in the proportion of apoptotic cells [184]. 

Fu et al. used bcl-2 siRNA to suppress Bcl-2 synthesis by 
90% in cervical tumor cells HelaB2 and BGC-823, which led 
to apoptosis induction [185].
In vivo. The decrease of the Bcl-2 protein level after treat-
ment with G3139 asON, which was targeted at the respec-
tive gene’s mRNA, was associated with the suppression of 
the oncogenic potential of lymphoma cells and a complete 
blockage of tumor growth in mice [186]. The use of G3139 in 
combination with cisplatin increased the anticancer chemo-
therapeutic effect by 70% [187].

Recently, Morris et al. [188] reported the results of phase 
I clinical trials of an 18-bp thiophosphate asON G3139 (Ge-
nasense™, United States), which were complementary to 
the first six codons of the bcl-2 open reading frame. Its was 
shown that, after seven days of daily intravenous infusions 
at a dose of 6.9 mg/kg, patients with non-Hodgkin lym-
phoma registered minor side effects, such as fatigue and 
a reversible increase of transglutaminases in the blood se-
rum. Subcutaneous injection of the drug turned the cancer 
process onto a stable, non-progressive mode in 9 out of 21 
patients with non-Hodgkin lymphoma, and improved the 
quality of life in 3 patients (a total objective response in 57% 
of patients). In September 2000, the phase III trial of asON 
G3139 was launched on patients with chronic lymphatic 
leukemia and acute myeloid leukemia [70]. The clinical trials 
of this drug’s combinations with various chemotherapies for 
melanoma and prostate carcinoma in patients resistant to 
hormone therapy are now in progress [71, 72]. In February 
2001, in 65 oncological clinics in the United States, Canada, 
and Great Britain, a phase III clinical trial of asON G3139 
was also launched for patients with multiple myeloma. 

Tumor-bearing mice, which recieved bcl-2 siRNA treat-
ment, displayed a retardation of liver tumor growth by 
66.5% [185]. Mice with heterotransplants of pancreatic tu-
mors registered a 56% decrease in tumor volume [189].

Raf-1
In vitro. The 20-bp thiophosphate asON ISIS 5132 oligo-
nucleotide is targeted at the 3′-nontranslated region of c-
raf mRNA. This oligonucleotide effectively inhibited c-raf 
mRNA accumulation and decreased the protein level in lung 
carcinoma and colon and prostate tumor cells [190]. The ad-
dition of 2’-methoxyethyl modifications into the oligonucle-
otide asON ISIS 13650 designed for c-raf suppression did 
not lead to a significant increase of the inhibitory potential 
[191]. In ovarian carcinoma cells, ISIS 5132 and ISIS 13650 
induced 100% Raf-1 suppression and an 80% drop in cell pro-
liferation [192]. Also, anti-c-raf asON ISIS 5132 and ISIS 
13650 were tested on 15 ovarian carcinoma cells lines. The 
proliferation suppression efficacy varied from 10% to 90%. 
Growth inhibition was associated with apoptosis and the 
accumulation of cells in the G

2
/M and S phases of the cell 

cycle [193].
The comparison of c-raf suppression efficiency of asON 

and siRNA, which targeted the same region of mRNA, has 
established that 125 nM of oligonucleotide caused a 52.4% 
decrease in the Raf-1 protein level, while the siRNA caused 
only a 37.5% drop [194]. 
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In vivo. Oligon  ucleotide ISIS 5132 demonstrated a pro-
nounced antitumor effect in mice with ovarian carcinoma 
heterotransplants [192]. The results obtained in in vitro and 
in vivo experiments helped advance the studies of ISIS 5132 
anticancer activity to clinical trials. A phase I trial demon-
strated that the drug was tolerated well by patients and 
caused only a short period of thrombocytopenia in a few 
cases [195]. A low toxicity treatment schedule was devised 
which featured the slow intravenous infusion of the drug at 
a daily dose of 2mg/kg in 21-day courses with a one week 
break in between [195]. In the phase II clinical trial, the use 
of this treatment scheme for patients with prostate cancer 
[92], ovarian cancer [93], and colon adenocarcinoma [94] 
demonstrated the stabilization of the cancer process in ap-
proximately 25% of the cases. 

DNMT1
In vitro. The specific inhibition of the DNA-methyltrans-
ferase DNMT1 in cancer cells was achieved by the use of a 
2’-О-methyl thiophosphate asON MG98. The suppression 
of DNMT1 by an asON results in the demethylation of the 
р16 gene promoter, the reestablishment of its activity, the 
accumulation of cells with a hypomethylated retinoblas-
toma gene, and the inhibition of cancer cell proliferation 
[107].
In vivo. In vivo experiments with asON MG98 demonstrated 
a significant growth retardation and regression of intestine 
carcinoma and non-small cell lung cancer heterotransplants. 
Successful preclinical studies insured the use of MG98 in 
clinical trials [196]. The phase I clinical trial was focused on 
evaluating the toxicity and establishing a pharmacological 
profile of asON MG98. Intravenous administration of the 
drug at a daily dose of 80 mg/m2 to patients with various 
solid tumors for 21 days every 4 weeks proved to be rela-
tively safe [196]. However, no significant antitumor effect 
was observed. Higher doses of the drug administered ac-
cording to the above-mentioned scheme were not tolerated 
well by patients [196, 197]. In the phase II clinical trial, an 
improved treatment scheme was tested on patients with 
metastatic renal carcinoma. The dosage of 360 mg/m2 was 
administered twice a week for three weeks [108]. However, 
this treatment schedule did not yield any positive response. 
The authors argued that the clinical failure was due to inap-
propriate choice of tumor type [108].

RRR2
In vitro. The study of the asON GTI-2040 targeted at RRR2 
mRNA demonstrated a complete abrogation of RRR2 mRNA 
accumulation in human lung carcinoma and significantly 
decreased its amount in human bladder and murine fibro-
sarcoma tumors [116]. 

Duxbury et al. studied the ability of RRR2 siRNA to in-
crease the gemcytabine sensitivity of human pancreatic 
adenocarcinoma cells implanted into mice via suppressing 
the RRR2 subunit synthesis. Specific siRNA molecules tar-
geted at RRR2 mRNA significantly increased gemcytabine-
induced cytotoxicity [198].

In vivo. In vivo experiments demonstrated that anti-
RRR2 siRNA, in combination with gemcytabine, yield a syn-
ergistic antitumor antimethastatic effect [198]. 

The inhibitory potential of GTI-2040 was evaluated in 
animal experiments. GTI-2040 suppressed tumor growth 
in all experimental models, and the maximal effect was ob-
served in the renal carcinoma model, where a 95–98% re-
gression in the tumor was demonstrated [116]. A study of 
asON GTI-2040 in phase I clinical trials yielded a recom-
mended treatment schedule with the daily administration of 
185 mg/m2/day for 21 days repeated every 4 weeks. Mono-
therapy according to this schedule did not cause any serious 
side effects [117]. 

VEGF
In vitro. In vitro experiments demonstrate that a thiophos-
phate asON targeting VEGF mRNA can reduce VEGF syn-
thesis by 45–83% in breast and bladder cancer cell lines 
[124]. 

An RNAi approach was also assessed for the efficacy of 
VEGF expression inhibition. Vector delivery of siRNA into 
tumor cells caused the prolonged suppression of VEGF syn-
thesis by 33–53% [125]. 

In order to therapeutically interfere with pathological 
angiogenesis, as an alternative strategy it was proposed 
to target the VEGFR-1 and VEGFR-2 receptors, but not 
VEGF itself. With this in mind, ribozymes complemen-
tary to regions of Flt-1(VEGFR-1) and KDR (VEGFR-2) 
were designed [199]. It was shown that these ribozymes 
specifically cleave RNA substrates in vitro and efficiently 
decrease the mRNA level in cell cultures. Currently, stud-
ies of the effect of DNAzymes on VEGFR-2 function are 
being published. Zhang and coauthors demonstrate a 90% 
decrease of VEGFR-2 protein level along with a 34–65% 
drop in the viability of breast cancer cells due to apoptosis 
induction [200].
In vivo. Experiments in vivo demonstrated that VEGF inhi-
bition by thiophosphate asON led to a 5-fold growth retar-
dation of renal carcinoma in mice [201]. 

In order to prolong the action and improve the drug per-
meability into the tumor cells, VEGF- targeted modified 
siRNA were designed. An intratumor injection of cholesterol 
oligoarginine-siRNA conjugate provided a 10-fold decrease 
in the growth rate of colon adenocarcinoma [202], and in-
jecting an siRNA complex with a water-soluble lipopolymer 
led to a 1.5-fold growth retardation of prostate adenocar-
cinoma [203]. In these experiments, a notable decrease in 
tumor vascularization and reduction of VEGF expression 
were also observed.

In preclinical trials, the Flt-1-targeted ribozyme exerted 
antitumor, antiangiogenic and antimetastatic effects in a 
metastatic lung cancer model [199]. Mice with grafted Lewis 
lung carcinoma were surgically implanted with mini pumps 
infusing the ribozyme at a rate of 12-100mg/kg daily. Af-
ter 19 days, the mini pumps were removed and new ones 
installed. After treatment, a 92% tumor regression and a 
70–80% reduction of lung metastasis were observed [199]. 
In mice with grafted intestinal carcinoma, the number of 
metastases after treatment with anti-Flt-1 ribozyme de-
creased 3-fold [199]. This ribozyme was named Angiozyme 
(Ribozyme Pharmaceuticals, United States) and is now be-
ing evaluated in phase I and II clinical trials in patients with 
various cancer types. Phase I trials were concluded in June 
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2001 and demonstrated good tolerance and disease stabiliza-
tion in 25% of patients [204]. Phase II trials in patients with 
malignant forms of colon and breast cancer were aimed at 
evaluating Angiozyme monotherapy and combinations with 
traditional chemotherapeutic agents [35]. It was shown that 
Angiozyme decreased the levels of soluble VEGFR-1 in se-
rum, but no significant clinical response was demonstrated. 
These data underscore the importance of combining gene-
targeted and conventional chemotherapy. Promising results 
were obtained in studies involving patients suffering from 
colon tumors and featuring the simultaneous use of An-
giozyme with the Saltz therapeutic protocol (a combination 
of bolus 5-fluoruracil, leucovorin, and irinotecan). This ap-
proach led to disease progression in only 12.5% of the cases, 
as opposed to 25% in chemotherapy-only patients [35].

Interesting results were obtained in vivo  with a 
DNAzyme complementary to KDR (VEGFR-2) mRNA. Af-
ter four injections of anti-VEGFR2 DNAzyme, a 75% regres-
sion of breast cancer was observed [200]. The antiangiogenic 
action of the DNAzyme reduced the vascularization of the 
tumor tissue and therefore promoted cell death in the tumor 
periphery. 

neu/HER-2 (ErbB-2)
In vitro. An asON complementary to HER-2/neu oncogene 
was created and studied with respect to the antisense-me-
diated suppression of the gene in order to increase the effi-
ciency of conventional chemotherapy. In combination with 
doxorubicin, the asON additively suppressed tumor cell pro-
liferation [205].

The plasmid-encoded ribozyme complementary to neu 
mRNA efficiently cleaved the RNA substrate in vitro. The 
transfection of ovarian carcinoma cells by such a construct 
caused a 50% reduction of the gene expression and a 39–42% 
decrease in HER-2 protein level [131]. 

In vivo. AsON targeting neu mRNA combined with doxoru-
bicin induced a synergistic anticancer effect [205]. 

The efficacy of HER-2 inhibition was assessed in vivo us-
ing injections of a recombinant adenovirus encoding a HER-
2 specific rybozyme [206]. Three days after an intra-tumor 
injection into subcutaneously grafted mammary cell carci-
noma, a 59% decrease of HER-2/neu mRNA was observged 
in tumor tissue. Treating such grafted mice with five weekly 
injections resulted in 89% tumor regression [206]. Prelimi-
nary results of phase I trials of a HER-2/neu-targeted ribo-
zyme called Herzyme (Ribozyme Pharmaceuticals, United 
States) in therapy-resistant mammary tumor patients dem-
onstrated disease stabilization but did not yield any cases of 
a partial or complete positive response [132]. 

Other Target Genes
Another asON was designed to inhibit IGF-1R activity. It 
caused the mytocin-induced death of bladder carcinoma 
cells in vitro [207], and the preincubation of melanoma 
cells with this oligonucleotide prior to injection completely 
blocked tumor graft development in mice [64].

The treatment of tumor cells with asON targeted against 
survivin helped increase the proportion of apoptotic cells [76, 
77], and the use of anti-survivin ribozymes increased the sen-
sitivity of tumor cells to radio- and chemotherapy [79–80]. 

In in vitro experiments, the efficacy of drugs based on 
asON, siRNA, ribozymes and DNAzymes specifically for 
suppressing BCR-ABL was demonstrated [84, 85, 87, 208, 
209]. In vivo a thiophosphate asON, complementary to BCR-
ABL mRNA, proved to be most successful. The intravenous 
injection of this drug prolonged the survival of mice with 
developing leukemia [210].

To suppress the expression of the MDR1 gene and sensi-
tize the cells to cytostatics, the respective asON [211, 212], 
conjugate of asON with doxorubicin [213], ribozyme [214], 
and siRNAs targeted at different regions of the mRNA 
were designed [215–218]. It was discovered that these 
drugs greatly increased or reestablished in vitro tumor 
cell sensitivity to doxorubicin [211, 213], vinblastin [215], 
vincristin [214], daunorubicin [217], and paclitaxel [218]. In 
vivo, the mice, which received subcutaneous grafts of colon 
cancer cells expressing the anti-MDR1 ribozyme and were 
later treated by doxorubicin, showed an almost complete 
regression of hetereotransplant growth [98]. Our experi-
ments show that anti-mdr1b siRNA is effective in supress-
ing mdr1b expression in the cells of highly chemotherapy-
resistant RLS

40 
 lymphosarcoma [219] and, when combined 

with chemotherapy, specifically stimulates cell death in 
vitro. If cyclophosphamide and anti-mdr1b siRNA are used 
in combination in vivo, they cause the complete regression 
of RLS

40
 lymphosarcoma in mice and increase the efficien-

cy of cyclophosphamide therapy more than 3-fold when 
compared to cyclophosphamide monotherapy [99].

In order to circumvent MDR caused by the glutathione 
system, a ribozyme targeted at the γ-glutamylcystein syn-
thetase was constructed. This drug increased the sensitivity 
of colon tumor cells to cisplatin, doxorubicin, and etoposide 
1.8-, 4.9- and 1.5-fold, respectively [101]. 

To overcome hTERT-mediated tumor cell immortality, 
specific hTERT-targeted asON were developed, such as 
PNA, 2’-О-methyl asON, (2-5А) asON, which has a 2’5’-oli-
goadenilate group [111, 112]. 2’-О-methyl asON and (2-5А) 
asON proved to be the most successful and caused the death 
of 90% of the tumor cells in vitro [111, 112].  Daily intratu-
moral injections of (2-5А) asON for 14 days caused a more 
than 50% regression of a subcutaneous grafted glioma [112]. 

Cells transfected by eIF4E-targeted asON decreased not 
only the level of the factor itself, but also that of other can-
cer-associated proteins, such as Bcl-2, survivin, cyclin D1, 
C-myc, and VEGF [136]. The intravenous infusion of anti-
eIF4E asON to tumor-bearing mice caused a 10-fold regres-
sion of the tumor and did not have any toxic effect on the 
animals’ healthy tissues and organs [136]. 

In order to suppress anomalous PTN expression, a ri-
bozyme-based approach was suggested. In vivo experiments 
showed that anti-PTN ribozymes caused a more than 65% 
retardation of melanoma growth in mice and inhibited an-
giogenesis by 70–85% [140]. Moreover, non-direct inhibi-
tion of the PTN signaling pathway by ribozymes targeted at 
ALK gene mRNA (which encodes a tyrosine kinase receptor 
for PTN) caused a 50–95% retardation of tumor growth and 
a two-fold increase in the mean survival time for mice with 
grafted glioblastoma [143].

Suppressing metalloproteinases by ribozymes did not 
cause the complete cell death of tumors, but it retarded tu-
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Table 3. Results of nucleic acid-based drugs testing in vivo

RNA-target Drug Tumor type Effect Trial stage

H-ras/K-ras

asON
ISIS 2503

Hepatocellular carcinoma [162, 
166]

Decreased tumor weight in mice and suppressed metastatic proc-
cesses [162, 166]. Low toxicity, optimized therapy schedule [48, 

168], positive response in combination with gemcytabine in 10% of 
patients; one complete response, 4 partial [48]

Phase II

Ribozyme Throat, pancreatic and bladder 
carcinoma, melanoma

Suppresses mouse tumor growth as a result of an increased pro-
portion of apoptotic tumor cells,  decreases the invasive potential 

of the tumor, and increases animal survival time [43–45, 169]
In vivo

siRNA pancreatic and ovarian carcinoma 
[163, 164], lung cancer [165] Inhibition of tumor growth [163–165] In vivo

c-myc

asON
AVI-4126 

(AVIBioPharma, USA)

Prostate and breast cancer 
[50, 51]

Suppresses tumor growth by 80% in mice [50].
Moderate toxicity, accumulation of the drug in tumor tissue [51] Phase II

siRNA breast cancer [177],  
lymphoma [176]

Opposes tumor progression [177]; decreases с-myc mRNA level in 
serum down to 15–20% [176] In vivo

PKC-α
asON

ISIS 3521
(AffinitakTM, USA)

Bladder carcinoma, lung and 
colon cancer [55], ovarian cancer 

[181], colon carcinoma [182]

Completely suppresses tumor growth in mice at a dosage of ISIS 
3521 of 0.06–0.6 mg/kg [55].

Moderate toxicity in clinical trial [180]; 3 objective responses to 
therapy [181]; no response to therapy [182]

Phase II

Clusterin asON
OGX-001

Renal carcinoma [59], prostate 
cancer [60]

Caused a 2-fold decrease in tumor volume in mice when used in 
combination with paclitaxel [62].

Decreased clusterin levels in the patients’ pathological tissues [60]
Phase I/II

IGF-1R asON Melanoma Completely blocked tumor development from cells transfected 
with the asON [64] Ex vivo

bcl-2

asON G3139
(Genasense™, USA)

Lymphomas, lymphatic  
leukemia, myeloleukemia [186, 
187], melanoma [71], lymphoma 

[188], lympholeucosis [70], 
prostate carcinoma [72]

Decreased tumor volume in mice [186], additive antitumor effect 
of asON G3139 and cisplatin [187].

Moderate toxicity in clinical trial, stabilized the tumor process, 
improved life quality [188]

Phase III

siRNA Murine liver Н22 tumor [185], 
pancreatic cancer [189]

Slowed liver tumor growth in mice by 66.5% [185]; decreased 
pancreatic cancer heterotransplant volume by 56% [189] In vivo

bcr-abl asON Chronic myeloleukemia 2-fold increase of mice mean survival time [210] In vivo

c-raf
asON 

ISIS 5132 
(Neopharm, USA)

Ovarian [93, 192]  prostate can-
cer [92], colon adenocarcinoma 

[94]

Suppressed tumor growth in mice [192].
Moderate toxicity in clinic [195], stabilization of the disease in 

more than 25% of cases [92, 93]
Phase II

MDR1, mdr1a/
mdr1b

Ribozyme Colon adenocarcinoma A virtually complete regression of mouse tumors in an ex vivo 
experiment, in combination with doxorubicin [98] Ex vivo

siRNA Murine lymphosarcoma [99, 
219]

A virtually complete regression of mouse tumors in an in vivo 
experiment, in combination with cyclophosphamide [102] In vivo

DNMT1 asON MG98

Non-small cell lung cancer, 
colon carcinoma, metastatic 

renal carcinoma and other solid 
tumors [108, 196, 197]

Regression of tumors in nude mice [196].
No serious side effects, no clinical response from patients 

[108,196, 197]
Phase II

hTERT asON Glioma A more than 50% regression of tumor [112] In vivo

RRR2

asON
GTI-2040 (Genasense™, 

USA)
Solid tumors

Inhibited tumor growth in all the experimental models studied, 
maximal effect in renal carcinoma.  95–98% regression [116].
No serious side effects, optimized treatment schedule [117]

Phase II

siRNA Pancreatic adenocarcinoma Synergistic siRNA and hemcytabine cytotoxicity [198] In vivo

VEGF, Flt-1 
(VEGFR1), 

KDR (VEGFR2)

asON Renal carcinoma Fivefold tumor regression [201] In vivo

siRNA Colon and prostate adenocarci-
noma [202, 203]

Tenfold retardation of colon adenocarcinoma growth [202] and 
1.5-fold inhibition for prostate carcinoma [203], suppresses tumor 

vascularization [202, 203]
In vivo

Ribozyme
Angiozyme, Sirna Ther., 

USA

Lung carcinoma [199], colon 
cancer [35, 204], breast cancer 

[35] 

Growth regression of Lewis lung carcinoma in mice by 92% and 
70–80% decrease in metastasis in the lungs [199].

Well-tolerated by patients, decreases VEGFR-1 protein level in 
tumor cells, stabilizes the disease in 25% of patients [35, 204]

Phase II

DNAzyme Breast cancer
Causes tumor regression by 75% in mice, reduces vasularization 
in tumors, and causes cell death in the tumor’s peripherial tissue 

[200]
In vivo

neu (HER-2/
erbB2)

asON Ovarian and breast cancer Synergistic anticancer effect with doxyrubicin [205] In vivo
Ribozyme
Herzyme Breast carcinoma Regression of tumors in mice by 89% [206].

Well-tolerated by patients, stabilizes the disease [132] Phase I

eIF4E asON
LY2275796 Prostate carcinoma Tenfold regression of the tumor; has no toxic effect on healthy 

organs or tissues in mice [136]

PTN и ALK

Ribozyme
(anti-PTN) Melanoma Reduces tumor size by 65%, inhibits vascularization by 70–85%, 

and induces apoptosis [140] In vivo

Ribozyme
(anti-ALK) Glioblastoma Delays tumor growth, increases tumor-bearing mice survival time 

2-fold [143] In vivo

MMP9 Ribozyme Metastatic fibrobalsts [220], 
prostate cancer[147]

Causes an 8-fold decrease in metastasis, a 1/3 increase in mean 
mouse survival time, and has no effect on primary tumor develop-

ment [147, 220]
Ex vivo

FGF-BP Ribozyme Prostate carcinoma Suppresses tumor development [152] Ex vivo
EGR-1 DNAzyme Breast carcinoma Suppresses tumor growth 3-fold [157] In vivo
FAK siRNA Prostate and breast carcinoma Tumor regression [158] In vivo

CXCR4 siRNA Breast carcinoma Virtually completely inhibits metastasis, decreases CXCR4  mRNA 
level to 10% [159], and causes tumor regression [223] In vivo
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mor growth, limited its volume increase, and suppressed 
angiogenesis and metastasis [147, 220, 221]. 

A ribozyme targeted at FGF-BP causes an 80% suppres-
sion of the proteins synthesis which inhibited cell prolifer-
ation in prostate and colon carcinomas [152, 222]. Tumors 
transfected by an anti-FGF-BP ribozyme and later subcuta-
neously grafted into mice did not show any signs of progres-
sive development [152].

In order to suppress EGR-1, a DNAzyme was constructed. 
It targeted the mRNA of the transcription factor EGR-1. In-
tratumoral injections of this drug caused a 3-fold decrease 
in the tumor's size [157].

Specific siRNA was developed to suppress FAK hyper 
function in the cells of prostate and mammary glands. Cells 
transfected by this siRNA demonstrated the inhibition of 
cell adhesion, migration, and proliferation in vitro and tu-
mor growth suppression in vivo in mice [158].

In vivo experiments showed that intravenous injections 
of anti-CXCR4 siRNA not only decreased the CXCR4 mRNA 
level to 10% of the control level, but also virtually blocked 
metastasis into the lungs [159] and suppressed the primary 
tumor growth [223].

Using drugs based on nucleic acids to fight cancer is one 
of the most promising and rapidly developing areas of mod-
ern molecular oncology. Gene-targeted oligonucleotides 
make it possible to inhibit key links in the malignant growth 
process. These drugs can not only help regulate prolifera-
tion, apoptosis, and drug resistance, but they also affect the 
cell–cell interactions that promote malignant progression 
in the entire organism. However, it is worth noting that, al-
though gene-directed oligonucleotides share the mechanism 
of action (which involves switching off the target gene), the 
efficiency of drugs directed at suppressing the same gene, 
even through the same region in the mRNA target, can vary 
significantly. 

Some companies have already undertaken the develop-
ment and marketing of anticancer drugs based on gene-tar-
geted oligonucleotides, such as asON and ribozymes, which 
are well recognized as forerunners of the gene-targeted 
therapeutic approach. As is evident from Table 3, the genes 
most sensitive to asON turned out to be involved in prolif-
eration and apoptosis blockage in tumor cells. Also, genes 
like Flt-1 (VEGFR) and neu (HER-2) turned out to be very 
susceptible to the effect of ribozymes. AsON targeted at 

suppressing H-ras, c-myc, PKC-α, clusterin, bcl-2, c-raf, 
and ribozymes, which cleave the Flt-1 and neu mRNA, are 
currently being evaluated in clinical trials. Certain types of 
gene-targeted nucleic acid drugs such as DNAzymes and 
siRNA have only recently started to be seen as promising 
therapeutic tools; however, the amount of successful clini-
cal trials is rapidly catching up with asON and ribozymes. 
Drugs for curing age-related retinal degeneration based on 
siRNA are currently being tested in clinical trials. However, 
siRNA for treating cancer have not been introduced into 
clinical trials yet. 

Despite the undoubted achievements of modern oncol-
ogy, the problem of raising the efficiency of malignant neo-
plasia treatment is still very pressing. Notably, one of the 
main objectives of gene-targeted therapy is to provide the 
delivery of drugs to the target cells, which presumes the 
transport into a specific organ or tissue, traversing the cel-
lular membrane, and arriving at specific cell compartments. 
It is clear that oligonucleotides cannot do this by themselves. 
Therefore, the development of vehicle systems which could 
increase the efficiency of these drugs is of utmost impor-
tance. The problem of transporting a specific RNA or DNA 
sequence into a tumor cell is still unsolved.

As was noted above, changes in the expression of cer-
tain genes play a key role in oncogenesis. The dysfunction of 
these genes can affect the correct regulation of the signaling 
pathways that control transitions between the phases of the 
cell cycle, proliferation, apoptosis, genetic stability, differ-
entiation, and morphogenetic reactions of the cell. These 
processes in the cell are tightly connected and are often in-
terchangeable. In many cases, drugs based on nucleic acids 
affect a specific mechanism, which leads to the abrogation 
of a whole chain of malignant growth regulation. However, 
it is important to bear in mind that one of the most crucial 
properties of tumor cells is the ability to exploit cell sur-
vival pathways, which allows these cells to escape gene-
targeted molecular control. This consideration, however, 
does not undermine the importance of cancer therapy using 
nucleic acid-based drugs directed at a specific regulatory 
link. Nevertheless, the flexibility and plasticity of the bio-
chemical profile, as well as the robustness of the regulation 
of functions vital for the survival of tumor cells, require 
that gene-targeted cancer therapy be optimized as much 
as possible. 
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Abstract Asymmetric division is one of the most  fundamental characteristics of adult stem cells , which ensures one daughter cell maintains stem
cell status and the other daughter cell becomes committed to differentiation. New data emerged recently that allow us to conclude that asymmetric
division has another important aspect: it enables self-maintenance of stem cells.
Keywords: asymmetric division, stem cells, aging of stem cells, self-renewal of stem cells, aggresomes, Drosophila neuroblasts.
Abbreviations: Hemopoietic stem cells (HSC), mutant protein huntingtin Htt, tumor suppressor Lgl (lethal giant larvae), stem cells (SC), tumor suppressor Discs-
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INTRODUCTION
The central aspect of stem cell biology is asymmetric divi-
sion. Earlier it was suggested that with the help of asym-
metric division  two problems could be solved at the same 
time: one daughter cell preserves the qualities of the stem 
cell and  continues to self- renew, whereas  the other ac-
quires the ability to differentiate [1. 2, 3, 4]. Stem cell niches 
create an asymmetric microenvironment and control local 
processes of proliferation and differentiation of stem cells 
through the integration of signals from neighbor cells, from 
the organism, and from the external environment [5]. Niches 
create a system of signals directed toward the maintenance 
of stem cells. That has been studied in detail on germline 
stem cells in Drosophila. For example, it   was shown  on the 
germinal stem cells  in the Drosophila ovary how the signal 
from the stromal cells (Dpp) regulates the self-renewal of 
the stem cells and influences the fate of the daughter cells 
[6]. In the process of ontogenesis and during the neoplastic 
transformation, stem cells may divide both symmetrically 
and asymmetrically, depending on the circumstances under 
which they reside [2]. 

Asymmetric division and cell–cell interactions are uni-
versal mechanisms of the formation of cell diversity and  are  
of primary importance  in development of multicellular or-
ganisms. Diversity of cell types may be created in two major 
ways [7]. One way is when a great number of identical cells 
are initially formed which later acquire various ways of dif-
ferentiation due to cell–cell interaction. In another  case, 
daughter cells become different  from their time of birth 
when,  in the process of mitosis of  polarized mother cell, cell  
fate  determinants  segregate only in one of the daughter 
cells. This distribution of determinants provides for speciali-
zation of one daughter cell in a certain way, which differs 
from the specialization of  the sister cell.

In order for the asymmetric division to proceed success-
fully, it is necessary that several key processes take place: 
(1) the cell undergoing the division should be initially polar-
ized. Polarization may include differences in the structure of 
certain parts of the cell  membrane and uneven distribution 

of determinants in the cortex and in the cytoplasm of the 
cell. (2) Mitotic spindle is  oriented  parallel to the cell po-
larization axis. (3) The  forming mitotic spindle  is also asym-
metric. This results in the fact that the two centrosomes that 
form the spindle are different (4). As a result of the division, 
the cell fate determinants are distributed asymmetrically 
between the daughter cells.

Both ways of cell differentiation and the strategy of de-
velopment can be  seen in closely related nematodes [8]. Early 
development starts from asymmetric mitoses in Caenorhab-
ditis elegans and Acrobeloides nanus, and the formed cells 
have strictly determined fate: out of the 949 mitoses that ap-
pear during C. elegans development, 807 are asymmetric. In 
Enoplus brevis nematode, identical blastomeres are formed 
first which  differentiate  during the  further development 
as a result of asymmetric divisions. Asymmetric division is 
a conservative mechanism that provides the possibility of 
daughter cells development in different directions, which is 
why the problem of asymmetric division is of fundamental 
importance to developmental biology and, in particular, to 
the biology of stem cells [9, 7, 10]. Asymmetric division has 
been identified in different groups of organisms: in bacteria 
[11, 12], yeasts [7], Volvox [13], nematodes [14], Drosophila 
[15], vertebrates [16, 17], and plants.  Several subjects have 
been thoroughly studied and are considered classical: divid-
ing Drosophila neuroblasts [15] and division of first blasto-
meres in Caenorhabditis elegans [14, 18]. A prerequisite for 
asymmetric cell division apparently exists in all organisms, 
but whether or not it happens depends on the particular  
situation. It is possible to state now that two programs are 
written in a cell: for  symmetric and asymmetric division. 
In development  and during tumor transformation, stem 
cells may divide both symmetrically and asymmetrically, 
depending on  their microenvironment [2]. For example, 
during the embryonic development of mouse, asymmetric 
division is directed toward regulating the number of neural 
stem cells. During the 12–16 d of gestation  in the ventricu-
lar brain zone, a lot of apoptotic cells are found and, at the 
same time, ceramide expression increases. It was shown [19] 
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that, at that time, the neural progenitor cells divide in such 
a way that asymmetric distribution of the nestin and pros-
tate apoptosis response 4 (PAR-4) occurs. As a result of such 
division, one daughter cell is PAR-4+ nestin-, in which the 
increased contents of ceramide incite apoptosis, and another 
cell not expressing PAR-4 is nestin-positive and not sub-
jected to apoptosis. Besides, the asymmetric division is func-
tionally connected with the apoptosis, because some genes 
involved in the regulation of the asymmetric division control  
signal pathways responsible for apoptosis [20].  Transition of 
daughter cells to apoptosis, as well as to the differentiated 
state, may be used in the organism for maintaining the cell  
homeostasis. In Drosophila, mutations in some  genes in the 
homozygous state cause the disturbance of the apical-basal 
cell polarity and disorganization of the epithelium structure; 
this is why  these genes were termed  cell polarity genes . 
Formation and maintenance  of the apical-basal cell  polarity 
is of great importance for their functioning and for undergo-
ing  asymmetric  mitosis.  Polarization of cells is controlled 
by the complex interaction of a great number of genes [21, 
22].   The loss of cell polarity  and the  succeeded alteration  
of asymmetric mitosis may  result in the loss of proliferation  
control and that, in turn, may induce the chain of events 
leading to the malignant growth. It was shown in Drosophila 
neuroblasts that genes controlling asymmetric mitosis may 
be tumor suppressors, and mutations of those genes induce 
neoplastic growth [23, 24].  

The asymmetric division of Drosophila neuroblasts 
One of the most studied models of asymmetric division is neu-
ral progenitor cells (neuroblasts) of Drosophila that produce 
the majority of the central nervous system cells. Neuroblast 
undergoes asymmetric division and produces two daughter 
cells of different sizes. The bigger cell  maintains the quali-
ties of the neuroblast and may divide several times asym-
metrically, whereas the smaller daughter cell, which is called 
the mother ganglion cell, is committed to differentiation and 
divides only once, producing two neurons or two glia cells. A 
large number of protein complexes take part in cell polariza-
tion [25, 26]. Apical-basal polarization of the neuroblast takes 
place in the late G2, when the set of proteins called Par com-
plex localizes in the apical part of the cell. For the success-
ful proceeding of mitosis, correct localization of the protein 
complexes in the apical cortex of neuroblast is needed [24]. 
Segregation of baso-lateral and  apical protein complexes is 
based on their antagonism that brings about their polar dis-
tribution in the cell.

In Drosophila neuroblast, the apically localized proteins 
form two complexes interconnected  by the adaptor Ins-
cuteable protein. The evolutionally conserved Par complex 
includes Bazooka/Par3, aPKC, and Par6 and is the first 
complex of proteins that localizes in the cell cortex of the 
neuroblast and is initially involved in the displacement of 
the proteins from the apical cortex, the proteins that local-
ize in the basal part of the cell. This protein complex regu-
lates the activity of the tumor suppressor Lgl (lethal giant 
larvae), which is also necessary for the correct targeting  
of basal protein complexes. Lgl is directly associated with 
Par6 and, in this complex, it seems that aPKC inactivates 
Lgl through its phosphorylation. Due to the activity of the 

non-phosphorylated Lgl, Miranda protein is recruited in the 
basal cortex.  

The second apical protein complex contains proteins 
bound to the signaling way of the heterotrimeric G-protein 
and includes Gαi, Partner of Inscuteable (Pins), and Loco-
motion defects (Loco).  The Gαi–Pins–Loco complex inter-
cedes the mitotic spindle formation, as well as its correct 
position (in a way parallel to the apical basal axis), toward 
the plane of the neuroblast division.

The mitotic spindle of the neuroblast is asymmetric, 
its length is longer in the apical part, and, as a result, it is 
shifted to the side of the basal cortex. That is why, as was 
mentioned earlier, two cells of different sizes are formed. 
Centrosomes in the Drosophila neuroblast, which are un-
der division, appear to be non-equivalent; the mother cen-
trosome, which is bigger, is surrounded by more extensive 
astral microtubules and remains in the neuroblast in later 
divisions. 

Due to tumor suppressors  Discs large(Dlg) and Lethal 
(2) giant larvae (Lgl) localized in the cortex, the apical Par 
complex provides the basal localization of the RNA-binding 
Staufen protein, the transcription Prospero (Pros) factor, 
the Numb protein which associates with plasma membrane, 
and the adaptor proteins Miranda (Mira) and Partner of 
Numb (Pon) [27,28]. Tumor suppressor Lgl, which is the cy-
toskeletal protein and which directly binds with non muscu-
lar myosin II (Zipper), suppresses its activity and prevents 
binding with the apical complex. Lgl is evenly distributed 
through the entire cell cortex. However, in the area of the 
apical cortex, the aPKC phosphorylates and inactivates Lgl, 
releasing myosin II. Activated myosin II may form filaments 
and displace the Miranda protein. On the contrary, Lgl is 
active in the basal cortex because of aPKС absence and it 
suppresses the activity of myosin II, which allows the Mi-
randa to locate in the basal cortex [29]. In contrast to myosin 
II, which displaces the determinants from the apical cortex, 
myosin VI (Jaguar) provides basal localization and segrega-
tion of Mira/Pros by means of vesicular transport [30].

The Pins protein may associate with the protein Mud 
(mushroom body defective) of the mitotic apparatus, which 
is associated with the centrosome and apical cortex that 
is necessary for the correct orientation of the spindle. Dlg 
and the Khc-73 (Kinesin-73) protein situated on the plus 
ends of the astral microtubules are also necessary for cor-
rect positioning of the spindle. Actinomyosin cytoskeleton 
plays an important part in the assembling of these apical 
and basal protein complexes. It seems that actin filaments, 
not the microtubules, take part in the binding of proteins 
with the cortex. Drosophila myosins II and VI are present in 
mutually exclusive complexes with Miranda and are neces-
sary for the correct localization of the determinants that de-
termine the fate of the cell. Asymmetric Numb localization 
is regulated by the phosphorylation cascade that triggers 
the activated Aurora-A. This kinase phosphorylates Par-6, 
the regulatory aPKC subunit, which triggers the activation 
of aPKС. This in turn leads to the phosphorylation of Lgl, 
which binds and suppresses aPKC activity in the interphase. 
Phosphorylated Lgl becomes free from aPKC and allows for 
Bazooka to take its place in the protein complex. As a result, 
the specificity of the substrate changes and aPKC is able 
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to phosphorylate Numb. Phosphorylated Numb is localized 
asymmetrically as a crescent in the basal part of the cell [31]. 
Proteins of the basal part of the neuroblast form two com-
plexes. One of these complexes contains Miranda adaptor 
protein that is associated with transcription repressor Brat 
(Brain tumor) and assists in its asymmetric localization, the 
homeodomain transcription factor Prospero, and the protein 
Staufen, which binds the two-stranded RNA and which can 
itself bind prospero transcripts. The second complex con-
tains Numb, the Notch protein antagonist, and binding it 
protein Pon (Partner of Numb). After segregation into the 
mother ganglion cell, Miranda degrades, which allows Pros-
pero translocation into the nucleus and activation of genes 
involved in the differentiation and repression of genes in-
volved in proliferation processes. Mitotic spindle plays an 
active part in the process of asymmetric division. It has been 
shown on several objects that it is created by structurally 
and functionally different centrosomes. Mitotic spindle also 
appears to be asymmetric, because it is formed by structur-
ally and functionally different centrosomes. For the yeasts 
S. cerevisiae [32, 33], “c o m p a s model” was proposed which 
suggests that mitotic spindle, like the magnetic needle of 
a compass, localizes in the cell not passively but reacts to 
the signals from the cortical layer of the cytoplasm. During 
daughter cell budding, the Kar9 protein, which is necessary 
for correct spindle orientation, is located at the pole that is 
oriented to the side of the daughter cell. Then, Kar9 moves 
from the pole to the microtubules, which are directed to the 
specific parts of the cortical layer of cytoplasm in the daugh-
ter cell. This type of model suggests that spindle asymmetry 
is necessary for reaction to the cortex signals and for correct 
orientation in a dividing cell. In Drosophila neuroblasts [34] 
and in embryonic cortex of murine brain [35], the asymmet-
ric cell division is accompanied by the active movement of 
mitotic spindle. However, in Drosophila germinal stem cells, 
the centrosomes take their final place in the interphase, and 
asymmetric division proceed with the permanent spindle 
position [36]. 

The asymmetric division of higher organisms  
Asymmetric division in  higher organisms has yet to be stud-
ied sufficiently. Sporadic findings show that such divisions 
take place. In many epithelial tissues, both symmetric and 
asymmetric cell divisions are detected. For example, during 
symmetric mitoses, both cells are morphologically identical 
and situated on the basal membrane; during asymmetric 
mitosis, the daughter cells are morphologically different, 
whereas one of them transits immediately to the epithelial 
suprabasal layer. It  is possible to suggest that during the 
asymmetric and symmetric divisions  different mechanisms 
of cell migration to the suprabasal layer can exist. In the 
basal cells of the human esophagus, epithelium asymmet-
ric division has been described [37], during which mitotic 
spindle is oriented perpendicularly to the basal membrane, 
which is why one daughter cell retains contact with the ba-
sal membrane and another moves into the suprabasal  layer. 
The authors suggest that this is how stem cells divide. In a 
mouse epidermis on the 12.5 d of embryonic development, 
the large  part  of epidermis consists of one layer and the 
overwhelming number of cell divisions take place in the 

epithelium plane (i.e. they are symmetric); however, some 
cells divide perpendicularly to the basal membrane. While  
multilayered epithelium appears after 15.5 d of gestation, 
more than 70% of the cells have vertically aligned spindle. 
Evidently, stratification of epidermis  resulted from asym-
metric mitotes [38]. In mouse tail epidermis, about 30% of 
the basal layer cells may undergo asymmetric division [39]. 
Lamprecht [40] showed that, in the basal cells of rat cornea 
epithelium, both symmetric and asymmetric mitoses occur.    

Single progenitor haematopoietic cells isolated from the 
human fetal liver undergo asymmetric divisions in vitro [41]. 
It was found that approximately 30% of CD34+ cells gave 
birth to two daughter cells with different behaviors. One 
cell remained quiescent for 8 d, whereas the other started to 
proliferate exponentially with a doubling time of 12 h. Even 
more often ( circa 40% of cases) asymmetric division was 
found in CD34+ CD38- cells. Asymmetric division in mamma-
lian stem cells still remains insufficiently studied, but some 
indirect findings suggest such a possibility. Mammalian tis-
sues comprise small fractions of stem cells, about one per-
cent or several percents, and, in many cases, they are very 
hard to identify in situ. The role of asymmetric segregation 
of the determinants in the cells of vertebrates has practi-
cally not been studied: however, homologues of some genes 
that provide the origin of Drosophila asymmetric mitosis 
were discovered. The evolutionally conservative numb gene 
was discovered in many vertebrates [44, 45]. Asymmetric 
divisions take place in the cells of the ferret cerebral cortex 
[42] and in the stem cells of the mouse cerebral cortex and 
neuroblasts [43]. And in all cases accomplishment of asym-
metric division, just like in Drosophila neuroblasts, it is nec-
essary to have an asymmetrically distributed Numb factor. 
Asymmetric Numb localization has been found in dividing 
satellite cells of mouse [46]. In Drosophila, Numb function 
is to suppress Notch signaling during neurogenesis. In ver-
tebrates, Numb fulfills the same functions as in Drosophila 
neuroblasts and takes part in the regulation of the asym-
metric division of mammalian cells [45, 47, 48]. Two Pins ho-
mologues [49] were found in vertebrates. In rats, the AGS-3 
corresponds to the Pins protein, which is expressed only in 
some tissues. Another Pins homolog, LGN, is expressed in 
many human tissues. During the interphase, this protein is 
in the cytoplasm, and it is associated with the poles of the 
spindle during mitosis. Suppression of the LGN expression 
destroys the spindle organization and prevents chromo-
somes from normal disjunction [50]. Insc functioning is nec-
essary for the correct orientation of asymmetric mitosis in 
the progenitor cells of rat retina [51]. Also, homologues for 
Par-3, Par-6, and aPKC have been found. 

Aging stem cells 
The question of age-related changes in stem cells in the course 
of  aging of the organism and  its tissues where stem cells are 
localized is of crucial importance for stem cell biology [52]. 
In quickly renewing tissues (such as blood, epidermis, and 
the intestinal epithelium), stem cells make up  a remarkable  
component and have a big proliferative potential. Mouse  he-
matopoietic stem cells function throughout the lifetime of the 
animal, and serial transplantations have shown that the life 
expectancy of stem cells may significantly exceed the life ex-



64 | Acta naturae |  № 2 2009

REVIEWS

pectancy of the organism. It was shown in many experiments 
that aging, as well as  younger  bone-marrow cells are able to 
restore hematopoiesis in recipients after repeated transplan-
tations [53, 54, 55]. After several rounds of transplantation, 
the ability of stem cells to rescue lethally irradiated animals 
is lower: however, it is worth noticing that, at the same time, 
the proliferative potential of stem cells may not be exhausted, 
but unfavorable effects may be connected with the technique 
of isolation  and transplantation of  stem cells, as well as the 
radiation treatment of recipient niches [56, 57}. This makes it 
possible to suggest that, with the organism  aging, no essen-
tial lowering of the proliferative potential occurs in stem cells. 
Naturally, then, the question arises as to whether stem cells 
age or not. This question cannot be unambiguously solved 
right now. Stem cells aging can be of a replicative character 
(as a result of the accumulation of errors during the repeated 
proliferative cycles) and of a chronological character, con-
nected with different  aspects of  stem cell behavior. Though 
the hemopoietic stem cells (HSC) of younger and older mice 
were similar in their ability to restore hematopoiesis, older 
animals had five times more HSC than the younger ones: 
however, they were worse at finding niches and  engrafting  
the bone marrow of irradiated recipirnts.  HSCs of young ani-
mals were predominantly quiescent, whereas in older animals 
they were more often in the proliferative cycle [58, 59]. Clonal 
analysis of the repopulating HSCs showed that aging animals 
have a diminished number of lymphoid-biased HSCs, while 
the number of the long-term HSCs of the myeloid series rises. 
Myeloid HSCs of the younger and older animals behave in the 
same way in all aspects. This leads us to suggest that aging 
does not influence the qualities of individual SC, but it affects 
the clonal composition of the HSC. Evidently, the reduction 
in the level  of lymphocytes in the blood may be an indicator 
of HSC aging [60]. Rossi et al. [61] showed that in aging ani-
mals  endogenous DNA errors   accumulate in stem cells; that 
may be the cause of cell aging and can be reflected in the SC 
functioning and maintenance of the tissue homeostasis dur-
ing stress. Behavior of HSCs as the organism ages may also 
depend on the genetic factors manifested in different lines of 
mice. The number of HSCs in DBA  line barely changes with 
the age of animals, and the number of young HSCs even falls, 
whereas both  factors in older animals significantly increase 
in C57BL/6 line.   

There are grounds to believe that age-related changes in 
stem cells are reversible, because in skeletal muscle satellite 
cells  of mouse, it was shown [63] that a rejuvenation of the 
satellite cells of older animals takes place during heterochron-
ic parabiosis. Age-related changes in the HSCs of mice may 
also be reversible [64]. As for germinal SC, significant aging of 
niches where they are located was demonstrated [65]. Embry-
onic SCs cultivated in vitro  apparently do not age [66]. Dur-
ing the lifetime of a mouse, no pronounced aging or lowering 
of the physiological functions of epidermal SCs was discov-
ered [67], which may be connected with the special biological 
significance of the barrier function of epidermis in the life of 
animals. These findings make it possible to speculate about 
age-specific reversible (epigenetic) changes in the SCs and  
about long-term retaining of their proliferative potential. On 
the whole, it is possible to conclude that the number of tissue  
SCs and their functioning may change as the organism ages. 

However, the stem cells  retain their ability to self-renew. One 
of the processes connected with cell aging is the formation 
of intracellular protein inclusions. Correct folding of the na-
scent proteins in the cell requires the participation of differ-
ent protein cofactors known as molecular chaperones. Those 
molecules recognize and bind growing chains of polypeptids 
and partly folded proteins in order to provide them with the 
native conformation and prevent misfolding and subsequent 
aggregation. There are several chaperone families, including 
heat shock proteins. Throughout the cell cycle, permanent 
synthesis and degradation of  proteins take place. Misfolded 
proteins or the proteins damaged due to oxidative stress or 
heat shock are destroyed in the cell because of proteolysis; 
however, the cells appear to be unable to degrade the mis-
folded and damaged proteins in some situations [68], and they 
may form microaggregates. In higher eucariots, those micro-
aggregates accumulate in the aggresomes which are formed 
as a result of direct transportation of microaggregates from 
the cell periphery to centrosomes or microtubules organiza-
tion centers, where they are surrounded by intermediate mi-
crofilaments [69]. Formation of aggresomes is the generalized 
cell answer to the clustering of the aggregated nondegraded 
proteins. After inclusion in aggresomes, proteins are not able 
to undergo degradation by proteasomes. Aggregation of a 
large number of aggresomes (“biological garbage”) is con-
sidered one of the important  factors of cell aging and dying 
[70, 71].  Formation of aggresomes may be the reason for the 
dysfunction and death of postmitotic cells such as neurons 
and cardiomyocytes. Many neurodegenerative diseases, in-
cluding Alzheimer’s, Parkinson’s, and Huntington’s diseases, 
are characterized by the selective death of neurons due to 
aggresomes formation  resulting from abnormal processing 
of the mutant, misfolded or damaged proteins by the ubiq-
uitin-proteasome system [72]. For example, the mutant pro-
tein Huntingtin (Htt), which characterizes for Huntington’s 
disease, contains a polyglutamine fragment which assists ag-
gresome formation. Arrasate et al. [73] showed that, when 
there is an increase in the quantity of diffused Htt in cells, 
the death of particular neurons occurs. Microaggresomes ac-
cumulation, along with the formation of inclusion bodies, in-
creases the vitality of neurons  and protects them from the 
toxic effect of Htt. In a similar way, aging cells accumulate 
oxidized proteins, e.g., carbolinylated proteins which form 
high-molecular aggregates that are not subjected to degra-
dation [74]. To a certain degree, aggresomes formation near 
centrosomes does not influence the correct organization of the 
spindle and mitosis flowing: however, when there is a great 
excess of aggresomes, mitosis  and cell functions are disturbed 
[75]. The functional inequality of the centrosomes in the cell 
causes asymmetric orientation of the spindle. This was shown 
for Drosophila neuroblasts [76], germinal stem cells of Dros-
ophila [77], and budding yeasts cells [32]. The centrosomes 
asymmetry is expressed particularly in that aggresomes are 
accumulated only around one of them [75]. Because the mech-
anism of asymmetric division in Drosophila neuroblasts is well 
studied and the neuroblasts themselves are frequently used 
for modeling the stem cells behavior, they were chosen for 
an examination of the mutant proteins behavior in the asym-
metric mitosis [75]. A recombinant Drosophila was created in 
which the N-end fragment of the human Htt protein was ex-
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pressed; this human protein contained 128 glutamine repeats  
(Htt-Q128). It was shown in the culture of the isolated neuro-
blasts that the aggregated Htt-Q128 protein usually formed a 
protein inclusion associated with  only one pole of the spindle. 
As a result of the asymmetric division, the inclusion  moved to 
the newly formed neuroblasts and mother ganglion cells were 
free from damaged proteins. These findings made it possible 
to suggest that the mechanism of aggresomes segregation in 
the process of symmetric mitosis may fulfill the same func-
tion in mammalian SCs. In Drosophila cells on the blastoderm 
stage, asymmetric divisions take place and, at the same time, 
the proteins predestined for degradation are distributed 
asymmetrically [78]. There is an indication that, in the stem 
cells of the crypt of small intestines of patients with type-3 
spinocerebellar ataxy (ScA-3), an asymmetric distribution 
of the mutant protein ataxin-3 takes place [75]. This protein 
does not form inclusions in normal patients, but patients with 

ScA-3 manifest the aggresomes in committed and differen-
tiated cells; however, they are not formed in the SCs situ-
ated at the crypt bottom near the Paneth cells. Judging by 
the microscopic inclusions that can be seen with an electron 
microscope, ataxin-3 is expressed in the crypt SCs as well; 
however, they are freed from the aggresomes after asym-
metric mitosis. These findings make it possible to suggest that 
another exclusively important function of the asymmetric 
division is the self-renewal of the adult stem-cell line. In this 
case, one of the two daughter cells breaks free from the dam-
aged non-degraded protein molecules and maintains  its bio-
logical age, whereas the other daughter cell, which inherits 
the damaged molecules, either dies as a result of apoptosis or 
differentiates. Continuous proliferation is a necessary factor  
of self-renewal of adult SCs, because in nonproliferating cells  
damaged proteins accumulate and chronological aging of the 
cells takes place. 
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ABSTRACT Non-enzymatic protein glycation is a source of metabolic stress that contributes to cytotoxicity and tissue damage.  Hyperglycemia has been linked 
to elevation of advanced glycation endproducts, which mediate much of the vascular pathology leading to diabetic complications. Enhanced glycation of im-
munoglobulins and their accelerated vascular clearance is proposed as a natural mechanism to intercept alternative advanced glycation endproducts, thereby 
mitigating microvascular disease. We reported that antibodies against the glycoprotein KLH have elevated reactivity for glycopeptides from diabetic serum. These 
reactions are mediated by covalent binding between antibody light chains and carbonyl groups of glycated peptides. Diabetic animals that were immunized to 
induce reactive antibodies had attenuated diabetic nephropathy, which correlated with reduced levels of circulating and kidney-bound glycation products. Mo-
lecular analysis of antibody glycation revealed the preferential modification of light chains bearing germline-encoded lambda V regions. We previously noted that 
antibody fragments carrying V regions in the germline configuration are selected from a human Fv library by covalent binding to a reactive organophosphorus 
ester. These Fv fragments were specifically modified at light chain V region residues, which map to the combining site at the interface between light and heavy 
chains. These findings suggest that covalent binding is an innate property of antibodies, which may be encoded in the genome for specific physiological purposes. 
This hypothesis is discussed in context with current knowledge of the natural antibodies that recognize altered self molecules and the catalytic autoantibodies 
found in autoimmune disease.
Keywords:  Natural autoantibodies, covalent binding, reactive antibody, advanced glycation, carbonyl group, diabetic complications, hydrolytic abzymes
Abbreviations: NAbs, Natural antibodies; KLH, Keyhole limpet hemocyanin; VL, light chain variable region; VH, heavy chain variable region; CDR, complemen-
tarity determining region; LDL, low-density lipoprotein; AGEs, advanced glycation endproducts; RAGE, receptor of AGE; OP, organophosphorus ester; scFv, 
single-chain variable fragment; FR, framework region; PC, phosphorylcholine; PAMPs, pathogen-associated molecular patterns; TLR, toll-like receptor.

INTRODUCTION
The generation of an enormous diversity of antibodies in re-
sponse to the multitude of possible antigens is a signature of 
instructive or adaptive immunity. The structural basis for 
adaptive immunity is expressed in the variability of the an-
tigen binding sites displayed on antibodies and B cell recep-
tors. Thus, antibodies are conventionally associated with the 
genetic recombination and accumulated mutations in their 
variable (V) regions that incrementally improve the comple-
mentarity between the antibody combining site and groups 
on the antigen. In contrast to affinity that matures gradu-
ally over time through multiple weak interactions, binding 
through strong forces such as a covalent bond could enable a 
more rapid and efficient way to capture certain antigens. Is 
there any case where antibodies use this form of binding and 
what purpose could such a binding mechanism serve? 

Antibodies that bind ligands covalently have been sought 
in approaches to generate enzyme-like catalytic antibodies (1). 
Covalent binding is used by enzymes to stabilize reactive in-
termediates in catalysis of many types of reactions. Reactive 
immunization was conceived as a strategy to elicit antibodies 
that bind their ligands through a covalent complex (2). Such 
antibody complexes might mimic enzyme intermediates to cat-
alyze the transformation of the bound substrate. The premise 
assumes that this form of binding could be evoked through the 
conventional affinity maturation process for antibody induc-
tion. Implicitly, such antibodies would have experimentally 

conferred, and therefore artificial, activity.  In the prototypi-
cal example, immunization against synthetic antigens contain-
ing a reactive dicarbonyl group provided antibodies that bind 
through Schiff base - enamine adducts. The covalently reac-
tive clones were shown to possess remarkable aldolase activity 
(2). As predicted, the covalent binding function arises from the 
somatically mutated V region genes, positioning one or more 
nucleophilic lysine residues in the combining site (3).

Covalent binding antibodies in 
glycation and pathology
In an alternative framework one could postulate that cova-
lent binding antibodies might also occur naturally if this 
activity were advantageous to the host. We proposed that 
binding through a single strong interaction to an antibody 
would be an appropriate mechanism for the sequestration 
and clearance of chemically damaged proteins and cells. Such 
a function is increasingly recognized in studies of naturally 
occurring antibodies that have inherent affinity for altered 
structures on self (4). For example, certain IgM antibodies 
that compete with macrophage receptors for binding of oxi-
dized LDL particles rely on the recognition of distinct chemi-
cal moieties such as the phosphorylcholine headgroup on oxi-
dized phospholipids. These natural autoantibodies (nAbs) are 
encoded in the germline and typically lack somatic mutations 
(5). Armed with this “innate-like” reactivity, nAbs are be-
lieved to constitute a disposal system for continuous surveil-
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lance and elimination of altered self, or “neoantigens” shed 
from apoptotic cells and damaged tissues (6). The same nAbs 
also bind to phosphorylcholine groups on bacterial cell wall 
polysaccharides, thus providing a first line of defense against 
infections (7). This dual purpose could explain the conserva-
tion of this function in the germline repertoire. The molecular 
basis for the interaction of V regions of nAbs with oxidized 
phospholipids remains under investigation.

Another kind of cytotoxic metabolic waste is generated 
through glycation or glycoxidation as sugars and carbohy-
drates are constantly bathing proteins and cells and modify-
ing them through nonspecific reactions of their exposed car-
bonyl groups. Glycation is a slow and continuous process that 
occurs in normal aging. However, it is significantly elevated 
in diabetes due to recurring hyperglycemia or poor glycemic 
control. The role of this pathway in leading to vascular com-
plication of diabetes is now firmly established (8-10). A be-
wildering array of advanced glycation endproducts (AGEs) 
constitutes a class of altered self, which has only been super-
ficially characterized.  AGEs initiate pathologies of vascular 
tissues by two major mechanisms: alteration of the extracel-
lular matrix through protein crosslinks, and the modulation 
of cellular functions by interacting with specific receptors. 
Diverse routes of cytotoxicity are suggested by the variety of 
receptors implicated in AGE uptake, including the receptor 
of AGE (RAGE), macrophage scavenger receptor, galectin-3 
and megalin (11-15).  The resulting cellular responses, includ-
ing plaque formation and tissue restructuring, contribute to 
the progression of cardiovascular, renal, and microvascular 
diseases (Figure 1). A number of approaches to therapy of 
AGE-related pathogenesis are under investigation, including 
pharmacological inhibition of AGE formation (16) and biop-
harmaceutical blockade of AGE receptors (17).  In principle, 
a natural homeostatic mechanism to deplete cytotoxic AGEs 
from circulation could mitigate pathology from ongoing or 
excessive glycation. Such a mechanism would likely include 
regulation to boost protection in a stress response. Is there 
a molecular basis for antibodies to fulfill such a housekeep-
ing function? While AGEs can be highly heterogeneous, the 
chemical intermediates leading to their formation often bear 
carbonyl groups derived from the reducing sugars as a dis-
tinct chemical signature (18). Initially, carbonyls are intro-
duced through the Amadori reaction and may be retained in 
various protein adducts generated in the subsequent Mail-
lard reaction. Further degradation of these adducts produces 
low molecular weight aldehydes, dialdehydes, and glycated 
peptides, which can react again to modify other proteins 
(Figure 2). Thus, the concept of “carbonyl stress” has come to 
denote the chronic pathologies resulting from glycation and 
oxidation.  An obvious mechanism to mitigate cytotoxic AGE 
formation is to reduce the carbonyl load. A reducing envi-
ronment within cells allows one level of protection. However, 
extracellular scavengers might also be expected to protect 
targets in circulation, on cell surfaces, and in the interstitial 
space. The efficacy of certain carbonyl-reactive pharmaceu-
tical agents (19) and of monoclonal anti-Amadori albumin an-
tibodies (20, 21) in therapy of diabetic complications provides 
a further rationale to implicate natural carbonyl scavenging. 
Covalent binding by antibodies would have distinct advan-
tages in this capacity, which conventional antibody binding 

could not match.  In the hypothetical immune process, a com-
mon antibody would recognize diverse modified antigens by 
strong covalent binding to the carbonyl residue, rather than 
requiring many antibodies to bind a multitude of convention-
al epitopes on all the possible glycation products.

A favorable chemical reaction of antibodies with glycation 
products is suggested by the enhanced glycation of normal 
immunoglobulins (22-24). Glycated peptides from diabetic 
animals were shown to react in vitro with normal IgG to mod-
ify their L chains (25). Furthermore, glycated L chain is one 
of three major serum proteins isolated from diabetic subjects 
(26). Most proteins can undergo glycation to a varying de-
gree, with some proteins more reactive than others. Hence, 
the modification of immunoglobulin is not surprising in itself, 
but the selectivity for L chain suggested that highly reactive 
sites must be available on these polypeptides. The chemical 
reactivity of L chains could be attributed to their unique se-
quences found in either the constant or variable domain. The 
preferential glycation of Fab and Fv (22, 24) and impaired 
antigen binding of glycated antibodies (23) support the idea 
that reactive residues are located in the variable sequences. 
Accordingly, reactivity might also be modulated by somatic 
diversification of V region sequences of the L chains.

Induction of covalent binding antibodies
In order to test this hypothesis we sought to demonstrate 
that covalent binding antibodies could be elevated in an im-
mune response and that these could attenuate a glycation 
stress by reducing the carbonyl load. Reactive immunization 
suggested a feasible approach.  Previously, we showed that 
antibodies induced to a pyruvate-containing hapten-KLH 
conjugate could bind to antigen by recognizing only the car-
bonyl group in the hapten (27). However, to our surprise the 
anti-KLH antibodies accounted in large part for this reac-
tivity. Antibodies to KLH bound to the reactive pyruvate in 
the same way as established by differential binding to the 
pyruvate/glycolate hapten pair (Figure 3). Covalent Schiff 
base formation between antibody and the pyruvate carbonyl 
was the most plausible explanation for this focused binding. 
To test whether these antibodies could also neutralize car-
bonyl groups on glycation products, we compared anti-KLH 
antibody and normal IgG in the reaction with glycated pep-
tides from sera of diabetic rats.  In fact, this assay showed 
that L chains of anti-KLH antibody were more reactive than 
L chains of normal IgG (28). The chemically reduced glycat-
ed peptides failed to form covalent adducts, indicating that 
carbonyl groups were necessary for the reaction (Figure 4). 
Proteomic analysis of the modified L chains by tandem mass 
spectrometry showed V region peptides derived from only 
two lambda L chains, even though kappa L chains comprise 
more than 90% of rat IgG. Remarkably, these lambda L chain 
peptides revealed sequences identical to the germline-en-
coded VL (28). However, these results also suggested that L 
chain reactivity was enhanced by immunization. Although 
mass analysis detected only peptides of unmutated germline 
VL, modified peptides with mutated residues might not have 
been identified by proteomic analysis. Alternatively, L chains 
with innate reactivity might be recruited in combination with 
somatically diversified VH domains, which provide specificity 
for KLH and cross-reactivity for glycated peptides.



68 | Acta naturae |  № 2 2009

REVIEWS

Reactive antibodies ameliorate 
glycation-associated pathology
The streptozotocin-induced diabetic rat, serving as a suitable 
model for diabetic nephropathy, was used to demonstrate 
the potential of the reactive immune response to mitigate 
AGE formation in vivo. Compared to diabetic animals immu-
nized with adjuvant alone, KLH-immunized diabetic rats had 
significantly diminished AGE levels, which correlated with 
attenuated nephropathy (28). Improved renal function, as 
determined by glomerular morphology and proteinuria lev-
els, was accompanied by reduced AGE staining in the renal 
extracellular matrix. We hypothesized that the therapeutic 
benefit derived from improved capture of glycation prod-
ucts in circulation by the reactive antibodies. This mecha-
nism presumes that AGEs formed from antibody molecules 
are less cytotoxic than the alternative protein AGEs. Forma-
tion of glycated IgG in diabetic subjects and, in particular, 
the identification of glycated L chain in the diabetic serum 
(26) indicated that these molecules might play a role in AGE 
pathogenesis. Although modified L chains accumulated in the 
reaction with glycated peptides in vitro, these products were 
not significantly elevated in the serum of diabetic animals. 
Glycated IgG is cleared from circulation and taken up by kid-
ney more efficiently than unmodified IgG (29). Furthermore, 
the filtration properties of low mass glycated proteins favor 
their selective excretion (30). Thus, native and modified L 
chains are found in the urine of both healthy and diabetic 
subjects (31, 32). Taken together, these observations are con-
sistent with the hypothesis of enhanced clearance of selec-
tively glycated antibodies. 

These studies provide evidence that a natural covalent 
reactivity of antibodies is augmented by adaptive immuni-
ty.  However, the predominance of unmutated V region se-
quences in the reaction products suggested that reactivity is 
inherent to the germline encoded VL (28). How could reactiv-

ity be enhanced by affinity maturation, yet conserved in an 
unmutated germline configuration? Glycosylated residues of 
KLH are believed to account for the cross-reactivity of anti-
KLH antibodies for carbohydrate epitopes of microbial anti-
gens (33). Similarly, anti-KLH antibodies may also cross-react 
against glycosylated epitopes of tumor antigens, as suggested 
by the therapeutic benefits of KLH in bladder carcinoma (34).  
Thus, a carbohydrate-specific response could account for the 
specificity of KLH antibodies for glycated peptides. This spe-
cificity could be imprinted in the H chain, which when paired 
with a nonspecific, reactive L chain would enhance reactivity 
of the latter against the bound substrate. The structures of 
reactive Ig V regions and the adaptive mechanisms guiding 
their reactivity remain subjects for further investigation.

Covalent binding antibodies from reactive 
selection and reactive immunization
In an alternative approach, we used synthetic reactive sub-
strates as antigens to probe for antibodies capable of covalent 
binding. This idea followed the original concept that anti-
bodies selected for nucleophilic reactivity could also express 
enzymatic activity through covalent catalysis. Irreversible 
covalent binding to a small organophosphorus (OP) ester was 
used to chemically select single-chain VH-VL fragments 
(scFv) from a phage display library (35).  All of the selected 
chemically reactive scFv molecules were modified on the 
VL polypeptide and could be described by two canonical se-
quences. The more reactive clone A.17 used the DPL-5 germ-
line VL product, which was phosphonylated at Tyr37 within 
the framework region FR-L2. By contrast, six other reactive 
clones used the DPL-3 germline VL, which reacted at Tyr32 
in CDR-L1. These nucleophilic Tyr residues are conserved in 
the VL germline and three-dimensional models of the scFv 
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Fig. 1. Advanced Glycation Endproducts in Pathology.  Protein glycation 
due to hyperglycemia or normal aging are further modified in the body 
to advanced glycation endproducts. These AGE may be further broken 
down to glycated peptides and low molecular weight AGEs. Both high 
and low molecular weight AGEs could be taken up by vascular tissues by 
cellular receptors and by cross-linking of the extracellular matrix. These 
modifications account for cytotoxicity and tissue necrosis and ultimately 
lead to vascular pathologies as is seen in diabetic complications

Fig. 2. Reactive carbonyls and aldehydes are intermediates in the forma-
tion of cytotoxic AGEs.  Early glycation products are primarily the result 
of Amadori reaction of proteins with reducing sugars.  Further non-
enzymatic fragmentation of these products generate additional reactive 
aldehydes, which participate in the further protein modifications and 
cross-linkages know as the Maillard reaction to produce AGEs
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suggest that either residue can be oriented toward the com-
bining site. However, the models also indicate that the Tyr37 
is buried at the interface between VL and VH domains in 
A.17, where it could be sterically inaccessible to ligand contact 
without large conformational motions (Figure 5).  Since the 
library was constructed by shuffling of germline VL and VH 
gene segments, we did not expect natural pairs in the scFv 
(36). Nevertheless, the VH chains of reactive clones were rep-
resented primarily by highly homologous sequences belong-
ing to the VH4 family. These results strongly suggested that 
the VH chain plays an important part in enhancing the chem-
ical reaction at residues on the VL region. The scFv could also 
bind other structurally unrelated OP compounds indicating 
a lack of fine specificity for ligand structure (35). The A.17 
scFv was also shown to have modest hydrolytic activity for 
peptide amides and simple carboxylic ester substrates. These 
Ig V regions could thus serve as primitive covalent catalysts. 
Most intriguing is the notion that the reactivity emerges from 
certain germline-encoded VL-VH pairs. Additional studies of 
these monoclonal Fv fragments will be of interest for under-
standing the origins and biochemical functions of chemically 
reactive Ig molecules. 

Chemical selections in vitro might represent the first step 
in adaptive immunity for acquisition of reactivity. However, 
the contribution of irreversible covalent binding to clonal se-

lection in vivo remains speculative. Using a reactive OP ester-
protein conjugate as immunogen, we examined the potential 
for the immune response to elicit reactive antibodies that are 
modified by the antigen. Antisera against the OP conjugate 
included reactive antibodies, which could be detected by their 
covalent modification with biotin-tagged OP reagent (27). 
Remarkably, these polyclonal antibodies were also modified 
predominantly on their L chains.  Thus, it appeared that the 
reactivity was enhanced by affinity maturation. However, it 
is not clear whether the covalent binding contributed to clonal 
selection or whether it is merely incidental to the affinity ma-
tured antibodies.  Considered as an enzyme system, the rate 
of modification (antigen capture) should increase as the non-
covalent binding, expressed by the K

d
 of the Michaelis-like 

Ab*OP complex, increases. While affinity maturation does 
not require it, an increasing chemical rate (k

s
) of irreversible 

covalent modification (Ab-X) might provide kinetic selec-
tion for clonal expansion of B cells (Scheme I). Ultimately, the 
question is whether covalent capture of antigen is adopted in 
a natural function for immunity or for host survival.

Scheme I

Clonal Selection

Carbonyl chemistry of oxidation-derived 
epitopes for natural antibodies
IgM nAbs are predominantly produced by a population of 
long-lived, self-replenishing B-cells, including the B-1 and 
B-1a subsets. It is believed that this B cell repertoire is con-
served in evolution for its contribution to host defense (5). The 
germline-encoded nAbs are best known for their capacity 
to bind conserved determinants on pathogens, referred to 
as pathogen-associated molecular patterns (PAMPs). More 

Fig. 3. Covalent-binding ELISA. Antibodies induced against a pyruvate-
KLH conjugate (anti-2 KLH) or against unmodified KLH reacted specifi-
cally by ELISA with the pyruvate (2) coupled to BSA (filled bars). Binding 
to chemically reduced glycolate-BSA (open bars) could be observed 
with anti-2 KLH antibodies but not with anti-KLH antibodies. Normal, 
non-immune IgG bound poorly to either molecule. We hypothesized 
that this binding is mediated by a reaction resulting in covalent binding of 
the pyruvate carbonyl group with anti-KLH antibodies
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Fig. 4. Reaction of anti-KLH antibodies with glycated peptides from 
diabetic serum. (Right panel) The density of the bands for products at 30 
– 34 kDa detected by SDS-PAGE and immunoblot analysis is plotted as a 
fraction of the total L chain density.  Formation of L chains of higher mass 
was observed in the reaction of antibodies from normal and KLH-immu-
nized rats. The rate of the latter was inhibited in the presence of KLH.  
(Left panel) The reaction of L chains with glycopeptides from diabetic rat 
serum at 0 h (lanes 1 and 3) and 24 h (lanes 2 and 4). Glycopeptides that 
were reduced by sodium borohydride failed to react in this time (lanes 1 
and 2), while the untreated glycopeptides showed enhanced formation 
of L chain adducts at 30 – 34 kDa (lanes 3 and 4)
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recently it was shown that nAbs also bind to altered epitopes 
on apoptotic cell and self proteins (37). These findings support 
the concept of a homeostatic function of nAbs for clearance 
of debris from cell death and protein decay (6, 38). Chemi-
cal structures generated by oxidation and glycoxidation of 
membrane phospholipids are thus the natural targets for 
nAb binding, presenting a case where carbonyl chemistry 
intersects with immune recognition. The phosphorylcholine 
(PC) headgroup of oxidized phospholipids and PC residues 
on the bacterial cell wall polysaccharides provide a common 
molecular determinant for the immune and homeostatic 
functions of nAbs (7). As a molecular receptor of PAMPs, the 
nAb V region can be regarded as akin to the evolutionarily 
conserved Toll-like receptors (TLR) of innate immunity (39). 
This emerging paradigm has far-reaching implications for 
the linkage between innate and adaptive immunity.

Oxidized phospholipids, which accumulate in atheroscle-
rotic lesions, are targets of both innate and adaptive immu-
nity (40). The role of reactive oxygen chemistry in defining 
epitopes for nAbs or for somatically diversified antibody is 
a subject of continuing investigation. Oxidation in the syn-2 
unsaturated fatty acid chain of the phospholipids introduces 
reactive species, including aldehyde functional groups, into 
the lipid moieties. One hypothesis suggests that the carbonyl 
group serves as the reactive anchor for modification of self 
by the phospholipid moieties. Small aldehydes that are by-
products of lipid peroxidation, such as 4-hydroxynonenal and 
4-hydroxyhexenal, are also implicated in protein damage and 
cytotoxicity and may play a role in autoimmune responses 
(41). Moreover, malondialdehyde, glycolaldehyde, and other 
reactive aldehydes generated from early glycation also con-
tribute to LDL modification and to the production of autoan-
tibodies in pathologic conditions (42).  The reaction of small 

aldehydes with residues on the protein surface, including 
lysine and histidine side chains, might define the neoepitopes 
of autoantibodies emanating from the nAb population. For 
example, it has been reported that antibodies induced to his-
tidine adducts of lipid oxidation-derived aldehydes also bind 
to DNA (43). Structural mimicry between these adducts and 
2-deoxyribonucleosides was suggested to explain this DNA 
binding. These antibodies have high sequence homology to 
natural anti-DNA autoantibodies and are related to the poly-
reactive nAbs. Thus, the role of carbonyl residues in promot-
ing immune responses to modified self may have several di-
mensions. In an expanded context, proteins modified by two 
or three carbon aldehydes or other reactive small molecules 
often define ligands for innate immune receptors such as 
macrophage scavenger receptor and RAGE (44). Although 
covalent binding of aldehyde-modified proteins to scavenger 
receptors through Schiff base or carbinolamine adducts was 
contemplated the early investigations, such interactions be-
tween modified self and innate immune receptors, and anti-
body paratopes in particular, remain to be demonstrated.

Chemical reactivity, catalysis and the 
basis for polyreactive antibodies
Polyreactivity of nAbs is defined as the promiscuous avidity 
of multivalent IgM molecules to disparate molecules, includ-
ing intracellular proteins and nucleic acids (45). This binding 
capacity, which can also be manifested as autoreactivity to 
self, remains poorly understood in structural terms. Enhanced 
avidity by the recognition of repetitive structures on self mol-
ecules or membranes provides a plausible molecular mecha-
nism for polyreactivity. Within this conceptual framework, 
the repetitive structures suggest another form of molecular 
pattern identifying the damaged cells and tissues. Thus, the 

A.5 Model� А.17 Model

Fig. 5. Molecular models of the variable regions of covalent binding antibody Fv fragments. The yellow side wire model indicates the side chain Tyr 
residues participating in nucleophilic attack on the organophosphorus reagent. The Tyr at VL32 in A.5 is part of CDR1 that is oriented near the surface 
of the Fv domain, whereas Tyr at VL37 in A.17 is in FR1 at the interface between VL and VH. This model implicates a conserved active site in a deep 
cleft on A.17
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high density of PC groups on oxidized phospholipids and on 
cell wall polysaccharides offers a common feature for nAb 
binding. Similarly, phosphate linkages or nucleotide sequenc-
es on DNA strands could represent the molecular pattern for 
DNA antibodies to recognize surface features of apoptotic 
cells (46, 47).

Reports showing that DNA autoantibodies found in lupus 
or other autoimmune diseases have phosphodiesterase activ-
ity suggests a further case where molecular recognition in 
the Ig V domains is manifested as chemical reactivity (48). 
These antibodies utilize their binding site residues to promote 
the cleavage of DNA ligands. A remarkable feature of the 
DNA-hydrolytic autoantibodies is their dependence on met-
al ions, reminiscent of the natural DNAse enzymes (49, 50).  
However, these enzyme-like antibodies show little DNA se-
quence specificity, hydrolyzing single-stranded and double-
stranded substrates promiscuously (49, 51). Structural studies 
proposed that a catalytic site for DNA-hydrolysis could be 
encoded in a VL domain having a near-germline configura-
tion (51). In a more recent example, it was suggested that 
mutations in VH or VL that enhance DNA binding could also 
contribute to hydrolytic activities (49).  It is well established 
that anti-DNA IgG autoantibodies are significantly diversi-
fied by antigen-driven adaptive immunity (52, 53). For ex-
ample, positively charged lysine and arginine residues in the 
combining sites improve binding for anionic DNA. Yet, these 
residues could also arise from biased VH or VL germline gene 
usage (54, 55). X-ray crystallographic structure studies re-
veal that DNA-binding autoantibodies interact with DNA 
through the conventional combining site comprised of CDR 
loops (56, 57). Mutations in both VL and VH contribute resi-
dues for direct antigen contact or for conformational changes 
that indirectly improve complementarity. Nevertheless, the 
ontogeny of DNA autoantibodies could also reflect the inher-
ent DNA binding activity of nAbs. DNA binding can evolve 
directly from the PC recognition function by a single muta-
tion in the murine monoclonal nAb T15 (58). Earlier reports 
also showed that DNA autoantibodies have restricted VH 
family usage (59) and can be encoded entirely by germline V 
genes without any somatic change (60-62). Reactivity of the 
germline-encoded V region has also been proposed to account 
for proteolytic activity of natural autoantibodies (63).  Collec-
tively, these findings strengthen the hypothesis that catalytic 
activities of Ig V regions exist as an innate immune function. 
The focus on polypeptide or oligonucleotide substrates for 
catalytic autoantibodies obscures the distinction between in-
nate and adaptive immunity, as these substrates can engage 
in extended interactions with the conventional antigen com-
bining sites. Specificity for extended features of autoantigens 
implies the work of adaptive immunity. However, broad re-
activity without regard for the substrate structures flanking 
the cleavage site suggests promiscuity of a primitive active 
site. In depth biochemical and structural investigation of the 
inherent reactive or catalytic sites of natural antibodies will 
further illuminate the biological significance of the chemical 
function.

Conclusions
Covalent-binding antibodies obtained by immunization or 
reactive selection and catalytic antibodies found in autoim-

mune pathologies appear to have features in common with 
nAbs. These features include VH and VL domains in germ-
line or near-germline configurations and the recognition of 
molecules presenting uncommon chemical functionality, 
such as reactive carbonyls and phosphorus esters. Such fea-
tures may be fundamentally related in that the chemical or 
enzymatic function is presumably highly evolved and there-
fore conserved in the genome. Whereas nAbs are IgMs that 
rely on weak multivalent binding to molecular patterns on 
antigens for high avidity, chemically reactive or catalytic 
antibodies are also expressed as IgG that can bind antigens 
with high affinity. However, the latter may also react with 
diverse substrates through weak, noncovalent pre-reaction 
complexes. According to the transition state theory of catal-
ysis the strongest binding is expressed between an enzyme 
and the transition state. In the covalent complex, binding 
is dominated by the chemical bond between a residue of 
the active site and a group on the ligand. The focus of the 
weak binding by nAbs on small, minimally altered epitopes 
is consistent with the recognition of substrate functional-
ity for reactivity. Thus, chemical reactivity could provide a 
mechanism to translate weak non-covalent binding to strong 
binding or to catalytic activity.  The physiological purpose of 
chemically reactive and catalytic antibodies must also be 
addressed, even as the role of nAbs in protective immunity 
and homeostasis is only beginning to emerge. Participation 
of nAbs as response elements in oxidative stress and apop-
totic cell clearance suggests a housekeeping function that 
predates the evolution of adaptive immunity. Similar con-
siderations may apply to the rationale for covalent-binding 
antibodies acting as buffers against glycation stress. The 
preservation of covalent reactivity or catalytic functions in 
adaptive responses and in autoimmunity could be attrib-
uted to biological design or to defects in immune regula-
tion. Inducibility through adaptive immunity might offer 
an appropriate mechanism to invoke beneficial responses 
to oxidative or glycoxidative stress. On the other hand, the 
role or contribution of natural catalytic autoantibodies in 
autoimmune pathology remains obscure, and their exist-
ence could simply reflect a failure in the V gene repertoire 
shift on induction of IgG autoantibodies (64, 65). Designed 
catalytic antibodies can also be educed from the adaptive 
immune response by affinity maturation that is appropriate 
for substrate reactivity or transition state binding. To what 
extent do designer catalytic antibodies co-opt the functions 
of natural autoantibody catalysts? An important clue was 
provided in an earlier report indicating a high frequency 
of antibodies with hydrolytic activity among hybridomas 
sampling an autoimmune repertoire (66). Continuing stud-
ies of antibody chemical reactivity induced by immuniza-
tion or discovered in the germline repertoire should provide 
further insights into its role in immunity or pathology and 
could enable technological applications of this unconven-
tional antibody function in the future. 
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Abstract We analyzed the gene expression profile under specific conditions during reversible transition of M. tuberculosis cells to the “non-culturable” (NC) state 
in a prolonged stationary phase. More than 500 genes were differentially regulated, while 238 genes were upregulated over all time points during NC cell forma-
tion. Approximately a quarter of these upregulated genes belong to insertion and phage sequences indicating a possible high intensity of genome modification 
processes taking place under transition to the NC state. Besides the high proportion of hypothetical/conserved hypothetical genes in the cohort of upregulated 
genes, there was a significant number of genes belonging to intermediary metabolism, respiration, information pathways, cell wall and cell processes, and genes 
encoding regulatory proteins. We conclude that NC cell formation is an active process involved in the regulation of many genes of different pathways. A more 
detailed analysis of the experimental data will help to understand the precise molecular mechanisms of dormancy/latency/persistence of M. tuberculosis in the 
future. The list of upregulated genes obtained in this study includes many genes found to be upregulated in other models of M. tuberculosis persistence. Thirteen 
upregulated genes, which are common for different models, can be considered as potential targets for the development of new anti-tuberculosis drugs directed 
mainly against latent tuberculosis.
Keywords: M. tuberculosis, latent tuberculosis, “non-culturable” cells, global gene expression profile

Introduction
Mycobacterium tuberculosis – the causative agent of tuber-
culosis – can persist in the human host for decades after 
infection. Such a latent M. tuberculosis state is tradition-
ally connected with its transition to the dormant state, ac-
companied by loss of culturability [1]. This makes it prac-
tically impossible to reveal latent infection by traditional 
biochemical and microbiological means and attempt to cure 
it by antibiotic therapy. To study latent infection in live or-
ganisms, several modifications of the experimental model of 
dormancy during hypoxia in vitro are used [2, 3]. However, 
none of them imitates such an important state of bacteria 
as their “non-culturability” in the dormant state. We have 
established an experimental model where dormant M. tu-
berculosis cells are “non-culturable” (NC) and can reactivate 
under special conditions [4].

To reveal the biochemical processes accompanying the 
transition of bacteria to the NC state and to understand the 
mechanisms of this phenomenon, we analyzed M. tuberculosis 
gene expression profile during the formation of NC cells.

Methods
M. tuberculosis total RNA samples were extracted from 
cells in the late logarithmic phase (5 days of cultivation) and 
during the transition of cells to the NC state under incuba-
tion in the stationary phase at different time points (21, 30, 
41 and 62 days of cultivation) as described previously [5]. 
cDNA was generated from 1µg RNA using random hex-
amers and reverse transcriptase (Superscript III, Invitro-
gen, Karlsruhe, Germany) according to the manufacturer’s 
instructions. Reverse transcribed samples were purified 
with the QIAquick PCR purification kit (Qiagen, Hilden, 

Germany) and labeled with Cy3- and Cy5-ULS according 
the suppliers' recommendations (Kreatech Diagnostics, 
Amsterdam, The Netherlands). Finally, labeled samples 
were purified with KREApure spin columns. Microarray 
experiments were performed as dual-color hybridiza-
tions. In order to compensate for the specific effects of the 
dyes and to ensure statistically relevant data, a color-swap 
dye-reversal analysis was performed. Cy3-labeled cDNA 
(250ng) corresponding to cells from different time points in 
the stationary phase was competitively hybridized with the 
same amount of Cy5-labeled cDNA of the control sample as 
color-swap technical replicates onto self-printed microar-
rays comprising a collection of 4,325 M. tuberculosis-specific 
“Array-Ready” 70mer DNA oligonucleotide capture probes 
and 25 control sequences (Operon Biotechnologies, Koeln, 
Germany) at 42°C for 20 h. Arrays were washed 3 times us-
ing a SSC wash protocol followed by scanning at 10 µm (Mi-
croarray Scanner BA, Agilent, Technologies, Waldbronn, 
Germany). Image analysis was carried out with Agilent’s 
feature extraction software version (Agilent, Technologies, 
Waldbronn, Germany). The extracted MAGE-ML files were 
further analyzed with the Rosetta Resolver Biosoftware, 
Build 7.1 (Rosetta Biosoftware, Seattle, USA). Ratio pro-
files comprising color-swap hybridizations were combined 
in an error-weighted fashion to create ratio experiments. 
Anticorrelation of dye-reversals was determined by the 
compare function of Resolver. Next we applied a Student's 
t-test. Finally, by combining a 1.5-fold change cutoff to ra-
tio experiments and the anticorrelation criterion together 
with the signatures from the Student's t-test, all valid data 
points had a P-value < 0.01, rendering the analysis highly 
robust and reproducible.
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Results and discussion
We found earlier that M. tuberculosis cultivation in the modi-
fied Sauton medium without K+ supplemented by dextrose, 
BSA, and sodium chloride led to a decrease in colony forming 
units (CFU) on the solid medium in the stationary phase [4]. 
After 60 days of cultivation, the CFU count dropped to 105 per 
ml (Fig. 1), which meant a transition of 99.9% of cells to the NC 
state. During further cultivation of cells, spontaneous recovery 
of NC cells was observed. It is important that the NC state was 
reversible, and that cells with a minimum CFU count could be 
reactivated after regrowing them in fresh medium.

Comparison of the gene expression profile at different time 
points from the stationary to the logarithmic phase (5-day 
cultivation) revealed a different expression (at least 1.5-fold) 
for a significant number of genes (566), which corresponds to 
14% of the M. tuberculosis genome. Some 238 genes are up-
regulated and 237 downregulated over all time points during 
the entire culture period. Table 1 shows the functional cat-
egory of differentially regulated genes during the transition 
of cells to the NC state. 

Besides the significant amount of conserved hypotheti-
cals/unknown genes, many genes involved in the intermedi-
ary metabolism and respiration, virulence, detoxification and 
adaptation, lipid metabolism, information pathways, cell wall 
and cell processes were downregulated. 

A considerable amount of genes coding hypothetical pro-
teins were also found to be upregulated in the NC state: re-
markably, genes encoding insertion sequences and phages 
represented about a quarter of the genes upregulated in the 
NC state, whereas their proportion in the genome was small-
er – only 3.7%. This fact is a possible illustration of the high 
intensity of genome modification processes during the transi-
tion of cells to the NC state.

A significant proportion of upregulated genes belonged to 
the intermediary metabolism and respiration category, in par-

ticular, gcvB and ald, coding, respectively, glycine dehydroge-
nase and L-alanine dehydrogenase, proteases pepR and clpC2. 
icl1 – one of the genes coding isocitrate lyase, anaplerotic en-
zyme, existing in the M. tuberculosis cells in two isoforms icl 1 
and icl 2 – was found upregulated. Isocitrate lyase is the key 
enzyme of the glyoxylate cycle – a metabolic pathway, which 
is an alternative for the tricarboxylic acid cycle and allows the 
synthesis of carbohydrates from simple precursors. In particu-
lar, it plays an important role in seed germination, where fatty 
acids are used as the main storage of carbon and energy. The 
induction of some genes involved in lipid degradation, such as 
fadD9, fadE24, fadE26, and fatty acid degradation, scoA, is 
indicative of the active role of the glyoxylate cycle in NC cells 
already found for the Wayne persistence model [2].
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Fig. 1. Formation of NC M. tuberculosis cells in the stationary phase. 
Time points where RNA was isolated are marked by arrows

Table 1. Functional categories of M. tuberculosis genes with changed expression level during transition to the NC state

Functional categories

Genes induced during 
transition to the NC state 

Genes repressed during 
transition to the NC state Percent 

(%) in the 
genomeNumber of 

genes % Number of 
genes % 

Virulence, detoxification, adaptation 5 2.1 7 2.9 2.6

Lipid metabolism 6 2.5 20 8.4 5.9

Information pathways 13 5.5 23 9.7 5.8

Cell wall and cell processes 24 10.1 59 24.8 18.8

Insertion sequences and phages 58 24.4 1 0.4 3.7

PE/PPE 7 2.9 11 4.6 4.2

Intermediary metabolism and respiration 42 17.7 50 21.1 22.4

Regulatory proteins 16 6.7 4 1.7 4.8

Unknown/hypothetical 67 28.1 63 26.5 31.9

Total number of genes 238 – 237 – 3924/100



RESEARCH ARTICLES

 № 2 2009  | Acta naturae | 75

Table 2. Significantly upregulated genes during transition to the NC state in the stationary phase

ORF Gene Gene product
Change of gene expression level

5 days 21 days 30 days 41 days 62 days

Rv0186 bglS Beta-glucosidase 1 4.20459 8.33686 6.51867 5.24295

Rv0840c pip Proline iminopeptidase 1 6.33559 11.0004 4.58881 3.86572

Rv0841c Transmembrane protein 1 31.11093 52.56174 13.79488 11.85425

Rv0989c grcC2 Polyprenil-diphosphate synthase 1 7.60797 6.29748 7.58723 3.94285

Rv0990c Hypothetical protein 1 7.12899 6.60915 6.652 3.57343

Rv0991c Conserved hypothetical protein 1 3.31598 3.87521 5.44297 3.70462

Rv1369c Transposase 1 3.17178 3.9213 4.22925 3.86883

Rv1394c cyp132 Cytochrome P450 132 1 8.89047 7.50161 3.72981 3.12534

Rv1395 Transcriptional regulatory protein 1 3.22394 11.65875 7.03908 4.27327

Rv1397c Conserved hypothetical protein 1 6.95276 11.79184 5.97336 5.77752

Rv1460 Transcriptional regulatory protein 1 3.87617 5.50637 6.90405 3.78332

Rv1575 phiRV1 phage protein 1 17.29509 37.08693 51.7473 20.53329

Rv1576c phiRV1 phage protein 1 28.17817 33.97652 10.11378 12.88182

Rv1577c phiRV1 phage protein 1 26.27261 39.87495 19.41512 11.49041

Rv1584c phiRV1 phage protein 1 3.27674 5.68552 3.3055 3.02886

Rv1831 Hypothetical protein 1 3.1468 5.74692 5.14019 4.04747

Rv1991c Conserved hypothetical protein 1 4.04696 4.12618 4.06786 4.65579

Rv1992c ctpG Metal cation transporter ATPase 1 5.2883 7.31348 4.7442 4.22806

Rv2106 Transposase 1 3.01418 5.61324 4.77882 5.09925

Rv2254c Integral membrane protein 1 7.09534 6.53956 3.33899 4.63885

Rv2278 Transposase 1 3.28663 6.78129 6.28036 4.13102

Rv2354 Transposase 1 3.1594 6.15299 5.21098 3.13151

Rv2497c pdhA Pyruvate dehydrogenase alpha subunit 1 3.73133 4.52197 5.04976 4.00306

Rv2642 ArsR family transcriptional regulator 1 3.76985 5.16757 4.39006 3.93426

Rv2644c Hypothetical protein 1 3.36059 7.58921 5.36796 3.51825

Rv2645 Hypothetical protein 1 3.45006 8.21393 6.70101 3.25709

Rv2646 Integrase 1 5.04391 12.16535 7.82435 9.96087

Rv2647 Hypothetical protein 1 5.32983 13.40623 9.43796 7.2163

Rv2649 Transposase IS6110 1 3.2505 5.3557 5.59089 3.74714

Rv2650c phiRv2 prophage protein 1 21.46669 29.74372 16.65359 20.66349

Rv2651c phiRv2 prophage protease 1 20.04086 34.29153 20.61728 13.41666

Rv2660c Hypothetical protein 1 13.43717 41.25793 67.29882 19.6699

Rv2661c Hypothetical protein 1 9.23174 28.30861 52.34967 11.04351

Rv2662 Hypothetical protein 1 20.62942 18.83647 14.72059 12.88898

Rv2663 Hypothetical protein 1 7.61461 9.43216 8.19525 7.3034

Rv2664 Hypothetical protein 1 6.24636 8.49102 7.10191 5.60291

Rv2666 Truncated transposase IS1081 1 6.91867 13.89339 7.89331 5.86579

Rv2667 clpC2 ATP-dependent protease 1 9.44815 17.89662 9.64508 6.46149

Rv2707 Conserved transmembrane protein 1 3.35002 5.09024 14.83903 4.53239

Rv2711 ideR Transcriptional regulatory protein 1 3.48877 4.30099 6.06795 3.83858

Rv2713 sthA Soluble pyridine nucleotide transhydrogenase 1 4.43327 6.35516 6.80833 3.83838

Rv2780 ald Secreted L-alanine dehydrogenase ALD 1 5.2891 4.65988 4.52694 4.92656

Rv2814c Transposase 1 3.3279 5.52338 4.86873 4.60102

Rv2815c Transposase 1 3.13667 6.24306 5.87423 4.84337

Rv3185 Transposase 1 3.58899 6.43621 5.67335 5.82686

Rv3186 Transposase 1 3.2903 6.21375 6.14822 5.77427

Rv3290c lat L-lysine aminotransferase 1 4.32023 5.06387 3.54801 3.9704

Rv3474 Transposase IS6110 1 3.04947 6.19754 6.19869 3.22266

Rv3475 Transposase IS6110 1 3.73966 5.79892 5.63617 6.23465

Rv3580c cysS Cysteinyl-tRNA synthetase 1 3.87797 6.67899 3.14124 3.40852

Rv3582c ispD 2-C-methyl-D-erythritol 4-phosphate cytidylyltransferase 1 3.50012 4.07861 3.78626 3.51221



76 | Acta naturae |  № 2 2009

RESEARCH ARTICLES

During transition to the NC state, some genes used as 
markers of stress conditions were induced: the heat-shock 
protein hsp, the chaperones Rv0440 and Rv3417с, as well 
as sigma-factors: sigG – regulating genes which are neces-
sary for survival inside the macrophages and sigB, which can 
control stationary phase regulons and general resistance to 
stress. Induction of ccsA, whose product takes part in the cy-
tochrome biosynthesis at the step of heme attachment, and 
cyp132, coding one of the cytochrome’s P450 oxidizing differ-
ent xenobiotics, could evidently reflect accumulation of toxic 
components in cultures during transition. Enzymes of the 
non-mevalonate pathway of isoprenoid biosynthesis ispF and  
ispD were also induced in the NC cells. There are data indi-
cating that some of the metabolites of this pathway can affect 
the immune response of the host [6]. A number of induced 
genes are involved in the information pathways and those 
encoding regulatory proteins; in particular, the transcrip-
tional regulator furA, which acts as a global negative control 
element, employing Fe2+ as a cofactor to bind the operator of 
the repressed genes. It seems to regulate the transcription of 
katG, which is induced in the NC state. katG encodes a mul-
tifunctional enzyme, exhibiting both catalase, a broad-spec-
trum peroxidase and peroxynitritase activities and is believed 
to play a role in the intracellular survival of mycobacteria 
within macrophages, protecting them against the aggressive 
components produced by phagocytic cells. Some genes taking 
part in the cell wall and cell processes, in particular the trans-
porters ctpG and ctpC encoding atpases-transporting metal 
cations and the transporter Rv2688с involved in antibiotic 
resistance and export of antibiotics across the membrane, are 
activated.

To identify the genes that were significantly upregulated 
during transition to the NC state, we used stringent criteria: 
the expression level during the whole time course in the sta-
tionary phase was upregulated at least 3-fold in comparison 
to the expression in the logarithmic phase. Fifty-one genes 
met this criterion (Table 2). 

Among the genes with a substantially high level of ex-
pression, genes encoding insertion sequences and phages – 
20 genes out of the 51– are prime candidates, while 13 genes 
encode hypothetical proteins with unknown function. It is re-
markable that the significantly upregulated genes belonged 
to intermediary metabolism and the respiration category. 
Moreover, these genes mainly encode proteins involved in 
degradation processes; namely bglS – beta-glycosidase (hy-
drolyzes the terminal, non-reducing beta-D-glucose residue); 
pip – proline iminopeptidase (specifically catalyses the re-
moval of N-terminal proline residues from small peptides); 
clpC2 ATP-dependent protease; and ald – L-alanine dehy-
drogenase (catalyses alanine hydrolyze – an important con-
stituent of the peptidoglycan layer). In addition, the pdhA 
coding the alpha subunit of pyruvate dehydrogenase and 
taking part in the energetic metabolism and catalyzing the 
conversion of pyruvate to acetyl-CoA was highly expressed. 
Significant upregulation of sthA, a soluble pyridine nucleotide 
transhydrogenase that catalyses the conversion of NADPH 
generated by catabolic pathways to NADH, which is oxidized 
by the respiratory chain for energy generation, is a sign of 
the prevalence of catabolic reactions in cell metabolism in the 
NC state.

Analysis of the global gene expression profile has been 
published for several M. tuberculosis persistence models, 
in particular the Wayne model of the non-replicating state 
during hypoxia [5,7,8], the gradual depletion of the carbon 
source under decreased oxygen tension [9],  the adapta-
tion of M. tuberculosis within macrophages [10], and in vivo 
within artificial granulomas in mice [11]. Considering the 
results of these studies, the gene expression profile in our 
model of “non-culturability” in the stationary phase has, 
evidently, some overlaps with the above-mentioned models 
of persistence (Table 3). 

Little in common was found between the genes induced in 
our model of “non-culturability” and the Wayne dormancy 
model during hypoxia (Table 3). The Wayne model is char-
acterized by the induction of genes of the dormancy survival 
regulon (Dos-regulon), a group of 49 genes under the control 
of devR which codes the regulatory part of the two-com-
ponent system. Upregulation of the Dos-regulon was found 
not only for dormant cells under hypoxia in vitro, but also 
for M. tuberculosis cells within macrophages [10], and in the 
artificial granulomas in mice [11]. In our model of M. tubercu-
losis transition to the NC state in the stationary phase, only 
two genes from Dos-regulon – Rv0571c and Rv2631 – were 
found upregulated. Dos-regulon induction was not found in 
the persisting cells during starvation [12], and only two genes 
of Dos-regulon were activated during persistence at gradual 
depletion of the carbon source [9].

A recently published paper [13] demonstrated that the 
role of Dos-regulon is apparently overestimated not only as 
a universal regulator of the dormant state of mycobacteria, 
but also as a general response on hypoxia. Genes of the Dos-
regulon were shown to be activated only 2 hours after hypoxia. 

Table 3. Comparison of genes upregulated during transition to the NC 
state in the stationary phase (at least 1.5-fold) to the genes activated in 
other models of persistence

Models of M. tuberculosis persistence 

Overlapping to 238 
genes activated 

in the stationary 
phase during 

transition to the NC 
state.

Number 
of genes  % 

Wayne non-replicating state  
(Voskuil et al., 2004) 23 9.7

Persistence at gradual depletion of carbon source 
at 50% oxygen tension (Hampshire et al., 2004) 82 34.5

Persistence within macrophages  
(Schnappinger et al., 2003) 77 32.4

Artificial granuloma in mice   
(Karakousis et al., 2004) 32 13.4

Enduring hypoxia response  
(Rustad et al., 2008) 40 16.8
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Thereafter expression of at least half of these returned to the 
baseline [13]. The authors observed a significant induction of 
another 230 genes after further cultivation during hypoxia, 
and hereafter their expression level was stable. Thus, the au-
thors refer to this group of genes as enduring hypoxia response 
(EHR) genes. Considering the gene expression profile for our 
model of transition to the NC state, we found significant over-
lap with this group of genes (Table 3), which was rather unex-
pected because the conditions for NC cell formation developed 
in our laboratory did not imply any oxygen limitation. Some 
overlap with EHR [13] was found for the persistence model of 
gradual depletion of the carbon source [9] and the transcrip-
tional response to multiple stresses [14]. Therefore, it is possible 
to conclude that EHR genes may not only play a role as hypoxia 
markers, but may also be a general regulon of the dormant 
state of M. tuberculosis, independent of its induction.

Thus, the data presented here indicate that cell transition 
to dormant state is an active process and that numerous genes 
are involved in it. The future task is to investigate this process 
in detail in order to understand the molecular mechanisms in 
the cells during the transition to the dormant state.

Based on the results of the transcriptome analysis of the 
NC cells obtained in our model and those obtained in several 
models of persistence, it is possible to pinpoint some shared 
genes that are upregulated in these models (Table 4). The 
genes presented in Table 4 and their products are believed 
to be important for further study, because some of them 
could represent new targets for anti-tuberculosis drug can-
didates directed mainly against latent tuberculosis.  

This work was supported by the Program of the Presidium of 
the RAS “Molecular and Cellular Biology”
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Table 4. Shared genes of M. tuberculosis persistence state. Genes of EHR regulon are in bold

ORF Gene
Non-replicating state 

of Wayne  
(Voskuil et al., 2004)

Gradual depletion of 
carbon source  

(Hampshire et al., 
2004)

Persistence 
within macrophages 
(Schnappinger et al., 

2003)

Artificial granuloma 
in mice 

 (Karakousis et al., 
2004).

NC state in the 
stationary phase

(this study)

Rv0188 0.8 67.2 2.8 2.7 2.5

Rv0211 pckA - 1.7 3.6 2.6 1.64

Rv0251c hsp 4.5 18.6 25.6 3.9 4.5

Rv1894c 2.0 5.1 1.8 - 2.8

Rv1909c furA - 5.4 2.2 2.8 2.7

Rv2011c 2.1 9.5 2.5 - 2.8

Rv2497c pdhA 3.4 8.4 2.1 2.0 4.0

Rv2660c 1.5 4.3 2.1 3.3 19.7

Rv2662 1.5 1.5 2.0 - 12. 9

Rv2710 sigB - 34.6 3.8 4.7 4.6

Rv2780 ald 6.1 2.6 2.4 2.4 4.9

Rv3139 fadE24 - 2.2 2.0 5.8 2.4

Rv3290c lat 3.6 25.9 7.5 5.6 4.0



78 | Acta naturae |  № 2 2009

RESEARCH ARTICLES

Relative Comparison of Catalytic 
Characteristics of Human Foamy  
Virus and HIV-1 Integrases
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Abstract Due to their ability to integrate into the host cell’s genome, retroviruses represent an optimal basis for the creation of gene therapy vectors. The integra-
tion reaction is carried out by a viral enzyme integrase: thus, a detailed research of this enzyme is required. In this work, the catalytic properties of human foamy 
virus integrase were studied. This virus belongs to the Retroviridae family. The dissociation constant was determined, together with the kinetics of integrase 
catalytic activity. The data obtained were compared to those for the human immunodeficiency virus integrase and a considerable similarity in the activity of the 
two enzymes was observed.  
Keywords HIV – (Human immunodeficiency virus), HFV – (Human foamy virus), integrase, catalytic activity

Due to their ability to integrate into the genomes of 
non-dividing cells, retroviruses are widely used 
as a base for gene therapy vectors construction. A 

number of papers [1-6] report on systems employing human 
immunodeficiency virus type 1 integrase (HIV-1 IN) as a 
basis for the creation of constructs enabling integration of a 
certain vector into a given DNA sequence. However, direct-
ed integration vectors on the basis of HIV carry a potential 
danger to human health because of their high pathogenic-
ity. In this regard, human foamy virus (HFV), which infects 
human cells efficiently, but is not pathogenic [7], seems at-
tractive. HFV belongs to the Spumaviridae genus of the 
retrovirus family and carries an enzyme, integrase (HFV 
IN), which accomplishes the integration of the viral genome 
into the host cell’s genome. At present, the HFV IN cata-
lytic properties are relatively little-studied. In this paper, 
an attempt has been made to explore the IN HFV catalytic 
properties and compare them with those of HIV-1 IN, so as 
to evaluate the potential for using HFV integrase for site-
directed integration.

One of the factors hampering the study of the catalytic 
properties of retroviral integrases is their low activity: to 
accomplish 3’-processing, a very large excess of the en-
zyme over DNA is required (usually > 30:1). Therefore, in 
our study of the HFV IN properties we first explored the 
dependence of the 3’-processing efficiency on the enzyme 
concentration in the reaction mixture. To this end, synthetic 
DNA duplexes imitating the terminal sequence of the U5 
domain of the viral DNA’s long terminal repeat were em-
ployed. Incubation of IN with such DNA-substrate resulted 
in dinucleotide removal from the 3’-end of the processed 
strand (U5B-strand). For both Ins, maximum reaction ef-
ficiency was achieved at an enzyme concentration of 100 
nM (Figure 1). HIV IN’s low enzymatic activity is accounted 

for by the single-turnover mechanism of the catalytic proc-
ess, the causes for which include the formation of a strong 
complex between the enzyme and the DNA sequence [8]. 
Therefore, in the next step of our study of the HFV IN prop-
erties we explored the DNA-binding stage of the integration 
process.

In order to determine the dissociation constant of the 
HFV IN-DNA complex, we examined 2 or 10 nM DNA sub-
strates binding at different enzyme concentrations (Figure 
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Figure 1. The influence of the HIV-1 (white spots) and HFV (black spots) 
integrase concentrations on the outcome of the 3’-processing reaction. 
The integrase solution (5nM - 5µM) was incubated with a 4 nM DNA 
substrate for 1h at 37 °C
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2A). Application of the approach based on the simple ligand-
receptor interaction theory to the system under study al-
lowed employing equation (1)
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to calculate the Kd value, which appeared to be 15-20 nM. 
This value indicates that the DNA forms a rather stronger 
complex with HFV IN than with HIV IN (40 nM [8]).

We also studied the DNA-binding kinetics of both en-
zymes by the fluorescence polarization method. The experi-

ment was performed at 25°C, since it is known that under 
such conditions retroviral INs are capable of associating with 
their substrates without executing the substrates processing. 
When the IN solution was added to a fluorescently labeled 
DNA-duplex, an abrupt increase in the fluorescence signal’s 
anisotropy, conditioned by a slower complex rotation, was 
observed (Figure 2B). The DNA-HIV IN complex formation 
is accomplished in 3-4 minutes, which is approximately five 
times longer than the time required for the DNA association 
with HFV IN [8]. This fact is also indicative of greater favo-
rability of HFV IN binding to the DNA.

The results obtained accord well with the data on the 
time dependence of accumulation of the DNA-substrate’s 
catalytic conversion products. Figure 3 presents the curves 
corresponding to accumulation of the products of the 
3’-processing and strand-transfer reactions catalyzed by 
the two INs.

It can be seen that the lag-phase, preceding the lin-
ear growth phase of product accumulation, character-
istic of HIV IN action, is entirely absent in the case of 
HFV IN. Instead, the process passes straight into the 
linear growth phase. The calculated stationary rates 
of product formation at this stage have similar val-
ues for both integrases (V

linear
 (HIV) = 0.011 nmole/min, 

V
linear

 (HFV) = 0.014 nmole/min) and are remarkably low, 
which is not typical for a multiple-turnover mode of the en-
zyme action at the concentrations concerned. It has been 
shown that the reason for such behavior of HIV INs isolated 
in the presence of zinc ions and in the absence of detergents 
according to the procedure in [9] is their low natural cata-
lytic activity rather than low active protein form content 
in the preparations used. This leads to the inapplicability 
of the classical Michaelis-Menten formalism to the descrip-
tion of HIV IN’s catalytic action. Instead, one has to employ 
kinetic equations which assume that the reactions catalyzed 
by the IN proceed under so-called “single-turnover” condi-
tions, implicating a large excess of enzyme over the sub-
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Figure 2. The binding of DNA with HIV and HFV Ins. (a). The isotherm of 
IN HFV binding a 2nM U5-HFV substrate. The incubation was carried out 
for 20 min at 25 °C in buffer solution containing 20 mM Tris (pH 7.2), 20 
mM NaCl, 1 mM DTT, and a 5 mM MgCl

2
.

 
The DNA/protein complexes 

were analyzed by gel retardation assay. (b). The fluorescence polariza-
tion assay was applied for constructing the kinetics of the binding of a 4 
nM DNA substrate by 100 nM HIV (white spots) and HFV (black spots) 
integrases at 25 °C
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Figure 3. The kinetics of the 3’-processing reaction. The product ac-
cumulation curve of a 4 nM U5 substrate 3’-processing reaction while 
incubated with a 100 nM HIV (white spots) and HFV (black spots) 
integrases
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strate [8]. The same assumption was made in case of HFV 
IN. The value of the catalytic constant analogue determined 
using the “single-turnover” approach appeared to be virtu-
ally the same for both enzymes (k

cat
’ = 0.004±0.001 min-1), 

which also denotes similar properties of both integrases. 
Moreover, it should be noted that the value of the Michaelis 
constant analogue computed from kinetic data for HIV IN 
(K

m
 = 30±5 nМ) coincides well with the value of the HIV 

IN-DNA complex dissociation constant (K
d
 = 40 nМ). At the 

same time, for HFV IN such correlation is not observed. The 
calculated K

m
’ = 60±10 nМ correlates very poorly with the 

determined K
d
 value (15-20 nM). Further we are planning to 

study the reasons for such a discrepancy.  
In conclusion, our results demonstrate that HIV IN is sim-

ilar to HIV-1 IN in its kinetic characteristics. In the nearest 
future, we plan to use this enzyme for creating a directed 
DNA integration system.

Experimental section
Oligonucleotides 

U5B‑HIV (5’‑GTGTGGAAAATCTCTAGCAGT-3’),
U5A‑HIV (5’‑ACTGCTAGAGATTTTCACAC-3’),
U5B-HFV (5’‑ATACAAAATTCCATGACAAT-3’),
U5A-HFV (5’‑ATTGTCATGGAATTTTGTAT-3’)

were synthesized by the amidophosphite method on an 
automatic DNA synthesizer ABI 394 (Applied Biosystems) 
according to the standard procedure using commercial re-
agents (Glen Research) and purified by electrophoresis in 
20% polyacrylamide gel containing 7M urea.

Recombinant HIV-1 integrase was expressed in Es-
cherichia coli, isolated and purified without detergent as 
previously described [9]. HFV integrase was a kind gift of 
Dr. Mouscadet J-F. (Normal Superior School of Cachan, 
France).

3’-Processing was performed by incubating the corre-
sponding 4 nM DNA-substrate, containing 5’-[P32]-labeled 
processed strand U5B and HFV IN or HIV IN in 20 μL buffer 
(20 mM Hepes (pH 7.2), 1 mM DTT and 7.5 mM MgCl

2
), at 

37°C. The reaction was arrested by adding 80 μL of solution 
containing 10 mM Tris-HCl (pH 7.5), 0.3 M sodium acetate, 

1 mM EDTA, and 0.125 μg /ml glycogen; the integrase was 
extracted with phenol, the reaction products were precipi-
tated with ethanol and resuspended in 80% formamide-wa-
ter solution. The products were separated by electrophoresis 
in 20% polyacrylamide gel under denaturating conditions 
(7M urea) with subsequent gel analysis on a Phosphorim-
ager. The 3’-processing completion was determined by the 
appearance of a band corresponding to a 2-nucleotide trun-
cated processed strand of the duplex on a radiograph.

Gel-retardation method. [P32]-labeled DNA-substrate (2 
or 10 nM) was incubated with HFV IN of different concen-
trations (0-300 nM) in a buffer containing 20 mM HEPES, 
pH 7.2, 1 mM DTT, 7.5 mM MgCl

2
, and 5% glycerin at 25°C 

for 20 min. Afterwards, the mixture was analyzed by elec-
trophoresis in 8% polyacrylamide gel in a buffer containing 
20 mM Tris-CH

3
COOH, pH 7.5, and 7.5 mM MgCl

2
 at 4-8°C. 

Gel was analyzed using a STORM 840TM Phosphorimager 
(Molecular Dynamics). The effective dissociation constant 
was computed using equation (1).

Fluorescence polarization method. DNA-substrate (4 nM) 
containing a fluorescein residue in the 5’-processed strand 
U5B, was incubated with 100 nM HFV IN or HIV IN in 200 
μL buffer containing 20 mM HEPES, pH 7.2, 1 mM dithioth-
reitol, and 7.5 mM MgCl

2
 at 37°C. The fluorescence anisotropy 

alteration during the incubation was registered using a Cary 
Eclipse spectrophotometer (Varian).

Computation of the Michaelis constant and the catalytic 
constant analogues was done in a single-turnover mode using 
equation (2) according to the previously reported data [8]:
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Telomerase Complex from Yeast 
Saccharomyces cerevisiae 
Contains a Biotinylated 
Component
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Abstract Telomerase adds telomeric repeats to single-stranded DNA at the ends of the chromosomes. This enzyme is a ribonucleoprotein complex. Telomerase 
from yeast Saccharomyces cerevisiae consists of TLC1 RNA, which serves as a template for the synthesis of telomeric repeats, telomerase reverse transcriptase 
Est2p, and a number of accessory proteins (Est1p, Est3p, Ku70/Ku80, and Sm-complex). We found that the yeast telomerase complex contains a biotinylated 
component. The telomerase fraction containing biotinylated protein is active in vitro and constitutes a small part of the total amount of active telomerase isolated 
from cells. We speculate about the nature of the biotinylated component.
Keywords: yeast telomerase, biotin, biotinylation.
Abbreviations: DEAE-fraction –  telomerase isolated from yeast extract using chromatography on DEAE-cellulose 

Introduction
Telomeres are located at the ends of eukaryotic chromo-
somes. These DNA-protein structures protect chromosomes 
from degradation and end-to-end fusion [1]. Telomerase is 
the enzyme that maintains the length of telomeres by adding 
telomeric DNA repeats to the 3′-ends of chromosomal DNA 
[2]. Telomerase is active in the cells of organisms able to un-
limitedly propagate, in 85% of cancers [3], and in cells of uni-
cellular eukariotes (ciliates and yeasts) [2, 4].

Telomerase is a ribonucleoprotein complex [5, 6]. In yeast 
Saccharomyces cerevisiae, telomerase is composed of telom-
erase reverse transcriptase Est2p [7]; telomerase RNA TLC1 
[8], a region of which serves as a template for telomeric re-
peats synthesis; accessory proteins Est1p [9] and Est3p [10] 
(without which telomerase is inactive in vivo) [11]; and sev-
eral other proteins (Sm-proteins [12], Ku-proteins [13], etc.). 
Other than subunits of the telomerase complex, there are 
several proteins that interact with telomerase and contribute 
to telomerase functioning. For example, Cdc13p, which teth-
ers telomerase to telomere and is crucial for its activity, is 
not a subunit of telomerase, although it interacts with Est1p 
[14]. Currently, a large number of genes whose absence leads 
to telomere shortening are known [15]. Some proteins (e.g., 
chaperone Hsp82p [16]) have also been shown to interact with 
subunits of the telomerase complex. Such proteins are prob-
ably important for complex assembly or form a transient part 
of telomerase on a particular step of regulation.  Therefore, 
the sophisticated arrangement of telomerase is related to the 
complex regulation of its activity. It is known that telomere 
elongation occurs during the late S phase of the cell cycle [17, 
18], and telomerase preferentially extends the shortest telo-
meric ends [19–21]. Also, regulation may occur at the assem-

bly stage of the telomerase complex and the degradation of 
its components. Revealing new interactions between various 
proteins and telomerase subunits, post-translational modifi-
cations of proteins important for telomerase activity, and the 
elucidation of its roles will lead us to a better understanding 
of how telomerase functions in a cell.

We found that an active telomerase complex contains a 
biotinylated compound. Such telomerase complexes comprise 
less than half of the total amount of telomerase isolated from 
cells.

Materials and methods
Strains Strain DBY-746 α (ura3-52, leu2-3,112, trp1-289, 
his3-Δ1) was used.

Telomerase purification using streptavidi-based af-
finity chromatography  The cell culture was grown to 
A

600
 = 1 in 3.2 liters of a SC –  Trp medium supplemented 

with glucose. Cells were harvested by centrifugation (5 min, 
5,000 rpm, 4°C, JA-10 rotor; Beckman, USA); washed four 
times with water; and, finally, washed with a “str” buffer 
(20 mM Tris-HCl, pH 7.5, 100 mM NaCl, 2 mM MgCl

2
, 1 mM 

dithiothreitol (DTT), 0.1 mM EDTA, 10% (v/v) glycerol, 0.1% 
(v/v) Triton X-100). The cell pellet was mechanically dis-
rupted in liquid nitrogen and thawed on ice with 10 ml of an 
ice-cold “str” buffer supplied with “Complete protease in-
hibitor” (Roche, Switzerland), phenylmethylsulfonyl fluoride 
(0.5 mM), and RNasin (40 U/ml of extract) (Helicon, Russia). 
The cell debris was removed by centrifugation (once at 5 min, 
5,000 g and twice at 15 min, 15,000 rpm; 4°C, JA-20 rotor, 
Beckman, USA). An aliquot of the extract was used to mea-
sure the total protein concentration using the Compat-Able 
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Protein Assay Kit and BCA Protein Assay Reagent (Pierce 
Biotechnology, USA). During the experiment, the extract 
was pretreated with avidin: 10 μg of avidin per 1 mg of total 
protein was added, and the sample was incubated for 10 min 
at 4°C. Then, the yeast extract (10 mg/ml total protein) was 
added to a streptavidin-sepharose resin preequilibrated with 
a “str” buffer (200 μl of resin from GE Healthcare (USA) for 
10 ml of extract). The mixture was incubated at 4°C for 1.5 h 
under agitation. Then, the resin was washed six times with a 
“str” buffer. The resin that was obtained and all other frac-
tions were frozen in liquid nitrogen and stored at – 80°C for 
further analysis.
Telomerase purification using DEAE-based anionic 
chromatography Yeast telomerase was prepared accord-
ing to [4, 22] with a slight modification: the telomerase frac-
tion was obtained by elution from a DEAE-cellulose column 
with a linear gradient concentration of sodium acetate (from 
100 mM to 1 M). From 10 ml of the initial extract (10 mg/ml 
total protein), 1ml of the active telomerase fraction was ob-
tained. Then it was aliquoted, frozen in liquid nitrogen, and 
stored at – 80°C for further analysis.
Fractionation of S100 extract and DEAE-fraction in 
a glycerol density gradient The yeast extract was pre-
pared as described above for the isolation of telomerase using 
chromatography on straptavidin-sepharose, except that the 
YPD medium was used for cell growth and a lysis buffer (25 
mM Tris-HCl (pH 7.5), 300 mM NaOAc, 2 mM MgCl

2
, 1 mM 

DTT, 0,1 mM EDTA, 10% (v/v) glycerol) was used instead 
of a “str” buffer. Then, the S100 extract was obtained by the 
ultracentrifugation of the yeast extract (1h, 100,000g, 4°C, 
Ti-70 rotor; Beckman, USA). Then, it was concentrated on a 
Vivaspin 20 (Sartorius, Germany). The S100 extract (0.5 ml, 
15 mg/ml total protein) or DEAE-fraction (0.5 ml) was loaded 
onto a 15–40% glycerol gradient (10.5 ml, in a lysis buffer). 
Ultracentrifugation was performed at the following condi-
tions: 24h, 40,000rpm, 4°C, SW41 rotor; Beckman. Twenty-
two fractions (0.5 ml each) were gathered, frozen in liquid 
nitrogen, and stored at – 80°C for further analysis.
In vitro telomerase assay Ten microliters of the sample 
(obtained after isolating the streptevidin-sepharose suspen-
sion, DEAE-fraction, or the fraction obtained by ultracentrif-
ugation) was used in the elongation reaction. The final reac-
tion mixture (20 μl) contained 50 mM Tris-HCl (pH 8.0), 5 mM 
MgCl

2
, 1 mM DTT, 1 mM spermidine, 0.05 mM EDTA (con-

tributed by telomerase fraction), 5% (v/v) glycerol or more 
for the sample obtained in ultracentrifugation (contributed 
by telomerase fraction), 100 μM dTTP, 20 μCi [α-32P]dGTP 
(3000 Ci/mmol), and 5 μM oligodeoxyribonucleotide TEL11 
(5′-TGGTGTGTGGG-3′). Control reactions were pretreated 
with RNase A (1 μl of 10 mg/ml solution, 30 min, 30°C). The 
telomerase reaction was carried out for 1 h at 30°C followed 
by the addition of 200 μl of a “stop” buffer (20 mM Tris_HCl, 
pH 8.0, 20 mM EDTA, 0.2% SDS) and 3 μl proteinase K (20 
mg/ml). After incubation at 30°C for 1 h, the reaction prod-
ucts were extracted twice with equal volumes of phenol, once 
with an equal volume of chloroform–isoamyl alcohol (24 : 1), 
and precipitated with 3 volumes of ethanol in the presence 
of 1/10 volume of 3 M NaOAc and 5 μg of tRNA from E. coli 
as a carrier. The pellet was washed twice with 80% ethanol, 
dried and dissolved in the formamide loading buffer (80% of 

deionized formamide, 1 × TBE buffer, 0.1% xylene cyanole, 
and 0.1% bromophenol blue). Reaction products, along with 
5′-[32P]-phosphorylated oligodeoxyribonucleotide TEL11 as 
a length marker, were separated electrophoretically in 15% 
TBE denaturing PAAG. The gel was dried and analyzed using 
the PhosphorImager system (Molecular Dynamics, USA). 
Western blotting detection of biotinylated proteins 
In the samples obtained after ultracentrifugation, the pro-
teins were precipitated by the slow addition of 5 volumes of 
ice-cold acetone and incubation of the mixture for 24 h at – 
20°C. The pellet was washed with ice-cold acetone, dried, dis-
solved in a buffer containing 8M Urea and 70 mM Tris-HCl 
(pH 7.5), and diluted in water. Protein mixtures were separat-
ed by electrophoresis in 15% SDS-PAGE according to Laemmli 
[23]. Proteins from extract and DEAE-fraction were sepa-
rated in 10–12% SDS-PAGE without the precipitation step. 
They were transferred to nitrocellulose (GE Healthcare) or 
PVDF (BioRad) membranes. To detect biotinylated proteins, 
streptavidin-HRP conjugate [24] and ECL kit (GE Health-
care) were used.
RT-PCR analysis RNA for RT-PCR was obtained using phe-
nol extraction, chloroform–isoamyl alcohol (24 : 1) extraction, 
and ethanol precipitation in the presence of 1/10 volume 3 
M NaOAc and tRNA from Escherichia coli as a carrier (5 μg 
per probe). Samples containing RNA bound to the strepta-
vidin-sepharose resin were pretreated with proteinase K as 
described above for telomerase assay in vitro. All the samples 
were treated with DNase I (1 U/μg nucleic acids or 1 U/100 
μl fraction obtained by ultracentrifugation, 1 h at 37°C). Af-
ter that, RNA was purified from proteins with the use of ex-
traction and precipitation as described above. All the samples 
were diluted in an equal amount of water (usually 10 μl), 
and RNA concentration was measured spectrophotometri-
cally at 260 nm. The volume of the initial extract containing 
0.1–0.5 μg RNA was used for RT-PCR analysis. An equal vol-
ume of unbound fraction and corresponding volume of bound 
fraction corrected for TLC1 concentration in binding from 
the extract were taken for RT-PCR analysis. If fractions ob-
tained by ultracentrifugation were analyzed, 1 μl of the sam-
ple was used for analysis. For RT-PCR reactions, a OneStep 
RT-PCR Kit (Qiagen) was used. The gene-specific primers for 
TLC1 were P2 (5′-GTTTATTCTAGTTTTTTCCG-3′) and T8 
(5′-CGAAGGCATTAGGAGAAG-3′). RT-PCR products were 
analyzed by electrophoresis in 2% agarose gel with a TBE buf-
fer (89 mM Tris, 89 mM boric acid, 2 mM EDTA, pH 8.3).

Results and discussion
The active yeast telomerase complex contains bioti-
nylated protein It is known that yeast telomerase activity 
cannot be detected directly in the yeast extract obtained by 
the disruption of yeast cells. This becomes possible only after 
the step of enriching the telomerase complex by specifically 
binding the complex subunits on affinity resin (Est1 [25], Es-
t2p [26], Est3p [10]) or by enriching the whole complex using 
anion-exchange chromatography [4, 22]. We found that when 
the yeast extract was bound to streptavidin-sepharose, active 
telomerase could be detected on the resin (Fig. 1a). This fact 
indicates that active telomerase is concentrated on affinity 
resin because there is no activity in the initial extract. The pat-
tern of detected activity is the same as the pattern of activity 
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of telomerase isolated via the anion-exchange chromatogra-
phy on DEAE-cellulose and corresponds to the addition of one 
telomeric repeat in the in vitro reaction (Fig. 1a). 

To test if the binding of telomerase with streptavidin-Sep-
harose results from the “biotin-streptavidin” interaction (dis-
sociation constant K

d
= 10-14 М [27]), we performed the binding 

experiment with the pretreatment of the yeast extract with 
avidin. Adding avidin is a common way to prevent binding 
with the streptavisin-sepharose of biotinylated proteins from 
the yeast extract [28], because the “biotin-avidin” interac-
tion (dissociation constant K

d
= 10-15 М [29]) completely blocks 

the “biotin-sreptavidin” interaction. In fact, adding avidin 
prevents the binding of telomerase with the affinity resin 
(Fig. 1b). This result indicates that the interaction is specific. 
Telomerase binding to the resin and the prevention of this 
binding by adding avidin were also shown for TLC1 RNA by 
RT-PCR analysis (Fig. 1c).

In the next step, we performed the binding of telomerase 
that had already been purified via chromatography on DE-
AE-cellulose with the affinity resin. We found that active te-
lomerase in fact binds with streptavidin-sepharose, but only 
partially (Fig. 1d). This could be due to the fact that only part 
of telomerase complexes contains biotinylated protein. Also, 
we could not exclude the possibility that, during purification 
on DEAE-cellulose, some active telomerase complexes lose 
their biotinylated component.
The biotinylated protein-telomerase subunit has an 
apparent mass of 50 kDa and it is a constituent of only 
part of the total amount of active telomerase We 
fractionated the yeast S100 extract as well as telomerase pu-
rified on DEAE-cellulose in a glycerol density gradient using 
ultracentrifugation. Centrifugation of both types of samples 
was done simultaneously and under the same conditions. It is 
known that yeast telomerase sediments as 19S when ultra-
centrifugated [30]. We tested the obtained fractions for the 
presence of TLC1 RNA, telomerase activity, and biotinylat-
ed proteins (Figs. 2, 3). The distribution of active telomerase 
throughout the fractions is shown on Figs. 2a and 2c, and the 
distribution of TLC1 RNA is shown on Figs. 2b and 2d..

We used Western blotting for the detection of biotinylated 
proteins in the initial yeast extract (Fig. 3a) and initial DEAE-
fraction (Fig. 3b), as well as the distribution of biotinylated 
proteins throughout the fractions obtained by ultracentrifu-
gation (Figs. 3c, 3d).

The three most intense bands corresponding to 47, 120, 
and 200 kDa are readily detected in the extract and DEAE-
fraction (Figs. 3a, 3b). There are only a few known biotinylat-
ed proteins in yeast: Acc1p (250 kDa [31]), Hfa1p (242 kDa 
[32]), Pyc1p (130 kDa [33]), Pyc2p (130 kDa [33]), Dur1,2p (202 
kDa [34]), and Arc1p (42 kDa [35]). In general, the detected 
bands correspond to those described in the literature [35] and 
anticipated in accordance with the molecular masses of the 
known proteins.

In the case of the fractionation of telomerase enriched 
on DEAE-cellulose, one could see that biotinylated protein 
with an apparent molecular mass of 50 kDa comigrates and 
enriches with the telomerase complex. This is obvious from 
comparing Figs. 2c and 3c. In the case of S100 extract frac-
tionation, we could not find a correlation between the pres-
ence of telomerase activity and the presence of biotinylated 
protein, because a series of bands corresponding to all yeast 
biotinylated proteins were detected in all fractions like in the 
initial extract (data not shown).

We have shown that the yeast telomerase complex con-
tains biotinylated protein. We have not managed to establish 
what protein it is and what its function is. Our attempts to use 
MALDI-TOF analysis for identifying the protein of interest 
were unsuccessful due to a small amount of telomerase per 
cell (approximately 29 molecules of TLC1 RNA per haploid 
yeast cell [36]) and the fact that only a portion of the total 
amount of active telomerase contains biotinylated protein. 
Also, it should be noted that the elution of proteins bound on 
streptavidin-sepharose by the “biotin-streptavidin” inter-
action is a difficult task, because, due to the strength of the 
interaction, it is not quantitative [37].

It is obvious from Figs. 2c and 3c that the detected bioti-
nylated protein comigrates with the lighter portion of telom-
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Figure 1. Isolation of yeast telomerase using chromatography on 
streptavidin-sepharose.  (a) Activity assay (elongation of oligodeoxyri-
bonucleotide TEL11) of telomerase isolated on streptavidin-sepharose 
from extract. RNase A(+) and RNase A(−) are the reactions with and 
without pretreatment with RNase A. (1, 2) the products of TEL11 
elongation by telomerase isolated on streptavidin-sepharose; (3, 4) 
the same for telomerase isolated on DEAE-cellulose. (b) The same as in 
(a) with pretreatment with and without avidin. Avidin(+) and Avidin(−) 
are the reactions with and without pretreatment with avidin. (1, 2) the 
same as (a; 1, 2).  (c) RT-PCR analysis of TLC1 RNA in samples obtained 
by telomerase isolation on streptavidin-sepharose with and without 
pretreatment with avidin. RT(−) and RT(+) are RT-PCR analyses without 
and with reverse transcription reaction. (1, 2) RT-PCR products obtained 
in an analysis of the initial extract (I); (3, 4) the same for unbound fraction 
(U); (5, 6) the same for bound fraction (B) without avidin pretreatment; 
(7) molecular weight marker; (8–13) the same as in (8–13) with avidin 
pretreatment. (d) Activity assay of telomerase isolated on streptavidin-
sepharose from DEAE-fraction. (1) 5’-[32P]- phosphorylated oligodeoxy-
nucleotide TEL11; (2) the products of TEL11 elongation by telomerase 
of initial DEAE-fraction (I); (3) the same for unbound fraction (U); (4) the 
same for bound fraction (B), taken in a 4-times excess
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Figure 2. Analysis of fractions obtained 
by ultracentrifugation in a glycerol 
density gradient (22 fractions from 
one gradient). (a) Telomerase activity 
assay in fractions obtained by ultra-
centrifugation of S100 extract. (1–9) 
The products of TEL11 elongation by 
telomerase in fractions 1–9, respective-
ly. (b) RT-PCR analysis of TLC1 RNA in 
fractions obtained by ultracentrifugation 
of S100 extract. (1–9) RT-PCR products 
obtained in an analysis of fractions 1–22, 
respectively, two adjacent fractions in 
each lane (1) 1 and 2 fractions; (2) 3 and 
4 fractions, etc.). (c) The same as in (a) 
for fractions obtained by ultracentrifu-
gation of DEAE-fraction. (d) The same 
as in (b) for fractions obtained by the 
ultracentrifugation of DEAE-fraction
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Figure 3. Western blotting analysis of biotinylated proteins in the initial S100 extract, DEAE-
fraction and fractions obtained by ultracentrifugation in glycerol density gradient. (a) 
Western blotting analysis of proteins in the initial S100 extract. (1–3) biotinylated proteins 
from extract (the amount of samples decreases from 1 to 3). (b) Western blotting analysis 
of proteins in DEAE-fraction. (1, 2) biotinylated proteins from DEAE-fraction in decreasing 
amounts (from 1 to 2). (c) Western blotting analysis of proteins in fractions obtained by 
the ultracentrifugation of DEAE-fraction. (1–8) biotinylated proteins from fractions 1–8, 
respectively; (9) biotinylated proteins from initial DEAE-fraction.  (d) The same as in (c) with 
the quick exposure of a membrane to a film

Figure 4. Binding of heavy (2 and 3 fractions) and 
light (4 and 5 fractions) telomerase complexes 
obtained by S100 extract ultracentrifugation in 
glycerol gradient, with streptavidin-sepharose. 
RNase A(+) and RNase A(−) are the reactions with 
and without pretreatment with RNase A. (1, 2) 
the products of TEL11 elongation obtained by the 
telomerase of the initial heavy fraction (I); (3, 4) 
the same for bound fraction (B), taken in a 4-times 
excess and 10-times excess, respectively; (5–8) 
the same as in (1–4) for light fraction
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erase complexes. An interesting proposition could be made on 
the basis of this fact and the fact that biotinylated protein is 
present in less than half of the active telomerase complexes 
isolated on DEAE-cellulose. We speculated that the bioti-
nylated protein is a constituent of only the light telomerase 
complexes that may be in the maturation process but already 
active in vitro. We tested this idea for fractions obtained by 
the ultracentrifugation of the S100 extract. We combined two 
heavy fractions, and the same was done for two light frac-
tions. Then, we performed the binding of these two samples 
with streptavidin–sepharose. In fact, one could see that the 
active telomerase from the heavy fractions does not bind to 
streptavidin-sepharose, while telomerase from light fractions 
binds (Fig. 4). So our proposition is proved, and this result dis-
proves the hypothesis that the biotinylated component dis-
sociates during purification on DEAE-cellulose, because, even 
without this purification step, only a portion of telomerase 
complexes contains biotinylated protein.

Our data (the molecular mass of a candidate protein is 
about 50 kDa) and the data existing in the literature al-
low us to speculate about the nature of biotinylated pro-
tein and its function. As was already noted, there are only 
a few known biotinylated proteins in yeast. These are three 
types of carboxylases containing biotin as a cofactor: acetyl-
CoA carboxylases Acc1p (250 kDa [31]), Hfa1p (242 kDa 
[32]); piruvate carboxylases Pyc1p (130 kDa [33]), Pyc2p 
(130 kDa [33]); urea amidolyase Dur1,2p (202 kDa [34]; and 
protein Arc1p (42 kDa [35]), a cofactor of aminoacyl-tRNA 
synthetase [38]. Arc1p is also known to bind quadruplex 
DNA [39]. Of these proteins, only Arc1p is the most similar 
in molecular mass to the discovered biotinylated protein. It 

is interesting that Arc1p does not contain a canonical se-
quence for biotinylation by biotin-protein ligase. Moreover, 
biotinylation is not functionally important for Arc1p activity 
[35]. As an RNA-binding protein and a protein that binds 
quadruplex DNA, Arc1p seems to be a possible candidate 
for the biotinylated component of telomerase. It is also pos-
sible that telomerase contains a protein that is not already 
known to be biotinylated, interacting as Arc1p with biotin 
ligase Bpl1p and as Arc1p without a canonical sequence for 
biotinylation.

An interesting question arises as to the role of biotinylat-
ed protein in the telomerase complex. We have found that 
only the lighter portion of telomerase complexes contains 
biotinylated protein. It is known that the main components 
of telomerase crucial for the elongation of telomeric DNA 
are telomerase reverse transcriptase Est2p and telomerase 
RNA TLC1 [5]. Other components are necessary for regula-
tion, assembly, biogenesis and degradation of the complex [5]. 
Some of them join telomerase only transiently at a particu-
lar moment in a cell cycle. For example, proteins Est1p and 
Est3p, crucial for telomerase activity in vivo, become part of 
the complex only in the late S/G2 phase of the cell cycle [18]. 
Our data indicate that biotinylated protein is not a perma-
nent component of telomerase complex. It joins telomerase 
only transiently, on a particular step of assembly, biogenesis, 
regulation or degradation and probably participates in these 
processes.  
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INTRODUCTION
The controlled silencing of target genes is important both for 
molecular biological studies and for related applied sciences: 
in particular, modern biomedicine.

Among the many gene silencing approaches (which include 
the use of anti-sense RNA, ribozymes, chemical blockers, and 
targeted mutagenesis), the most efficient approach is based 
on RNA-interference.

RNA interference is a highly specific mechanism for the 
posttranscriptional silencing of target genes. It involves the 
degradation of the target gene mRNA. The degradation of 
mRNA occurs in a complex formed by short-interfering RNA 
oligonucleotides (siRNA) and cellular proteins such as endo-
nucleases. The nucleotide sequence of siRNA is complemen-
tary to that of target gene mRNA.

In the past couple of years, the use of siRNA has become 
widespread in studies of gene functioning and gene interac-
tion. The use of siRNA as next generation therapeutic agents 
in biomedicine is also being explored. It is possible that, in the 
near future, siRNA will be used for treating viral and onco-
logical diseases.

Currently, short synthetic 21–22-bp double-stranded siR-
NA molecules are widely used to silence mammalian genes. 
A number of commercial firms synthesize siRNA oligonu-
cleotides. These commercial firms have siRNA design tools 
available on their websites (e.g., www.qiagen.com). Synthetic 

siRNA oligonucleotides are transferred into cells in vitro by 
lipofection. Since siRNA induces the degradation of mRNA 
(and not the protein directly), the silencing effect does not 
occur immediately after cell transfection. The silencing ef-
fect is generally noticeable within 18 hours of transfection: 
however, in the case of stable proteins, the silencing effect 
may be noticeable only 24–48 hours after transfection. The 
longevity of siRNA silencing is comparatively short, and dif-
ferent sources claim that the silencing effect lasts for 3–5 cell 
divisions. It should be noted that the longevity of siRNA si-
lencing may depend on many factors, in particular the nature 
of the cells being transfected. Approaches have been devel-
oped to synthetically modify siRNA oligonucleotides, which 
enhance the longevity of siRNA silencing in cells. Such syn-
thetically modified siRNA oligonucleotides are useful for the 
post-transcriptional silencing of genes that encode proteins 
with a long half-life.

For long-lasting gene silencing, shRNA expressing lenti- 
and retroviral vectors can be used. Nucleotide sequences en-
coding the sense and antisense strands of siRNA separated by 
a spacer sequence can be cloned into lenti- or retroviral vector 
constructs using standard molecular biological cloning tech-
niques. The transcription of such nucleotide sequences leads 
to the formation of shRNA molecules. shRNA molecules form 
a hairpin structure consisting of two complimentary strands 
separated by a loop (spacer). The cellular endonuclease dicer 

Abstract  RNA-interference is an effective natural mechanism of post-transcriptional modulation of gene expression. RNA-interference mechanism exist as 
in high eukaryotes both animals and plants as well in lower eukaryotes and viruses. RNA-interference is now used as a powerful tool in study of functional gene 
activity and many essential for fundamental biology results was obtained with this approach. Also it’s widely believed that RNA-interference could be used in 
working out of new therapeutic medicine against malignant, infectious and hereditary diseases. One of the main problems of these developments is search of ef-
fective methods of siRNA transfer into the target cells. At present time for these purpose different sorts of transfect ions or viral transduction are used. At present 
article the results of comparison of inhibition of expression of oncogene AML-ETO by synthetic siRNA and by recombinant lentiviruses coding for corresponding 
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is responsible for the cleavage of shRNA molecules. As a re-
sult, the loop (spacer) gets removed from shRNA molecules 
and double-stranded siRNA molecules are formed. These 
siRNA molecules are capable of initiating the degradation of 
target gene mRNA.

Within the framework of our project, we were able to 
silence the expression of activated oncogenes AML1-ETO 
(t8;21) and RUNX1(K83N) with the help of RNA interfer-
ence. These activated oncogenes are frequently found in 
acute myeloid leukemia patients. We were able to compare 
the efficiency of gene silencing (a) after the lipofection of 
oncogene-expressing model cell lines with synthetically 
modified double-stranded siRNA oligonucleotides and (b) 
after the transduction of oncogene-expressing model cell 
lines with shRNA-expressing recombinant lentiviral vector 
particles.

Oncogene-expressing model cell lines were obtained from 
murine SC1 embryonic fibroblast cell lines after their trans-
duction with bicistronic retroviral vector particles. These 
retroviral vectors contained a bicistronic expression cassette 
comprised of the gene of interest and an eGFP marker gene 
separated by an IRES sequence and driven by a common 
promoter. The following genes were selected as genes of in-
terest:

(1) The AML1-ETO fusion gene, which is formed as a re-
sult of the t(8:21) chromosomal translocation.

(2) The activated RUNX1-K83N oncogene, which is 
formed as a result of a point mutation in the RUNX1 gene 
and leads to the substitution of lysine to asparagine in the 83 
position of the RUNX1 protein. Since both the gene of inter-
est and eGFP marker gene are driven by a common promot-
er, the expression levels of the gene of interest in cells can be 
evaluated based on the intracellular expression of the eGFP 
marker gene.

The typical results of transduction efficiency and trans-
gene expression are shown in Fig. 1. 

Throughout the course of our work, we used the murine 
SC1 embryonic fibroblast cell line, the HEK 293 cell line, 
and two transgenic SC1 cell lines expressing either activated 
oncogene AML1-ETO or RUNX1(K83N). All four cell lines 
were cultured in standard DMEM medium containing 10% 
FBS, 4mM L-glutamine, 1mM sodium pyruvate, 100 mkg/
ml streptomycin, and 100 units/ml penicillin at 37 ˚С in a 5% 
СО2 atmosphere.

The design and synthesis of double-stranded siRNA mol-
ecules was carried out in collaboration with the Institute of 
Chemical Biology and Fundamental Medicine, Siberian Branch 
of the Russian Academy of Sciences (ICBFM SB RAS). The 
oligonucleotides were synthesized at ICBFM SB RAS using 
the phosphamide method. During oligonucleotide synthesis, a 
unique method was used to methylate the oligonucleotides at 
certain positions. These modifications significantly increase the 
lifespan of synthetic siRNA in cells. The nucleotide sequences 
of siRNA oligonucleotides and the oncogene mRNA zones be-
ing targeted by them are shown in Table. 1. 

Anti-AML1-ETO and anti-RUNX1 siRNA duplexes were 
transferred into transgenic SC1 cell lines by lipofection us-
ing Lipofectamin2000 (Invitrogen) as per the manufacturers’ 
protocol. The final concentration of siRNA duplexes in the 
transfection culture medium was 200nM. Four hours after 
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Fig. 1. Efficiency of transgene expression in cell lines transduced with 
AML1-ETO- and RUNX1-K83N-expressing recombinant retroviral vector 
particles; (A) Histogram of nontransduced SC-1 murine fibroblast cell 
line, (B) 
Histogram of SC-1 murine fibroblast cell line transduced with RUNX1-
K83N expressing retroviral vector particles (74,22 % of the population 
shows increased fluorescence), (C) Histogram of SC-1 murine fibroblast 
cell line transduced with AML1-ETO expressing retroviral vector parti-
cles (72,64 % of the population shows increased fluorescence). The ab-
solute values of the size of each event analyzed (cell) is shown along the 
X axis, while the absolute values of the intensity of fluorescence of each 
event (cell) is shown along the Y axis. Every third histogram in each row 
is divided into 4 quadrants; the upper right quadrant contains cells ex-
pressing eGFP and AML1-ETO, while the lower right quadrant contains 
cells that do not express eGFP and AML1-ETO. (D) RT-PCR (from left to 
right; (a) non transduced SC-1 cell line, (b) SC-1 cell line transduced with 
RUNX1-K83N expressing retroviral vector particles, (c) SC-1 cell line 
transduced with AML1-ETO expressing retroviral vector particles)
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transfection, the culture medium was changed to a fresh me-
dium. The transfected cell lines were cultured at 37 ˚С in a 5% 
СО2 atmosphere for 72 hours.

The level of oncogene expression in the cell lines was eval-
uated by reverse transcription PCR (RT-PCR) and flow cy-
tometry. The total mRNA from the cell lines was extracted 
using Trizol (Invitrogen) as per the manufacturers’ protocol. 
The extracted mRNA was used to synthesize the first strands 
of cDNA using the ImProm-II™ Reverse Transcriptase 
(Promega) kit.

PCR with sequence-specific primers was carried out to 
identify the nucleotide sequences of the genes of interest and 
eGFP marker gene in the total cDNA. The following primers 
were used for RUNX1(K83N): sense-AGTCCTACCAATAC-
CTGGGA; antisense-TCTCAGCTGTGGTGGTGAAG, for 
AML1/ETO: sense-CATTTCACCCGAGATAGGAG; anti-
sense-AAGTCCTCGGCGTCACTGAT, for eGFP : sense-AC-
CTACGGCCTGCAGTGCTT; antisense-TGCCGTTCTTCT-
GCTTGTCG. PCR products were then visualized after 1.5% 
agarose gel electrophoresis. The results were processed using 
the Gel-Pro Analyzer 4.0 software, which gives a maximum 
optical density (maxOD) reading. The results were normal-
ized against β-actin.

Cell fluorescence was measured using an Epics 4XL Beck-
man Coulter flow cytometer (United States). The WinMDI2.8 
software program was used for data collection and data 
analysis. The diagrams of the percentage of fluorescent cells 
in the cell populations are shown in Fig. 2. Cell populations 
transfected with respective siRNA duplexes are shown along 
the X axis, while the percentage of fluorescent cells in the 
population is shown on the Y axis.

Results obtained by flow cytometry correlate well with 
the results obtained by RT-PCR. The electrophoregram of 
RT-PCR products is shown in Fig. 4. The reduction of onco-
gene mRNA is clearly visible in the SC1-AML1/ETO(t8;21) 
transgenic cell lines transfected with siRNA oligonucleotides 
targeting the 5’-end of RUNX1 mRNA, ETO mRNA and the 
site of junction of AML1-ETO mRNA. Oncogene mRNA re-
duction is also seen in the SC1-RUNX1(K83N) transgenic cell 
lines transfected with siRNA oligonucleotides targeting the 
5’- and 3’-ends of RUNX1 mRNA.

While there is a significant reduction of fluorescence in 
a portion of the cell population (two times or more) after 
the addition of synthetic siRNA, there is no such reduc-
tion in fluorescence in the rest of the cell population (Fig. 
3). This coincides with the results obtained by RT-PCR (Fig. 
3). The most likely reason for this is the low efficiency of 
siRNA delivery into cells. According to the manufacturers 
of Lipofectamin2000 (Invitrogen), the lipofection efficiency 
with siRNA oligonucleotides is 50–60% and depends on the 
nature of the cells being transfected. Apart from this, there 
is the possibility of a reduction of synthetic siRNA activ-
ity due to their enzymatic degradation, which is catalyzed 
by cellular endonucleases, despite the stabilizing modifica-
tions introduced to the siRNA oligonucleotides. According to 
our data, the maximum interfering activity of synthetically 
modified siRNA is observed 48–72 hours post transfection.

The gene silencing kinetics of synthetic siRNA oligonucle-
otides targeting the junction point of AML1-ETO mRNA is 
illustrated in Fig. 4. The moment of siRNA transfection has 
been taken as zero-time reference.

It has been shown that the maximum silencing activity of 
synthetic siRNA is 48–72 hours post transfection, when the 
percentage of fluorescent cells in the population is around 
56%. The percentage of fluorescent cells in the population 
increases to 67.92 and 74.39% 96 and 120 hours post trans-
fection, respectively. The results shown are averaged from 
three parallel measurements and are in reference to a con-
trol.

The efficiency of RNA-interference can be increased by 
increasing the efficiency of siRNA delivery into the model 
cell lines. For this purpose, taking into account the efficiency 
of the synthetic siRNA duplexes, two shRNA-expressing 
lentiviral vectors were constructed targeting the junc-
tion point of AML1-ETO mRNA and the 5`-end of RUNX1 
mRNA, respectively. The lentivectors were constructed 
by cloning the shRNA-expressing DNA sequence into the 
pLSLP vector.

DNA sequence which encodes anti AML1-ETO shRNA
AML1-ETO-sense

5’-p-gatccgCCTCGAAATCGTACTGAGGcttcctgt-
caTCTCAGTACGATTTCGAGGtttttg-3’

AML1-ETO antisense
5’-p-aattcaaaaaCCTCGAAATCGTACTGAGAtgacag-

gaagCCTCAGTACGATTTCGAGGcg-3’
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Fig. 2. Results obtained after flow cytometric analysis of cell suspensions. 
The percentage of fluorescent cells in the population of different siRNA 
transfected cell lines is shown. A) The percentage of fluorescent cells in 
the AML1-ETO expressing murine fibroblast cell line 48 hours after trans-
fection with various siRNA duplexes.  B) The percentage of fluorescent 
cells in the RUNX1(K83N) expressing murine fibroblast cell line 48 hours 
after transfection with various siRNA duplexes

Fig. 3. The electrophoregram of RT-PCR products of total cDNA 
obtained from oncogene expressing model cell lines transfected with 
siRNA. 1) siRNA(AML1-5`), 2. siRNA(AML1-3`), 3. siRNA(AML1-ETO), 
4. siRNA(ETO), 5. Control (without siRNA)



RESEARCH ARTICLES

 № 2 2009  | Acta naturae | 89

DNA sequence which encodes anti-RUNX1 shRNA
AML-5-sense

5’-p-gatccgGAACCAGGTTGCAAGATTCcttcctgt-
caAAATCTTGCAACCTGGTTCtttttg-3’

AML-5-antisense
5’-p-aattcaaaaaGAACCAGGTTGCAAGATTTtgacag-

gaagGAATCTTGCAACCTGGTTCcg-3’

The design of the shRNA-coding DNA sequences was done 
through an internet resource (http://gesteland.genetics.utah.
edu/siRNA_scales/index.html). Standard genetic engineer-
ing techniques were used for all cloning procedures. The vec-
tor maps of the constructed shRNA-expressing lentiviral vec-
tors are shown in Fig. 5.

The transient cotransfection of HEK293 T cells with 
shRNA-expressing lentiviral vectors and packaging plas-
mids was done for the production of shRNA-expressing 
lentiviral vector particles. The transfection was carried 
out using Lipofectamin2000 (Invitrogen) as per the manu-
facturers’ protocol. Viral stocks were harvested for three 
days and used for the infection/transduction of the trans-
genic model cell lines expressing the activated oncogenes 
AML1-ETO and RUNX1(K83N). Forty-eight hours after 
transduction/infection, the model cell lines were placed in 
culture media containing puromycin (10mkg/ml) for five 
days. After selection for puromycin resistance, the shRNA-
expressing transduced model cell lines were analyzed by 
flow cytometry.

The percentage of fluorescent cells in the SC1-AML1/
ETO(t8;21) transgenic cell line decreased 6 times after their 
transduction with shRNA-expressing lentiviral vector par-
ticles targeting the junction point of AML1-ETO mRNA 
(Fig. 6). Similar results were seen when the SC1-AML1/
ETO(t8;21) and SC1-RUNX1(K83N) cell lines were trans-
duced with shRNA-expressing lentiviral vector particles 
targeting the 5`-end of RUNX1 mRNA. The percentage of 
fluorescent cells in the cell lines decreased 8 and 8.5 times, 
respectively. It should be noted that the SC1-RUNX1(K83N) 
cell line showed no reduction in fluorescence when trans-
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Fig. 4. The gene silencing kinetics of synthetic siRNA oligonucleotides 
targeting the junction point of AML1-ETO mRNA

Fig 5. shRNA expressing lentiviral vectors; (A) pLSLP-AML-ETO-shRNA: 
lentiviral vector expressing shRNA targeting the junction point of AML1-
ETO mRNA, (B) pLSLP-AML-shRNA: lentiviral vector expressing shRNA 
targeting the 5`-end of RUNX1-K83N mRNA
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duced with shRNA-expressing lentiviral vector particles 
targeting the junction point of AML1-ETO mRNA. The re-
sults obtained by flow cytometry correlate well with the re-
sults obtained by RT-PCR (the electrophoregram is shown 
in Fig. 7).

CONCLUSIONS
Our results illustrate the high efficiency of stable syntheti-
cally modified siRNA duplexes for silencing the activated 
oncogenes frequently found in acute myeloid leukemia pa-
tients.
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Fig 6. Histogram illustrating the reduction in fluorescence in the AML1-
ETO expressing SC-1 murine fibroblast cell line: (A) before transduction, 
(B) after transduction with shRNA-expressing lentiviral vector particles 
targeting the junction point of the AML1-ETO mRNA

Fig. 7. The electrophoregram of RT-PCR products of total cDNA ob-
tained from RUNX1(K83N) and AML1-ETO oncogene expressing SC1 
model cell lines transduced with shRNA expressing lentiviral vector 
particles: 99K - control  (non-transduced RUNX1(K83N) expressing SC1 
cell line); shA-E - RUNX1(K83N) expressing SC1 cell line transduced with 
shRNA expressing lentiviral vector particles targeting the junction point 
of AML1-ETO mRNA; shA5`  - RUNX1(K83N) expressing SC1 cell line 
transduced with shRNA expressing lentiviral vector particles targeting 
the  5`-end of RUNX1 mRNA . sc1K - control (non transduced SC1 cell 
line); last three samples - Analysis of AML1-ETO(t8;21) expressing SC1 
cell lines (98k - non transduced control, shA-E, sh5` - transduced with 
corresponding lentiviral vector particles)

Table

target chain sequence

AML-ETO
sense 5’-CCUCGAAAUCGUmACUmGAGUAG-3’

antisense 5’-UCUCmAGUmACGAUUUCGAGGUU-3’

ETO
sense 5’-GGCCmAGCGGUmACmAGUCCmAGAU-3’

antisense 5’-UUmGGACUmGUmACCGCUmGGCCUG-3’

AML (5’)
sense 5’-GAACCmAGGUUmGCmAAGAUUGAA-3’

antisense 5’-AAAUCUUmGCmAACCUmGGUUCUU-3’

AML (3’)
sense 5’-AGCCCGGGAGCUUmGUCCUCUU-3’

antisense 5’-AAGGACmAAGCUCCCGGGCUUmG-3’

siPHK
1. AML5' 
2. AML3'
3. AML1-ETO
4. ETO

RUNX1

AML1-ETO
AML5fusion� ETO3'

AMLS'� AML3'

1� 2

1	 3	 4

Validated siRNA sequences were used to design and syn-
thesize shRNA-coding DNA sequences. The synthesized DNA 
sequences were cloned into a recombinant lentiviral vector. 
The shRNA-expressing lentiviral vector particles target-
ing the junction point of AML1-ETO mRNA and 5`-end of 
RUNX1 mRNA were used to transduce the oncogene-ex-
pressing model cell lines. The transduced model cell lines 
were analyzed by RT-PCR and flow cytometry. The analysis 
revealed a significant reduction in the expression of activated 
oncogenes in the transduced cell lines. This is indicative of the 
high efficiency of the constructed lentiviral vector constructs, 
which can be used for silencing target genes by RNA inter-
ference.   

We would like to thank Prof. P.M. Chumakov for providing 
us with the pLSLP lentiviral vector.
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framework of the ”Molecular and Cell Biology” project 

and project No. 27 ”Fundamental Research Basics in 
Nanotechnology and Nanomaterials” of the RAS presidium 

fundamental research program.
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Derivation and 
Characterization of Human 
Induced Pluripotent Stem Cells
M.V. Shutova, A.N. Bogomazova, M.A. Lagarkova, S.L. Kiselev*
Vavilov Institute of General Genetics, Russian Academy of Sciences
*E-mail: kiselev@vigg.ru

Abstract Cell biology is one of the most rapidly developing branches in modern biology. The most interesting stages in early embryonic development for cell 
biology are those when a large number of cells are pluripotent. Inner-cell mass of blastocyst can be cultivated in vitro, and these cells are called embryonic stem 
cells. They are able to differentiate into different types of cells and tissues. But the greatest interest for practical application is the return (reprogramming) of 
adult cells into the pluripotent state. In our study for the first time induced pluripotent cells were derived from human umbilical vein endothelial cells by genetic 
reprogramming. We showed that these cells are similar to embryonic stem cells in their morphology, function, and molecular level. We are the first to show that 
reprogramming sufficiently changes X-chromosome chromatin state, which is normally inactive in female endothelial cells, towards its activation, providing 
evidence that endothelial cells are reprogrammed at an epigenetic level.
Keywords: pluripotency, cell reprogramming, X-chromosome reactivation.
Abbreviations: embryonic stem cells (ESC), cells with induced pluripotency (iPS).

A multicellular organism develops from a single cell, 
a zygote, and becomes a complex of mutually sup-
ported tissue types during its individual develop-

ment. The totipotent zygote cell and the terminally differ-
entiated cell contain the same set of genetic information, but 
this information is achieved differently. Cellular programs of 
differentiation happen at the genetic and epigenetic levels. 
The zygote achieves a specified program and divides, and at 
a certain stage, cells begin to specialize. A blastocyst (about 
3.5 days in mouse and 5.5 days in humans) has two types of 
cells and is a future embryo which has no physical connection 
with its mother’s organism. The inner cells will develop into 
the organism and all its tissues, and the outer layer of cells 
will develop into trophectogerm, which will interact with the 
mother’s organism. In vitro (in laboratory conditions) culti-
vated blastocyst inner-cell mass were called embryonic stem 
cells (ESC). In vitro ESC under appropriate conditions do not 
continue their program further; they stay in a pluripotent 
state for an unlimited time [1], but one can induce their con-
trolled differentiation into the tissues of all three germ layers 
just by changing the culture’s conditions [2]. However, in the 
case of using these type of cells in therapy, the immunologic 
compatibility between the derived tissues and the recipient 
remains to be defined. Reprogramming individual somatic 
cells to a pluripotent state will be a perfect solution to this 
problem. For this purpose, the technologies of somatic cell 
nuclear transfer into the oocyte and fusion of the somatic cell 
with the pluripotent one were developed [3–5]. However, 
in 2006, S. Yamanaka [6] put forward a method of somatic 
cell genetic reprogramming to the pluripotent state. For the 
induction of the pluripotent state, genes which encode the 
transcriptional factors essential for early embryonal devel-
opment and maintenance of the pluripotent state Oct3/4 and 
Sox2, the antiapoptopic transcriptional factor Klf4, and the 
transcriptional factor, which maintain the cell’s proliferation 
c-Myc, were used. These cells were called induced pluripo-

tent stem (iPS) cells. In the last three years, this technology 
has been significantly improved and doesn’t require obliga-
tory genetic modification [7–9]. But the number of human cell 
types that were successfully reprogrammed remained very 
restricted [10, 11].

Cells which are able to generate iPS cells should have some 
distinct features. First, they should be sensitive to total re-
programming. Second, they should be available. Third, they 
should not have any accumulated DNA damage, for example, 
UV or other environmental skin-cell damage. And finally, the 
number of cells should be sufficient, and the reprogramming 
effective enough to minimize all possible DNA damage during 
in vitro manipulations. Based on the above-mentioned crite-
ria, our aims were to choose an optimal cell type and geneti-
cally reprogram these cells to optimize their further use.

We decided to take human umbilical vein cells for repro-
gramming. They can be easily obtained; have not accumu-
lated any DNA damage; can be obtained in large amounts 
without cultivation, proliferate well in culture only in the 
presence of factors that maintain their growth; and, in con-

а b

Fig. 1. Morphology of iPS derived from an endothelium, feeder-free 
culture. A – Bright field image of iPS colony. B – Image of ESC colony. 
Bar scale – 100 mkm
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junction with the development of umbilical vein banks, they 
can be stored for a long time. There is no data in the litera-
ture about endothelial-cell reprogramming. The reprogram-
ming was achieved by the use of genetic constructs which 
were tested in earlier experiments [6]. Human umbilical vein 
endothelial cells (HUVEC) were transducted with retroviral 
vectors which contained cDNA of Oct3/4, Sox2, KLF4 and 
cMyc genes. The multiplicity of infection was five viral par-
ticles. Six days after infection, the endothelial-cell culture 
medium was changed to an ESC medium. It is worth noting 
that endothelial cells do not proliferate in an ESC culture 
medium; this significantly enabled the selection of iPS cells. 
Three weeks after viral infection, morphologically identical 
ESC clones were selected (Fig 1).

The derived iPS cells did not differ in their the prolifera-
tive or morphological characteristics from human ESCs (Figs 
2a, 2b). We confirmed with fingerprinting that these iPS were 
generated from human umbilical vein endothelial cells se-
lected for reprogramming and were not the result of cellular 
culture contamination with human ES cells. To determine 
the number of integrated pro-virus copies, we used genomic 
hybridization with specific probes. Copy number varied from 
two to three copies of each virus per genome in derived iPS 
lines. These human iPS cells were pluripotent, formed em-
bryonic bodies (Fig 2c), and differentiated into derivatives 
of all three germ layers. A karyotype analysis demonstrated 
that reprogrammed cells have a normal karyotype and retain 
it for at least 22 passages. iPS cells were cultivated in feeder-
free conditions in a mTeSR1-defined medium. Thus, we are 
the first to obtain iPS cells from human endothelium free of 
animal-derived components. The developed method allows us 
to obtain clinically applicable iPS cell lines.  

Apart from changes in the realization of the genetic, pro-
gram significant changes in the epigenetic state of somatic 

cells should take place during reprogramming. Inactivation of 
one of the two X-chromosomes in female cells occurs during 
early emryogenesis, although both X-chromosomes can be 
active in ESCs. Consequently, one can expect that during re-
programming there would be functional changes resulting in 
the reactivation of the inactive X-chromosome in endothelial 
cells. We used antibodies to active (H3me2K4) and nonactive 
(H3me3K27) chromatin to conduct an immunocytochemical 
analysis of X-chromosomes in derived iPS cell lines. Our data 
revealed that the marker of active chromatin (H3me2K4) ap-
pears on the nonactive X-chromosome in iPS cells (Fig 2d); at 
the same time, inactive chromosome in endothelial cells lacks 
an expression of this marker. Therefore, we are the first to 
show that, during genetic reprogramming, the reactivation of 
the inactive X-chromosome occurs in human cells. Our find-
ings show that human endothelial cells can be effectively and 
completely reprogrammed to the pluripotent state, which 
was confirmed by morphological, molecular, and functional 
tests.

It is obvious that further experiments should be carried 
out for iPS cells application: for example, to confirm the re-
programmed state on the genome level and to confirm the 
oncogenic safety of iPS cells. This kind of research is one of 
the most promising avenues in the sphere of cell technolo-
gies. However, one should not forget that iPS cells are only 
an artificial analogue of ESCs: therefore, in order to identify 
their significance for application, two groups of pluripotent 
cells should be studied. 

This research was supported by the program of the Russian 
Academy of Sciences Biodiversity, grant RFBR 09-04-12199 

ofi-m and OOO LKT (Moscow).

A B C D

Fig. 2. Feature analysis of human iPS cells derived from human umbilical vein endothelial cells. A, B – immunohistochemical analysis of iPS cells, 
antibodies stain to specific markers of pluripotency Oct4 (A) and SSEA-4 (B). The specific signals are stained with green (A) and red (B), nuclei in (B) 
are stained with blue (DAPI). C – embryonic bodies, derived from iPS cultured in suspension. Bar scale – 100 mkm. D – interphase nucleus in iPS cells 
stained with active chromatin marker H3me2K4 (red). White arrows localize the chromosome region of partly reactivated X – chromosome
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Influence of pub Gene 
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of Ecto-, Meso-, and Endoderm 
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V.Z. Tarantul, and I.A. Grivennikov*
Institute of Molecular Genetics, Russian Academy of Sciences, Akad. Kurchatova Square 2,  
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Introduction
An embryonic stem (ES) cell is a unique model to use for the 
investigation of the processes underway at the early stages 
of embryogenesis [1]. It is well known that in the course of 
in vivo embryo development, ES cells are able to form all 
three embryonic layers in culture – endoderm, mesoderm, 
and ectoderm – and, thus, all cell types developing from 
them. Analysis of gene expression in the process of ES cell 
differentiation into specialized cell types shows that the suc-
cession and efficiency of gene expression in the course of in 
vitro differentiation corresponds, as a whole, to the sequence 
of these processes in vivo [10]. Hence, ES cells may be used 
as an adequate experimental model for the investigation of 
molecular mechanisms at the initial stages of differentia-
tion. Moreover, the investigations of ES cell differentiation 
in this or other directions in response to the action of specific 
inducers (growth factors, cytokines) or to direct the genetic 
modification of these cells make it possible to understand the 
functions of the investigated substances and different genes 
in this process [1].  

In the previous investigations, we obtained and described 
cDNA clones characterized by intensive transcription in the 
HIV-associated immunoblastic lymphomas using the meth-
od of subtractive hybridization [16, 17]. An analysis of those 
cDNA allowed us to detect among them, along with the pre-
viously described genes (set, сalpain, etc.), several cDNA cod-
ing genes with previously unknown functions. One of such 
lymphoma-specific genes was then termed pub. The protein 
product of the human pub gene (hPub) is highly homological 
to the mouse Pub protein (mPub) [5].

Pub is referred to the TRIM (tripartite motif) protein fam-
ily [5] characterized by the presence of the so-called TRIM (or 
RBBC) motive composed of three Zn-binding domains such as 
RING (R), B-box 1 (B1), and B-box 2 (B2) accompanied by the 
coiled-coil (CC) region [15]. Currently, 37 representatives of 
this protein family are known. Some of them are involved in 
such biological processes as regulation of transcription, forma-
tion of cytoskeleton, control of cell proliferation, and differ-
entiation [18]. The functions of the hpub gene in the organism 
are poorly investigated. The mouse-homologue mpub plays 

Abstract The influence of low and high pub gene expression on the initial stages of the differentiation of mouse embryonic stem cells into derivatives of ecto-, 
meso-, and endoderm in vitro was investigated. As follows from the results of a RT-PCR analysis, the expression of the vimentin, somatostatin, GATA 4, and 
GATA 6 genes, being the markers of endodermal differentiation, does not vary in both the cells with high pub gene expression and the cells with low pub gene 
expression, as well as in the corresponding control lines. The cells with high pub gene expression are characterized by an increase in the expression of mesodermal 
differentiation gene-markers (trI card, trI skel, c-kit, and IL-7), whereas the cells with low pub gene expression are specified by a decrease in their expression. 
According to the analyses carried out, the reverse is characteristic of the expression of ectodermal differentiation gene-markers (nestin, β-III tubulin, gfap, and 
th). Expression of these genes decreases in cell lines with high pub gene expression, whereas their expression increases with the decrease in pub gene expression. 
Hence, it is suggested that the variations in the pub gene expression in the embryonic stem cells influence significantly the mesodermal and ectodermal differen-
tiation of these cells. 
Keywords: embryonic stem cells, differentiation, polymerase chain reaction, pub gene, mesoderm, endoderm, and ectoderm.
Abbreviations: ES - embryonic stem cells, FBS - foetal bovine serum 
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an important role in the processes of cell differentiation and 
influences substantially the transcription activity of the PU.1 
factor [5]. PU.1 referred to the ETS family of transcription fac-
tors plays a major role in the differentiation and proliferation 
of macrophages and B-cells in the course of haemopoiesis and 
controls the functional activity of neutrophiles [11]. The mpub 
gene product inhibits the transcription activity of PU.1 in he-
mocytes and, thus, plays a very important role in the prolifera-
tion and differentiation of myeloid and lymphoid cells [5]. 

The model of mouse ES cells was used to investigate the 
influence of the pub gene on the initial stages of their de-
velopment. Earlier on, we obtained stable, transfected cell 
cultures with a high expression of the hpub gene (ES-hPub 
line) controlled by the CMV promoter, cell cultures with a 
low expression of the mpub gene (ES-RNAi line) caused by 
the action of interfering RNA, as well as the corresponding 
control lines (ES-DNA3 and ES-pJneo, respectively) [2]. High 
expression of the hpub gene resulted in an increase, while low 
expression of the mpub gene resulted in a decrease, in the 
number of embryoid bodies formed by the ES cells. However, 
gene expression had no influence on the proliferative activity 
of those cells [2, 3]. 

In the present paper, we estimate the influence of high and 
low mpub and hpub gene expression on the expression of gene-
markers of ento-, meso, and ectodermal differentiation in cul-
tures of transfected mouse ES cells using the RT-PCR method 
(polymerase chain reaction with reverse transcription). 

Experiments

Cultivation of ES cells 
Mouse ES cells of the R1 line kindly provided by A. Nagy 
(Mount Sinai Hospital, Toronto, Canada) were used in the in-
vestigation. The ES cells were cultivated at 37°С and 5% СО

2 

in a α-MEM medium (Sigma, USA) containing 15% of fetal 
cow serum (FCS) (Gibco, the USA), 0.1 mM of 2-mercapto-
ethanol, 2 mM of L-glutamin, replaceable amino acids (Gib-
co, USA), nucleosides, vitamins, and gentamicin (20 μg/ml). 
Primary fibroblasts from mice 11-12 days of embryonic de-
velopment in age with proliferation blocked by mitomycin 
C (5 μg/ml) were used as a feeding layer for the ES cells.

 
A 

DMEM medium (Sigma, USA) containing 10% of FCS, 2 mM 
of L-glutamin, and gentamicin (20 μg/ml) was the growth 
environment for the primary culture of fibroblasts. When 
the ES cells were cultivated without the feeding layer, LIF 
(leukemia inhibitory factor) (Sigma, USA) in a final con-
centration of 10 ng/ml, which blocked the spontaneous dif-
ferentiation of those cells, was added to the medium. Cell 
subculturing and change of the medium were carried out 
every 3 days. 

Induction of ES cell differentiation with 
formation of embryoid bodies 
The ES cells were isolated from the fibroblasts of the feeding 
layer to induce differentiation, followed by the formation of 
embryoid bodies. The cells were processed with tripsin, sub-
ject to centrifuging, and then the suspension obtained was 
incubated in a Petri dish (d = 60 mm) (Nunc, Denmark) for 
10-20 minutes in the СО

2
-incubator. In that period of time, 

most fibroblasts were attached to the dish bottom, while the 

ES cells remained in the suspension. To form the embryoid 
bodies, the suspension with the ES cells was transferred to 
the Petri dish (d=35 mm) (Nunc, Denmark) in a quantity of 
200,000 cells per 2 ml of medium or to the 96-well immuno-
logical plate (1,000 cells per 1 well in 1 μl of medium) and then 
was placed in the СО

2
-incubator. On the third day of cultiva-

tion, the formed embryoid bodies were transferred to plates 
coated with gelatin for further differentiation.

Extraction of total RNA and conduction 
of reverse transcription 
Total RNA was extracted from the differentiated ES cells 
and other cell lines and tissues by the phenol-chloroform ex-
traction method using the YellowSolve equipment (Clonogen, 
Russia) and following the manufacturer’s recommendations. 
The procedure of reverse transcription was carried out using 
the Sileks equipment (Russia) in accordance with the pro-
tocol and the manufacturer’s recommendations. cDNA was 
synthesized with the use of total RNA for 1 hour at 37°C in 
a 20 μl reaction mixture containing 0.05 μg of randomly se-
lected hexaprimers, and 100 units of MMLV (molonеy mu-
rine leukemia virus) reverse transcriptase. When the reaction 
was completed (incubation for 10 minutes at 70°C), the cDNA 
samples were stored at 20°C.

Polymerase chain reaction 
The polymerase chain reaction (PCR) was carried out in a 
25 μl reaction mixture containing Taq-buffer, 1.5 mM of 
dNTP mixture, 1.25 of “colored” Taq-polymerase (Synthol, 
Russia), 0.5 μl of cDNA samples, and 10 pmole of each primer. 
The primers selected for the corresponding genes, as well as 
the PCR conditions and lengths of the products, are presented 
in Table 1. The PCR products were separated in a 1.5% aga-
rose gel, visualized with the help of ethidium bromide, and 
then analyzed using the BioDocAnalyze system (Biometra, 
Germany). 

Results and Discussion
It is known that ectodermal differentiation produces the 
nervous system and epithelium, endodermal differentia-
tion produces the liver, pancreatic gland, thyroid gland, and 
lungs, while mesodermal differentiation produces blood, skel-
etal and cordular muscles (http://stem-cells.ru).

We investigated the infulence of variations in mpub and 
hpub gene expression on the differentiation of mouse ES 
cells in the ectodermal, endodermal, and mesodermal direc-
tions. 

For that purpose we chose specific gene-markers charac-
terizing different types of cells originating from this or an-
other germ layer (Fig. 1). 

Transfected ES cells of four lines (ES-hРub, ES-DNA3, 
ES-Ineo, and ES-RNAi) were subjected to “spontaneous” 
differentiation: i.e., we did not add any specific inductors 
of certain types of cell differentiation. The presence of ex-
pression and variations in its level were determined with 
the help of the RT-PCR method. The cells that underwent 
endodermal and mesodermal differentiations were ana-
lyzed on the 10th day, while the cells that underwent ec-
todermal differentiation were analyzed on the 21st day of 
cultivation [6].  
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Influence of high hpub gene expression and 
low mpub gene expression on the endodermal 
differentiation of transfected ES cells. 
GATA 4 and GATA 6 are referred to the family of transcrip-
tion factors. They play a definite role in the regulation of 
genes involved in embryogenesis, as well as in the develop-
ment of cardiovascular and viscerogenic endoderm. As fol-
lows from our investigation of the Zebrafish and Xenopus or-
ganisms, the GATA 4 and 6 genes play a very important role 
at the initial stages of the heart’s development [7, 8, 12-14]. 
Moreover, the knockout of mouse GATA 4 and 6 genes causes 
the death of the embryo at the gastrulation stage, due to the 
interruption of the definitive endoderm formation [19].

The experiments carried out established no difference in 
the expression of the vimentin, somatostatin, GATA 4, and 
GATA 6 genes in both the differentiated cells with high hpub 
gene expression and cells with low mpub gene expression, as 
well as in the corresponding control lines (Fig. 2). Hence, it can 
be suggested that variations in the pub gene expression do 
not influence the endodermal differentiation of ES cells. 

Influence of high hpub gene expression and 
low mpub gene expression on the mesodermal 
differentiation of transfected ES cells. 
At the following stage of the investigation, we checked the 
influence of hpub and mpub gene expressions on cell differen-
tiation in the mesodermal direction. Taking into consideration 

the homology of mouse gene mpub and human gene hpub, we 
may suggest that the hpub gene product will inhibit the tran-
scription activity of PU.1 and, by that, will influence the dif-
ferentiation of hematopoetic cells. To verify that theory, we 
investigated the influence of high hpub gene expression and 
low mpub gene expression on the differentiation of ES cells in 
the lymphoid tissue. For that purpose, we chose specific gene-
markers for lymphoid cells, such as c-kit and IL-7 [7]. On the 
10th day of cultivation, a PCR analysis of transgenic cell lines 
showed that high hpub gene expression led to an increase in 

ES Cells

Endoderm
somatostatin

vimentin
GATA4
GATA6

Mesoderm
trl sk

trl card
c-kit 
IL-7

Ectoderm
nestin
gfap

th
β-III tubulin

Fig. 1. Gene-markers of the definite directions of ES cell differentiation 
used in experiments

Table 1. Primers used in polymerase chain reaction

N Gene Structure of primers
Annealing

temperature
(0С)

Number
of cycles

Size of 
product

(bps)

1 GAPDH  5’-TCCATGACAACTTTGGCATTGTGG-3’-s
 5’-GTTGCTGTTGAAGTCGCAGGAGAC-3’-as 66 27 376 

2 pub  5’‑CCCATTTGGAAGACGCCG ‑3’ –s
 5’‑AGGGTGGCTCAGCTCCG ‑3’-as 70 43 328

3 hpub 5’-GCAGCAGCACATTGACAACA-3’-s 
5’-TCCACGAGGCCCTTAAAGAA-3’-as 60 30 382

7 GATA 4 5’-GGTTCCCAGGCCTCTTGCAATGCGG-3’-s
5’-AGTGGCATTGCTGGAGTTACCGCTG-3’-as 65 40 153

8 GATA 6 5’-CCGCGAGTGCGTGAACT-3’-s
5’-CGCTTCTGTGGCTTGATGAG-3’-as 65 40 137

9 trI card 5’-CCACACGCCAAGAAAAAGTC-3’-s
5’-AAGCTGTCGGCATAAGTCCT-3’-as 62 32 204

10 trI skel 5’-CACACTCTGCAGTCTGTGGTGAG-3’-s
5’-CTGAAGGGCACTGAGAGACAGAC-3’-as 64 35 314

12 nestin 5’-CGCTGGAACAGAGATTGGAAGG-3’-s
5’-GTCTCAAGGGTATTAGGCAAG-3’-as 58 30 375

13 gfap 5’-TCCTGGAACAGCAAAACAAG-3’-s
5’-CAGCCTCAGGTTGGTTTCAT-3’-as 61 42 224

14 β-III
tubulin

5’-GAGGAGGAGGGGGAGATGTA-3’-s
5’-CCCCCGAATATAAACACAACC-3’-as 65 35 348

15 th 5’-TGCACACAGTACATCCGTCA-3’-s
5’-TCTGACACGAAGTACACCGG-3’-as 60 35 376

16 vimentin 5’-ACCTGTGAAGTGGATGCCCT-3’-s
5’-AAATCCTGCTCTCCTCGCCTT-3’-as 55 30 318

17 somatostatin 5’-CAGACTCCGTCAGTTTCTGC-3’-s
5’-ACAGGATGTGAAAGTCTTCCA-3’-as 56 30 262

18 c-kit 5’-TGTCTCTCCAGTTTCCCTGC-3’ -s
5’-TTCAGGGACTCATGGGCTCA-3’-as 58 45 765

19 IL-7 5’-ACATCATCTGAGTGCCACA-3’ -s
5’-CTCTCAGTAGTCTCTTTAG-3’-as 57 45 355
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the expression of both gene markers, while inhibition of the 
endogenic mpub gene, on the contrary, caused a decrease in 
their expression as compared to the corresponding controls 
(Fig. 3). 

Hence, the data obtained testify to the fact that high hpub 
gene expression may lead to ES cell differentiation through 
the lymphoid way. 

Two genes – trI sk (skeletal troponin I) and trI card (car-
diac troponin I) – were selected to determine the influence 
of a differently directed expression of the pub gene on ES 
cell differentiation into other derivative mesoderms. Both 
cardiac protein isoform and isoform from slow skeletal fib-
ers are expressed in the heart of a human embryo. After 
birth, the expression of skeletal-muscular troponin I iso-
form is blocked, whereas the synthesis of cardiac isoform is 
stimulated [5]. 

As follows from Fig. 4, the trI card and trI sk genes are ex-
pressed in different ways. In the transfected cells with su-
perexpression of the hpub gene, expression of these genes is 
also high as compared to the control line, whereas the cells 
with a repressed expression of the mpub gene demonstrate 
a lower level of expression of the troponin I genes relative to 
the control line. 

The results obtained testify to a possible influence of the 
mpub and hpub genes on ES cell differentiation into different 
derivative mesoderms. Moreover, hpub gene superexpres-
sion leads to an increase in the level of mRNA for some gene 
markers of this type of differentiation. 

Influence of high hpub gene expression and 
low mpub gene expression on the ectodermal 
differentiation of transfected ES cells. 

The nestin, β-III tubulin, gfap, and th gene markers were 
used to investigate the influence of the hpub and mpub genes 
on the ectodermal differentiation of ES cells. The nestin gene 
is expressed in neural stem cells, young neurons, some glial 
cells, and ependymal cells. The nestin gene is commonly ex-
pressed at the initial stages of formation of the central and 
peripheral nervous sytem. The β- III tubulin and gfap genes 

code proteins of the cytoskeleton of neurons and glial cells, 
respectively. Tyrosine hydroxylase gene th is expressed in 
dopaminergic neurons [19]. Data on the expression of these 
genes in the experimental and control lines of ES cells are 
presented in Fig. 5. 

Conclusions
As follows from the results of the PCR analysis, the expres-
sion of genes involved in the neural differentiation decreases 
in cells with high hpub gene expression, and the expression of 
these genes increases in cells with low mpub gene expression 
relative to the controls. This situation is characteristic of three 
(nestin, β-III tubuli, and gfap) of the four genes analyzed. Ex-
pression of the th gene does not vary in all four cell lines. This 
result may be explained by the fact that variations in the pub 
gene expression do not influence the formation of dopamin-
ergic neurons characterized by the presence of th gene ex-
pression. Hence, according to the experiments performed, the 
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Fig. 2. Expression 
of genes involved in 
the endodermal dif-
ferentiation of stable 
transfected ES cells 
(10 days of differen-
tiation in vitro). Data 
of RT-PCR analyses. 
Genes: a) somato-
statin, b) vimentin, 
c) GATA 4, d) GATA 
6, e) GAPDH, gene 
for comparison. Cell 
lines: 1. ES-hPub, 
2. ES-DNA3, 3. ES-
RNAi, 4. ES-pIneo. 
5. Negative control 
(water)
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Fig. 3. Expression of c-kit and IL-7 genes in stable transfected ES cells 
(10 days of differentiation in vitro). Data of RT-PCR analyses.
Genes: a) c-kit, b) IL-7, c) GAPDH, gene for comparison.
Cell lines: 1. ES-hPub, 2. ES-DNA3, 3. ES-RNAi, 4. ES-pIneo, 5. Positive 
control (mouse thymus). 6. Negative control (water)
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hpub gene superexpression or the repression of mpub gene 
expression in mouse ES cells causes significant variations in 
the expression of gene markers in derivatives of some germ 
layers and, thus, has a definite, differently directed influence 
on the differentiation of cells in the meso- and ectodermal 
directions.   

This work was partially supported by Grants from the 
Ministry of Education and Science of the Russian Federation 
(project no. 02.512.12.2013) and the Russian Foundation for 

Basic Research (project no. 09-04-01117).

а

b

1	 2	 3	 4	 5	 6

1	 2	 3	 4	 5	 6

204 bps

314 bps

Fig. 4. Expression of cardiac (trI card) and skeletal (trI sk) troponin I 
genes in stable transfected ES cells (10 days of differentiation in vitro). 
Data of RT-PCR analyses. a) trI card gene. Cell lines: 1. ES-hPub, 2. ES-
DNA3, 3. ES-pIneo, 4. ES-RNAi, 5. Negative control (water), 6. Positive 
control (heart of adult mouse).  b) trI sk gene. Cell lines: 1. ES-hPub, 2. 
ES-DNA3, 3. ES-pIneo, 4. ES-RNAi, 5. Negative control (water), 6. Posi-
tive control (heart of mouse embryo)
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Fig. 5. Expression of genes involved in the ectodermal differentiation of 
stable transfected ES cells (21 days of differentiation in vitro). 
Genes: a) β-III tubulin, b) gfap, c) nestin, d) th. 
Cell lines: 1. ES-hPub, 2. ES-DNA3, 3. ES-pIneo, 4. ES-RNAi, 5. Positive 
control (mouse hippocampus), 6. Negative control (water)
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Abstract  Stem cells capable of long-term proliferation and differentiation into different cell types may be a promising source of cells for  regenerative medicine. 
Recently, much attention has been paid to fetal stem cells, among which are cells from amniotic fluid (AF). We have isolated amniotic stem cells from 3 AF samples.  
Flow cytometry, RT-PCR and immunohistochemistry have shown that these cells express mesenchymal (CD90, CD73, CD105, CD13, CD29, CD44, and CD146), 
neural (β

3
-tubulin, Nestin, and Pax6), epithelial (keratin 19 and p63) markers and also markers of pluripotency (Oct4, Nanog, and Rex-1). Transplantation of the 

cells to nude mice does not lead to tumor formation. Thus, putative stem/progenitor cells from AF are capable of long-term proliferation in vitro and the profile of 
gene expression led us to speculate that they have greater differentiation potential than mesenchymal stem cells and may be useful for cell therapy.
Keywords: amniotic fluid, cell culture, epithelial markers, mesenchymal stem cells, neural markers, stem cells.
Abbreviations: amniotic fluid (AF); mesenchymal stem cells (MSCs); embryonic stem cells (ESCs).

INTRODUCTION
AF has been used in prenatal diagnosis of genetic diseases 
for more than 70 years (Baranov and Kuznetsova, 2007). 
It contains a heterogeneous population of cells, which in-
cludes cells from fetal skin, respiratory, digestive, and uri-
nary tracts, as well as cells from the amniotic membrane. 
Most of these cells are differentiated and have a low pro-
liferative potential (Siddiqyi and Atala, 2004; Tsai et al., 
2006). Recent data seem to indicate that AF contains cells 
which can proliferate for extended periods of time and 
can differentiate in vitro into different cell types. Based 
on the fact that these cells express such markers as CD73, 
CD90, CD105, CD44, and CD29, several researchers con-
sider them as MSCs (Tsai et al., 2004; Sessarego et al., 2008). 
Interestingly, cells isolated from AF express neural mark-
ers, such as Nestin, β

3
-tubulin, GFAP, NEFH, as well as 

several markers of ESCs, such as SSEA-4, Oct4, and Nanog 
(Prusa et al., 2003; Siddiqyi and Atala, 2004; Tsai et al., 
2006). These cells exhibit osteogenic, adipogenic, myogenic 
and neural differentiation; they can also differentiate into 
hepatocytes and endothelial cells (Tsai et al., 2004; Delo et 
al., 2006; Tsai et al., 2006; De Coppi et al., 2007; Perin et al., 
2008; You et al., 2008; Zheng et al., 2008). Thus, the avail-
able data suggest, on the one hand, that cells from AF are 
intermediate in their differentiation potential (between 
embryonic and adult stem cells) and, on the other hand, 
the possibility that AF culture contains several distinct cell 
types (i.e. population heterogeneity). In order to assess this 
possibility, a further detailed investigation of the popula-
tion structure is needed, which implies extensive data on 
the gene expression profile. 

Obtaining AF is a very simple and safe procedure; the 
cells from AF are relatively easy to isolate and cultivate, and 
they show little immunogenicity and higher proliferative 
potential than that of adult stem cells. Also, AF cells can dif-
ferentiate into the derivatives of the three germ layers and 

do not form teratomas after transplantation. All these facts 
suggest that AF can be an alternative source of stem cells for 
cell therapy (Prusa et al., 2003; Delo et al., 2006; Trounson, 
2007). Also, the possibility of obtaining cells which express 
several pluripotency markers evade the ethical concerns 
arising in human ESCs research. 

The goal of this study was to investigate the prolifera-
tive potential of cells isolated from AF and to analyze the 
expression of certain tissue-specific genes and stem cell 
markers. 

MATERIALS AND METHODS

AF CELL CULTURE 
Samples of AF (10 ml) were obtained from three donors via 
amniocentesis performed at 16–20 weeks of pregnancy in 
Snegirev Obstetrics and Gynaecology Clinic, Moscow. The 
cells were collected by centrifugation (10 min, 1100 rpm) 
and cultured in α-MEM medium (Gibco, United States) sup-
plemented with 15% ES-FBS (HyClone, United States), 1% 
glutamine (Invitrogen, United States), 18% Chang B and 2% 
Chang C (Irvine Scientific, United States), and 1% penicil-
lin/streptomycin (Sigma, United States) at 37 оС with 5% 
humidified СО

2
. Cells were replated  at 1:3 every 2nd or 3rd 

day, when they grew to confluence. 

Flow Cytometry 
Expression of the surface antigens in AF cells (passage 7) 
was assessed using a flow cytometer (Becton Dickinson 
FACSCalibur, United States). The cells were trypsinzed 
and stained with fluorescein isothiocyanate- (FITC) or 
phycoerythrin- (PE) conjugated antibodies against CD13, 
CD29, CD44, CD106, CD73, CD54, CD45, CD34, CD146, 
CD90, CD105, CD71, HLA-A,B,C, and HLA-DR,DP,DQ (BD 
Pharmingen, United States). FITC- or PE-conjugated im-
munoglobulins of the same isotype were used as controls. 
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Mouse antibodies against keratin 19 (Millipore, United 
States) with secondary Alexa Fluor 488 (Molecular Probes, 
United States) antibodies were used to assay keratin expres-
sion. Staining without primary antibodies and isotypic con-
trols were also performed. 

RT-PCR 
Total RNA extraction was performed with TRI® Reagent 
(Sigma, United States) in accordance with the manufactur-
er’s protocol. mRNA was isolated by using magnetic beads 
(Sileks, Russia). The first cDNA strand was synthesized with 
the M-MLV reverse transcriptase (Sileks, Russia). cDNA li-
braries were normalized to the housekeeping gene RPL19. 
The PCR primers were constructed with DNAStar software 
and located in different exons. Information on the structure of 
the studied genes was obtained from the National Center for 
Biotechnology Information (NCBI, GeneBank, United States). 
Primer sequences are listed in Table 1. PCR with specific 
primers was performed with ColoredTaq-polymerase (Si-
leks, Russia) on a Mastercycler (Eppendorf, Germany). PCR 
fragments were separated by electrophoresis in 1% agarose 
gels and analyzed on a UV gel analyzer (®BIO RAD, United 
States).

Immunohistochemistry 
Cells for immunohistochemistry were taken at the 11th 
passage, fixed with 4% paraformaldehyde and incubated 
overnight at +4оС with antibodies against CD34 (mouse, 
1:200, Millipore, United States), CD105 (mouse, 1 : 50; Mil-
lipore, United States), CD49d (mouse, 1 : 50, Millipore, Unit-
ed States), STRO-1 (rabbit, 1 : 100, R&D Systems, United 
States), keratin 14 (mouse, 1:20, Novocastra, Germany), kera-
tin 19 (mouse, 1 : 50; Millipore, United States), р63 (mouse, 
1 : 50; BD Pharmingen, United States), β

3
-tubulin (mouse, 

1:300, Millipore, United States), NF (Neurofilament) (mouse, 
1:10, ICN, United States), Pax6 (mouse, 1:100, Millipore, 
United States). After that, the cells were washed with PBS 
and incubated with secondary Alexa Fluor 488 or Alexa Flu-
or 546 antibodies (Molecular Probes, United States) at room 
temperature for 1 h. Cell nuclei were stained with DAPI 
(VECTASHIELD mounting medium for fluorescence with 
DAPI, Vector Laboratories, United States).

Immunodeficient Animal Transplantation  
In order to study the ability of AF cells to form teratomas, im-
munodeficient Nude mice were used (Pushino animal nurs-
ery). The animals were subcutaneously injected with 3 × 106 
5th passage cells  suspended in 100 microliters of serum-free 
α-MEM medium (suspension concentration 30 × 106 cells/ml). 
Control animals were injected with 100 microliters of sus-
pension of 2nd passage stem cells from human adipose tissue 
(45 × 106 cells/ml) (negative control) and 100 microliters of 
65th passage mouse ESCs suspension  (20 × 106 cells/ml) (posi-
tive control). Each group consisted of three animals. Animals 
were withdrew from the experiment when tumors were 
detected (positive control) or 11 weeks after injection (ex-
perimental group and negative control). Tumors and animal 
organs (liver, kidney, spleen, heart, lung, and testicle) were 
analyzed histologically. 

RESULTS AND DISCUSSION

AF Cell Culture 
Three samples of AF from three donors were used in this 
study. Cultivation was performed in 24-well plates in Chang 
medium, following the previously described protocol (De 
Coppi et al., 2007) with modifications. 

Centrifugation of AF yielded a heterogeneous population 
of cells, most of which were flat epithelial cells. Small round 
cells were a minority. The flat epithelial cells did not adhere 
to plastic and were eliminated from the culture after the first 
medium change on day 5-7. However, round cells did adhere 
to plastic and formed small colonies differing in size and mor-
phology (Fig. 1). Most colonies consisted of fibroblastic cells; 
however some consisted of epithelioid cells. After the first 
medium change, the fibroblastic cell colonies started to prolif-
erate actively, while the colonies with epithelioid cells did not 
change noticeably. Four to six days after the medium change, 
when the cells formed a subconfluent layer, the culture was 
replated; this did not lead to the formation of colonies. Cells 
distributed evenly on the bottom of the well and grew to 
confluence in 2–3 days. After passaging, the culture com-
prising only fibroblastic and epithelioid cells were no longer 
observed. 

а b c200 µm 200 µm 200 µm

Fig. 1. AF cells in culture.  (а) Primary fibroblastic cell colony on day 9 of culture. (b) Primary epithelioid cell colony on day 9 of culture. (c) Cells grew 
to confluence in the 8th-passage culture. (а, b, c) Light field
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Three groups of AF cells may be distinguished according 
to their morphology: epithelioid, amniotic fluid-specific, and 
fibroblastic cells (Prusa and Hengstschlager, 2002; Tsai et 
al., 2004). The first group and the second one appear at the 
beginning of cultivation, and the third one appears later. 
The epithelioid cells quickly disappear, while the other two 
types persist in the culture. Many authors believe that the 
fibroblastic cells are stem cells and, taking into account the 
expression of mesenchymal markers and the spectrum of 
possible differentiations, place them into the MSCs category. 
However, other cells besides the fibroblastic cells can re-

main in the culture. These amniotic fluid-specific cells pro-
duce estrogen, progesterone, and chorionic gonadotropin. 
It seems that these cells originate from the trophoblast and 
the amniotic membrane. Thus, the question of amniotic stem 
cells origin is still unresolved (Prusa and Hengstschlager, 
2002; Tsai et al., 2004).

It is worth noting that we analyzed fast-adherent cells, as 
well as cells with delayed adhesion, because the first medium 
change was performed only 5–7 days after inoculation. Other 
researchers report slowly adhering cells (Tsai et al., 2004) and 
a mixed population, which was later selected for c-kit expres-
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Fig. 2. The results 
of flow cytometry 
analyses of CD34, 
CD73, HLA-A,B,C 
and HLA-DR,DP,DQ 
expression

Table 2. Flow cytometry analyses of marker expression in AF cells

Marker Flow cytometryа

CD 90 (Thy-1) 83% - 58% - 70%

CD 73 (SH3,SH4) 99% - 99% - 96%

СD 105 85% - 89% - n/s

CD 13 99% -  98% - 87%

CD 29 (integrin ß
1
) 99% -  99% - 99%

CD 44 99%  - 99% - 98%

CD 106 (VCAM-1) - - -

CD 54 (ICAM-1) 43% - 60% - n/s

CD 146 99% -  98% - 90%

CD 71 36%  -  32% - n/s

CD 34 - - -

CD 45 - - -

Keratin 19 92% - 70% - 88%

HLA-A,B,C 95% - 87% - 65%

HLA- DR,DP,DQ - - -

а This column quotes the percentage of cells positive for this marker in 
the three cultures, respectively; (-)  no expression; and (n/s) was not 
studied .

Table 1. Primers 

Gene Primer sequence

Rpl19 5’ agggtacagccaatgcccga 3’
5’ ccttggataaagtcttgatgatc 3’

CD90 5’acctggccatcagcatcgct3’
5’gaaatccgtggcctggagga 3’

β
3
-tubulin 5’cagtgcggcaaccagatcgg 3’

5’caggtcagcgttgagctggc 3’

Nestin 5’ aggaggatgtaccaccagtgc 3’
5’ caccaatgatgtctgcccct 3’

Nucleostemin 5’gcatgacctgccataagcgg3’
5’ctgtccactctggacaatggc3’

Pax6 5’ gtcatcaataaacagagttcttc 3’
5’ cgattagaaaaccatacctgtat 3’

Keratin 19 5’gatcgaaggcctgaaggaag3’
5’atgctcagctgtgactgcag3’

p63 5’gagccgtgaattcaacgagg3’
5’tccgaaacttgctgctttctg3’

CD117 (c-kit) 5’gtgggcgacgagattaggctg3’
5’cgcgtttcacacttttgatcatg3’

Oct4 5’cgaccatctgccgctttgag3’
5’ccccctgtcccccattccta3’

Nanog 5’gtgtggatccagcttgtccc 3’
5’ctgcgtcacaccattgctattc 3’

Rex1 5’gctggagcctgtgtgaacag3’
5’atcacataaggcccacaccg3’

Stella 5’gcctagtgttgtgtcaagac3’
5’ggtgcaagaataagatttatggc3’

Sox2 5’acagcccggaccgcgtcaag 3’
5’tctgcgagctggtcatggag 3’
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sion (Delo et al., 2006; De Coppi et al., 2007; Perin et al., 2008). 
Some authors suggest that just c-kit positive cells in AF are 
pluripotent. Nevertheless, slowly adhering cells are also char-
acterized by a wide range of markers and can differentiate 
into different types of cells.

It has been demonstrated that stem cells isolated from AF 
can undergo 350 population doublings maintaining their un-
differentiated state, high proliferative potential, clonogenic-
ity, and telomere length (Siddiqyi and Atala, 2004; Delo et 
al., 2006; Perin et al., 2008). The maximum number of pas-
sages can reach 42 (Wang et al., 2008). We have obtained three 
cultures from three donors. Currently, they have been culti-
vated to  20, 18, and 15 passages. According to a karyological 
analysis performed in a genetic laboratory, the fetuses did not 
exhibit any karyotype abnormality.

Phenotype Characterization According 
to Molecular Marker Expression 
Flow cytometry shows that cells from AF express the mes-
enchymal markers CD90, CD73, CD105, CD13, CD29, CD44, 
CD146, CD54, and CD71 (weak expression) and do not express 
CD106, CD34, or CD45 (Table 2, Fig. 2). These data suggest 
that fetal MSCs are present in our cultures.  Judging by flow 
cytometry, the absence of CD34 and CD45 expression shows 
that there are no hemopoietic stem/progenitor cells in the 
culture. These results are in accordance with other authors, 
who report that hemopoietic stem cells are numerous in AF at 
the beginning of pregnancy (7–12 weeks). It seems that these 
cells get there through the thin wall of the yolk sac, where 

hemopoiesis is active at that time (Torricelli et al., 1993). At 
the usual time of amniocentesis (16–20 weeks), these cells are 
no longer present in AF (Siddiqyi and Atala, 2004; De Coppi 
et al., 2007; Perin et al., 2008; Sessarego et al., 2008). Keratin 19 
was one of the epithelial markers discovered by flow cytom-
etry and immunohistochemistry. Of the antigens of the major 
histocompatibility complex, (MHC), HLA-A,B,C were present 
and HLA-DR,DP,DQ were not, which is in accordance with 
the expression profiles of MSCs and AF cells (In’t Anker et 
al., 2004; Tsai et al., 2004; Sessarego et al., 2008; Zheng et al., 
2008). 

Immunohistochemical analysis shows that AF cells ex-
press not only mesenchymal markers such as CD105, STRO-
1, and CD49d, but also neural (neuronal cytoskeleton marker 
β

3
-tubulin, mature neuron neurofilament NF, and transcrip-

tion factor Pax6) and epithelial markers (keratin 19, tran-
scription factor р63) (Table 3, Fig. 3). Keratin 14, which is 
a marker of cornified epidermis, was not found in AF cells. 
Notably, more than 70% of the cells express keratin 19, and 
80% also express the mesenchymal CD105 marker, and  
more than 95% express CD73. This suggests that a major 
portion of the cell population can express both mesenchymal 
and epithelial markers  simultaneously. These data must be 
proven by alternative methods. It was demonstrated ear-
lier that AF cell clones can express neural and mesenchy-
mal markers simultaneously (Tsai et al., 2006). On the other 
hand, expression of neural markers in MSCs is also found 
(Corti et al., 2003; Wislet-Gendebien et al., 2004; Bertani et 
al., 2005). However, keratin 19 expression is not character-

а

d e f

b c100 µm 100 µm 50.0 µm

100 µm 200 µm 200 µm

Fig. 3. Immunohistochemical analyses of mesenchymal, neural and epithelial markers expression in cultured AF cells. Stained with antibodies against (а) 
CD105; (b) CD49d; (c) β

3
-tubulin; (d) keratin 19; (e) p63; (f) the same field, nuclei stained with DAPI. (а, b, c, d) Merge, nuclei stained with DAPI
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Fig. 4. Expression of differentiation and stem cell markers determined by RT-PCR

Keratin

stic of mesenchymal cells. Thus, our data do not support the 
opinion that AF cells are fetal MSCs.  

RT-PCR data confirm that AF cells express the markers 
of mesenchymal (CD90), neural (β

3
-tubulin, Nestin, Nucleo-

stemin, Pax6), and epithelial (keratin 19, p63) lineages (Fig. 
4). Also, RT-PCR detects the surface marker c-kit, homeo-
box gene Pitx2, and several ESCs markers (Oct4, Nanog, and 
Rex-1). These results and previous data (Siddiqyi and Atala, 
2004; Tsai et al., 2006; De Coppi et al., 2007) suggest a more 
primitive status of amniotic stem cells when compared to 
adult stem cells, as well as their wide differentiation poten-
tial. However, pluripotency markers such as Sox2 and Stella 
were not detectably expressed in AF cells. These data prob-
ably suggest that the potential of the studied cells is less than 
that of ESCs, and this might be the reason why AF cells do 
not form teratomas after in vivo transplantation. 

Transplantation of Cells into 
Immunodeficient Animals 
Teratomas were not observed even 11 weeks after trans-
plantation of cultured human AF cells into immunodeficient 
mice. Under the same conditions, human ESCs caused ter-
atoma formation after 3–4 weeks. These results are in agree-
ment with data, which show that the in vivo transplantation 
of a large number (up to 8 × 106) of AF cells does not cause 
teratoma formation (De Coppi et al., 2007; Trounson, 2007). 
Furthermore, it was shown that even seven months after the 
intravenous injection of these cells, experimental animals had 
no detectable tumors  (Carraro et al., 2008). 

Animals in the experimental group had no detectable or-
gan abnormalities upon histological examination.

Thus, we have obtained cell cultures from three AF donors. 
These cells are characterized by a wide spectrum of marker 
expression, including mesenchymal, neural, epithelial, and 
pluripotency markers. 

Taking into account their morphology, cell culture behav-
ior, and expression of multiple mesenchymal cell markers, 
one would assume that AF is a source of MSCs which are 
currently being discovered in many tissues (Campagnoli et 
al., 2001; Hu et al., 2003; Romanov et al., 2003). There is data 
showing that MSCs can also express neural markers. On the 
other hand, the data obtained on the expression of epithelial 
markers suggests that the culture may either be heterogene-
ous or that AF cells may have a special differentiation status, 
which seems to be confirmed by the expression of pluripo-
tency markers. We plan to investigate these possibilities in 
the future.

Current data on marker expression, differentiation poten-
tial of AF cells, and the absence of teratoma formation af-

Table 3. Immunohistochemistry analyses of marker expression in AF cells

Marker Immunohistochemistry

CD 49d (integrin α
4
) +

СD 105 +

STRO-1 +

CD 34 -

Pax6 +

NF +

β
3
-tubulin +

Keratin 19 +

Keratin 14 -

p63 +

(+) marker expression detected; (–) marker expression not detected. 

ter in vivo transplantation leads us to the opinion that these 
cells are promising in the field of cell therapy. We suggest  
that AF cells can be useful for restoring spinal cord damage, 
treating diabetes, Alzheimer’s disease, heart attack dam-
age, etc. (Hampton, 2007). These cells can be used not only 
for autografts, but also for allografts, because the cells are 
only mildly immunogenic and donor-recipient pairs can be 
matched. Also, as opposed to other extraembryonic tissues 
(placenta, amniotic membrane, and umbilical blood) which 
are available only postnatally, AF cells can be obtained at 
16–20 weeks of pregnancy. This suggests the possibility of 
treating developmental defects in utero or immediately after 
birth (Marcus, Woodbury, 2008; Ye et al., 2009).   

This work was supported by Grant from Russian Foundation 
for Basic Research (project 09-04-12132-ofi-m).
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