
 № 3 2009  | Acta naturae | 1

Letter from the Editor

Last months of the past year were marked 
by the growing interest of various gov-
ernment officials and parliamentarians, 

as well as the media, to the problems of the de-
velopment of the biological information mar-
ket and biotechnology. Even a simple review of 
dates and facts shows that our country’s lead-
ers decided to take a serious approach to the 
revival of Russia’s technological potential in 
this area. Presidential Advisory Board for the 
Questions of Modernization and Technological 
Development held its meeting in Pokrov, where 
President D.A. Medvedev inspected the tech-
nological grounds for new medical compounds 
production. Prime Minister V.V. Putin visited 
the pharmaceutical company in Zelenograd, 
where medicines based on the recombinant pro-
teins technology are produced.  On October 15, 
2009, debates in the State Duma of the Russian 
Federation were held, the topic of which was “a 
perfectibility of the legislative support for the 
biotechnological industries.” Industrial Commit-
tee in the State Duma has initiated that meet-
ing. Another session with the participation of 
the Ministry of Science and Education and the 
Ministry of Industry and Trade of the Russian 
Federation was held to discuss the science and 
technology issues, and finally, a Presidential 
message to the Federal Assembly of Russia 
contained a significant section on biopharma-
ceuticals. 

It is a common knowledge that before Per-
estroika the Soviet Union held one of the lead-
ing positions in the world in the field of biotech-
nological industries. A lot was achieved due to 
fast development of both academic and practi-
cal “bioscience,” which managed to bounce back 
rapidly during “post-Lysenko” development. 
Unfortunately, that period of positive growth 
in biology, like in many other areas of scien-
tific and technological progress, was abruptly 
stopped by the revolutionary developments of 
the early 90s. Nowadays a lot of questions are 
being sharply posed about the revival of ‘life 
sciences’ in combination with new biotechnolo-
gies and the biopharmaceutical industry. 

The concerns are connected both with the 
national security and the participation of our 
country in the international division of labor in 
the XXI century. Discussions are mainly focused 

on accelerating the development of biologi-
cal sciences and biotechnologies, as well as on 
methods of increasing research effectiveness to 
cope with international standards (publications 
in leading scientific journals, high citation in-
dex, intensive patenting). The resources for the 
development of the biotechnology – be it gov-
ernmental corporations’ or private companies’ 
funds – are still undefined. Perhaps it is possible 
to use both sources in reasonable proportions, 
but the mechanisms and details of the investing 
process are vague, and its possible pace is un-
clear. Another great concern is the expertise of 
the projects. After political barriers have been 
taken down, Russian scientists had no formal 
restrictions to migration to the West, and the 
turmoil of the 90s led to mass emigration of sci-
entists from Russia, thus hurting the biotech-
nological sphere severely. We have to wonder 
now if we could aim towards “re-immigration,” 
in the way China had focused its efforts on the 
return of its former citizens to raise their indus-
try? 

Along with the global challenges facing our 
leaders, scientists and businessmen, there are 
some other problems that need immediate at-
tention. Many of them are tied to the customs 
control of international transportation of biolog-
ical compounds, including those that are neces-
sary for the media cultivation for cell lines and 
animals. Nowadays the process of their delivery 
to the Russian Federation is rather complicat-
ed, and in certain cases (for example, chemicals 
kept at low temperatures), is practically impos-
sible. Also, we have to note that laboratory in-
struments, materials, and technological equip-
ment imported into the Russian Federation are 
substantially more expensive for the local con-
sumers than for their colleagues in European 
countries or the U.S.. This all makes the growth 
of a biological industry in Russia significantly 
more difficult than in the West. 

All the above said led the editorial board of 
this journal to dedicate its Forum section to the 
problems of Bio-farm. We selected several arti-
cles from authors in the science world, in busi-
ness, as well as from the media:  we sought to 
show the opinion spectra of various experts on 
the problems connected to the development of 
the biological industry in Russia.
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FORUM

The Pharmaceutical Industry  
in Russia: Reality and Prospects
A.I. Gordeev, Fund «Open Economics»

This section “Forum” is about the pharmaceutical industry in Rus-
sia. We were encouraged to debate this topic after the unveiling 
of the Strategy of Development of the Pharmaceutical Industry in 
the Russian Federation developed by the Ministry of Industry and 
Trade of the Russian Federation. The majority of our experts, who 
are authorities in the federal government, business, academia, 
and industrial science, believe that Russia needs a fully developed 
pharmaceutical industry. What are the main arguments for an in-
tensive development of a Russian pharmaceutical industry? In our 
opinion, there are four major reasons. 

1. National Security 
According to the majority of our ex-
perts, the provision of national security 
is one of the most important arguments 
underpinning the necessity to develop 
a domestic pharmaceutical industry. 
Most importantly, it will serve to pro-
vide the country with pharmaceutical 
drugs in case of an emergency. It is, in-
deed, a very important point; we need 
to remember, however, that our phar-
maceutical industry can provide simple 
drugs for our people no matter the situ-
ation. According to statistical data and 
inquiries of leading clinics, provided by 
STRF.ru, the share of Russian-made 
drugs on the market is about 70 %; we 
need to mention, however, that Rus-
sian companies have a tendency to use 
foreign-made raw materials instead of 
domestic ones. 

It is true that we produce hardly 
any cutting-edge or very innovative 
drugs, but that is not a crucial factor 
of national security in case of a natural 
or military disaster. However, national 
security has not only a military and po-
litical dimention, but also an economi-

cal one. Import-substitution, especially 
when there is instability in foreign cur-
rency markets, is an obvious priority 
of the state’s social policy, because it is 
directly related to basic constitutional 
values. 

2. Technological development  
and the economy 
The pharmaceutical industry is be-
lieved to be one of the most high-tech-
intensive industries. That means that 
we need at least to put serious atten-
tion on its development, as part of the 
implementation of the state’s effort to 
re-calibrate the Russian economy to-
wards more high-tech industries. The 
economical parameters of the Russian 
pharmaceutical market, such as its ca-
pacity, dynamics, stability of demand, 
could be a good reason for the state to 
focus more attention. It is remarkable 
that the number of people employed 
in the industry is not very high (50-70 
thousands). The strength of any hi-tech 
industry is in the stimulation of scien-
tific research, as a result of a competi-
tive development. The innovation that 

drives progress in pharmacy are the 
achievements in biological and medical 
sciences. Progress in the pharmaceuti-
cal industry helps develop chemistry, 
physics, mathematics etc., and that will 
stimulate demand for the universities to 
train more highly qualified specialists. 
It is clear that a strong pharmaceutical 
industry drives the demand for results 
from the academic and industrial R&D 
research sector, as well as it stimulates 
growth in economic employment. 

Pharmaceutical companies receive 
orders from the medicine brach to 
produce certain drugs, acquire in-
formation on new research and in-
vestigations, and, on the other hand, 
these companies can stimulate such 
investigations and propose new ideas 
to scientists. So, these companies in-
fluence both fundamental and applied 
research. In the entire cycle of inno-
vation, from R&D to mass production, 
there is demand for very educated, 
highly trained people. 

3. Improving people’s 
quality of life 
At the level of the state, the pharma-
ceutical industry is a mediator between 
the state and people with a couple of 
important social functions required 
to lengthen and improve the quality 
of life of the Russian population. It is 
obvious that we cannot realise those 
functions if we lack the technologies 
and the creative energy that would 
push us to do more and more research! 
Without the development and use of 
technologies, without possession of a 
certain amount of them, without the 
infrastructure for permanent inno-
vation in this area, it is impossible to 
achieve a serious improvement in the 
quality of our health care sector. Even 
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when we have new knowledge, new 
research in Russia, the pervasive na-
ture of foreign innovations hobbles the 
development of an infrastructure for 
the production of new drugs and the 
development of new treatment meth-
ods. The absence of a mediator---a 
fully developed pharmacal industry-
--will result in low-quality of medical 
services and lack of demand for certain 
areas of science. There is no doubt that 
we can copy and use foreign research; 
however, we have no legal access to 
the best of it, and what we can buy is 
usually outdated and not the best. In 
other words, if we stop buying import-
ed products, we will have second-tier 
medicine in Russia. 

4. Access to the international 
pharmaceutical and 
biotechnology market 
During the last several years Russia has 
lost practically all its positions on the in-
ternational market of pharmaceuticals 
and biotechnology. A return into this 
market could be an important step in 
the effort to move from a “row material 
economy” to the fundamentally differ-
ent participation in international trade. 

Key problems for discussion: 
What exactly is the Strategy “Phar-
ma-2020”? In short, we believe it is an 

industry strategy with the purpose of 
supporting Russian pharmaceutical 
companies (by “Russian pharmaceu-
tical companies” we mean any enter-
prise that provides a full cycle of drug 
production on the Russian territory). 
“Pharma-2020” was created with full 
account of the prospects of a growing 
domestic pharmacology market, and 
with the assumption that the state will 
invest resources into its development. 
Those behind the Strategy claimed 
that their primary goal was to cre-
ate conditions for a “transition to an 
innovation-based model of develop-
ment” of the Russian pharmaceutical 
industry. Yet they only schematically 
indicated both the mechanisms and 
instruments that were to ensure this 
transition. This is not surprising, be-
cause this was a strategy of industrial 
development in conditions where it is 
practically impossible to ensure coor-
dination between the bureaucracies 
of different departments. Practically, 
the Strategy left untouched “border” 
questions, such as the provision of 
medical services to the people, other 
programs for the development of sci-
ence and technology, as well as the 
new legislative rules that will appear 
as a result of collaboration between 
science, business, and manufacture. 
What are the key points we should 
focus on and which are crucial to po-
tential success in the implementation 
of the Strategy? 

1. Lack of a clear, functinoning 
mechanism underpinning 
investment in innovation 
Innovation (we plan to focus a lot of 
attention on innovation in this issue) 
is key in the creation of a full-fledged 
pharmaceutical industry. Do we have 
money for this? The world pharma-
ceutical industry is 2nd in the level of 
investment in research and develop-
ment. This was mentioned in the ana-
lytic review «R&D Scoreboard 2006» 
of the Ministry of Trade and Industry 
of the United Kingdom, based on an 
analysis of 800 British and 1,250 com-
panies worldwide that are the most 
advanced in terms of investment in 
R&D. Pharmaceutical companies are 
sandwitched between producers of 
high-tech gears (1st place) and car pro-
ducers (3rd place); software companies 
come  in only 5th. 

2. Lack of a highly elaborated 
regulatory system that 
should stimulate the 
development of the industry 
We do not consider here the rules and 
regulations for registration, market en-
try, and the marketing of pharmacal 
companies, because they are issues that 
refer to the relationship between the 
Ministry of Industry and Trade and the 
Ministry of Health and Social Develop-
ment. We want to focus on the problems 
of regulation of early steps in the inno-
vation chain in pharmacy. If we consider 
the situation “in general,” it would ap-
pear that there are no problems. There 
is a significant increase in funding for 
academic science, and the development 
of specialized industrial and state-con-
trolled  special-purpose programmes (2 
programmes of the biological branch of 
the RAS, the Federal Special-Purpose 
Program of Rosnauka); there is also a 
new chapter in the Russian Fund of 
Fundamental Research; there are new 
state corporations and venture capi-
tal funds with state participation and 
the Russian Venture Company; there 
are the programmes “Start,” “Temp,” 
and “Pusk” at the Bortnik’s Fund; and 
there are some changes in the regula-
tion of Intellectual Property. However, 
the situation evolves very slowly, es-
pecially in pharmacology. The state is 
not ready to pass on the results of state-
funded R&D to business; it is not ready 
to support high-tech industrial business 
without dictating the rules at all stages. 
The state is trapped in its own logic of 
administrative reform; state manage-
ment has become a set of competing 
programmes with an unbelievable 
amount of criteria and regulations. That 
leads to lack of agreement between dif-
ferent departments during the imple-
mentation of the policy; and, even more 
confusing, the legal documents for this 
policy are very uncertain and contra-
dictory. If we fail to solve the problem 
now, all of our steps further down the 
road and innovation programmes in 
pharmacy-industry will be ineffec-
tive. Collaboration between the Minis-
try of Health and Social Development 
and other departments and players on 
the pharmaceutical market is still defi-
cient. Even if we have some reasonable 
ideas on how to solve this problem, we 
lack the mechanisms and instruments 
needed for implementation. Innovative 
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development of the pharmaceutical in-
dustry should be based on a full inno-
vation chain – from R&D to the distri-
bution of ready drugs. That means that 
this strategy cannot be fully elaborated 
without a detailed elaboration of the 
mechanisms of collaboration between 
the Ministry of Health and Social De-
velopment and other departments and 
state institutions. Recently, very active 
and effective consultations between 2 
key players in the development of a do-
mestic pharmaceutical industry – the 
Ministry of Industry and Trade and 
Ministry of and Health and Social De-
velopment – were launched. The Minis-
try of Industry and Trade is responsible 
for pharmacy as an industry; and the 
Ministry of Health and Social Develop-
ment is a key player on the pharma-
ceutical market, and, particularly, а) it 
regulates legal aspects for the majority 
of parameters underpinning the process 
of production and marketing of drugs; 
b) it has departmental industrial organ-
isations which are players on this mar-
ket; c) and it is one of the major buy-
ers on the pharmaceutical market. For 
a long time, the policy of the Ministry 
of Health and Social Development had 
not been helpful in the development of 
the Russian pharmaceutical industry. 
Even if the ministry sometimes pro-
posed reasonable plans, not all of them 
were realised. Our bureaucrats have a 
fantastic ability to kill the solution to 
any problem and leave the situation 
as is convenient to them. In a modern 
competitive world, this approach does 
not work. After the replacement of the 
management of the Ministry of Health 
and Social Development, the policy of 
the department began to change, and 
some reasonable actions to improve the 

domestic pharmaceutical market were 
proposed. We have reason to believe 
that the realization of those proposals 
will solve this problem. 

3. Absence of National 
Priorities in the development 
of medicine and pharmacy 
This is one of the key problems, with-
out the solution of which development 
will enter a “blind alley.” Investment is 
considerable, and technological cycles 
are long in the pharmaceutical indus-
try, and company excutives want as-
surences that the new drugs they de-
velop after much investment and effort 
will be on demand. Development of a 
set of priorities, in other words selec-
tion of the main areas of medicine in 
need of innovative drugs is therefore a 
very important step; without this step, 
a stable development of the pharma-
ceutical industry is almost impossible. 
Are those priorities fighting cancer, 
cardiovascular diseases, infections or 
something else? This question needs an 
answer now, with full account of the 
Russian reality and the opinion of scien-
tists and clinicians. The set of priorities 
is not just a list of the most important 
diseases. It is also important, especially 
for high-tech bio pharmacy, to establish 
priorities in the area of development of 
multi-functional methods and universal 
platforms for new molecular substances 
and drugs designs, such as recombinant 
proteins or new methods of targeted 
drug delivery. Because of Additional 
Drug Provision and the system of state 
procurement, the Ministry of Health 
and Social Development has become 
one of the major buyers on the market. 
This department influences much of 
what goes on on this market; nothing 

will change in Russian pharmacy with-
out a well-thought  policy by the Min-
istry of Health and Social Development 
as a major player and buyer. In this 
edition, we plan to look into all of the 
above-mentioned problems in details, 
and to offer a chance to the experts in-
volved in modern drugs, technologies, 
and enterprises in biotechnology and 
pharmacy to voice their opinions. 

Update of the situation in the 
pharmaceutical industry; 
Do we have innovative 
developments? 
Some experts claim that we never had a 
fully developed pharmaceutical indus-
try and related scientific research. They 
often offer for argument the fact that 
we produced generic drugs, and that we 
borrowed most of the technology from 
abroad and simply focuseed on manu-
facturing. Moreover, they claim that all 
of that manufacturing went on in the 
republics we lost after the collapse of 
the Soviet Union, or in the Warsaw Pact 
countries. In reality, that is not true. 
Firstly, we still have a lot of factories in 
Russia. Yes, they are weak now, but we 
can use them to develop a future manu-
facturing base. Secondly, such claims 
have more to do with the “chemical” 
aspect of pharmacy; i.e. organic synthe-
sis. In biotechnology, as experts believe, 
we were more advanced. A lot of our re-
search in this area was really competi-
tive as compared with foreign research. 
One of the explanations for this state 
of affairs is the fact that this sphere of 
science is related to the State Military-
Industrial Complex and the design of 
biological weapons and means for pro-
tection against them. We still have good 
teams, schools, and experienced people 
in biotechnology. Therefore, it is possi-
ble to develop bio-pharmacology in our 
country. In fact, the “chemical” and bio-
technological bases of pharmacy are not 
contradictive, but complementary. They 
are, in fact, two ways towards the pos-
sible development of a Russian pharma-
ceutical industry. 

In any case, we can definitely say 
that

а) a domestic high-tech pharmaceu-
tical industry still exists in Russia 

b) all of the innovations in this area 
are based on Russian scientists’ R&D 
(even business and science hardly criti-
cize each other).

Reference
“Pharma-2020” (The strategy of Development of the Pharmaceutical Industry in 
the Russian Federation Up to 2020) was developed and proposed by the Ministry 
of Industry and Trade in 2008. The aim of the strategy is to develop ways towards 
the realisation of the priorities set in the development of the Russian pharma-
ceutical industry, to be the basis for a public-private partnership in the different 
aspects of development of the pharmaceutical industry, to provide coordination 
between state institutions in the development of this industry, to define vectors 
of development and fine-tune legislative rules regulating pharmacy and to be the 
basic strategy for major state decisions regarding the development and imple-
mentation of special-purpose programmes and projects. 
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Here, we will mention few examples 
of those R&D:

1) The group of companies “Bio-
process,” in collaboration with “Gos 
NIIGenetika,” is designing important 
bio generics as a part of an innovative 
project (the state is co-funding this 
project to the tune of about 1 billion 
rubles). As a part of this project, they 
are developing an interferon alpha-2b 
of world-class quality with the expec-
tation to bring it to market. This sub-
stance is needed for the treatment of 
Iinfluenza, upper respiratory tract viral 
infections, viral hepatitis B and C, and 
some onco-diseases. They are also de-
veloping a substance of erythropoietin 
and some enzymes. 

2) “Pharmstandart” PLC is actively 
marketing certain drugs that were 
developed at the MM Shemiakin and 
YA Ovchinnikov Institute of Bioor-
ganic Chemistry of RAS; for example, 
“rastan” (the first domestic growth hor-
mone), neipomax or philgrastim (it is a 
granulocyte colony-stimulating filter) 

3) The company “Biocad” is develop-
ing its own research center. The main 
campus is in Liubuchany, Moscow 
Region, it is based on one of the state 
research institutes, and another cam-
pus is in Novosibirsk and is based on 
the Research Institute of Genetics and 
Molecular Biology. It is obvious that 
“Biocad” uses educated people who 
received good training from the state. 
But the private company, in fact, has 
saved the research institute and cre-
ated a new system of management. Is is 
a real example of effective continuity; 
it appeared “despite,” not “thanks to” 
the conjecture. 

At almost every pharmaceutical 
company we were told that Russian 
scientists are regularly called upon to 
do some research. Our best intellec-
tual resources in biotechnology and 
organic chemistry are concentrated 
in research institutes of the Russian 
Academy of Sciences. However, col-
laboration between research institutes 
and pharmaceutical companies seldom 
leads to any success. When the first 
private pharmaceutical  companies ap-
peared in Russia, they tried to contact 
all the reasonable research teams and 
to identify interesting projects. The re-
sult was close to nothing, because they 
looked for “almost ready to market” 
products at the stage of marketing or, 
at the very least, at the stage of clinical 
trials. Russian scientists did not have 
such innovative products. Why? Be-
cause as we mentioned earlier, fund-
ing of research institutes remained 
very pure for a long time. Research 
grants were dolled out, but practi-
cally not enough funding for serious 
preclinical-stage research. There are 
very few precedents. Russian scien-
tists also did not have modern equip-
ment such a sequencers. They had a 
lot of ideas and theoretical research, 
a lot of small but high-quality experi-
ments, but not as a system. However, it 
often appeared that interesting scien-
tific results that make scientists proud 
were neither useful nor interesting 
as potential pharmaceutical products. 
And time was needed to move them 
to the stage of marketing. Because of 
the pure technological basis and lack 
of practical experience in high-tech 
manufacturing, development of a new 

drug takes a lot of time. There is lim-
ited experience of successful collabora-
tion between scientists and industry; 
however, a stable working relationship 
does not exist. Let’s repeat: the main 
idea in the Strategy is the active in-
novative development of the Russian 
pharmaceutical industry, i.e. capturing 
a the substantial share of the innova-
tive drugs market, and developing pro-
duction of common generic drugs. Sup-
porting and developing the production 
of Russian generic drugs is a simple 
and technologically understandable 
task. It is a question of political will and 
quality of management. Production of 
generic drugs is not complicated; it is 
very understandable from the point of 
view of economic processes, technol-
ogy, and pharmaceutical development. 
There will be, obviously, fierce compe-
tition with India and China, but we can 
fit into this economical model of exist-
ence and develop it. What’s more, there 
are examples when our generic-pro-
ducing companies had good economi-
cal achievements. Yes, they obviously 
do not make a lot of profits, but 15% 
profitability in high-tech production 
is better than no profitability at all or 
factories with very old equipment and 
poorly qualified workers. Developing 
an innovative way for bio-pharmacy 
in Russia is possible, because there are 
a lot of scientific teams in our country 
that can compete with foreign teams. 
The main problem is that coordination 
between drugs manufacturers and 
scientific research teams is extremely 
weak, and without such coordination, 
some areas of scientific research are 
withering.  
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Two Key problems 
The two key problems today are (1) the 
lack of promising Russian R&D and (2) 
the absence of an internal market for 
that R&D

The first problem is the absence of 
innovations ready for registration and 
to go to market. The booming develop-
ment of biopharmacy throughout the 
world in the 1980s–90s occurred as sci-
ence and technology stagnated in Rus-
sia. The gap between us and the devel-
oped world in this field is very wide: 
we have no products that are ready for 
introduction nor do we even have the 
technology to produce them. 

This is especially true for products 
produced by eukaryotic cells (recombi-
nant proteins, blood coagulation factors, 
and therapeutic monoclonal antibodies). 
For this reason, the percentage of local-
ly produced biotechnological products 
used in the Russian Federation (RF) for 
drug production is critically small (only 
2%). For comparison, the share of locally 
produced hi-tech chemical substances 
used in our medical industry is signifi-

cantly higher; 15 % quantity-wise and 
5% money-wise. This gap is filled by im-
ported substances. Our main partners 
are China and India, and large Western 
companies provide the most expensive 
biotechnological preparations. At the 
same time, development of new indus-
trial strains and technologies happens 
very quickly abroad: the technologies 
there are much more developed than 
the domestic technologies that have 
been in use in Russia for 15 years. How 
can we design a portfolio of innovative 
projects? Obviously, there are two pos-
sibilities: 
•�we can attempt a transition from R&D 

to industry ourselves,
•�we can try importing the good west-

ern innovations that have appeared 
on the market and are ready for reg-
istration and industrial production 

The second problem is the absence 
of modern producers ready to accept 
the most advanced innovations. The 
standard scheme in the innovation pro-
cess starts with research, followed by 
testing, and then introduction into the 

market. Even if we try to modify this 
process and adapt it to Russian realities, 
it is very unlikely we would succeed 
in the absence of an internal market 
of venture activity. Even if we create 
mechanisms for the incubation of these 
projects, we will face the problem of 
finding a buyer for them.

We lack any significant market in 
modern biotechnology in Russia; i.e., 
there are no big players ready to step in 
as the main consumers of the new tech-
nologies that might appear as the result 
of investments. The development of 
the biotechnological industry in Russia 
today lags behind that of most leading 
countries; Russia’s share in the global 
production of biotechnological products 
is less than 0.3%, and we are almost ab-
sent in biopharmacy. 

This means that we need to solve 
those two problems in combination: 
we need a portfolio of projects, and we 
need to build a system for accepting the 
products. 

In this paper we will not address the 
important problem of importing innova-

Biopharma: How Can the  
“Death Valley” between R&D 
and Innovation Be Overcome?
A.L. Konov, A.A. Leonov

“Today Russian biopharma has two obvious main problems,” believes Alexey Konov, investment 
director, and Andrey Leonov, investment manager, at Bioprocess Capital Partners Ltd.
Russian satirical poet Igor Guberman’s line about a “crowd of researchers staring at life’s enigma” 
was written more than 25 years ago. If we consider the sad end to that quatrain (about “life that 
sends all of those researchers far, far away”) as an illustration of the process of putting new knowl-
edge to practice, we must admit that the current situation is even worse. 
In fact, until the collapse of the USSR (in the end of the 1980s), the pharmaceutical and biopharma-
ceutical industries provided most of the drugs the nation required. Biopharmacy in the USSR func-
tioned the way modern corporations do. Each branch had specialized Research Institutes in which 
production-orientated R&D was conducted. There were also communal usage centers that worked 
on certain scientific tasks of the Soviet biopharmaceuticals industry. Centralized R&D and innova-
tions made the Soviet Union one of the world’s leaders in certain fields.
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tions into Russia, we also will not touch 
on the extremely important problem of 
creating “acceptors” for those innova-
tions. 

We want to concentrate on the pos-
sibility of creating a domestic product 
that is ready to go to market. We will try 
to show below that none of the existing 
institutions of development and ven-
ture capital is fully adapted for work at 
the early (incubation) stages, when the 
product needs to be developed practi-
cally from the ground up. 

Domestic Development: How to 
Overcome Two “Death Valleys”
As said in the strategy of the Phar-
ma-2020 project, “In the current situ-
ation, the Russian pharmaceutical in-
dustry can not survive because it is 
squeezed between Western transna-
tional corporations, which dictate the 
rules in the areas of technology and in-
tellectual property, and producers from 
India and China, who put a constant 
downward pressure on price.” Neither 
new budding Russian pharmaceuti-
cal companies nor the created venture 
funds are yet ready to finance the long-
term and risky development of innova-
tive pharmaceutical products. 

There are two “Death Valleys.” The 
first is the transition from ideas and 
successful primary experiments to a 
working model. The second is the move 
from the stage of a brand-new busi-
ness to that of a rapidly growing com-
pany. In standard practice around the 
world, venture capital takes care of the 
first valley and “cultivating funds” and 
“angels” (investors) cover the second 
valley. The angels in developed mar-
kets are usually what are called the 3 
Fs: fools, family, and friends. It is not 
an easy task for Russia to find a way 
to cover both “valleys,” but we need to 
find this solution!

Let’s consider the standard western 
algorithms of commercialization of re-
search in pharma/biopharma and try to 
spot the typical Russian “white spots” in 
this process (see the scheme in Fig. 1) 

State laboratories perform research, 
which sometimes yields very promis-
ing results regarding the design of new 
drugs and technologies. However, there 
is a so-called “regulation process” be-
tween the drug prototype and drug on 
the market or industrial technology; 
this “regulation process” is very expen-
sive, lengthy, and risky. 

In Fig. 2, the scheme is shown: the 
risks of rejection and spending are ex-
tremely high in the early stages; how-
ever, spending is lower in the trial 
stage.

The imperfection in the law and the 
underdevelopment of institutions that 
specialize in providing seed money lead 
to a trough (the grey zone in Fig.1): 
most potentially promising projects go 
into a financial trough, and only a few 
go directly from the green zone to the 
yellow zone, where the mechanisms of 
venture capital financing start to work 
(because of this the grey zone is not 
very significant there). (See text for a 
more detailed description – Ed.)

The active substance (molecular) 
produced at the R&D stage should be 
tested on animals before trials on hu-
mans can begin. At the preclinical 
testing stage, the toxicity of the new 
molecular substance and its pharma-
cokinetic and pharmacodynamic pa-
rameters should be assessed and the 
effect should be modelled. Regulatory 
agencies analyze the information about 
a new drug from the preclinical tests 
and decide whether or not trials should 
proceed on humans. 

Clinical trials of drugs before offi-
cial permission for medical usage is re-
ceived usually proceed in three stages 
traditionally called “phases of clinical 
trials.” 

At the first phase of clinical tri-
als (phase I), clinico-pharmacological 
and biomedical trials are provided to 
a small group of (usually 36) healthy 
volunteers. At this stage, researchers 
investigate the side effects of a dose of 
the drug and its pharmacokinetic pa-
rameters and pharmacodynamic ef-
fects. This phase is important, because 
knowledge about the side effects and 
safety of the drug is necessary before 
deciding whether to continue investiga-
tions or end research. 

The initial dose, regularity, and 
method of administering a certain drug 
are all usually established in preclinical 
tests on laboratory animals. However, 
because of the difference in human and 
animal pharmacokinetics and pharma-
codinamics, correcting dosages could be 
required. 

If the drug is safe and has no side 
effects, investigators start the second 
phase of clinical tests (phase II). This 
phase requires more volunteers, usu-
ally from 100–150 patients, but with 
diseases or conditions that the active 
ingredient in this drug is designed to 
cure, diagnose, or prevent. 

The aim of phase II is to prove the 
clinical effectiveness of this drug for a 
certain group of patients (estimating 
the short-term safety and determin-
ing the therapeutic dose and scheme of 
dosage). Phase II trials are the most im-
portant step in deciding whether or not 
to continue the drug's development. 

If the drug proves effective and safe 
in the second phase, the investigation 
continues into phase III. Clinical trials 
in the third phase are closely monitored 
investigations designed to assess the 
safety and effectiveness of the drugs in 
conditions that are very close to the real 
conditions of medical treatment. 

The aim is to determine the long-
term ratio of safety to effectiveness for 
the medical forms of the active compo-
nent. Usually, these investigations are 
related to existing standard therapy (or 
placebo for a new class of drugs). Inno-
vative products can be registered after 
this phase of clinical trials. The number 
of patients in this last phase of research 
could amount to a thousand people, 
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depending on the drug and condition. 
Therefore, each new step is more ex-
pensive than the previous one for the 
drug's developer. 

It is obvious that state institutions 
are incapable of bringing a new medi-
cal drug to market. Promising  products 
designed in Western countries, mostly 
in universities and laboratories, are 
proposed for sale. Pharmaceutical com-
panies buy many products and technol-
ogies that are still simply ideas, through 
licences or direct purchases. More often, 
development at the early stages hap-
pens through a “partnership,” with the 
possibility for the large company to own 
the product if it is successful. 

If a team of researchers from a 
state institution see that the product 
or technology created has serious com-
mercial potential and believe they can 
start their own business, then they do 
so. The conditions in this situation are 
clear: all the rights to the product or 
technology belong to the company, and 
the state institution employing the team 
of researchers takes a stake in it. After 
that, there is a business plan, the aim of 
which is to attract external financing 
and continue research with the inten-
tion of bringing the product to market 
and the promise of a huge profit. After 
that, the founders of the company try 
to attract all potential venture capi-
tal funds. To secure investment, they 
need to persuade, convince, and lay out 
their dream. Most startups end at this 
stage, but some are lucky. If so, they 
receive some seed money in exchange 
for shares. They spend money on inves-
tigations, and if they have promising 
results, the startup can attract more 
investment. The results are usually not 
promising, investment dries up, and the 
startup dies. The reality is that very few 
survive. The companies that are lucky 
create a product that brings a big profit 
in comparison with the money invested, 
and shareholders benefit. 

 In Russia, we need direct licensing 
from state institutions to the pharma-
ceutical companies, and, even more 
importantly, we need to create a way 
for small startups with ideas to suc-
ceed. Let's consider the major problems 
which, in our opinion, could be stalling 
the effective development of small in-
novative pharmaceutical companies, 
particularly biopharmaceutical compa-
nies. 

Organisational Problems: How 
Should the Company Be Founded and 
How Can Laboratory Investigations Be 
Done Legally and Effectively? 

There is no tradition of small compa-
nies being founded by scientists in Rus-
sia. They simply do not understand what 
needs to be done, which papers are re-
quired, etc. We do not have specialised 
industrial parks or incubators which 
are ready to provide not only legal and 
organizational support, but also labora-
tories and logistical infrastructure. This 
is important, because in this case we are 
talking about a company involved in re-
search. That means that, apart from the 
usual problems of a small company, this 
company will need permission to work 
with chemical reagents, biological ob-
jects, radioactivity, etc. Today this prob-
lem is usually solved by renting property 
at an institute where research has been 
done before. Very often, companies for-
mally rent just a couple of square me-
ters, but in practice they use all of the 
equipment there. This is possible, how-
ever, only when the director or dean al-
lows it. Otherwise, the scientists work 
illegally or semi-legally. 

How Should the Intellectual Rights 
to the Project Be Transferred to the 
New Company?

If a patent has not been registered 
yet, in the condition of “know how,” the 
big question is who should be registered 
as the owner? If the owner is a state in-
stitution and the scientist is only the de-
veloper of the idea, the most he can ask 
for after commercialisation is to receive 
royalties. However, not a single state 
institution today is capable of bringing 
the product to market because of lack of 
funds, authority, and motivation. You're 
thinking maybe it is possible to register 
the idea to your name or to a company 
that has yet to be established? That's 
illegal, because all of the research was 
conducted during work hours, on equip-
ment at work, and with the state's finan-
cial support. So, the key is to solve the 
question of intellectual property, with 
the rights to the results of the investiga-
tion going to the researchers and with 
the legal possibility of separating from 
the mother organization and founding 
a small enterprise (inside or outside the 
technology park). 

Today, this is becoming possible be-
cause of very important amendments 
to the law. 

According to Federal Law 217, bud-
get and education establishments, as 
well as scientific establishments, uni-
versities, and colleges that are founded 
by the state’s science academies, “Have 
the right, without the agreement of the 
proprietor and with the notification of 
the federal body of the executive power 
which provides the functions of elabo-
ration of state policies and normative 
legal regulation in the sphere of scien-
tific and scientific-technical activity, 
to found (together with other persons) 
business companies whose activity 
practically apply (introduce) the results 
of intellectual activity.”

Regarding the production of “cus-
tom” work in state establishments with 
the aim of introducing it into industry, 
we think that this scheme has proven 
to be inefficient. Nothing can be done 
without the direct material interest of 
developers, not only in the project re-
port, but also upon bringing the product 
to market and growing the company. 

How to secure financing?
Today, practically the only form of 
state support for a startup in Russia 
is the program of the Fund for Assist-
ing Small Enterprises in the Scientific-
Technical Area. 

Over the last few years, the fund 
has created real working mechanisms 
for the commercialisation of scientific 
investigations. Financial support from 
the “Start,” “Start-up,” “Universi-
ties,” and “Youth Business” programs 

Ph
o

to
: 

B
io

p
ro

ce
ss

 C
ap

it
al

 P
ar

tn
e

rs
 L

td



FORUM

 № 3 2009  | Acta naturae | 13

SCIENTIFIC RESEARCH 
R&D

TRIAL 
REGISTRATION

REGISTRATION
SALE

SALE
DEVELOPMENTS

University  
Science Technology parks, 

incubators, etc.

Developing  
innovative  
companies

Sale- 
strategy

Independent  
development

The problem: transfer of the rights of intellectual property, which 
was produces in the state institutions and with financial support

Open Market  
(IPO)

THE ROLE OF THE STATE 
• �Foundation of the 

market
• State regulation
• Reinvestment

Small  
innovative  
companies

The problem: underdevelopment  
of the institutions of “sowing financing” 

Applied Research  
Institutes  
(sectoral)

AREA OF THE ACTIVITY OF VENTURE FUNDS 
AND STATE DEVELOPMENT CORPORATIONS 
• �The companies’ foundation and growth
• �Capitalisation of intellectual property 
• �Preparation for entering the market

AREA OF STATE ACTIVITY
• �Basic financial support of fundamental 

investigations 
• Grants
• Rosnauka Programs
• Other

Research Institutes, 
fundamental  

research

support projects at the early stages of 
R&D. 

For several years, the fund provided 
up to 20% of the program's funds in the 
area of biotechnology and medicine. 
Remarkably, one of the fund's tasks for 
the nearest future is to collaborate with 
venture capital funds (as well as other 
structures) in order to provide finan-
cial support to projects throughout the 
whole innovation cycle. 

If the company is established in Mos-
cow, the Moscow government provides 
support. The government of Moscow 
founded a not-for-profit agency for de-
veloping innovative entrepreneurship, 
which has created a couple of interest-
ing programmes, in particular: 
•�subsidies for small innovative enter-

prises for the production of prototypes 

or small batches (this is a very impor-
tant step for demonstrating the “proof 
of principle,” which is exactly what 
should be shown to venture capital 
investors when requesting financial 
support),

• �subsidies for patenting the results of 
innovative activity both in the Rus-
sian Federation and abroad. 
Similar local programs have begun 

in other regions as well. 
Finally, we should mention the Ro-

snauka programs for development at 
the middle stages. The contribution of 
those programs in supporting some of 
the leading Russian laboratories of the 
Russian Academy of Sciences (RAS) 
is hard to overestimate; however, we 
should remember that these programs 
are mainly aimed at financing applied 

research. This may be why the effec-
tiveness of these programs is far from 
what is desirable. Due to their status, 
mentality, and motivation, academic 
laboratories do not adapt very well to 
the design and introduction of their 
products into the market if they have 
to meet deadlines.

How and when to conduct trials?
The company has been founded, R&D 
completed, and the trial (preclinical and 
clinical) stage begins. How and where 
can these trials be conducted according 
to Western standards with the possibil-
ity of selling this product in Western 
markets in the future? We are sure that 
today no small innovation company can 
support the whole cycle of trials by it-
self. A good plan for venture capital fi-

Fig.1. Standard scheme in the innovation process. The colors illustrate the maturation stages of projects from the initial (green) to the mature stage (red).
In the area of pharmacy and, in particular, biopharmacy, development goes from the R&D stage through the trials and registration to appearance on 
the market (blue line in the figure). If the development appeared in a state institution (university or research institute), the first problem that appears 
on the way to future commercialization is how to transfer the rights to the intellectual property from the state institution to a private company. The 
long-awaited and recently passed amendments to the law (see “Federal Low N 17” FL dated August 3, 2009) should solve this problem; however, 
we need to wait and see how this new law works in practice. The second problem, in our view, is more serious: it is financing companies when they 
are in their early stages
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nancing of the proposal, professionals 
in the preclinical and clinical trials, and 
secure partners (who are specialists in 
these types of research contract organi-
sations) are required for this stage. 

Project management and marketing 
are two parts of a successful pharmaceu-
tical company; they should be fully cov-
ered by the company's own recourses.

Other activities are potential candi-
dates for outsourcing. A broad variety 
of contract service organizations (CSOs) 
could work as subcontractors, i.e., Con-
tract Research Organizations (CROs), 
which provide contracted services in 
preclinical and clinical trials, or Con-
tract Manufacturing Organizations 
(CMOs), which optimize the process of 
production and production of  active 
pharmaceutical substances and finished 
medicines for the trials, and, after-
wards, for the market. Even today, 
small innovation companies around the 
world spend up to half of their entire 
R&D budget on CSO services. 

How and when the life 
of start-up ends
The company has completed a whole 
set of trials, and the results of the first 

phase are good. What now? Attract a 
lot more money for phase II and phase 
III trials? Search for a partner? Sell the 
business? 

It is hard to provide a simple answer. 
This depends on the type of drug and 
the situation in the company and on the 
market at the moment. Let’s make a 
couple of general remarks. 

If in the 1970s–1980s the largest 
companies in the world introduced 5–7 
new molecules every year, today they 
introduce a maximum of 2–3 fully orig-
inal molecules in the course of several 
years. To cover the expenses for both 
the leading development, as well as 
for the spinoff developments, the new 
molecular must bring in hundreds of 
millions of dollars every year.  Over the 
last 20 years, the largest medical pro-
ducers in the world had other options, 
mainly because of their biotech “hits,” 
which were mainly developed by small 
companies. Today, the patents covering 
most of the bio-blockbusters that have 
been  on the market for 15–20 years are 
running out; the industry is desperate 
for new “hits.” 

The difficulty with compounds rein-
troduced into the market, the appear-

ance of new knowledge about how they 
act, and new statistics about their side 
effects have led to a shift in major ex-
penses from R&D to trials. The ЕМЕА 
and FDA, the leading international 
regulating agencies, demand more and 
more complicated trials of new drugs. 
As a result, today expenses for the in-
troduction of a new molecular to the 
market have increased 3–5 times and 
can amount to 300–900 million dollars, 
which creates an insuperable barrier 
for small companies when they try to 
repeat the successes that venture leg-
ends Genentech and Amgen achieved 
25 years ago.

However, small innovation compa-
nies can still attract venture capital at 
the early stages and develop new prod-
ucts up to the stage of the first trials 
(the end of preclinical trials or phase 
I of the clinical trial); after that, they 
can establish long-term cooperation 
with a “big player” as an investor in the 
next stage or simply sell the product to 
them. 

The beginning of a recession in the 
global economy and the dearth of li-
quidity affecting the aforementioned 
big players and potential strategic 

Fig. 2. Production of a new drug: from development to the market.
Venture financing is very commonly tapped after a successful completion of R&D. Funds usually dry up for the project before the clinical phase III, and 
often even earlier, after the second and even first clinical trials. (See description of stages in the text – Ed.)
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investors have brought forth the ten-
dency to finance new developments in 
more advanced stages by attracting 
the next rounds of venture capital fi-
nancing. For example, in September–
October 2008, five companies secured 
the largest amount of late-stage ven-
ture capital financing; three of them 
were biotech companies. The company 
Proteolix, for instance, attracted 79 
million dollars from venture capital 
investors to support the phase II clini-
cal trial of a biopharmaceutical drug 
against autoimmune diseases and can-
cer; MacroGenics attracted 25 mil-
lion dollars for the phases II/III of the 
clinical trial of an original monoclonal 
antibodies to fight diabetes; Link Med-
icine received 40 million in venture 
capital financing for the late stage of 
development of a cure for autoimmune 
diseases. 

Therefore, in the next 3–4 years, the 
situation on the market will be very fa-
vorable to small venture capital funds 
and developers of certain products: the 
large companies that weather the hard 
times will continue to actively buy new 
companies to boost their product port-

folios. On the other hand, after raising 
funds in additional rounds of venture 
capital investment, there is now the 
unique opportunity to either grow the 
company to the stage when the product 
can be taken to market or sell the com-
pany to a strategic investor at a signifi-
cantly advanced stage and for a much 
better price. 

Regarding IPOs, we should note that, 
before the crisis, some biotechnological 
giants successfully went public. How-
ever, this is uncommon, because selling 
to a strategic investor in the form of a 
corporation involved in the same field 
remains the most attractive option for 
a venture biotech company. Today the 
IPO option is practically closed, and it 
is hard to predict the situation that will 
prevail in the next 3-4 years. 

Conclusions and 
Recommendations
To set up a process that will ensure 
mass production of innovations in the 
industry of biopharmaceuticals, we 
need, on the one hand, to solve the 
organizational, legal, and regulatory 
problems we have briefly mentioned 

in this paper. On the other hand, it is 
unlikely that that process would be ef-
ficient without the creation of an in-
ternal market for the results of the ac-
tivities of small companies: we do not 
have companies of the size of Bayer or 
AstraZeneca, which are able to spend 
$100 million or more on development. 
In this context, small innovation com-
panies must sell their developments to 
the West. The state should focus atten-
tion on creating a system in which Rus-
sia will have a chance to keep its rights 
at least on the Russian market. How 
should this be done? That’s a separate 
question. Lets only say that one ap-
proach could be to consolidate several 
small innovation businesses into a large 
“virtual” big company; this would not 
involve a consolidation of buildings 
and equipment (i.e., immovable assets), 
but a consolidation of the rights to the 
intellectual property under develop-
ment. Such a “disintegrated” compa-
ny, which could outsource other steps 
in the process but conduct R&D and 
marketing itself, would, in effect, be a 
bureau that is flexible and can quickly 
react to the demands of the market.  

The design of innovative drugs 
inside industrial companies

Figure 1 shows how a product designed by an industrial com-
pany is developed. Big transnational corporations have their 
own R&D departments with a wide range of research activities; 
however, efficiency here (the ratio between the amount spent 
and the quantity and quality of the newly developed drugs) 
is significantly lower than that of a small innovative company, 
which usually aims to create a certain drug or technology. Can 
we expect the development of an innovative product in Rus-
sian industry? That is unlikely! Existing companies, regardless 
of how they are run, are still, for the most part, not ready to 
invest in high-risk drug innovations. Usually Russian projects in 
the field of biopharmaceuticals follow the strategy “What’s be-
ing done in the West? Let’s replicate it quickly!” It is important 
to say that it is not a bad strategy. It works, and works well. 
One of the businesses we developed at “Bioprocess” (a pro-
ducer of biogenerics such as interferon alpha, erythropoietin, 
and granulocyte-colonies stimulating factors) was built based 
on this model, and only after 5–6 years, when it began making 
a profit, was it possible to develop new products. China and 
India also built their industries based on this model, at least in 
the field of biopharmaceuticals. At the same time, industry in 
both countries had strong governmental support: direct fund-
ing, tax holidays, preferences in registration and purchases, 

etc. Now the Indians and the Chinese have begun beating 
developed countries at their own game, i.e., in the area of 
innovative products. It is important for us in Russia not to miss 
out! However, the sizes of even our own, most successful 
companies do not allow them to invest tens of millions of dol-
lars into the development and registration of really innovative 
drugs without state support. Until recently, there were two 
main mechanisms for securing state co-funding for innovative 
pharmaceutical development: through the Federal Agency for 
Science and Innovation (Rosnauka) and through the program 
of the “Fund for the Support of Small Enterprises in the Sphere 
of Science and Technology.” The fund’s programs are meant 
for small companies; they are not suitable for large industrial 
ones. Rosnauka’s programs, unfortunately, are not suitable for 
industry: the maximum funding period is three years, and the 
company must fulfill the requirements for “program indicators,” 
which means production should generate a certain amount of 
money as a return on investment in that period of time. If de-
velopment is at the stage of the first clinical trials, three years is 
not enough time not only for production and sale, but also for 
simply registering the product on the market. 

The Ministry of Industry and Trade (Minpromtorg) has simi-
lar programs: the time limit for the return of investment has in-
creased to four years, and the beginning of industrial production 
is the only indicator. This is a bit more realistic for businesses, 
but it is still far from what is desirable. 
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Anatoly Ivanovich Miroshnikov is full member 
of Russian Academy of Sciences, deputy direc-
tor of the M.M. Shemiakin and Y.A. Ovchin-
nikov Institute of Bioorganic Chemistry of the 
RAS, president of the presidium of the Pushino 
Science Centre, vice-president of the Russian 
public organisation “Y.A. Ovchinnicov’s Soci-
ety of Biotechnologists of Russia.” 

Recipe for Russian Insulin

The share of locally produced insulin on the Russian market es-
timated at more than seven billion roubles in 2008 is, in reality, 
microscopic: national industry covers only 2 % of the market 
(see Table 1). This is unreasonably small, especially because  а) 
Russian producers have enough capacity to produce insulin for 
the entire country, with similar or even higher quality as com-
pared with foreign products, b) hundreds of thousands of insulin-
dependent patients in some particular political or economical 
circumstances could suffer without this life-saving treatment. The 
World Health Organization recommends that any country with a 
population of more than 50 millions have its own manufacturing  
base for insulin. Anatoly Miroshnikov is an assistant director of the 
M.M. Shemiakin and Y.A. Ovchinnikov’ Institute of Bioorganic 
Chemistry of the RAS, which produces insulin with the trade name 
Insuran. He talks to Acta Naturae on why Russia needs its own 
factories for the production of genetically engineered drugs. 

Medical history
Anatoly Ivanovich, the share of Insur-
an on the insulin market is 1,04 %. Is it 
our limit? 

– No. We can provide all the insulin 
the Russian Federation needs. But let 
me first recall a bit of history. In 1978, 
at the dawn of the era of biotechnology 
in the world pharmaceutical industry, 
our research institute also began suc-
cessfully working in this direction. By 
1990, only 3 years after the start of 
production of genetically engineered 
products in the U.S. and Denmark, we 
had also created an insulin-producing 
strain and started semi-industrial re-
search at a biochemical complex in 
Stepnogorsk, Kazakhstan. At the time, 
our lag compared with the West was 
minimal.  After 1991, everything went 
“dead.” Science and the chemical in-
dustry in Russia were on the verge of 
collapse, and western producers divid-
ed to our pharmaceutical market and, 
particularly, the market of insulin. In 

2000 did Yurii Luzhkov, the mayor of 
Moscow, issue an instruction setting 
up experimental production of geneti-
cally engineered insulin? At IBC RAS, 
we received a 120 million rouble loan 
and began supplying short and long-
form insulin to Moscow clinics 3 years 
later. According to Luzhkov’s plan, we 
should have ramped up production to 
300,000 phials a year. However, the 
city refused to buy such an amount of 
insulin: they argued that Moscow will 
slowly move away from phials insulin. 
Unfortunately, nobody gave us money 
for a cartridges production line. Now 
we are producing 95,000 phials a year 
and providing insulin to 15 % of Moscow 
patients suffering from diabetes. 

Have you had any reclamation on 
Insuran? 

– Not one in the five years of man-
ufacturing insulin. We produce it ac-
cording the GMP standards, and each 
batch of 100 phials undergoes quality 
control. Chief endocrinologist of Mos-

cow Michael Borisovich Amzyferov 
can testify to the quality of our insu-
lin, and clinicians also agree that there 
is no difference between our insulin 
and Western-made insulin (Elly Lilly, 
Novо Nordisk). With the same quality, 
our “Insuran®” is cheaper. However, it 
is not easy to increase production, be-
cause the system for insulin supply to 
major clinics and pharmacies is already 
established and nobody likes new play-
ers. Long-established connections and, 
possibly, traditions of corruption play 
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“Our medicine is not only cheaper but also better. In the 
production of Insurane, we do not use toxin bromocyan, 
but Elli Lilly still uses toxin, Novo Nordisk uses a cheap 
strain of yeast, which is less effective; now they are also 
switching to bacteria. However, all of this does not mean 
that a "green street" will be open for us. I am sure that 
we will have a lot of difficulties with the marketing of our 
product. Western companies will fight for a market like 
the Russian one. And they will try to brain-wash doctors 
that the quality of our insulin is worse. That means that 
principles of market competition will apply.” 
From the interview of Anatoly Miroshnikov, 
2000, “Meditsinskiy vestnik” v.4

Table 1

Company-producer 2008 y., roubles. 2008 y., roubles %

Novo Nordisk 3 402 384 126 47.39

Sanofi-Aventis 1 720 706 535 23.97

Elli Lilly 1 760 622 611 24.52

MARVEL LIFESCIENCE S PVT.Ltd 129 616 186 1.81

MM Shemiakin and YA 
Ovchinnikov’snstitute of Bio-organic 

Chemistry of RAS
74 424 660 1.04

BIOTON S.A. 25 986 679 0.36

Pharmstandart Llc 26 651 492 0.37

TONGHUA DONGBAO 
PHARMACEUT ICAL CO.Ltd 2 695 064 0.04

others 27 136 365 0.38

M.J.BIOPHARM 9 081 318 0.13

Nazionalnye Biotechnologii Plc 40 667 0.00

“Brynzalov-A” Ltd 30 979 0.00

Total 7 179 376 682

Тop 5 importers of the origin of insulin and its analogues, 
1st quarter of 2008. 

Centre for Marketing Research “Pharmexpert”

Denmark

Germany 

France 

Poland 

USA

a role… As a result, 90% of the Rus-
sian insulin market is in the hands of 
American and Danish companies. But 
we are not giving up: in the last 4 years, 
I have been struggling to build a facto-
ry in Pushino. The problem was almost 
solved: on an order of the government 
of the Moscow Region and the initia-
tive of the RAS and IBC RAS, the joint 
stock company Bioran was created. The 
company should anchor the project of 
industrial design of medical genetically 
engineered drugs; we even had a plot 
and communications for this project. 
But, unfortunately, the financial crisis 
hit, and Bioran has struggled to secure 
a loan. If the state had provided a loan 
guarantee at that time, we would have 
had money. The factory should have 
started functioning in 4.5 years, and we 
would have repaid the loan in 8 years. 

What volume of purchase did you 
have in mind? 

– A full-cycle factory should have 
produced 400 kg of substance. That 
should have been enough for Russia, 
the Commonwealth of Independent 
States, and even for export to Arab 
countries and South East Asia. 

Do I understand you correctly that 
your technology is not inferior to for-
eign technologies? 

– I can say that our technology is 
even better!

Instructions for use.
– Does it mean that this question is 
economical and political? 

Absolutely! And we try to explain 
it to our executive branch. In a letter 
to Igor Sechin, deputy prime minister, 
I indicated that, if we want to rebuild 
our pharmaceutical industry, we need 
to build at least 2 factories: one must 
be in chemistry and pharmacy and one 
for genetically engineered drugs pro-
duction (there are about 40 factories 

of the type in the world). I believe that 
the only location for a factory for the 
production of genetically engineered 
drugs is Pushino. Pushino has every-
thing needed for the development of a 
bio-pharmaceutical industry: 7 special-
ized research institutes in physical and 
chemical biology, two universities, and 
experimental research facilities with in-
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Reference:
The Shemyakin and Ovchinnikov Institute of Bioorganic Chemistry already 
has ready-for-introduction developments of human albumin, some blood 
factors and enzymes based on which it is possible to develop anti-viral and 
anti-tumour drugs. Also, scientists from the institute have developed a new 
analogue of insulin, which has a quicker and long-term effect. Already on the 
market are the first Russian-produced insulin and growth hormone. 

ternational certificates. It is possible to 
produce insulin, interferon, blood fac-
tors, and other drugs there. There was a 
time when our chemical-pharmaceutics 
factories ranked 5th in the World behind 
the US, Germany, Japan, and France. 
Today we import around 85% of our 
drugs and we produce around 12% of 
the drugs we need from foreign raw 
materials. At the same time, the ma-
jority of clinical trials of western drugs 
take place in Russia. Yes, in the 1990s, 
when, for example, oncological centers 
gained access to western drugs in this 
way, it was possibly a reasonable policy. 
But why they use us only as a testing 
ground? It is not obvious that all clinical 
trials will be successful. And they con-
duct experiments on people. 

– So… What do we have to do if we 
want to wean ourselves off imported 
insulin? 

Firstly, our government should de-
cide about building at least two fac-

tories, and state corporations such as 
Rosnano or Rostechnologii should be 
responsible for the realisation of this 
plan. It is nonsense to believe that pri-
vate capital will invest money into 
factory-building projects. However, it 
will be possible to sell this factory to a 
private Russian company after comple-
tion. Bioran can build this factory, and I 
deeply believe that Bioran should give 
50% plus 1 share  to the state or a state 
corporation. 

Second, I believe that we need to 
talk not only about the development of 
the pharmaceutical industry, but also 
and even more about the development 
of dependent import-substitution. If 
RAMS will unveil the list of the 2,000 
most wanted drugs for the cure of 
onco-, cardio-, and pulmonary diseases 
and others to scientists, the scientists 
will quickly find a way to avoid patent-
ing problems! However, the next step 
– experimental production – will be re-

quired. One of the very few biotechno-
logical manufacturing site in Russia is 
at our institute. 

Conterindication to import
Today almost 70% of the drugs pro-
duced in Russia are non-innovative 
drugs. Should we also produce raw 
materials or it would be easier to buy 
them? What do you think? 

– To produce! Definitely to pro-
duce! At least, the control of production 
should be on the National level, – it is 
the security of the country. It is pos-
sible that Russia needs a big disaster 
to understand that we need our own 
pharmaceutical industry with a full 
cycle of production of at least the most 
important drugs. Imagine that one day 
the import of insulin from abroad is 
stopped – that means that the lives of 
the hundreds of thousands of diabetics 
will be in danger! It seems that that will 
never happen. But we already have les-
sons of that kind. We started to develop 
the 7-th blood factor, which is involved 
in blood clotting, only after the Beslan 
tragedy. Director of the Science Cen-
tre of Haematology of RAMS Andrei 
Ivanovich Vorobiev told me that we lost 
a lot of lives because of the absence of 
this drug. Russia imports it from Dan-
mark, it is very expensive, and we buy 
it in small quantities; in case of an emer-
gency, we simply do not have enough of 
it. The situation with insulin, as you see, 
is similar…  
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Phage Display on the Base of 
Filamentous Bacteriophages: 
Application for Recombinant 
Antibodies Selection
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Abstract  The display of peptides and proteins on the surface of filamentous bacteriophage is a powerful methodology for selection of peptides and protein do-
mains, including antibodies. An advantage of this methodology is the direct physical link between the phenotype and the genotype, as an analyzed polypeptide and 
its encoding DNA fragment exist in one phage particle. Development of phage display antibody libraries provides repertoires of phage particles exposing antibody 
fragments of great diversity. The biopanning procedure facilitates selection of antibodies with high affinity and specificity for almost any target. This review is an 
introduction to phage display methodology. It presents recombinant antibodies display in more details:, construction of phage libraries of antibody fragments and 
different strategies for the biopanning procedure.
Keywords: phage display, filamentous bacteriophages, phagemids, phage display libraries of antibody fragments, biopanning, single chain antibody fragments, 
Fab-fragments.

Introduction
In the mid-eighties, a novel molecular-biological methodology 
which revolutionized the engineering of peptides and proteins 
was developed. This approach is known as phage display. It is 
based on the experiments of George Smith performed in the 
mid-80s [1]. Initially, Smith demonstrated that an exogenous 
protein can be expressed on the surface of the filamentous 
M13 phage. This was achieved by inserting the gene that en-
coded a part of the EcoRI endonuclease into the ORF of the 
phage’s minor capsid protein pIII. Using polyclonal antibodies 
specific to the EcoRI endonuclease, Smith demonstrated the 
ability of phages carrying the chimeric EcoRI–pIII protein to 
specifically bind the appropriate antibodies. Furthermore, it 
was shown that phages with this insertion could be selected 
from a mixture containing wild-type phages by affine enrich-
ment using polyclonal antibodies against the EcoRI endonu-
clease.

These experiments led to two important conclusions: first, 
using DNA-recombination methods, it is possible to create 
phage populations of different representativity (106 – 1011 

variants), wherein each individual phage displays a random 
peptide on its surface. Such populations were named “combi-
natorial phage libraries.” Second, physical link between the 
analyzed polypeptide and the gene encoding it in the same 
phage particle provides the opportunity for easy selection of 
the needed variants and their identification. 

G. Smith termed the result of expression of exogenous 
oligo- and polypeptides on the surface of viable filamentous 
phages “phage display.” Furthermore, a method of affinity 
enreichment named “biopanning” was developed. According 

to this method, phages bearing inserted sequences with af-
finity to specific ligands can be selected from a phage library. 
The term “biopanning” was suggested in 1988 [2].

The small number of pIII molecules in the phage particle 
(5 copies) limits the use of phage displays in selection of syn-
thetic immunogens. Still, attempts to obtain phages exposiung 
exogenous peptides as portions of the pVIII protein, which is 
present in 3,000 copies in each virion, were unsuccessful. Only 
the studies performed by Russian researchers managed to 
map a site on the N-terminus of pVIII that was exposed on 
the surface and was immunogenic but did not lead to signifi-
cant disturbance of the filamentous phages’ morphogenesis 
[3, 4].  

In the 1990s, phage display was used in order to expose the 
antigen binding fragments of immunoglobulins on the surface 
of the fd phage [5]. This led to a novel combinatorial approach 
in the development of recombinant antibodies, which was an 
alternative to the traditional hybridoma technology. Accord-
ing to this approach, the phage system allows to replace all 
the stages after immunization of animals and spleen removal 
by simple manipulations with DNA and bacteria. In addition, 
it reduces the time needed to obtain stable antibody-produc-
ing clones from months to weeks. It also reduces the cost of 
the whole procedure. 

Years of using phage display have led to several important 
areas of application:
Phage Display of Peptides 
- The study of receptors and mapping of antibody binding sites 
- The creation of immunogens and nanovaccines 
- Mapping of substrate binding sites for proteases and kinases
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Phage Display of Proteins and Protein domains 
- Selection of antibodies with specific properties
- Study of protein-ligand interactions
- Screening of expressed cDNA fragments
- Directed evolution of proteins 

This review decribes the main principles and methods 
applied in phage display technology based on filamentous 
phages. Special attention is paid to the display of recombinant 
antibodies.

Morphology and life cycle of 
filamentous bacteriophages 
Phage display methodology and its success are defined by the 
features of filamentous phages. Currently, several filamen-
tous bacteriophages are known to infect gram-negative bac-
teria. The best characterized are the М13, f1, and fd phages, 
which infect Escherichia coli strains that carry an F-conju-
gative plasmid. The genomes of these phages have been se-
quenced and are 98 % homologous [6, 7]. Based on this homol-
ogy and also on the dependence of infection on the presence 
of an F-plasmid, these phages are all termed Ff-phages.

An Ff-phage genome is a single-stranded covalently closed 
DNA, 6407(8) nucleotides in length, which encodes 11 genes. 
These genes are grouped in the genome according to their 
functions: the first group (genes II, V, X) encodes proteins 
needed for the replication of the phage DNA; the second 
group (genes III, VI, VII, VIII, IX) encodes surface-envelope 
proteins; and the third group (genes I, IV, XI) encodes pro-
teins necessary for virion assembly. In addition, the phage 
DNA carries an intergenic region which contains an ori (origin 
of replication) site for synthesizing (+) and (-) DNA chains, as 
well as a site called the “packaging signal,” which initiates 
virion assembly.

Ff-phage DNA is enclosed in a flexible cylinder comprised 
of approximately 2,700 molecules of pVIII (Fig. 1). One end of 
the Ff-phage carries 5 copies of the minor surface proteins 
pIII and pVI; the other, pVII and pIX. 

Infection of E.coli cells by the Ff-phage starts with a 
specific interaction between pIII and the top of the F-pilus, 
which is a protein tube made up of pilin subunits. Retraction 
of the pilus, caused by de-polymerization of pilin subunits, 
pulls the bacteriophage towards the cell [8]. After the phage 
DNA penetrates into the cytoplasm, it is turned into a repli-
cative plasmid-like molecule (RF molecule) by the E.coli rep-
lication enzymes. This molecule then acts as a template for 
transcription and translation of phage proteins. 

Phage protein production is enhanced as the number of 
RF-molecules increases, and after reaching a certain concen-
tration of the pV protein, the newly synthesized ssDNA forms 
a DNA-рV complex, which is used in bacteriophage assem-
bly. Assembly takes place in an area of tight contact between 
the cell wall and the cellular membrane and continues until 
the end of the phage DNA is freed and the phage leaves the 
cell. Assembly of the virions does not lead to cell lysis, and 
the infected cells continue to divide, although slower than 
uninfected cells [9].

Filamentous phage-based vector systems
A number of novel vector molecules have been construct-
ed on the base of filamentous phage DNA. These so-called 
“phagemids” combine the characteristics of plasmids and 
phages [10]. Phagemids contain a replication origin and the 
packaging signal of the Ff-phage, as well as a replication 
origin for the chosen plasmid, gene III, a polylinker, and an 
antibiotic-resistance gene [11].

Several phage display systems were developed on the base 
of five capsid proteins [12], but systems based on the minor 
envelope protein pIII or the major envelope protein pVIII are 
mainly used (Fig. 2). These vector systems are termed system 
3 and 8, respectively [10]. 

Depending on the size of the exogenous insert, the enve-
lope protein of the phage may lose its normal virion assembly 
or cell infection, both of which lead to decreased viability of 
the phage. In order to restore infectivity of phages with in-
serts, specialized vector systems were developed using intro-
duction of an additional gene encoding wild-type pIII or pVIII 
protein. The vector systems, termed 33 or 88, carry both the 
wild-type phage gene and the recombinant gene. The vector 
systems referred to as 3+3 and 8+8 have the recombinant 
gene on a phagemid, while the additional wild-type gene is 
introduced into the E.сoli cells via a “helper” phage. In both 
cases, the replicated phages carry both normal and hybrid 
proteins and can replicate, despite the presence of exogenous 
inserts. 

The 8+8 vector system exhibits multivalence: both wild-
type and recombinant pVIII proteins are exposed on the sur-
face of the phage particle, but since pVIII is a major envelope 
protein, only several hundred exogenous fragments can be 
exposed. Such a high valence is useful when low-affinity lig-
ands need to be selected. 

On the other hand, the main characteristic of the 3+3 
vector system is its virtual monovalence: both recombinant 
and wild-type pIII proteins are exposed on the surface of the 
phage particle, and the number of recombinant protein cop-
ies varies from 0 to 5 for each single virion. Notably, only 10 
% of the phages carry even one copy of the chimeric protein, 
and the percentage of phages carrying 2 or more molecules 

pIII pVI pVIII phage  
scDNA

pVII pIX

scFv

Fig. 1. A schematic representation of a filamentous phage: (a) wild-type 
filamentous phage; (b) filamentous phage-based phage antibody
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of recombinant pIII is considerably smaller. About 90 % of 
the phages carry no chimeric protein [13]. This low valence 
leads to limited avidity, which in turn allows the selection of 
high-affinity molecules, and the 3+3 system is mostly used 
for selection of antibody fragments.

Main steps of a phage display protocol
In order to select for target antibodies with the desired char-
acteristics, two important steps are required: first, an ade-
quate phage antibody library should be used; and second, the 
right biopanning strategy should be chosen. 

A combinatorial phage library of antibodies is a phage 
population in which each individual phage exposes a unique 
antigen-binding antibody domain on its surface as a part of 
a chimeric рIII protein. This antibody domain is most often 
a single chain-variable fragment (scFv) or Fab-fragment 
(Fig. 3). The structural and functional traits of these antibody 
fragments are reviewed in [14]. The creation of such a library 
involves the cloning of PCR-amplified DNA fragments en-
coding Fab or scFv from different sources into the ORF of the 
рIII protein (Fig. 4). This yields a repertoire of phagemids, 
and each phagemid includes a DNA fragment encoding an 
individual antigen binding domain. Transfection of E.coli cells 
with this phagemid repertoire provides a library of phages, 
and each phage exposes an individual combination of variable 
heavy- and light-chain domains on its surface. DNA ligation 
and bacterial transformation are the key steps, since they 
determine the size of the library [15].

Such libraries are characterized by the affinity level of the 
obtained antibodies, as well as the size of the library and its 
functional size. The affinity of the selected antibodies is pri-
marily determined by the size of the library that is limited 
by the efficiency of E.coli transformation. The size of the li-
brary is the number of clones growing after transformation 
of E.coli with the whole phagemid population. A much more 
important factor is the functional size of the library, which is 

the number of clones that carry correctly assembled genes 
without deletions, frame-shifts, or improper stop-codons. The 
functional size of the library is always smaller than the initial 
size, but it is the key parameter that determines the proper-
ties of the antibodies to be selected [16].

Selection of the target antibodies requires a biopanning 
procedure, an affine enrichment of the library by antibodies 
specific to the desired antigen (Fig. 5). This involves the incu-
bation of an immobilized antigen with the phage library. The 
unbound phage antibodies are removed, and the bound ones 
are eluted and used for infecting E.coli, where they replicate. 
These phages are then extracted and used for the next round 
of biopanning. Ideally, one round of biopanning should be 
enough, but nonspecific binding limits the enrichment dur-
ing each single round; so, several rounds of selection are usu-
ally required. Then, individual antibodies directed against a 
specific antigen are selected from the enriched library.
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Types of phage antibody libraries 
There are two types of in vitro-made phage antibody librar-
ies: the so-called “natural” and “synthetic” libraries, which 
are further subdivided according to the used gene reper-
toire. 

Currently, a number of phage display antibody libraries 
have been fully or partially obtained from natural sources; 
thus mRNA was extracted from peripheral lymphocytes, 
bone marrow or the spleen [17, 18]. Libraries of human an-
tibodies are of special interest, since the selected antibodies 
can be used for the development of therapeutics. Since most 
of the families encoding human V-genes are rarely used in 
the immune response, only the often-occurring gene families 
are usually used for library construction: V

H1
 – V

H3
 (from the 

heavy-chain gene family) and V
K1

 – V
K4

, and also Vλ1
 – Vλ3

 
(from the light-chain gene family). Both random recombina-
tion of the light- and heavy-antibody chains and the variabil-
ity of the hyper-variable regions (complementarity determin-
ing region – CDR) of the V

H
 and V

L 
chains play an important 

role in the variability of the library. .
Natural antibody libraries are divided into “immune” and 

“naïve” libraries. Immune libraries based on peripheral lym-
phocytes extracted from humans immunized by a certain an-
tigen are valuable for medical research, since they provide 
increasing probability of selecting antibodies that could be 
used for therapy [19]. 

“Naïve” libraries based on lymphocyte mRNA extracted 
from unimmunized healthy people are used for obtaining 
antibodies directed against a wide multitude of antigens, 
including autoantigens [20]. These “naïve” libraries mostly 
represent the germline diversity of antibodies. 

Synthetic libraries were introduced in order to increase 
the variety and size of the library and to enhance the anti-
body’s characteristics. Synthetic phage antibody libraries are 
divided into two groups: 
1) Synthetic libraries based on a single-core V-gene; 
2) Synthetic libraries based on a multiple-core V-genes.

Libraries of the first type are based on a single gene, which 
is then mutagenized in all the CDRs or just the CDRs in the 
V

H
-domains. In this case, library diversity is limited by the 

degeneracy of the synthetic DNA which is used to change the 
sequence of the CDR-loops. 

Synthetic libraries based on a single-core sequence present 
several advantages. They are easier to construct, and the ob-
tained antibodies can be analyzed in less time. But the issue 
remains as to whether a single core sequence allows the cor-
rect folding of various antigen-binding CDRs providing a 
wide range of high-affinity antibodies. 

Synthetic libraries of the second type are based on tens of 
genes, which are mutated in all the CDRs or in the CDRs in 
the variable domains of the heavy chains. 

Different types of genes (Fab and scFv) can be used for 
creating both natural and synthetic phage libraries. Thus, 
combinatorial phage libraries of Fab- or scFv- antibody frag-
ments can be obtained. 

After МacCafferty and his collaborators demonstrated the 
possibility of creating a scFv library on the surface of a fila-
mentous phage [5] in 1990, much research has been aimed at 
developing such libraries and studying the selected recombi-
nant antibodies. In order to create a scFv library, populations 
of V

H
- and V

L
-genes are combined into a single DNA sequence 

by using an oligonucleotide encoding a flexible hydrophilic 
peptide (Fig. 3). This linker consists of glycine and serine 
residues (Gly

4
 Ser)

3
 which make it flexible and resistant to 

proteases. Then, the obtained scFv-genes are cloned into an 
appropriate vector (pHEN1, pHEN2, pSEX, etc.), which ex-
presses the scFv-antibodies as part of the chimeric pIII pro-
tein. The heavy chain is most often immediately downstream 
from the leading sequence, while the light chain is fused to 
the N-terminal pIII sequence. The peptide linker facilitates 
the association between the V

H
- and V

L
 domains necessary 

for forming the antigen binding surface, so disulfide bonds 
between the chains are not needed. 

For further purification and characterization, it is con-
venient to produce the scFvs as secreted proteins. If pHEN 
or pSEX vectors are used, an amber stop codon inserted be-
tween the 3’-terminus of the scFv gene and the 5’-terminus 
of the pIII gene provides production of scFv. in nonsuppressor 
E. coli strains  transformed by the phagemids [21].

Fab-fragments are heterodimers consisting of a light im-
munoglobulin chain (V

L
–C

L
) combined with a variable domain 

and the first constant domain of a heavy chain (V
H
-C

H1
). The 

chains interact after both have been synthesized, and this in-
teraction stabilizes the formation of the antigen-binding site 
(Fig. 3). Creating Fab-libraries involves cloning a light chain 
and an Fd-domain (V

H 
+ C

H1
) into the appropriate vector. The 
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Fig. 4. A schematic representation of the construction of an antibody 
fragment phage library
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gene encoding the Fd-domain is combined with the region 
encoding the C-terminus of the pIII phage protein. Thus, the 
Vl-gene and the Vh-gene, which is fused with the pIII phage 
protein, are transcribed as a polycistronic mRNA under the 
control of the chosen E.coli promoter. The N-terminus of each 
polypeptide consists of a leading sequence, which directs it 
towards the cellular membrane where virion assembly takes 
place. 

A wider range of Fab-fragments can be obtained by trans-
forming cells with plasmid bearing V

Н
C

H1
-chains and then 

transfecting the same cells with a phage population exposing 
V

L
C

L
-chains. In this case, complete chain recombination must 

be assured, so that the chains are all present in the phage par-
ticle for the following selection procedure. In order to achieve 
the recombination of the Н- and L-chains in vivo, both the 
plasmid and the phagemid contain loxP-sites for the phage 
recombinase P1, and the E.coli strain is modified to produce 
phage recombinase [22]. 

Fab-fragments are usually more stable after purification 
as compared to scFvs. They also have a longer elimination 
half-life and thus better pharmacokinetic and pharmacody-
namic qualities [14]. In addition, Fab-fragments can be turned 
into full-sized immunoglobulins relatively easily by combin-
ing the C-terminus of the C

H1
 domain with the Fc-fragment.

Library construction
Different sources of gene repertoire are used for the con-
struction of phage display antibody libraries, depending on 
the library type. Naïve and immune libraries are constructed 
using naturally reorganized genes, which encode the variable 
immunoglobulin domains of healthy donors or donors immu-
nized with a certain antigen, respectively (Fig. 4). mRNA from 
the antibody-producing lymphoid cell line is isolated for this 
purpose: peripheral blood lymphocytes are mainly used, but 
splenocytes [23, 24], tonsil cells, and В-lymphocytes from the 
bone marrow, have been used as well [25, 26]. A preliminary 
in vitro immunization of peripheral lymphocytes can also be 
used to construct an immune antibody library [27, 28].

 cDNA is then synthesized on the base of isolated mRNA, 
and both oligo-dT and statistically devised hexanucleotides 
and specific primers can be used that yield cDNA copies of 
all the possible variable domain genes [29]. Also, one or sev-
eral primers can be used to limit the range of amplified genes 
to one or several variable domain gene families or antibody 
isotypes [30]. Information from the DataBase Kabat [31] or V 
BASE can be used for primer development. The primer se-
quence usually includes restriction sites for cloning the PCR-
products into the appropriate vectors.
Naïve library construction. Phage display library of human 
scFv was constructed by Marks and his colleagues [30]. Pe-
ripheral blood lymphocytes isolated from two volunteers 
were used as a gene source. The primers used for cDNA syn-
thesis were complementary to the conservative regions of the 
genes encoding the κ- and λ-type light chains and the IgM 
and IgG heavy chains. The cDNAs were than cloned into the 
pHEN1 vector, yielding two libraries: V

Hμ
–V

L
 (2.9 ∙ 107 clones) 

and V
Hγ–V

L
 (1.6 ∙ 108 clones) [30]. Various protein-, hapten- 

[30], and autoantigen-specific antibodies were selected from 
these libraries [30, 32], although the affinity constants of the 
selected scFv’s did not exceed 107 M-1. Still, high-affinity an-

tibodies can be extracted from relatively small-sized libraries. 
For instance, a scFv-library containing 4 ∙ 107 clones yielded 
scFvs specific to steroid hormones, and their affinity con-
stants were 107 – 108 М-1 [33]. Single-chain antibodies specific 
to the tumor necrosis factor (K

a
 = 107 – 108 М-1) were selected 

from a naïve library of 2 ∙ 108 of independent clones. In order 
to increase the representativity of this library, the protocol 
for obtaining scFv-genes was modified. In contrast to previ-
ous work [30], in which the scFv-genes were constructed by 
3-component PCR (V

H
 – linker – V

L
), a more efficient two-

component reaction was used, involving a restriction site in 
the linker sequence [16].

Further experimental efforts were aimed at constructing 
the wider variety of antibody fragments, since antibodies 
with nanomolar affinity to any antigen can be selected from 
a large repertoire (1010–1011). Such a library (1.4 ∙ 1010 clones) 
was developed on the base of the genetic material extracted 
from the lymphoid cells (peripheral blood lymphocytes, tonsil 
cells, and bone marrow B-lymphocytes) of 43 unimmunized 
donors [25]. V

H
- and V

L
-gene repertoires were preliminar-

ily cloned into pCantab 6 and pCantab 3His
6
 vectors, respec-

tively. The affinity of the antibodies obtained from this scFv 
library exceeded 109 M-1. It was known that antibodies with 
such affinities usually appeared after a secondary immune 
response. This library also yielded antibodies specific to cell 
surface antigens [34] and an antibody that could specifically 
bind carbohydrates [35]. Also, antibodies specific to various 
toxic agents were obtained from this library. This result dem-
onstrated an advantage for large libraries when compared to 
the hybridoma technique, because toxic agents were impos-
sible to use for immunization [10]. Naïve scFv libraries were 
also used to obtain scFv specific to neurotoxins [36], to apop-
tosis proteins [37], etc. 

The creation of a large naïve library of Fab fragments in-
volved a two-step cloning strategy [24].  First, amplified V

H
-, 

V
Lκ- and V

Lλ-genes were cloned into vectors bearing the C
H1

, 
С

Lκ- and С
Lλ-genes, respectively. After that, restriction frag-

ments which were obtained from the initial V
H

С
H1

, V
LκС

Lκ, 
and V

LλСLλ gene repertoires were used instead of the usual 
PCR products. This approach made the cloning procedure 
more effective. Similarly to the creation of scFv libraries, the 
oligonucleotides for the amplification of the variable domains 
were chosen to maximize the output of the gene repertoire. 
The resulting Fab-fragment library contained 3.7 ∙ 1010 inde-
pendent clones, and the affinity of the antibodies selected for 
a wide range of antigens varied from 2.7 ∙ 107 to 3.7 ∙ 108 М-1.
Synthetic library construction. Combinatorial libraries are 
characterized not only by size, which is determined by the 
number of clones, but also by representativity, which is the 
overall number of different V

H
–V

L
 combinations. One way 

to extend the representativity of a library is to increase the 
number of donors, and this way is particularly used for natu-
ral libraries. However, the antibody-encoding gene repertoire 
still does not exceed the variability of the lymphoid cell genes 
available for library construction. The potential antibody 
repertoire in the human organism is supposed to reach 1012, 
but the antibody-producing cells represent only a portion of 
that amount at a moment [37, 38]. A second way to extend the 
representativity of a library is to replace natural CDRs with 
synthetic ones. In this case, it is possible to construct a combi-



REVIEWS

 № 3 2009  | Acta naturae | 25

natorial library including all the possible antigen-binding se-
quences of antibodies. Such phage display libraries are usual-
ly termed semi-synthetic or synthetic, depending on whether 
one or both variable domains contain synthetic CDRs. An ide-
al way to produce a repertoire that would encompass all the 
possible antibody sequences would be to chemically synthe-
size all 6 randomized CDRs and then connect them via various 
structural domains. But usually СDR3 of the heavy chain is 
randomized, since it is the most significant component of the 
antigen binding site [39]. 

The first semi-synthetic library was based on one heavy 
chain in which CDR3 was replaced with 1020 different se-
quences and one intact light chain [37]. This library contained 
5 ∙ 107 clones, and the affinity of selected antibodies varied 
from 107 to 108 М-1. 

Later, single-core semi-synthetic libraries were construct-
ed using mutagenesis to change all CDRs in the V

H
-domain 

[40]. The positions for mutagenesis were chosen according to 
the special variability of natural antibody sequences. These 
positions were randomized using the codons which are mostly 
found in natural antibodies that provided good solubility of 
selected antibodies.

Besides libraries based on a single-core sequence, some 
libraries based on a repertoire of V

H
-genes have been con-

structed [41, 42]. Thus, the Nissim library was based on 50 V
H
-

genes encoding most of the human V-segments and random 
nucleotide sequences encoding the V

H
 CDR3. These sequences 

varied from 12 to 36 b.p.. This approach yielded 9 V
H

-gene 
repertoires whith different lengths of V

H
CDR3 and, thus, 9 

phagemid libraries. The size of the overall library was 108 in-
dependent clones, and this library yielded antibodies specific 
to a whole range of antigens [42]. 

Another commonly used library is the Griffin 1 library. 
It was constructed in a similar way to the previous library, 
based on 50 germline V

H
-genes. In addition, 6 V

L
-genes, cor-

responding to the 6 main subtypes of κ- and λ-chains, were 
used. The library contained 108 clones, and it yielded anti-
bodies specific to the soluble CD4 receptor [43], human inter-
leukin 6 [44], orthopoxviruses [45], and the Ebola virus nu-
cleoprotein [46]. This library was also used to select catalytic 
antibodies [47] and other ones [48].

The affinity of the selected antibodies yielded by these 
semi-synthetic and synthetic libraries was not high due to 
several factors. It is known that V

H
 CDR3 is highly variable in 

length in natural antibodies and can consist of up to 24 amino 
acid residues. Creation of synthetic CDR3 sequences with 
varying lengths and completely random structures is inef-
ficient. Moreover, the structural conformation of antibodies 
with synthetic CDRs could be incorrect (compared to natural 
conformations) precisely at the CDR loops [49]. In order to 
avoid this difficulty, limited randomization and introduction 
of flanking structures that enclose the completely random 
amino acid sequences were used [49]. The resulting library 
contained 3.6 ∙ 108 clones, and scFv’s specific to different an-
tigens were selected from it, although the affinity of the se-
lected antibodies was still low (4 ∙ 105 - 107 М-1).

Further steps for avoiding the above-mentioned limita-
tions depend on the use of so-called “master-genes,” which 
are the genes encoding variable domains with specific frame 
regions flanking the various randomized CDRs. The HuCAL 

library was constructed on the base of V
H
-

 
and V

L
-gene fami-

lies, which are mostly used in the immune response. Hence, 7 
V

H
-genes and 7 V

L
-genes yielded a basic collection of 49 dif-

ferent scFv genes. All the genes were synthesized to avoid 
the codons for amino acid residues that promote aggregation 
[50]. This library was constructed according to the position 
of key amino acid residues in CDRs and the frame regions, 
the length of the CDRs, and the level of their variability. The 
synthesis of oligonucleotides encoding CDR3 involved the use 
of cassette trinucleotide mutagenesis, which removed the 
TAG termination codon and uncommonly used codons. This 
library contained 2 ∙ 109 clones, and antibody fragments were 
selected from this library for a wide range of antigens, includ-
ing peptides, proteins, and whole cells. The affinity constants 
were near those of a secondary immune response (109 M-1). 
3D structures have been created for all the used consensus 
structures. That has allowed further study of the source for 
the variability of natural structural motifs of human antibod-
ies, and also the correlations between antibody structure, its 
affinity, specificity, and the bound antigen class [50, 51]. 

The n-CoDeR™ library was constructed in a similar way 
[52]. A single master gene modified by introduction of dif-
ferent in vivo-formed CDRs have been used. Since the genes 
contained natural CDRs, an encreased amount of correctly 
assembled and functional molecules was guaranteed. More-
over, computer analysis showed that the antibodies produced 
from the CoDeR™ library were less immunogenic. This library 
yielded antibodies that were specific to carbohydrates and 
human autoantigens, with an affinity exceeding 109 М-1.
Construction of immune libraries.  Despite the fact that 
many universal naïve synthetic and semi-synthetic libraries 
have been constructed in recent years, it has become clear 
that the main problem is not the creation of an enormous rep-
ertoire of antibody fragments, but conservation of this rep-
ertoire for extended periods of time, and keeping it without 
failure in antibody structures. Also, the larger the library, the 
more practically difficult it is to work with it. For instance, 
amplification of a library with 1010 clones takes tens of lit-
ers of culture medium. This is one of the main reasons why 
smaller libraries containing a narrowed repertoire of antibod-
ies are preferable.

Immune libraries have two main features: they are en-
riched with antigen-specific antibodies, and the affinity of 
some of the antibodies has increased during the immune 
response. So, these libraries contain an extended amount of 
clones producing high-affinity antibodies specific to the anti-
gen used for the immunization and that appeared as a result 
of a secondary immune response. It is assumed that immune 
libraries containing 106 clones can yield some antibody frag-
ments that specifically bind the antigen used for immuniza-
tion. In comparison, naïve libraries must contain at least 108 
individual clones in order to possess the original variability of 
antibodies [53]. 

The first immune libraries were constructed against HIV 
[54], the respiratory syncytial virus [55], hepatitis B virus [56], 
herpes simplex virus, and cytomegalovirus [57, 58]. Libraries 
have also been constructed against human autoantigens [59–
61] and against antigens that cause allergic reactions [62]. 

Libraries based on the lymphocyte genetic material isolat-
ed from patients were constructed to select antibodies against 
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specific tumor markers [63 – 68]. Immune libraries have also 
been made against the hepatitis A virus [19], chicken pox vi-
rus [69], orthopoxviruses [70], etc. Recently, virus-neutraliz-
ing scFv fragments specific to the flu virus H5N1 [26, 71] and 
virus-neutralizing Fab-fragments specific to the rabies virus 
[72] were extracted from immune libraries. Full-size human 
antibodies against orthopoxviruses [73, 74], neutralizing an-
tibodies against hepatitis A [75], and neutralizing antibodies 
specific to the B glycoprotein of cytomegalovirus [76] have 
been made using antibody fragments isolated from immune 
libraries.   

A serious advantage of immune libraries is the possibility 
to select high-affinity antibodies, which appear after viral 
infections or cancer, and antibodies specific to autoantigens, 
which are present in patients with autoimmune diseases. 
Analysis of these antibodies can help in the identification of 
the antigen epitopes responsible for the humoral immune re-
sponse. Another advantage of immune libraries is that weakly 
immunogenic antigens can be used for antibody selection. 

Affinity selection of antibodies from libraries 
The next important step after constructing a library or choos-
ing an available one is the enrichment of the original antibody 
repertoire with the antibodies specific to a target antigen (Fig. 
5). This procedure is called “biopanning” or affinity enrich-
ment. Below, we present several biopanning strategies. 
Biopanning with immobilized antigens. Traditionally, bio-
panning has been performed using an antigen absorbed on a 
plastic surface, for instance immunotubes (Maxisorb tubes; 
Nalge Nunc Intl., Naperville, IL) or enzyme immunoassay 
plates [30, 78]. Biopanning can also be performed using af-
finity chromatography, which involves the immobilization 
of the target antigen in a column [43, 79]. The column is then 
washed to remove unspecific antibodies, and the bound spe-
cific phage antibodies are eluted from the column and ampli-
fied in E.coli cells. BIAcore chip sensors can also be used as 
an antigen-binding medium for affinity selection [80]. Using 
this method for biopanning, it is important to keep the con-
formational stability of the antigen. Some phage antibodies 
selected against adsorbed antigens cannot bind the antigen 
in its native conformation. One method to avoid this problem 
is to use indirect antigen binding by incorporating antigen-
specific antibodies [81].

Elution of the specifically bound antibodies is performed 
by using acid solutions, such as HCl or a glycine buffer [78, 
82], or basic (alkaline) solutions, such as triethylamine [30]. 
It is very important to neutralize the phage antibody eluate 
right after elution, adjusting the pH to 7.2–7.4. Antibodies can 
also be eluted by cleaving a specially introduced site between 
the antibody and the pIII protein with a protease [83]. Moreo-
ver, antibodies can also be eluted by adding an excess of anti-
gen, since this antigen will compete with the immobilized one 
binding the antibodies [16, 43].
Biopanning using antigen solution. Immobilizing the antigen 
on a solid surface often causes conformational changes of the 
antigen molecules. To avoid conformational changes, a set 
of methods are used to bind antigens to antibodies in a solu-
tion. The use of tagged soluble antigens allows precise quan-
tification of the antigen concentration [84], and thus the use 
of minimal concentrations, which leads to selection of high 

affinity antibodies. After incubating the antibodies with an 
antigen conjugated with biotin, phages bound to the tagged 
antigen are collected with avidin- or streptavidin-covered 
paramagnetic beads. Then, the specifically bound phages can 
be eluted from the antigen and characterized. A drawback of 
this method is the co-selection of anti-streptavidin antibodies. 
This problem can be solved by adding one more step; incuba-
tion of the antibodies with streptavidin-covered beads so as 
to remove any streptavidin-specific antibodies.
Biopanning on cells. Direct antibody selection against cell 
surface markers can be performed using either a cell monol-
ayer or a cell suspension. The unbound phage antibodies are 
removed by washing the culture dishes in the case of a mon-
olayer and by centrifugation in the case of a suspension. In 
order to optimize the selection of antigen-specific antibodies 
and minimize the selection of nonspecific antibodies, a nega-
tive selection procedure can be performed before, after or 
simultaneously with the positive selection [49]. Simultaneous 
positive and negative selection creates competitive condi-
tions: a small number of antigen-positive (target) cells and 
an excess of antigen-negative adsorbing cells, which bind the 
unspecific antibodies from the phage library.  In order to col-
lect the cells with the bound phage antibodies, fluorescently 
labeled antibodies specific to another antigen on the target 
cell surface are added to the suspension. The cells are then 
collected by a FACS-sorter.

Using a similar method, anti-Rh(D) Fab-antibodies, which 
are very promising for clinical use, have been extracted from 
a Fab-fragment library [85]. Similar approaches can be used 
for identifying tumor-specific antigens and also as a highly 
productive protocol for selecting antibody fragments specific 
to conformation-dependent cell surface markers. A scFv-
library was subjected to 3 rounds of positive selection using 
human melanoma cells and negative selection using human 
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Fig. 5. A schematic representation of the biopanning procedure
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peripheral blood mononuclear cells [64]. Two scFv, which 
could bind melanoma cells according to the enzyme immu-
noassay and FACS, were selected with this procedure [64]. 
Similar selection can be performed using fragments of vari-
ous tissues.

A novel method has been developed for selecting antibod-
ies which can penetrate eukaryotic cells via receptor-depend-
ent endocytosis. In this case, selection is performed under 
conditions that stimulate active endocytosis. Thus, after lysis 
of the used cells, a population of phage antibodies which are 
able to penetrate eukaryotic cells can be obtained [86, 87]. It 
is suggested that such antibodies can act as vehicles for intro-
ducing various drugs into cells. 
In vivo biopanning. This method involves a direct injection 
of the antibody repertoire into an animal’s organism. Tissues 
are then removed and phage antibodies bound to tissue-spe-
cific cell markers can be extracted. A similar approach was 
used for peptide libraries [88]. In vivo biopanning has several 
advantages: first, the extracted antibodies specifically bind 
intact cell targets; second, antibodies binding nontarget cell 
surface proteins and blood plasma are immediately eliminat-
ed. Antibodies obtained via in vivo biopanning or cell biopan-
ning can be very useful for the functional analysis of newly 
discovered receptors and in the search for potential targets 
of novel drugs. 

Notably, most of the existing selection procedures involve 
only one or several antigens. However, there are biopanning 
strategies that allow parallel selection for antibodies against 
a population of antigens; the so-called “2D display.” Thus, it 
has been proposed to incorporate multiplex flow cytometry 
for high-output simultaneous selection of individual antibod-
ies against a wide range of antigens present on the surface of 
cells [89]. An alternative method of selection against a popula-
tion of antigens is the combinatorial selection of antigen-anti-
body pairs which are able to replicate. Such an approach was 
used for selecting a scFv phage library for antibodies specific 
to antigens from a yeast library [90].

Problems and successes of displays 
based on filamentous phages 
Many researchers have faced a number of problems while 
constructing and using libraries based on filamentous phages. 
For instance, the low concentration of the original antigen-
specific lymphocytes in the population can be a problem while 
constructing immune libraries. This and similar problems can 
be avoided by preliminary enrichment of the B-lymphocyte 
population, using antigen molecules conjugated with mag-
netic beads [91, 92].

Another difficulty is selective loss of high-affinity an-
tibodies during biopanning cycles. Another problem is the 

decrease of the share of phages with full-sized inserts dur-
ing library amplification and propagation. Analysis of the 
antibody-encoding gene’s size showed that the number of 
clones with defective inserts increased after even one round 
of biopanning [16]. Phages with smaller inserts (usually with 
an absent V

H
 region) tend to grow more quickly than phages 

with full-sized inserts, which leads to their more effective 
amplification. That is why using the appropriate biopanning 
strategy is so important. Varying the elution and screening 
conditions during selection can help to select  high-affinity 
antibodies.  

Another problem is the big difference between the the-
oretically possible and the actual variety provided by the 
phagemid population. This difference cannot be fully ex-
plained by cell transformation efficiency. It can also be caused 
by cell toxicity of the antibodies, incorrect protein folding or 
assembly, competition between the chimeric and wild-type 
рIII proteins, proteolysis of the antigen-binding site on the 
surface of the phage, and several other factors.

Nevertheless, despite the existing methodological prob-
lems, phage display techniques are showing considerable 
progress. This technology is a very promising instrument 
for several reasons. Human antibody fragments selected 
from phage display libraries could be useful in the con-
struction of fully human antibodies that have lower im-
munogenicity than chimeric or humanized antibodies and 
would be more valuable for therapeutic use. Antibody frag-
ment libraries allow the rapid isolation of specific antigen-
binding domains without any of the limitations caused by 
the availability of donor lymphocytes or cell-fusion dif-
ficulties. Another advantage of phage display libraries is 
that one library can be used for multiple screening against 
different antigens. One more advantage of this technology 
is the absence of laboratory animal use, the relative sim-
plicity of the protocols, and the possibility of screening a 
large amount of candidate molecules in a short period of 
time. A very important feature is the possibility of select-
ing antibodies against a wide range of antigens, including 
toxic substances or highly dangerous viruses, which can-
not be used for immunization because of ethical reasons. 
Phage display technology has proved its effectiveness in 
the development of therapeutic antibodies. In recent years, 
more than 14 antibodies on the U.S. pharmaceutical market 
have been obtained using phage display methods [15]. All 
these facts explain the interest of large companies, such 
as Morphosys GmbH (Germany; http://www.morphosys.
com); Cambridge Antibody Technology (United Kingdom; 
http://www.catplc.co.uk), Dyax (USA; http://www.dyax.
com) and others, in the development and application of an-
tibody fragment phage display libraries.   
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Abstract  This paper reviews the chemical and functional aspects of the posttranslational modifications of proteins, which are achieved by the addition of vari-
ous groups to the side chain of the amino acid residue backbone of proteins. It describes the main prosthetic groups and the interaction of these groups and the 
apoenzyme in the process of catalysis, using pyridoxal catalysis as an example. Much attention is paid to the role of posttranslational modification of proteins in 
the regulation of biochemical processes in live organisms, and especially to the role of protein kinases and their respective phosphotases. Methylation and acetyla-
tion reactions and their role in the “histone code,” which regulates genome expression on the transcription level, are also reviewed. This paper also describes the 
modification of proteins by large hydrophobic residues and their role in the function of membrane-associated proteins. Much attention is paid to the glycosylation 
of proteins, which leads to the formation of glycoproteins. We also describe the main non-enzymatic protein modifications such as glycation, homocysteination, 
and desamidation of amide residues in dibasic acids. 
Keywords: proteins, enzymes, posttranslational modification, prosthetic groups, posphorylation, regulation, signal transduction, acylation, alkylation, ubiquitinila-
tion, histone code, non-fermentative modification.  
Abbreviations: CoA – coenzyme A, EGFR – epidermal growth factor receptor, JNK – Jun N-terminal kinase, SAPK – stress activated protein kinase, МАРК 
– mutagen-activated protein kinase, IF – inositoltriphosphate, DAG – diacylglycerol, JAK – Janus kinase, STAT - signal transducer and activator of transcrip-
tion, Fyn, Lck – non-receptor tyrosinekinases of the Src family, Ub – ubiquitin residue, ULP – ubiquitin-like protein, Ras, Rab, Rho – protein products of the 
protooncogenes ras, rab, rho, which play a role in cell growth and differentiation, SАМ – S-adenosylmethinone, PARP – poly(ADP-ribose)polymerase, VRAP 
– telomerase, found to be a part of vault particles, GSH – glutathione, HIF – hypoxia inducible factor, Gla – γ-carboxyglutamic acid, AGE – advanced glycation 
end products, CML – Nε‑carboxymethyl‑lysine, CEL – Nε‑carboxyethyl‑lysine, HSA – human serum albumin, GFP – green fluorescent protein, РIMT – protein 
isoaspartyl-О-methyltransferase, DNT – dermonecrotic toxin.

side chains. The functional activity of a wide number of pro-
teins requires the presence of certain prosthetic groups cova-
lently bound to the polypeptide chain. These are most often 
complex organic molecules which take a direct part in the 
protein’s activity. The transformation of inactive apoproteins 
into enzymes is one of these modifications. Another impor-
tant group of posttranslational modifications regulates bio-
chemical processes by varying (sometimes switching on and 
off) enzymatic activity. Another large group of modifications 
are protein tags, which provide intracellular localization of 
proteins, including marking the proteins for transport to the 
proteasome, where they will be hydrolysed and proteolysed. 
And finally, some posttranslational modifications directly or 
indirectly influence the spatial structure of newly synthe-
sized proteins. 

Modification of proteins by addition 
of prosthetic groups
In some cases, the last step in the biosynthesis of a functional 
protein is the covalent binding of a prosthetic group, which 
forms part of the active site [1, 2]. Table 1 shows the struc-
tural formulas of side chain modification products after the 
covalent binding of certain cofactors to proteins, as well as 
the types of reactions in which the corresponding prosthetic 
groups take part. 

Most of the listed prosthetic groups remain covalently 
bound to the apoenzyme through the whole catalytic process. 

Introduction
Template biosynthesis of polypeptide chains on ribosomes 
most often does not immediately produce a fully functional 
protein. The newly formed polypeptide chain must undergo 
certain chemical modifications outside the ribosome. These 
modifications are most often driven by enzymes and take 
place after all the information supplied by the template RNA 
(mRNA) has been read, that is after mRNA translation: thus, 
these additional processes are called posttranslational modi-
fications. 

Posttranslational protein modification processes can be 
divided into two main groups. The first group unites proteo-
lytic processes, which are mainly cleavages of certain pep-
tide bonds, resulting in the removal of some of the formed 
polypeptide fragments. The second group consists of the proc-
esses that modify the side chains of the amino acid residues 
and usually do not interfere with the polypeptide backbone. 
The chemical nature and function of these modifications is 
diverse. Moreover, each type of modification is character-
istic of certain groups of amino acid residues. The result of 
these processes is that the proteome of the cell or organism 
consists of several orders more components than there are 
genes encoding these components of the proteome. This paper 
is a review of the second group of posttranslational protein 
modifications. 

There are four main groups of protein functions that re-
quire posttranslational modification of amino acid residue 
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Table 1. The main prosthetic groups involved in biocatalytic reactions 

Coenzyme name Structure of prosthetic group derivative Classes of enzymes.  
Type of reaction, which involves the prosthetic group
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NH CH CO

CH2
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P

O

O O

OH

NHO NH

O
SH

-

NH CH CO

O NHN

S

O
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NH CH CO

O

S S

(CH2)4
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(CH2)4

Carboxylases.
E.C. 6.4.1.2; 6.4.1.3.

Carboxylation.
Transfer of a single carbon fragment (CO

2
) onto acetyl-

CoA, propionyl-CoA, and other organic molecules

Lipoate
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Acyltransferases. E.C. 2.3.1.12.
Reduction-oxidation. Transfer of carbon fragments onto 
CoA via reductive acylation of lipoamide during oxida-

tive decarboxylation of α-ketoacids. 
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Acyltransferases.
E.C. 2.3.1.85.

Transacylation.
Transfer of an acyl fragment from   one enzyme of a 

multi-enzyme complex to another. 
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Aminotransferases.
E.C.2.6.1.

Transamination of amino acids. 
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cytochrome с oxidase.
E.C. 1.9.3.1.

Reduction-oxidation.
Transfer of electrons on the mitochondrial membrane 

during oxidative phosphorylation. 
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adenosine

ribityl

Oxidoreductases.
E.C. 1.3.99.1.

Reduction-oxidation.
Oxidation of the –СН

2
-СН

2
– group down to 

trans–СН=СН– 
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The only exceptions are pyridoxal enzymes, which experi-
ence a demodification of the protein during catalysis; namely, 
a conversion of the bond between pyridoxal phosphate and 
the lysine amino group of the apoenzyme into the bond be-
tween the coenzyme and the substrate amino acid. A dynamic 
model of the reaction processes, catalyzed by transaminases, 
was suggested by M.Y. Karpeisky and V.I. Ivanov in 1969 [3]. 
Later [4], the authors suggested that the phosphate and me-
thyl groups of the coenzyme act as a sort of axis around which 
pyridoxal can rotate, thus forming either enzyme-imine or 
substrate-imine covalent compounds. X-ray analysis data 
confirmed and detailed the conclusion about pyridoxal phos-
phate multi-point binding. 

Aspartate aminotransferase (C.E. 2.6.1.1), which catalyses 
the transamination of oxalacetate and glutamate, can be used 
to illustrate the mechanism of action of pyridoxal enzymes 
(Fig. 1).

The coenzyme of the transaminase is not present as a free 
aldehyde, rather it is an intramolecular aldimine with the 
lysine side chain amino-group (Lys-258). The enzyme-bound 
imine assures the high rate of the reaction, as compared to the 
free pyridoxal phosphate [2–4]. It is this structure that causes 
the higher activity of imines as compared to aldehydes. The 
more basic nitrogen of imines is protonated much more effi-
ciently than the carbonyl group oxygen atom (Fig. 1, (3)). The 
resulting transfer of the proton from the α-NН

3
+-group of the 

substrate to the atom of N-aldimine pyridoxalphosphate cre-
ates the required cationic form of the coenzyme and, simulta-

neously, a deprotonated amino acid (3). Moreover, the imine 
carbon is more electrophilic than the carbonyl one, which 
means that it is more easily attacked by the deprotonated 
amino group of the α-amino acid (Fig. 1, (4)). An increase of 
the electrophilicity of this site is also achieved by the interac-
tion of heterocycle nitrogen with an aspartate residue of the 
enzyme (hydrogen bond with Asp-222). Thus, the transitional 
imine-enzyme promotes the rapid formation of a transient 
bond between the substrate and the coenzyme. 

The described example of pyridoxal catalysis illustrates 
the fact that the apoenzyme plays as important a role in ca-
talysis as the prosthetic group; that is, the former cannot sim-
ply be called a carrier of the catalytic group. This is also the 
case for other prosthetic groups. 

Regulation of enzyme activity by phosphorylation
The central role in reactions responsible for rearrangement of 
all intracellular processes eventually signaling either cell divi-
sion or cell death is played by a large group of enzymes called 
protein kinases (phosphotransferases, EC 2.7.). These enzymes 
can add phosphate groups to the side chains of amino acids 
in various proteins [5–12]. γ-phosphate АТР is the donor of 
a phosphate group in all such reactions. Kinases are grouped 
according to the amino acid to which they add the phosphate 
into tyrosine kinases (E.C. 2.7.10.2) and serine/threonine ki-
nases (E.C. 2.7.11.1) [5]. Also, histidine kinases are often found 
in bacteria, plants, and fungi. The latter enzymes function 
in a two-step signal transduction system [13]. The inorganic 

Fig.1. A schematic repre-
sentation of the first stage 
of the transamination reac-
tion catalyzed by aspartate 
aminotransferase
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phosphate residue, which is attached to a histidine in the en-
zyme itself, is then transferred onto an aspartate residue in 
the target protein. Phosphorylation of the aspartate results in 
further signal transduction [13]. Figure 2 shows the structures 
of amino acid phosphorylation products in proteins [1].

Concerted regulation of interactions in a multicellular or-
ganism is achieved by the release of specialized molecules 
(hormones, cytokines, etc.) which activate a signaling cascade 
in target cells. In cases where the signal causes alterations 
in the expression level of certain genes, the final links in the 
signaling chains are transcription factors [14–18]. Target cells 
can identify the signaling molecule amongst a multitude of 
others with the help of a receptor protein present on the tar-
get cell. This protein receptor has a specific binding site for 
the appropriate signaling molecule. Some receptors are local-
ized on the surface of the cellular membrane, while others 
are intracellular receptors and are localized in the cytoplasm 
or inside the nucleus. A schematic representation of the main 
stages of, for example, hormone signal transduction via mem-
brane receptors is presented in Fig. 3. At some of these stages, 
the activity of enzymes is regulated by phosphorylation. 

Membrane receptors can be divided into three functionally 
distinct structural regions. The first domain (the recognition 
domain) is situated in the N-terminal region of the polypep-
tide chain and is located on the outside of the cellular mem-
brane. This region carries glycosylated sites and recognizes 
and binds the signaling molecule. The second domain is the 
transmembrane domain. In some receptors, which are cou-
pled to G-proteins, this domain consists of 7 tightly packed 
α-helix polypeptide regions. Another type of receptor has a 
transmembrane domain that consists of a single α-helix re-
gion. The third (cytoplasmic) domain creates a chemical signal 
inside the cell, which couples the binding of a signal molecule 
(a ligand) to a specific intracellular signal. 

The cytoplasmic regions of a number of receptors which 
face onto the inner side of the membrane exhibit tyrosine 
kinase activity. For instance, the binding of the insulin hor-
mone to its membrane receptor, which is a tyrosine kinase 

and has a phosphorylation site, causes autophosphorylation 
and leads to phosphorylation of the receptor’s substrates and 
also of other proteins [10]. The epidermal growth factor re-
ceptor (EGFR) belongs to a family of growth factor receptors 
which bind protein ligands and also exhibit tyrosine kinase 
activity [14]. After binding the appropriate ligand, the recep-
tor forms a dimer, five tyrosine residues are autophospho-
rylated on the C-terminus of the receptor, and the protein 
acquires intracellular tyrosine kinase activity. Further EGFR 
activity is involved in the initiation of the signal transduction 
cascade, which includes the activation of mitogen-activated 
protein kinases, protein kinase B, JNK (Jun N-terminal ki-
nase), or Stress Activated Protein Kinase (SAPK) – the so-
called МАР-kinase family. This promotes DNA synthesis and 
proliferation [11, 12, 18–20].

Cytoplasmic domains of other receptors (somatotropin, 
prolactin, cytokines, etc.) do not exhibit tyrosine kinase ac-
tivity themselves but are instead associated with other cyto-
plasmic protein kinases (the so-called «Janus kinases» or JAK 
family kinases), which phosphorylate the receptors and thus 

Signal  
molecule

Receptor (on the cellular membrane)

G-protein Autophosphorylation  
of the receptor

Enzyme  
(adenylate cyclase, 
guanylate cyclase, 
phospholipase C)

second messenger  
(cAMP, cGMP,  

Ca2+ IP3’ DAG, NO)

protein kinases

protein  
phosphorylation

alteration of functional  
activity

protein  
phosphorylation  

cascade

activation of enzymes and 
transcription factors

alteration of the 
amount of proteins 

(enzymes)

Fig. 2. The structure of phosphorylated amino acid fragments

Fig. 3. The basic stages of signal transduction via protein phosphoryla-
tion. IF – inositoltriphosphate, DAG – diacylglycerine
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activate them [11, 18]. The defining feature of Janus kinases 
among all the other mammalian tyrosine kinases is their tan-
dem kinase (JH1) and pseudokinase (JH2) domains. The latter 
is the cause for the name “Janus kinase,” since they are the 
only mammalian tyrosine kinases with a pseudokinase do-
main; thus, they have two “faces” just as the two-faced god 
Janus. The pseudokinase domain, though it is very similar to 
kinase domains, does not possess any of the residues responsi-
ble for phosphotransferase activity. Apparently, the function 
of this domain is the regulation of catalytic activity. 

Binding of the signaling molecule by a receptor is thought 
to activate signaling via homo- and heterodimerization of the 
receptor subunits, which then bind to Janus kinases. This 
leads to autophosphorylation of the kinases and increases 
their catalytic activity. The activated Janus kinases phospho-
rylate tyrosine residues in the subunits of the receptor, which 
allows the receptor to bind other proteins, for instance the 
Signal Transducer and Activator of Transcription proteins 
(STAT). These STAT proteins are then phosphorylated by 
the Janus kinases, form dimers, and are transported into the 
nucleus, where they bind specific DNA motifs, thus regulat-
ing transcription (Fig. 4).

Mitogen-activated kinases (МАРК, E.C. 2.7.11.24) respond 
to extracellular stimuli (mitogens) and regulate a range of 
cellular processes (gene expression, cell division, differentia-
tion, and apoptosis) [11, 17–20]. This MAP signal cascade is 
conservative in eukaryotes, from yeast to mammals. 

The activity of serine/threonine protein kinases is influ-
enced by a number of factors, for instance damage to DNA, 
and also a range of chemical signals, including сАМР, сGMP, 
diacylglycerol, and Ca2+ calmodulin [5, 8, 21–24]. This type 

of protein kinases phosphorylates serine or threonine resi-
dues in consensus sequences, which form a phosphoaccep-
tor site. This amino acid sequence in the substrate molecule 
allows contact between the catalytic groove of the protein 
kinase with the phosphoacceptor site, which creates kinase 
specificity not towards a certain substrate but towards a cer-
tain family of proteins sharing the same consensus sequence. 
While the catalytic domains of the protein kinases are highly 
conservative, the recognition sites vary, which allows the 
recognition of various substrates. Protein kinases А, В, С, G, 
calmodulin-dependent protein kinases, etc. are all regulated 
by hormone signal second messengers.

The phosphorylation reaction can take place not only at a 
single site in the protein molecule, but also at multiple sites, 
which causes the phosphorylation of the functional groups of 
various amino acid residues [25–28]. Multiple phosphorylation 
is characteristic of several enzymes; for instance eukaryotic 
RNA polymerase II (E.C. 2.7.7.6) [28]. The C-terminus of this 
enzyme’s major subunit carries a large number (52 for mam-
mals, 26-27 for yeast) of repeated heptapeptide consensus 
sequences (Tyr-Ser-Pro-Thr-Ser-Pro-Ser). Multiple phos-
phorylation of these repeats at the serine and threonine resi-
dues enhances the binding of a large number of transcription 
elongation factors and their associated proteins. This is a vital 
step in conversion of the enzymatic transcription preinitiation 
complex into a stable elongation complex [29], which allows 
the RNA polymerase to move along the chromatin DNA. 

Protein acetylation
One of the widely spread types of posttranslational modifica-
tion that plays an important role in living organisms is acety-
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lation [30–38]. The reaction takes place at the ε-aminogroups 
of lysine residues, and acetyl coenzyme A acts as a donor of 
acetyl groups. The positive charge of the amino group disap-
pears after this reaction, causing a redistribution of charge 
in the whole protein molecule, and also increasing the hy-
drophobicity and size of the modified amino acid’s side chain. 
Among other things, histones use this as a binding signal for 
transcription factors and associated proteins, i.e. transcription 
initiation. A very important feature of the proteins that can 
be acetylated is a so-called bromodomain, a conservative 110 
amino acid module [30, 31]. 

The acetylation process has been well studied on histone 
proteins [32–38]. Selective acetylation of several lysine resi-
dues creates specific chromatin affinity towards certain tran-
scription factors, which predetermines which genes will be 
expressed. This is why the distribution of acetylation sites 
between histones and among their amino acid residues is an 
important factor in the regulation of chromatin expression 
and is usually considered as one of the elements of the “his-
tone code,” which governs the above-mentioned process. In 
general, the “histone code” includes the whole range of amino 
acid modifications in the N- and C-terminal sequences of his-
tones (phosphorylation, acetylation, methylation, and ADP-
ribosylation), which determines the functional status of the 
gene with respect to replication and transcription [33–38]. 

Various forms of the histone acetyltransferase (E.C. 2.3.1.48) 
catalyze the acetylation of lysine residues located at specific 
positions in the protein molecule. For instance, the octamer 
core of a nucleosome, which consists of two copies of Н2А, 
Н2В, Н3, and Н4 histones, contains 30 conservative lysine 
residues available for acetylation in the N-terminal domains 
of the proteins (residues in positions 5 and 9 in Н2А; residues 
5, 12, 15 and 20 in Н2В; residues 9, 14, 18, 23 and 27 in Н3; and 
residues 5, 8, 12 and 16 in H4) [39]. Since the number of modi-
fied amino acid residues and their size can vary, this creates 
a multitude of combinations for acetylated residue distribu-
tion, which plays an important role in chromatin function. For 
instance, acetylation of Lys-18 in Saccharomyces cerevisiae 
yeast histone Н3 is the main indicator of active chromatin 
transcription. This modified residue binds the largest number 
of transcription factors. Activation of β-interferon genes in 
humans requires acetylation of Lys-8 in the Н4 histone and 
Lys-14 in the Н3 histone [39].

It was discovered that acetylation of lysine residues in the 
C-terminal domains of proteins protects the protein from 
modification by ubiquitin, thus increasing the lifespan and 
active functioning time of this protein. [40]. 

Acylation of proteins by higher fatty acid residues 
The most widespread modifications by addition of fatty acid 
residues are myristoylation, which is the addition of a СН

3
–

(СН
2
)

12
–СО– residue to the amino group of an N-terminal 

glycine [1, 41, 42], and palmitoylation, which is the addition 
of a СН

3
–(СН

2
)

14
–СО– residue at the SH-group of a cysteine 

residue [1, 43, 44]. In both cases, the acylation is accomplished 
by the appropriate acyl coenzyme A, which is produced dur-
ing oxidative decay of longer fatty acids. 

An N-terminal glycine residue [42, 45] appears in proteins 
after the N-terminal methionine residue, used to signal the 
start of translation, is cleaved away. Addition of the myristil 

group is catalyzed by the myristoyl СоА: protein N-myris-
toyltransferase (E.C. 2.3.1. 97) [46, 47]. The formation of an 
amide bond between glycine and myristate is an irreversible 
process. Introduction of the myristoyl residue alters the ly-
pophilic qualities of the protein molecule and promotes weak 
and reversible interactions of the protein with the phospho-
lipid membranes or hydrophobic domains of other proteins. 
Such an interaction is vital for cell signaling, apoptosis, and 
extracellular protein transport activities. Protein kinase A 
and GAG, one of the main structural proteins of HIV, are ex-
amples of myristoylated proteins [45, 48]. Usually, modifica-
tion by myristic acid acts in conjunction with other protein 
regulatory mechanisms. 

Often, myristoylation of the N-terminal glycine is followed 
by addition of a palmitic acid residue to a cysteine residue, 
thus forming a thioester bond [1, 43, 45, 49]. Unlike myris-
toylation, this modification is reversible: there are several en-
zymatic mechanisms that catalyze palmitoylation of cysteine 
residues, as well as their depalmitoylation [50].

Introducing a palmitinic acid residue has the same results 
as glycine modification by myristate, and the lypophilicity 
of the protein molecule increases. This enhances the inter-
actions with membranes and promotes transport through 
them, while the possibility of the reverse depalmitoylation 
reaction allows the regulation of the protein activity on vari-
ous stages of the cell cycle and cell signaling. Palmitoylation 
is usually seen in proteins that participate in signaling: G-
proteins (small G-proteins from the Ras-family, α-subunit of 
heterotrimeric G-proteins) and non-receptor tyrosine kinases 
of the Src-family (Fyn, Lck) [43, 45, 47, 51].

Protein ubiquitinylation 
Acylation of proteins by the activated C-terminal carboxyl 
group of glycine in ubiquitin, an 8kDa peptide consisting 
of 76 amino acid residues, is of great biological importance 
[52–59]. The main, although not the only, purpose of this 
reaction is the marking of proteins for degradation. These 
include various damaged proteins, as well as ordinary pro-
teins which fulfill their functions in certain phases of the 
cell cycle and whose activity is unfavorable during other 
phases. 

Conjugation of the target protein and ubiquitin is a three-
stage process. The first stage is the activation of the carboxyl 
group of ubiquitin, performed by the ubiquitin-activating en-
zyme E1 using АТР, thus forming ubiquitinyl-АМР. The sec-
ond stage is the transfer of the ubiquitin residue onto the SH-
group of the ubiquitin-transporting protein E2. In the third 
stage, the ubiquitin-protein ligase Е3 catalyses the transfer 
of ubiquitinyl residue onto the protein substrate, forming an 
amide bond between the C-teminal glycine of ubiquitin (G76) 
and a lysine residue in the target protein (substrate). A thus-
modified protein is a target for proteolysis in proteasomes or 
lysosomes [57]. 

Whereas Е1 is the single such enzyme in the cell, E2 has 
20-40 isoforms, and the E3 enzyme has hundreds of isoen-
zymes, which differ by the nature of the protein substrate. 
Preliminary modification of the target protein is often needed 
in order for the E3 enzyme to recognize its substrate (phos-
phorylation (Ser/Thr, Tyr), hydroxylation (Pro), glycosyla-
tion (Asn), and N-terminal aminoacylation) [54].
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The target protein molecule can be modified by one or 
several molecules of ubiquitin. The scheme (Fig. 5) denotes 
such a product as substrate-Ub

n
. Polyubiquitinylation of the 

substrate involves the acylation of the ubiquitin fragment 
already bonded to the target protein (Lys-29, Lys-48 or Lys-
63) with the C-terminal glycine residue of the other ubiquitin 
molecule [53, 60–63]. The formation of the ubiquitin-protein 
covalent adduct does not interfere with the conjugation of the 
above-named lysine residues with another ubiquitin; thus, 
this process eventually leads to polyubiquitinylation of the 
substrate protein. (Fig. 6). 

The degree to which the conjugate has been ubiquitylated 
defines its biological function. Thus, effective proteasome deg-
radation of proteins requires tetraubiquitinylation at Lys29 
or Lys48, depending on the target protein. Misfolded proteins 
and the majority of short-lived proteins form tandem chains of 
ubiquitin residues connected by bonds at Lys48 [59]. Monou-
biquitinylation usually takes place on random multiple lysine 
residues in the target protein. This happens during the meta-
phase anaphase  transition in mitosis, when metaphase pro-
teins need to be “switched off.” Monoubiquitylation of the hu-
man Н2В is required for the methylation of histone Н3, which 
in turn is very important for chromatin remodeling and for the 
transcription activation of “silent genes” [35]. Tandems of sev-
eral ubiquitin residues connected via Lys63 and bonded with 
PCNA (Proliferating Cell Nuclear Antigen) play in important 
role in postreplicative DNA reparation [59, 61]. 

Curently, several ubiquitin-like proteins (ULP) are known, 
and they are all grouped into the ubiquitin family including 
ubiquitin itself, Nedd8, Sumo, Fat10, ISG15, Urm1, Hub1, 
etc. [53, 56–59, 62, 64]. These proteins are variously homolo-
gous to ubiquitin in their amino acid sequence and share a 
similar spatial structure. A large number of ULP in cells in-
dicates their involvement in a wide range of different cel-
lular processes. Thus, Sumo is involved in nuclear transport, 
transcription regulation and chromosome segregation; ISG15 

is part of the immune response cascade; Nedd8 is involved in 
the meiosis-mitosis switch; and Urm1 is implicated in cellular 
growth at elevated temperatures [59]. 

Chaperones interact with newly synthesized, misfolded 
polypeptides and act as cofactors for ubiquitinylation en-
zymes, since they possess an ubiquitin-recognition domain. 
After the target protein has been tagged by ubiquitin, the 
chaperones escort the ubiquitinylated protein into the pro-
teasome, where they dissociate from the protein complex. 
The ubiquitin chains are unbound, and the target protein is 
denaturated via an ATP-dependent process and then broken 
down into short peptides by proteases. 

Protein alkylation 
Anoter often-seen posttranslational modification is alkylation. 
This type of modification includes the methylation of lysine 
and arginine residues [26, 30, 33–38, 39, 65–72] and prenyla-
tion (addition of pharnesyl and geranyl-geranyl moieties to 
cysteine side chains) [47, 73–80] (Fig. 7). 

Protein methylation in living organisms is catalyzed by 
methyltransferases [1, 65, 67] and involves the transfer of a 
СН

3
-group from S-adenosylmethionine according to the de-

picted reaction (Fig. 8). 

Fig. 5. Addition of an ubiquitin residue (residues) onto a substrate pro-
tein. E1-SH – ubiquitin-activating enzyme, E2-SH – ubiquitin transport 
protein, E3 – ubiquitin-protein ligase. Ub – ubiquitin residue

substrate

substrate-Ubn

substrate

Fig. 6. A tandem of several ubiquitin resi-
dues bound to the substrate. The numbers 
refer to the amino acid residues which take 
part in the modification of the substrate 
(Gly76) and formation of the tandem 
(Gly76 and Lys48)

Fig. 7. Structures of alkylated 
amino acid side chains in proteins 
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Lysine can form mono-, di- and trimethyllysines in meth-
yltransferase-catalyzed reactions, while arginine can form 
mono- and dimethylarginines [65]. These compounds differ 
by size and hydrophobicity from the original residue. 

The mechanics of protein methylation have been best stud-
ied in histone modification. Histone methyltransferases are 
highly specific towards the nature of the amino acid residue 
(histone-lysine methyltransferases (E.C. 2.1.1.43) and histone-
arginine methyltransferases (E.C. 2.1.1.125)) and the position 
of this residue in the polypeptide chain [1, 65]. Lysine residue 
methylation in histones is a very important element of the 
aforementioned “histone code” [33–36, 38]. The best charac-
terized methylation positions in histones are Lys4 and Lys9 in 
the Н3 histone. Besides the mentioned residues, Lys27, Lys36, 
Arg2, Arg17 and Arg26 residues in H3 can also be modified, 
as well as Arg3 in the H4 histone [33, 34, 67, 70].  

It was demonstrated that the trimethylated Lys4 in the 
H3 histone is necessary for transcription activation, while di-
methylated Lys4 is found both in the active and silent gene 
[33, 34, 70]. The heterochromatin protein 1 (НР1) interacts 
with the trimethylated Lys9 of Н3 via its chromodomain (a 
recognition domain for alkylated amino acid residues), initi-
ates local chromatin condensation, and recruits other protein 
factors into the assembly of an active transcription complex 
[26, 30, 33, 67, 70]. 

Until recently, it was thought that the methylation of 
lysine residues was an irreversible process [1]. But a short 
while ago, researchers managed to extract enzymes that cat-
alyzed the cleavage of methyl groups from lysine and argin-
ine residues, which means that this type of posttranslational 
modification is also dynamic. Demethylation of lysine is an 
oxidative process and can be catalyzed either by the FAD-de-

S-adenosine-L-methionine 
(AdoMet))

S-adenosine-L-homocysteine 
(AdoHcy)

Monomethyl-Lys
Lys (or Arg)

Fig. 8. Methylation of lysine residues by methyltransferases   

amino oxidase

Histone demethylase, ascorbate

Fig. 9. Demethylation 
reaction of di- and 
monomethylated 
lysine residues in 
histones catalyzed by 
the FAD-dependent 
aminooxidase (top), 
and tri-, di- and 
monomethylated 
lysine residues in 
histones catalyzed 
by histone demethy-
lase, which functions 
in the presence of 
cofactors, Fe2+ ions, 
α-ketoglutarate and 
ascorbate (bottom)
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pendent polyamine oxidase, or a lysine-specific demethylase, 
which functions as a dioxygenase in the presence of cofactors, 
such as Fe2+ ions, α-ketoglutarate, and ascorbate (E.C. 1.5.3.4) 
[37, 65, 66, 82, 83]. For schematic representation of this pro-
cess see Fig. 9.

A nuclear peptidylarginine deiminase (E.C. 3.5.3.15) can 
demethylate arginine residues, turning methylated arginine 
into citrulline [66] (Fig. 10). 

Thus, methylation-demethylation and acetylation-
deacetylation of specific residues in histones are major factors 
in gene repression and activation. 

Protein prenylation
Some cases of posttranslational modification are the addition 
of isoprenoid moieties onto a cysteine residue. These moieties 
are formed from isoprene residues – farnesyl and geranyl-
geranyl (Fig. 11). Modification of proteins with these radicals 
is catalyzed by proteinfarnesyl and proteingeranyl-geranyl 
transferases, respectively (E.C. 2.5.1.58 and E.C. 2.5.1.59 or E.C. 
2.5.1.60; Type I and II geranyl-geranyl transferases). Type I 
enzymes catalyze the transfer of a gernayl-geranyl residue 
onto a cysteine residue in a Суs-А-А-Х sequence, while type 
II use the Суs-Суs-Х-Х, Х-Х-Суs-Суs or Х-Суs-Х-Суs se-
quences [47, 73–80], where А is a small aliphatic amino acid, 
and X are various amino acids.

Ras-, Rab- and Rho-family proteins (products of the ras, 
rab and rho proto-oncogenes, involved in cellular growth and 
differentiation); centromeric proteins; and γ-subunits of het-
erotrimeric G-proteins, chaperones tyrosine phosphotases 
are all subjected to prenylation [47, 73, 75, 78, 79, 81]. The C-
terminal sequence of Ras-family proteins includes a Суs-А-

А-Х motif, in which Х is the amino acid that determines the 
enzyme specificity: Leu, Phe, and Met in case of the type I 
geranyl-geranyl transferase; and Ala, Gln, Ser, Met, and Phe 
in the case of the farnesyltransferase [47, 74, 78, 79]. Enzymes 
that transfer the isoprenyl residues are metalloenzymes, and 
they carry a single Zn2+ ion for each dimeric enzyme mol-
ecule. The zinc ion activates the cysteine thiol group for nu-
cleophilic attack by the isoprenyl moiety [73]. The addition 
of the isoprenyl group to the Суs-А-А-Х motif is usually not 
the last modification of the target protein (Ras, Rho), further 
processing occurs via proteolytic cleavage of A-A-X tripep-
tide from the C-terminus by a Суs-А-А-Х-specific protease; 
and carboxymethylation of the isoprenylcysteine residue, 
by the isosprenyl-cysteine-carboxymethyl transferase (E.C.  
2.1.1.100) [84–87] (Fig. 12). 

GTPases of the Rab family carry a Сys-Сys-Х-Х motif 
near the C-terminus. Both these cysteines can be modified 
by geranyl-geranyl residues with the help of type II protein 
geranyl-geranyl transferase, which creates two lipid anchors 
on the protein molecule [74, 75]. Such a protein exhibits in-
creased affinity towards lipid membranes, and it can thus 
act as a unique recognition site for specific protein-protein 
interactions. 

Proteins of the Rab family are involved in intracellular 
vesicle transport circulating between the cellular membrane 
and the cytosol. Reversible association of the protein with the 
cellular membrane is achieved through the isoprenyl residues 
decorating these proteins [75, 84].

Since 20–30% of all human oncological conditions are 
caused by mutations in Ras family proteins, enzymes that 
modify these proteins with isoprenyl residues can serve as 
targets for anti-tumor drugs [73, 79].

Protein glycosylation
Glycosylation of proteins plays a very important role in the 
functioning of eukaryotic cells. Glycosylation modifies the 
OH-groups of serine and threonine residues (O-glycosylation) 
and the functional groups of asparagine residue side chains 
(N-glycosylation) (Fig.  13).

N-glycosylation of proteins happens at the carboxyamide 
nitrogen atom of an asparagine residue in the context Asn-X-
Ser/Thr. N-glycoside formation begins in the endoplasmic re-
ticulum. The oligosaccaryl transferase enzyme (E.C. 2.4.1.119) 

Fig. 10. Demethylation of modified arginine residues catalyzed by the 
nuclear peptidylarginine deiminase (PAD4) [58]

Fig. 11. Tranfer of an 
isoprenoid residue 
from pyrophosphate 
to a cysteine residue 
in an apoprotein.  
n = 2 – is a farnseyl 
residue, n = 3 – 
geranyl-geranyl 
residue



38 | Acta naturae |  № 3 2009

REVIEWS

transfers a branched tetradecasaccharide fragment onto the 
target protein. This fragment is (Glc

3
Man

9
(GlcNAc)

2
), and it 

comes from the carbohydrate donor molecule dolilchol pyro-
phosphate. 

The vast variety of glycoproteins is assured by the process-
ing of the protein-bound tetradecasaccharide residue, which 
is accomplished by a set of glycosidases and glycosyl trans-
ferases. 

Figure 15 presents the structure of a bound tetradecasac-
charide and the products of the first stages of processing, 
which are catalyzed by glucosidases I and II (E.C. 3.2.1.106) 
that cleave away two glucose residues, and mannosidases 
(E.C. 3.2.1.130) that cleave away 6 mannose residues. The glyc-
oprotein formed after separation of the two glucose residues, 
and thus bearing an N-bound dodecasaccharide residue, is 
then recognized by the chaperones calnexin and calreticulin, 
which facilitate correct folding of the protein while it is being 
transported from the location of synthesis on the membrane-
bound ribosomes to the inside of the endoplasmic reticulum 
[1, 88, 89, 90–93]. After a third glucose residue is cleaved away 
by an endoplasmic reticulum glucosidase, the chaperones lose 

their affinity towards the undecasaccharide and dissociate 
from the glycoprotein complex. UDP-glucose:glycoprotein 
glucosyltransferase (E.C. 2.7.8.19) returns a glucose residue 
back onto the undecasaccharide, which makes canexin and 
calreticulin continue the glycoprotein folding. This is a mech-
anism for maintaining the functional structure in secreted 
glycoproteins.  

If a glycoprotein is not folded correctly during several 
rounds of deglycosylation-reglycosylation, then it is trans-
ported into the cytosol. There, it is polyubiquitylated by the 
E3-ligase, which is a part of the degradation system for mis-
folded proteins in the endoplasmic reticulum and is hydro-
lyzed in the proteosomes [1, 88, 89, 90–94].

Correctly folded Man
9
(GlcNAc)

2
N-glycoprotein loses 6 

mannose residues with the help of endoplasmic reticulum 
and Golgi apparatus mannosidases and forms a protein con-
jugated with a core pentasaccharide (Man

3
(GlcNAc)

2
). The 

latter can receive various monosaccharides with the help of 
a number of glycosyl transferases, of which there is a great 
many in the endoplasmic reticulum and the Golgi appara-
tus. Thus, the variety of glycoproteins is numbered in tens of 
thousands [1, 88, 89, 95].

Glycoprotein О-glycoside chains are much shorter and sim-
pler than N-glycoside chains. Numerous proteins, including 
transcription factors, nuclear pore proteins, oncoproteins, etc., 
contain a monosaccharide residue of N-acetylglucosamine, 
which is introduced into the protein by an O-GlcNAc-trans-
ferase (E.C. 2.4.1.94) and can be cleaved by the appropriate 
hydrolase [1, 88, 89, 96, 97–100]. There are also di-, tri- or tet-
raglycoside fragment bearing О-glycosides. 

Fig. 12. Prenylation of the 
Ras protein: 1 – addition 
of a farnesyl residue onto 
the Cys-A-A-X sequence 
(A- a small aliphatic amino 
acid residue, X is Leu, Phe 
or Met); 2 – Cleaving of the 
A-A-X tripeptide by the Ras-
converting enzyme, which is 
a CysAAX-endopeptidase; 
3 – carboxymethylation of 
the isoprenylcysteine resi-
due catalyzed by the isopre-
nylcysteine carboxymethyl-
transferase [86]

Fig. 13. Structures of the products of N-acetylglucosamine addition onto 
serine and asparagine side chains in proteins

Fig. 14. Structure of 
the carbohydrate-
bearing dolichol 
pyrophosphate
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Short О-glycoside chains in О-glycoproteins are important for 
transcription activation, and they act as  recognition sites during 
interaction with cell membrane receptors, which are involved in 
the transduction of signals into the cell [1, 88, 89, 100–102].

Protein sulFation
Another posttranslational modification of protein molecules is 
the addition of a sulfate residue at the OH-group of tyrosine. 
Phosphoadenosylphosphosulfate acts as a sulfate donor (Fig. 
16). The reaction is catalyzed by the sulfotransferase enzyme 
(E.C. 2.8.2.20) [103, 104].

For instance, three tyrosine residues in the N-terminal 
region of the human chemokine cell membrane receptor (a 
regulator of anti-inflammatory immune reactions), which 
plays an important role in embryo development and in the 
immune response, are subject to posttranslational sulfation 
in the Golgi apparatus. This increases the affinity of the re-
ceptor towards its ligand, the SDF-1α chemokine. An en-
zyme called sulfatase (E.C. 3.1.5.6) was found in lysosomes 
and was able to catalyze the hydrolysis of sulfoesters [103, 
105, 106]. 

Fig. 15. Structure 
and first stages 
of the process-
ing of oligosac-
charide fragment 
Glc

3
Man

9
(GlcNAc)

2
 

as a part of a 
glycoprotein. Mon-
osaccharides Glc – 
glucose, GlcNAc – 
N-acetylglucosamine 

Fig. 16. Sulfation 
reaction catalyzed 
by sulfotransferase

phosphoadenosyl  
phosphosulfate (PAPS)

Phosphoadenosyl  
phosphate (PAP)
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Mono- and poly(ADP-ribosyl)ation
Many cellular processes, such as DNA reparation, apoptosis, 
and the functioning of the spindle during cell division, use 
mono- and poly(ADP-ribosyl)ation as an important regulat-
ing mechanism [107]. Various pathogenic bacteria secrete 
toxins that АDP-rybosylate human proteins, thus causing 
severe diseases, such as cholera, diphtheria, pertussis, and 
botulism [108–111].

NАD+ acts as a donor of the ADP-ribosyl residue. The 
positively charged nicotinamide bond is cleaved by the ADP-
ribosyltransferase (E.C. 2.4.2.31) and forms a ribo-oxocarbene 
cation, which interacts with various nucleophilic groups in 
protein active sites and leads to their (ADP-ribosyl)ation (Fig. 
17) [108, 109].

For instance, pertussis toxin transfers the created cation 
to the thiolate chain of a cysteine residue in the active site 
of the human G

i
-protein α-subunit. This protein regulates 

synthesis of the second messenger сАМР [1, 111, 112]. Chol-
era toxin transfers an АDP-ribosyl residue onto the arginine 
residue in the human G

s
-protein α-subunit ([1, 111, 113]. The 

АDP-ribosyl residue can also be transferred by the C3 toxin 
of Clostridium botulinum onto the nucleophilic Asn41 residue 
of the minor GTPase of the Rho protein superfamily, which 
leads to actin depolymerization and impairment of the meta-
bolic processes of the host cell [1, 111]. 

Diphtheria toxin ADP-ribosylates His715 in the еEF-2 
elongation factor and, therefore, blocks the translocation of 
peptides on ribosomes and the whole translation process in 
human cells [114]. 

In reality, His715 is subjected to stepwise complex modi-
fication: first, an aminocarboxypropyl residue is transferred 
from S-adenosylmethionine (SАМ), then SAM-dependent 
N,N,N-trimethylation takes place, then the carboxyl group 
is amidated in a glutamine-mediated fashion, thus forming 
a diphthamide residue, and only then does the toxin ADP-
ribosylate the diphthamide residue at the N3 atom of the imi-
dazole ring (Fig. 18) [115–117].

During the lifetime of the organism, the genome constant-
ly suffers the effects of genotoxic agents of both exogenic and 
endogenic nature [118]. An approximate estimate demonstrat-
ed that every day the genomes of human cells experience up 
to 104–106 instances of DNA damage [119]. Under these cir-
cumstances, the stability of cell genome is one of the most im-
portant factors in maintaining the survival of a multicellular 
organism, since any uncorrected damage to DNA can promote 
the emergence of mutator cell phenotypes [120]. Poly(ADP-
ribose) (PAR) synthesis is one of the immediate reactions of 
the cell in response to DNA breaks under the influence of ion-
izing radiation, or alkylating or oxidizing agents [121, 122]. 
This process is catalyzed by enzymes poly(ADP-ribose)poly-

Fig. 17. (ADP-
ribosyl)ation of 
nucleophilic amino 
acid residues (X) 
present in the 
protein (cysteine, 
arginine and aspar-
agine) [1]

nicotinamide

 X-protein
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merases (PARPs), which are constantly and abundantly ex-
pressed in the cell [123]. PARPs are activated in response to 
DNA breaks and catalyze the posttranslational modification 
of a range of DNA-binding proteins by covalently adding a 
polymer poly(ADP-ribose) to the carboxyl groups of glutamic 
and aspartic acid in the acceptor proteins [124]. Currently, ap-
proximately 30 nuclear proteins that are poly(ADP-ribosyl)
ated in vivo and in vitro have been described [123, 125]. All 
these proteins exhibit DNA-binding activity and are involved 
in DNA metabolism (replication, transcription, reparation) 
or in chromatin formation (histones). Several enzymes of the 
poly(ADP-ribose) polymerase class have been found in eu-
karyotes, including PARP1, PARP2, and PARP3, which have 
nuclear localization; tankyrases 1 and 2, which interact with 
telomere proteins and are thought to regulate telomere func-
tion; VRAP (193 kDa), found in cytoplasmic ribonucleprotein 
vault-particles [126]; sPARP – a truncated form of PARP1, 
which does not require activation by DNA breaks [127]; and 
macro PARPs (BAL/PARP-9, PARP14, PARP15), which are 
involved in the epigenetic modification of chromatin [124, 
128]. Ninety percent of the nuclear poly(ADP-ribose) syn-
thesis is caused by PARP1 activity [129]. This protein is ex-
pressed at a constant level throughout the cell cycle, and each 
cell carries around 1.0∙106 of the protein molecules, which 
amounts to 1 protein molecule for each 6000 nucleotide pairs 
[130]. Catalytically inactive PARP1 is present in the nucleo-
plasm and is activated by DNA breaks. It then binds to the 
damaged area and catalyzes PAR synthesis [128].  PARP syn-
thesizes poly(ADP)-ribose in three stages: initiation, elonga-
tion, and branching of the polymer (Fig. 19). 

The first stage involves the formation of the ester bond 
between the ADP-ribose and the carboxyl group in a gluta-
mate residue in the acceptor protein [131, 132]. The second 
stage involves the formation of an О-glycoside bond between 
the C2’ and C1’’ atoms of the ADP-ribose, thus creating a lin-
ear polymer of ADP-ribose molecules [133, 134]. In the third 
stage, the glycoside bond links the C2’’ and C1’’’ atoms of the 

ADP-ribose, forming branches in the polymer structure [135, 
136] (Fig. 19).

The rate of the chemical reaction at the mono(ADP-ribo-
syl)ation stage is approximately 200 times slower than at the 
elongation stage [137].  Based on the measurement of kinetic 
parameters of the in vitro PARP-catalyzed poly(ADP-ribo-
syl)ation reaction, the authors of [138] hypothesize that the 
latter reaction is inter-molecular, meaning that PARP1 func-
tions as a homodimer at the DNA break site. Two molecules 
react with the DNA break at once, and during the reaction 
both molecules simultaneously synthesize PAR and function 
as acceptors. The covalent modification of PARP1 by the ad-
dition of a charged poly(ADP-ribose) residue leads to altera-
tions in the enzyme’s physicochemical characteristics and its 
dissociation from the DNA-complex [139]. Thus, regulation of 
PARP1 DNA-binding activity can be achieved through self-
modification [140].

Discovery of poly(ADP-ribosyl)ation modifications in 
chromatin remodeling proteins, histones in vivo, and topoi-
somerases in vitro leads to the assumption that PARP1 is in-
volved in chromatin remodeling during DNA repair [123, 133, 
141]. It was demonstrated that the kinetic parameters of DNA 
repair reactions were influenced by the presence of histones 
on the damaged DNA [123]. In vivo poly (ADP-ribosyl)ation 
of the Н1 histone and the histones forming the nucleosome 
core during DNA damage can play an important role in DNA 
repair, especially if the DNA is structured as chromatin, since 
histone modification can lead to their dissociation from the 
DNA molecule, thus allowing the repair enzymes easy access 
to the damaged site [123, 140]. 

Therefore, the current overall notion is that the cell re-
sponse to damaged DNA can be modulated by the activity 
of PARP1. On one hand, PARP1 activates repair processes, 
thus promoting cell survival; on the other hand, when DNA 
damage is irrepairable and the emergence of a mutator phe-
notype is highly probable, “overactivation” of PARP1 induces 
cell death [142]. This is why the PAR synthesis catalyzed by 

Diphthamide  
residue (active eEF-2)

Diphtheria  
toxin

ADP-ribosylated diphthamide  
residue (inactive eEF-2)

His
715

(eEF-2)

Fig. 18. Modification 
of the His715 residue 
in the structure of the 
human eEF-2 elonga-
tion factor results 
in the blocking of 
protein synthesis in 
human cells 
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PARP in the process of interacting with 
DNA breaks can be regarded as a signal 
of the DNA damage level, which is used 
to determine the cell’s future functional 
strategy.

Oxidation of the sulfohydride 
moiety of the cysteine 
residue in proteins
A large number of proteins are char-
acterized by the formation of disulfide 
bonds in a reaction between cysteine 
residues either inside a single polypep-
tide chain or between different poly-
peptide molecules. Such bonds fulfill a 
structural function and determine the 
tertiary and quaternary structure of 
the protein, which are vital for the pro-
tein’s metabolic functions in the organ-
ism. This modification is also involved 
in the regulation of the cell’s reduction-
oxidation status, which affects numer-
ous aspects of cellular processes, such 
as proliferation, differentiation, and 
apoptosis by changing the functioning 
of proteins via a reversible modification 
of cysteine residues [143–147].

Oxidation of cysteine residues in-
volves the following processes: forma-
tion of a disulfide bond, the formation 
of sulfi- and sulfoacids, and binding of 
glutathione [145].  Formation of a di-
sulfide bond is accomplished via the ox-
idation of the electron-rich sulfhydryl 
moeity (or of the thiolate anion, which 
is generated from the former after pro-
ton dissociation) of the cysteine resi-
due side chain. One-electron oxidation 
of the sulfhydryl moiety leads to the 
formation of a thiyl radical, which can 
dimerize into a disulfide [147]. 

Under physiological conditions, most 
of the sulfhydryl groups are in oxidized 
form and thus involved in disulfide 
bonds. Reduction of the disulfide bonds 
in vivo is accomplished by the glutathi-
one tripeptide γ-Glu-Cys-Gly (GSH), 
which converts into oxidized glutathione 
(GSSG). High levels of NAD(Р)Н  and of 
the glutathione reductase (E.C. 1.8.1.7) 
and thioredoxinreductase (E.C. 1.8.1.9) 
enzymes lead to the reduction of oxidized 
glutathione [143–147] (Fig. 20). As pro-
teins move down the secretory pathways 
of eukaryotic cells, the levels of gluta-
thione and NAD(Р)Н decrease, which 
is why most proteins exist in structures 
stabilized by disulfide bonds [148].

Oxidizing agents (hydrogen perox-
ide, hydroxide radical) can oxidize the 

Fig. 19. Mechanism 
of poly(ADP-ribose) 
synthesis in the 
self-modification of 
PARP1

complex ester 
bond β-1

Mono 
(ADP-ribose)
ylation

Nictonamide  
dinucleotide (NAD+)

Nicotinamide 
(NiC)

Growing chain of the 
linear polymer

O-glycoside  
C2’ → C1” α-bond

O-glycoside  
C2” → C1”’ α-bond

Branching in 
the polymer 

structure

glutathione 
reductase

Fig. 20. Oxidation 
of the sulfhydryl 
group of the cysteine 
residue, which can he 
reduced again into 
a thiol group with 
the help of NAD(P)
H and a glutathione 
reductase [147]
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cysteine sulfhydryl group into the cysteine-sulfenic acid 
(-SOH) [147]. Interaction of the cysteine-sulfene acid residue 
with the closest Cys-S- group also results in the formation of 
the disulfide bond.

Reduction of the disulfide bond can result either from thi-
ol-disulfide exchange with either glutathione or thioredoxin 
(TSH), a low-moleclar-weight (12 kDa) protein which con-
tains catalytically active sulfhydryl groups in its active center 
(Cys-Gly-Pro-Cys) and plays the central role in the regula-
tion of the reduction-oxidation status of disulfide bonds in 
proteins, which in turn governs a wide range of cellular pro-
cesses. Oxidized forms of these compounds are reduced by 
NAD(Р)Н and glutathione reductase/thioredoxin reductase 
[146–149].

Both the thiolate ion and the thiyl radical can interact with 
other oxidizing agents and radicals (such as NO•) (Fig. 21). The 
resulting CysSNO molecule is involved in oxidation signaling 
in the cell [150–154]. 

Hydroxylation of protein functional groups
Another type of posttranslational modification is the oxida-
tive hydroxylation reaction. This reaction takes place at non-
nucleophilic amino acid residue side chains: the СН

2
-groups of 

proline, lysine and asparagine form 3-hydroxyproline, 4-hy-
droxyproline, 5-hydroxyproline, and 3-hydroxyasparagine, 
and this process is catalyzed by iron-containing monooxyge-
nases of the E.C. 1.14.16 subclass [155, 156, 157] (Fig. 22). 

Oxidized proline and lysine residues play an important role 
in the formation of hydrogen bonds in the tri-strand spatial 
structure of the connective tissue protein collagen. Oxidation 
takes place at the Pro-Gly and Lys-Gly sequences. 4-hydrox-
yproline is found about 10 times more often than 3-hydroxy-
proline [155–160].

Besides the above said, hydroxylation of specific amino 
acid residues plays a role in the function of the HIF transcrip-
tion factor (hypoxia inducible factor) [156, 159–161]. This pro-

tein is activated under conditions of insufficient oxygen. It 
induces the transcription of a wide range of genes, including 
the gene encoding erythropoietin, which stimulates erythro-
cyte differentiation from precursor cells, thus increasing the 
transport of oxygen to cells suffering from hypoxia [160]. 

The α-subunit of the human HIFαβ is posttranslationally 
hydroxylized in the central region of the molecule at two pro-
line residues, Pro402 and Pro564, forming 4-ОН-Pro, and also 
in the С-terminal region at Asn803, forming 3-ОН-Asn [156]. 
A molecule bearing hydroxylized proline residues is subject-
ed to ubiquitylation by the E3 ligase, and the lifespan of HIF 
is determined by the rate of hydroxylation, ubiquitylation, 
and proteolysis in the proteasomes. Low О

2
 pressure causes 

slow hydroxylation of proline. High oxygen pressure causes 
the Pro-hydroxylase to efficiently hydroxylize Pro residues, 
which increases affinity towards the E3 ligase 1 000-fold and 
causes rapid ubiquitylation and decay in the proteasomes, 
while at low oxygen pressures, HIF is fairly stable and can 
exist for a long time [162, 163]. 

The hydroxylation of proline and asparagine side chains is 
catalyzed by a family of oxygenases that contain non-heme 
iron [163]. The active site of the enzyme (Fig. 23) contains two 
histidines and one asparagine, which take up three of the six 
coordination spaces around the Fe2+ atom, while two spaces are 
occupied by the α-ketoglutarate co-substrate; and the sixth, 
by oxygen. Interaction of the α-ketoglutarate and oxygen re-
sults in oxidative decarboxylation and yields СО

2
 and succi-

nate, which accepts one of the oxygen atoms of the molecular 
oxygen. The second oxygen atom takes part in the generation 
of the high-valence Fe4+=О complex. The latter group is an 
effective oxidizing agent, which cleaves the unactivated С–Н 
bond at the С3 or С4 atom of proline, С5 of lysine and С3 of 
asparagine, thus forming •С–Н and Fe3+–ОН radicals.

Transfer of the hydroxyl radical •ОН from Fe3+–ОН to 
•С–Н results in the hydroxylation of the amino acid side 
chain, which by itself is not a donor of electrons and does not 

Fig. 21. Oxidation 
of the thiolate ion in 
the presence of ni-
trogen oxide results 
in the formation of 
cysteinyl-nitroxide 
[154]

Fig. 22. Structure of 
monooxygenated 
proline, lysine, and 
asparagine residues
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act as a nucleophile in this reaction.  Monooxygenases, which 
catalyze hydroxylation reactions, attach the hydroxide radi-
cal in a stereospecific manner. 

Posttranslational carboxylation 
of the glutamic acid residue
Most protein factors, which are involved in blood clotting in 
mammals, contain several residues of γ-carboxyglutamic acid 
(Gla). This residue appears in blood clotting factors as a result 

of posttranslational modification; namely the fixation of СО
2
 

by the γ-methylene carbon atom of glutamic acid (Glu) dur-
ing the factor’s progress down the secretion pathways [164–
166]. The Gla residue side chain, which bears two negatively 
charged carboxyl groups, has a capacity to form chelate com-
plexes with bivalent cations, which is especially important for 
interaction with the Са2+ ion [164]. 

Gla can be found in such proteins as prothrombin and 
blood clotting factors IX and X, which are proenzymatic 

hydroxylated  
product

succinate

Substrate

Fig. 23. Mechanism 
of the hydroxylation 
reaction

Vitamin К

quinone

reductase

epoxide reductase

2,3-epoxide

carboxylase

monooxigenase

dihydroquinone

alkoxide

Fig. 24. Vitamin K-
dependent carboxyla-
tion of a glutamic acid 
residue catalyzed by 
γ-glutamylcarboxylase. 
The 2,3-epoxide of 
vitamin K is reduced by 
vitamin K 2,3-epoxide 
reductase
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forms of proteases [164]. Carboxylation of 10–12 Glu residues 
in the N-terminal region of the proenzymes in a sequence of 
up to 40 amino acids leads to the binding of several Са2+ ions 
and to conformation alteration of the blood clotting factors, 
which then associate on the surface of platelets adjacent to 
the proteases, which activate the factors by partial proteoly-
sis and initiate the blood clotting cascade [164–166].

Carboxylation of the glutamic acid residue is catalyzed 
by the γ-glutamilcarboxylase (E.C. 1.14.99.20), which uses 

the reduced (dihydronaphtochinol) form of vitamin K (Fig. 
24) [1, 164–166]. The oxidation of the reduced form of vita-
min K by oxygen results in the formation of a hyperperox-
ide adduct of vitamin K, which forms a cyclic alkoxide an-
ion, 2,3-epoxide of vitamin K, and generates a strong base, 
which captures a proton from the γ-methylene carbon atom 
of glutamic acid. The formed carbanion attacks the carbon 
atom of CO

2
 and forms a new C-C bond in the malonyl side 

chain of the Gla residue. Reduction of the 2,3-epoxide of vi-

Fig. 25. Glycation of 
proteins in the pres-
ence of D-glucose. 
The rectangles show 
the main precursors 
of AGEs, which are 
formed during glyca-
tion 
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tamin K into its original form is catalyzed by 2,3-epoxydere-
ductase (E.C. 1.1.4.1), which is associated in a complex with 
protein disulfide isomerase in the endoplasmic reticulum 
(E.C. 1.8.4.2) [167].

Non-enzymatic modification  
of functional groups in proteins

Protein glycation
Protein glycation is an endogenous non-enzymatic addition 
of reducing sugar residues present in the bloodstream to the 
side chains of either lysine or arginine residues in proteins. A 
schematic representation of the glycation process, which can 
be divided into the early and late stages, is shown on Fig. 25. 
The first stage of glycation involves the nucleophilic attack of 
the glucose carbonyl group by an ε-amino group of lysine or a 
guanidine moiety of arginine, which results in the formation 
of a labile Schiff base - N‑glycosylimine (1). The formation 

of the Schiff base is a relatively rapid and reversible process 
[168]. Next, the glycosylimine regroups and forms an Amadori 
product, 1‑amino‑1‑deoxyfructose (2). This process happens 
more slowly than the formation of glycosylimine, but much 
quicker if compared to the rate of Schiff base hydrolysis. This 
is why proteins bearing 1‑amino‑1‑deoxyfructose residues 
tend to accumulate in blood. Modification of lysine residues 
at the early glycation steps is thought to be facilitated by the 
close proximity of histidine or lysine residues, which catalyze 
this process [169]. 

The late stage of glycation, which involves transforma-
tions of the N‑glycosylimine and the Amadori product, is 
a slower and less studied process. It results in the forma-
tion of stable, advanced glycation end-products (AGEs) 
(Fig. 26). There are published data [170] on the direct in-
volvement of α‑dicarbonyl compounds in AGE formation 
(glyoxal (3), methylglyoxal (4), and 3‑deoxyglucosone (5)). 
These compounds form in vivo both during glucose degra-

Fig. 26. Structure of 
certain AGEs formed 
as a result of in vivo 
protein modification 
by D glucose
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dation and in the transformations of the Schiff base during 
the modification of lysine resides in proteins by glucose 
(Fig. 25).

Reactions between α‑dicarbonyl compounds and the 
ε‑amino groups of lysine residues or the guanidinium groups 
of arginine in proteins result in the formation of protein cross-
links, which lead to complications caused by the protein glyca-
tion seen in diabetes and other diseases. Moreover, sequential 
dehydration of the Amadori product results in the formation 
of a 1‑amino‑4‑deoxy‑2,3‑dion (6) and en-dion (7) at the C4 

and C5 atoms, respectively (Fig. 25). These side chains can form 
intra- and intermolecular protein crosslinks [170].

Some AGEs have been characterized, including 
Nε‑carboxymethyl‑lysine (CML) and N

ε
‑carboxyethyl‑lysine 

(CEL) [171], bis(lysyl)imidazole adducts (GOLD, MOLD and 
DOLD) [172], imidazolones (G‑H, MG‑H и 3DG‑H) [173, 174], 
pyrraline [175], argpyrimidine [176], pentosidine [177], cross-
line [178], and vesperlysine [179] (Fig. 26)]. Among these pen-
tosidine, crossline and vesperlysine are fluorophores, and 
their fluorescence emission maximum (λ

em 
 =  440 nm) is shift-

b)

а)

no fluorescence

green fluorophore

1. cyclization 
2. dehydration 
3. oxidation 
4. O

2

Red fluorophore

Fig. 27. Formation 
of (a) green and (b) 
red chromophores in 
proteins from tripep-
tides by intramo-
lecular posttransla-
tional autocatalytic 
cyclization
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ed into the long-wave region, compared to tryptophan resi-
due fluorescence in proteins [180]. This property of AGEs al-
lows to monitor the glycation reaction progress by measuring 
the fluorescence at the excitation wavelength characteristic 
of the forming fluorophore glycation products (glucophores).

Intramoelcular posttranslational 
autocatalytic cyclization
A very impressive type of posttranslational modification is 
the autocatalytic restructuring of the peptide backbone in 
the folded protein during GFP (green fluorescent protein) 
maturation. This protein is encoded by a single gene, and 
the chromofore is made up of three amino acid residues, 
Ser65‑Tyr66‑Gly67, capable of posttranslational autocata-
lytic cyclization, which does not require any cofactors or sub-
strates [181–183].

Formation of the chromophore requires that the precur-
sor take on the form of a β-barrel. This folded and colorless 
GFP-precursor bears the Ser65-Tyr66-Gly67 tripeptide in a 
spatially squeezed conformation in which the amide of Gln-67 
can attack the peptide carbonyl and form a pentatomic tet-
rahedral adduct (Fig. 27, а). Then, this adduct is dehydrated, 
and the stable cyclic intermediate product slowly autooxi-
dizes, forming a double bond coupled to the phenol ring of 
Tyr-66. This last oxidation reaction produces a chromofore 
with an excitation maximum of 506 nm.

GFP is used as an in vivo vital marker, which allows the 
study of various processes taking place in live cells and or-
ganisms [184–186]. Fusion proteins based on GFP are used in 
novel drug screenings [187, 188], apoptosis detection [189], in 
the visualization of chromosome dynamics [190], and in many 
other applications  [191, 192].   Several volumes of Methods in 

Enzymology [193] and Methods in Cell Biology [194] are dedi-
cated to GFP. The discovery of fluorescent genetic markers 
was awarded the Nobel Prize in 2008.  

During the last decade, the number of studies with other 
colored proteins similar to GFP but extracted from coral has 
been steadily growing [195–197]. A drawback of these pro-
teins is their marked propensity to aggregate, which however 
can be rectified by mutagenesis [198]. A schematic represen-
tation of the formation of a red fluorophore from the Gln66-
Tyr67-Gly68 tripeptide in a protein molecule is shown in Fig. 
27, b.

Protein homocysteinylation 
The majority of methylation processes in live organisms 
use S-adenosylmethionine, thus forming S-adenosylhomo-
cysteine. The latter is hydrolyzed by the adensylhomocystei-
nase (E.C. 3.3.1.1) enzyme into adenosine and homocysteine. 
This reaction catalyzed by methionyl-tRNA synthetase (E.C. 
6.1.1.1) turns homocysteine into thiolactone (this is a side re-
action for this enzyme) [199]. Homocysteine thiolactone is an 
acylating agent and can react with the functional groups of 
lysine residues [200–203]. The ε‑amino group of lysine per-
forms a nucleophilic attack of the carbonyl carbon atom of 
the thiolactone, which results in decyclization of the lactone 
and the formation of an additional sulfhydryl moeity (Fig. 
28). 

This type of modification is characteristic of blood proteins 
(albumin, hemoglobin, transferring, and globulins) [204–207]. 
Ninety percent of the homocysteine in human blood plasma is 
incorporated into N‑homocysteylated serum albumine (HSA) 
[201]. It is known that the main HSA homocysteinylation site 
both in vitro and in vivo is the Lys‑525 residue [208]. Further-

Fig. 28. N-homo-
cysteinylation of 
proteins by the 
homocysteine 
thiolactone
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more, two additional albumin modification sites were discov-
ered at Lys‑4 and Lys‑12 [209].

Homocysteine can take part in disulfide exchange reac-
tions with S-S bonds in proteins, thus forming S-homocystei-
nylated proteins (Fig. 29) [200, 202, 206, 207, 210]. 

Homocysteinylation of proteins has a considerable effect 
on their biological activity, including increased sensitivity 
to oxidation and increased propensities for oligomerization, 
denaturation, and sedimentation. The introduction of 8–9 
homocysteine residues into the methionyl-tRNA-synthase 
and 11–12 residues into trypsin completely deactivates these 
proteins [207]. N-homocysteinylation of human serum albu-
min lowers its RNA-hydrolyzing activity considerably [205]. 
Multiple homocysteinylation of cellular proteins can eventu-
ally result in cell apoptosis [200, 201, 203, 206, 210]. 

Deamidation and transamidation
One of the types of posttranslational modification, which 
plays an important role in cellular functions, is the deamida-
tion of the amides of dicarbonic acids. Many authors believe 
these reactions to be non-enzymatic cleavage of ammonia 
from the amide group of asparagine or glutamine, resulting 
in an intermediate product, a cyclic imide (Fig. 30) [211–215]. 
The rate of this product’s formation is determined by the lo-
cal amino acid surroundings and the characteristics of the so-
lution (рН and ingredients) [213, 214]. Asparagine residues in 
proteins are deamidated 40 times more often than glutamine 
residues. Furthermore, the rate of asparagine deamidation 
is 100-fold greater than the rate of glutamine deamidation 
[214]. 

The cyclic imide decays forming either aspartate residue, 
which forms in the largest quantities (3:1), or an isoaspartate 
residue, in which the peptide bond involves the β-carboxyl 
group of the aspartate side chain [216, 217]. In the latter case, 
the length of the protein increases by one methylene group 
(СН

2
), which can influence the structure and the functioning 

of the protein, including its stability [214, 216, 217].
Deamidation reactions result in the formation of an ioniz-

able carboxyl group charged negatively under physiological 
conditions, which alters the overall charge of the protein mol-
ecule and its spatial structure [214]. 

The β-iospeptide bond formed by lysine and glutamine 
side chains is considered by the organism to be an aberration Fig. 31. Transamidiation catalyzed by transglutaminase (E.C. 2.3.2.13) 

of a normal peptide bond, which is formed by the α-amino 
groups and carboxyl groups of amino acids, and is corrected 
by the protein isoaspartyl-O-methyltransferase (РIMT) (E.C. 
2.1.1.77), a widespread cellular enzyme [211, 212, 216]. The 
deamidation reaction of Asn/Gln and a deficit of РIMT cause 
serious illnesses in humans, such as cataract [218], Alzheim-
er’s disease [219], autoimmune diseases [220], and prion-de-
pendent encephalopathy [214, 221, 222].  

According to Robinson’s hypothesis, the instability of the 
asparagine and glutamine residues in cellular proteins under 
physiological conditions determines a key biological function, 
which is a programmed biological clock mechanism limiting 
the lifespan of proteins and peptides [212, 223, 224].

Deamidation, as well as АDP-ribosylation, can be caused 
by bacterial toxins. The cytotoxic necrotic factor 1 from Es-
cherichia coli (CNF1) and the dermonecrotic toxin (DNT) 
from Bordetella deamidate small GTPases in the human 
organism, such as Rho A (Gln63), Rac1, and Cdc42 (Gln61), 
which results in blockage of GTP hydrolysis and disorders in 
the regulation of cytoskeleton remodeling [225–228]. 

residue Asn

transition state  
succinimide  
derivative

residue Asp

residue isoAsp

Fig. 30. Deamidation of asparagine residues 
in peptides and proteins at pH>5

transglutaminase

isopeptide  
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Deamidation is often coupled with subsequent transami-
dation (interaction of the ε-amino group of a lysine resi-
due with the side chain of a glutamine residue in the same 
protein molecule), which is one of the types of crosslinks 
characteristic of posttranslational modification (Fig. 31) 
[228–232].

This process leads to the formation of multiple bonds be-
tween glutamine and lysine residues in protein molecules, 
which results in a massive protein aggregate whose subunits 

are cross-linked. This is an important process in the metabo-
lism of skin and hair and also during the healing of wounds 
[233].  

This work on the effects of chemical modification of human 
serum albumin on the RNA-hydrolytic activity of the protein 
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Abstract  In clinical medicine, the phenomenon of polypathy, as a particular object of investigation, was first put forth by French clinicians at the end of the 
19th century through the “arthritismus” doctrine. In the first half of the 20th century, German paediatricians singled out “syntropias,” which are combinations 
of diseases with common pathophysiological mechanisms, and “dystropias,” which are diseases that rarely co-occur in one individual. In the present paper, 
syntropy/dystropy is defined as a natural generic nonrandom phenomenon with an evolutionary-genetic basis. The genes involved in the development of syntropy 
are called “syntropic genes,” whereas the genes that co-participate in pathophysiological mechanisms and prevent the co-occurrence of particular phenotypes are 
called “dystropic genes.” Prospects for studying the genetic basis of this phenomenon are highlighted. The publicly available database HuGENet can be used in 
order to identify syntropic genes, as will be shown as examples in an analysis of cardiovascular diseases.
Keywords: syntropy, dystropy, syntropic and dystropic genes, genome, phenome, HuGENet. 

INTRODUCTION
Global epidemiological studies of human diseases have yielded 
plenty of results, among which three observations deserve 
special attention when considering polypathy and the phe-
nomenon of polymorbidity; that is, the situation in which an 
individual carries several diseases at the same time. First, only 
30 chronic multifactor diseases account for 65 % of all the dis-
eases human beings suffer from, accounting for morbidity and 
mortality rates in contemporary populations [1]. The risk of 
contracting such a multifactor disease in one’s lifetime is esti-
mated at 60 % [2] in Western populations. Secondly, polypathy 
is typical of the clinical state of a contemporary patient. In pa-
tients over 65 years of age, it is common to observe more than 
ten related diseases in clinical practice; the co-occurrence of 
diseases in women is more frequent than in men (this is true 
for all age groups) [3]. Finally, genetic epidemiology studies 
of common multifactor diseases point to the importance of 
inherited factors in their appearance and development. The 
role of genetic or inherited factors in determining the common 
phenotype of different diseases can vary, but even with low 
heritability indices (h2 = 20-30 %), the genetic factors that af-
fect vulnerability to infectious agents such as viruses, bacteria, 
helminths and parasites can be determined [4]. 

COMBINED DISEASES: SYNTROPY VS. DYSTROPY
The term «polypathy» refers to any manner of combinations 
of diseases and syndromes in a single patient, including ac-
cidental maladies (traumas, iatrogenic illness, etc.). However, 
special forms of polypathy do exist and were combined un-
der the term “syntropy” offered by German paediatricians 
M. Pfaundler and L. von Seht. They defined syntropy as the 
“mutual disposition, attraction” of two disease conditions, 
whereas they refer to “mutual repulsion” as dystropy [5]. In 
the same authors’ opinion, a “syndrome” can also be regarded 
as syntropy, because it includes selective affinity of the traits 

it is made of. Another feature of the affinity of pathological 
conditions is synchrony, the appearance of at least two dis-
eases simultaneously.  

As proof that the syntropy concept is relevant, Pfaun-
dler and von Seht collected and analysed about 30 thousand 
medical records for children starting from 1906. They of-
fered an index of syntropy (S) showing how much the ob-
served number of combinations of the diseases differs from 
the number that would be expected at random and pro-
vided many examples of syntropias with a high S index. 
For instance, “congenital heart disease – joint rheumatism” 
(S = 58.55), “psychopathy – enuresis” (S = 15.31), “hyperthy-
rosis – nephropathy” (S = 4.94), and “nephritis – exudative 
erythema” (S = 4.49). 

Recently, a number of papers have been published where-
by a similar idea was tested and proven using contemporary, 
sophisticated statistical methods [6-8]. They clearly dem-
onstrated a significantly more or significantly less frequent 
co-occurrence of certain diseases than would be expected at 
random. 

Actually, interest in polypathy was expressed even earlier, 
in the 19th century, through the concept of “arthritismus” by 
French clinician Charles Bouchard, who defined arthritis-
mus as a specific disposition toward a group of diseases oc-
curring either in isolation or in different combinations in an 
individual or among many members of his or her family [9]. In 
the opinion of the author of the concept, these diseases had a 
common basic effect on metabolism: namely, they decreased 
it (bradytrophy). 

Along with syntropic interaction between diseases, antag-
onistic relationships, so-called “dystrophic” diseases, are de-
scribed. Examples of dystropic diseases include lung tuberculo-
sis and mitral stenosis, type I diabetes mellitus and peptic ulcer 
disease, lymphoproliferative and myeloproliferative processes 
[3], as well as lung tuberculosis and bronchial asthma [9]. 
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There are many well-known syntropic diseases, including 
cardiovascular diseases [10, 11]; immune-mediated diseases 
(allergic diseases, autoimmune diseases) [12-14]; endocrine 
diseases including the combination of diabetes mellitus, au-
toimmune thyroiditis, and celiac disease [15, 16]; and psychi-
atric diseases, such as major depressive disorders and bipolar 
disorder [17], narcotic and addictive states [18, 19]. 

To assess the genetic contribution to syntropy, it is impor-
tant to return to its definition: it is the natural generic non-
random phenomenon of combination of two or more patho-
logical states in an individual and his or her nearest relatives, 
with an evolutionary and genetic basis [20]. Syntropias com-
prise just part of all known polypathias. They include etiologi-
cally and pathogenetically linked combinations of diseases, 
unlike random combinations.

Nonrandom combinations of pathologies in an individual 
and his or her relatives can highlight the common genes in-
volved in the disposition to separate diseases. Genetic studies 
of multifactor diseases strengthen our confidence that there 
are common genetic roots to such combinations (syntropias), 
notably when such combinations occur more often in fami-
lies of patients with these groups of diseases compared to the 
general population. 

In this aspect, we postulated that against the background 
of the huge number of human phenome characteristics one 
can carve out a fairly legible sector including a considerable 
number of interrelated pathological traits – syntropias – for 
which genetics is a worthy subject of investigation. Genes 
corresponding to such syntropic traits are called syntropic 
genes [20].

SYNTROPIC GENES (a GENERAL VIEW ON THE PROBLEM)
Epidemiological studies of complex diseases in humans pro-
vide good examples of syntropias (cardiovascular diseases 
continuum, allergic diseases, autoimmune diseases). Yet, for 
all syntropias it is important to identify the groups of genes 
that will determine one or the other pathophysiological path-
ways and can help predict the risk of syntropy among car-
riers of one or other combinations of those genes. Physical 
clustering of susceptibility genes in the human genome has 
been shown for a number of diseases and traits [21-23]. How-
ever, syntropic genes do not necessarily belong to a cluster of 
physically linked genes, but rather represent a set of func-
tionally interacting genes dispersed throughout the human 
genome, co-regulated and involved in a common biochemical 
or physiological pathway. 

Autoimmune disorders were among the first groups of 
diseases studied from the point of view of common genetic 
determinants in their development. There are many com-
mon elements in the clinical phenotype of autoimmune dis-
orders, approaches to their therapy, population prevalence, 
gender ratio (75% of patients with autoimmune diseases are 
females), and occurrence in families. Becker K.G. et al. put 
forward a hypothesis assuming that, in some cases, clinically 
different autoimmune diseases can be controlled by a com-
mon set of susceptibility genes [21]. They performed a com-
parison of the linkage results from 23 published autoimmune 
or immune-mediated disease genome-wide scans in humans 
(multiple sclerosis, Crohn’s disease, psoriasis, asthma, and 
type I diabetes) and animals (experimental autoimmune en-

cephalomyelitis, rat inflammatory arthritis, rat type I dia-
betes, murine type I diabetes, Bordetella pertussis-induced 
histamine sensitization, immunity to exogenous antigens, 
and murine system lupus erythematosus); non-autoimmune 
disorder genome scans were analyzed as well (type II diabe-
tes, schizophrenia, bipolar disorder, leptin-dependent obesi-
ty, and hypertension). It was shown that the majority (about 
65%) of human positive linkages for immune-mediated dis-
eases map non-randomly into 18 distinct clusters and over-
lapping susceptibility loci occur between different human 
immune diseases. A similar pattern was observed in experi-
mental autoimmune/immune disease models. A number of 
autoimmune candidate genetic loci from different diseases 
did not fall into identifiable clusters, and these singleton loci, 
in the author’s opinion, may be independent loci; they may 
contribute to disease specific susceptibility, tissue or organ 
tropism, or may be false positives. In the control group of 
nonimmune-mediated human diseases, linkage with auto-
immune/immune clusters was rare. 

The need to screen the «immunological genome» for de-
tection of the genetic basis of infectious, inflammatory, and 
autoimmune diseases was pointed out in the early 1990s [24]. 
A similar issue was formulated by geneticists in respect to 
the long-standing clinical observation of the existence of an-
other immunological syntropy including psoriasis, psoriatic 
arthritis, atopic dermatitis, and asthma. However, in the pre-
genomic period, it was established that psoriasis is a clear 
example of a Th1-mediated disease (cellular immunity) con-
trolled by IFN-γ gene expression, unlike the Th2-mediated 
diseases (humoral immunity), such as asthma, for which IL-4 
gene expression is important. Genomic studies of these dis-
eases confirmed this: asthma, at least partially, results from 
molecular-genetic mechanisms different from those involved 
in psoriasis. To date, multiple genome-wide linkage studies 
and a number of genome-wide association scans for asthma 
have been performed, and several genomic regions have 
been repeatedly identified, including those on chromosomes 
2q33, 5q23-31, 6p24-21, 11q12-13, 12q24-12, and 13q14-12. 
Eight new asthma susceptibility genes have been discovered 
by positional cloning: ADAM33 (desintegrin and mellopro-
teinase-33), DPP10 (dipeptidyl peptidase-10), PHF11 (plant 
homeodomain finger protein-11), GPRA (G protein-coupled 
receptor for asthma), HLA-G (histocompatibility antigen), 
CYFIP2 (cytoplasmic fragile X mental retardation-inter-
acting protein 2), IRAKM (interleukin 1 receptor-associated 
kinase), and OPN3 (opsin-3) [25, 26]. It has been shown that 
asthma loci and atopic dermatitis loci indentified by genomic 
scans rarely overlap [12, 27]. At the same time, genome-wide 
linkage scans have identified multiple loci linked to atopic 
dermatitis and psoriasis and revealed shared susceptibility 
loci for these diseases on chromosomes 1q21, 3q21, 17q25 and 
20p12 [28]. Hence, in the syntropy including four diseases as-
sumed earlier, asthma genetically significantly differs from 
the other three disorders. 

Certainly, the abovementioned premises are just a general 
conception of syntropy and its genetic basis (syntropic and 
dystropic genes). The genetic component of this phenomenon, 
noticed earlier, should be the subject of contemporary studies 
based on advances in molecular biology and genetics, as well 
as functional genomics and bioinformatics. Such concepts 
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help advance the complex problem of defining the genetic 
basis of common multifactorial human diseases. 

A similar disease network hypothesis was expressed and 
exploited in a recent study by Rzhetsky A. et al. [7]. They ana-
lysed 1.5 million patient records for 161 disorders and offered 
an approach that allowed to estimate the extent of genetic 
overlaps between the diseases. Based on the results, Rzhet-
sky A. et al. concluded that “disease phenotypes form a high-
ly connected network of strong pairwise correlations” and 
speculated that this can be immediately applicable to genetic 
mapping studies involving multiple, apparently disparate 
phenotypes. 

syntropic genes for cardiovascular 
disease continuum
Based on the concepts and definitions presented above, we 
aimed to define syntropic genes for a well-known group of 
syntropic diseases – cardiovascular disease continuum (CDC), 
including coronary artery disease (CAD), arterial hyperten-
sion (AH), stroke, metabolic syndrome (MS), dislipidemia 
(DL), obesity, and noninsulin-dependent diabetes-mellitus 
(NIDDM).

The CDC concept was initially presented in 1991 [10]. This 
idea considers cardiovascular diseases (CVD) as a sequential 
line of events determined by multiple, related and unrelated 
risk factors, progressing over a number of physiological and 
metabolic pathways and resulting in the development of the 
final stage of a heart disease. The continuum members (dis-
eases and traits) overlap and interact as a sequence of dis-
crete and tandem states during the progression of CVD [10, 
11]. This context allowed us to refer this unity of pathological 
conditions to a syntropy.  

We used the publicly available research tool HuGE Navi-
gator to identify the genes underlying the development of 
seven CDC diseases (as specified above). The HuGE Naviga-
tor provides access to a continuously updated human genome 
epidemiology database that includes information on popula-
tion prevalence of genetic variants, gene-disease associations, 
gene-gene and gene-environment interactions, and the eval-
uation of genetic tests. It is based on the achievements of the 
Human Genome Epidemiology Network (HuGENet™), a vol-
untary, international collaboration focused on assessing the 
role of human genome variation in health and disease at the 
population level. Since 2001, HuGENet™ has maintained a da-
tabase of published, population-based epidemiologic studies 
of human genes extracted and curated from PubMed [29].

In the HuGENet database, the number of genes studied 
in relation to the seven CVDs varied between 162 for DL and 
466 for AH. HuGE Navigator ranks these genes by score for 
a given gene estimated as the ratio of the number of studies 
showing positive results for an association to the total number 
of published studies.

To stress the strength of the associations between genes 
and diseases, we only considered genes with a score equal to 
or greater than 0.01. The maximum scores for different genes 
associated with the diseases analyzed were 4.1 for DL, 1.60 for 
CAD, 1.12 for AH, 1.02 for stroke, 1.01 for MS, 0.74 for obesity, 
and 0.36 for NIDDM.

Twenty-one of the genes found were associated with all of 
the CDC diseases (Table 1). Certainly, the number of genes 

underlying any particular disease included in CDC syntropy 
is much higher. However, for total CDC syntropy, in accor-
dance with HuGENet data and ranking criteria, only these 
21 genes can be attributed to the control of the development 
and structure of CDC syntropy itself, and these genes can 
be called syntropic genes of CDC. Two features merit special 
attention. First, most of these genes are well-characterized 
and have been studied at length. Secondly, they comprise 
the inherited basis of the pathophysiological continuum of 
mechanisms underlying the development of this syntropic 
disease group, including dysfunction in lipid metabolism, 
renin-angiotensin-aldosteron system, sympathoadrenal sys-
tem, inflammation, and endothelial function. 

The results of genetic association studies (GAS) are con-
troversial due to sample heterogeneity (ethnic variety, age 
and gender differences), relatively small sample sizes (mega-
studies have appeared only recently), and indistinct clinical 
criteria in disease group recruiting. Taking this into account, 
it is generally assumed that GASs should be accompanied by 
meta-analysis, as well as genome-wide association studies 
(GWASs). These principles were taken into account in the 
development of HuGENet, and genes appearing in GWAS 
and meta-analysis receive higher coefficients.

Table 1 – Syntropic genes for cardiovascular disease continuum

Order 
number

Gene 
symbol Gene product Chromosomal 

localisation

1 ABCA1 ATP-binding cassette  
transporter 1 9q22-q21

2 ACE Angiotensin I-converting 
enzyme 17q23

3 ADIPOQ Adipocyte-specific secretory 
protein 3q27

4 ADRB2 β
2
-adrenergic receptor 5q32-q34

5 AGT Angiotensinogen 1q42-q43

6 AGTR1 Angiotensin receptor 1 3q21-q25

7 APOA1 Apolyporpotein А1 11q23

8 APOE Apolyporpotein Е 19q13.2

9 CETP Cholesteryl ester transfer 
protein 16q21

10 ESR1 Estrogen receptor 1 6q25.1

11 GNB3 Beta-3 G-binding protein 12p13

12 IL6 Interleukin-6 7p21

13 LIPC Hepatice lipase C 15q21-q23

14 LPL Lipoprotein lipase 8p22

15 LTA Lymphotoxin-α 6p21.3

16 MTHFR Methylenetetrahydrofolate 
reductase 1p36.3

17 NOS3 Endotelia NO-synthase 7q36

18 PPARG Peroxisome proliferator-
activated receptor-γ 3p25

19 SERPINE1 Plasminogen activator  
inhibitor 1 7q21.3-q22

20 SELE Selectin E 1q23-q25

21 TNF Tumor necrosis factor-α 6p21.3
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Ninety-one meta-analysis studies carried out for 21 genes 
and seven diseases were found in HuGENet. The numbers 
vary for different diseases, and the maximum values found 
are for the MTHFR and APOE genes (18 and 13 studies, re-
spectively). No meta-analyses have been published so far for 
the SELE, ESR1, and SERPINE1 genes. Among the diseases 
considered, CAD, stroke, AH, and obesity were the most com-
mon subjects of meta-analysis: 28, 21, 17, and 13 studies, re-
spectively.

At the time of this study, in the HuGENet, there were 13 
meta-analyses for the APOE gene, and CAD and stroke. Re-
cent analyses [30] included 203 studies for a period from 1970 
to 2007, providing ultimate proof of the significant association 
between genetic variants of the APOE gene and CAD and 
stroke. For carriers of the E4 allele, the risk of CAD develop-
ment is 20% higher than those without it, and the cholesterol 
levels in low-density lipoproteins increase in the following 
direction (in terms of the presence of the APOE allele): E2/E2, 
E2/E3, E2/E4, E3/E3, E3/E4, E4/E4. The odds ratio (OR) for 
CAD development in carriers of E4 is 1.06 (95% CI 0.99-1.13). 
In a review of 500 papers [31], a significant and direct associa-
tion between the APOE and strokes in Asians (Chinese, Japa-
nese, Koreans)---but not in Caucasians---was established. 
Also, the association of strokes with other genes (ACE I/D, 
MTHFR 677C/T) was confirmed. Thus, three phenotypes of 
the CDC syntropy express association with APOE and the as-
sociation is confirmed by meta-analyses.

For the other gene subjected to numerous meta-analyses, 
MTHFR, the association with five CDC phenotypes (CAD, 
AH, stroke, NIDDM, obesity) and its C677T polymorphism is 
rather supported [32-36] than not [37]. It is notable that the 
MTHFR polymorphism is an independent risk factor for AH 
[38].

The association of the ACE gene with CVD has been stud-
ied for a long period of time, and a large body of data has been 
accumulated. However, meta-analyses for the gene and their 
disease groups have been initiated only recently. There are 
seven such publications in the HuGENet database. In the me-
ta-analysis of 118 studies, the I/D polymorphism of ACE was 
conclusively shown to be associated with CAD and NIDDM 
[39]; however, there are meta-analyses that cannot confirm 
this association [36, 40]. Meta-analysis of the other gene in the 
rennin-angiotensinogene system, AGT, showed significant 
association between its polymorphism M235T and CAD, AH, 
obesity, and stroke; in all cases, the 235T/T genotype is as-
sociated with increased risk of diseases [41, 42].

For the association of the LPL gene and CVDs, the results 
of meta-analyses are quite controversial. There are just seven 
such analyses, and they deal with separate multiple polymor-
phisms of the gene. The results of one meta-analysis study 
identified an association between the Asn291Ser mutation 
and CAD, NIDDM, and DL (hypertrigliceridemia and low 
level of cholesterol in high-density lipoproteins) [43]. A me-
ta-analysis in which, for the first time, a gene-gene interac-
tion between APOE and LPL was shown has been published 
[44]. According to this study, in co-carriers of АРОЕ* Е4 and 
LPL*447X (S447X polymorphism), OR for stroke and myo-
cardial infarction development was 2.2 (р = 0.01).

Three genes critical for the development of inflammation 
were shown to be important for CDC syntropy: IL6, TNF, and 

LTA. For the LTA gene, only one meta-analysis is known (for 
CAD); however, for the IL6 and TNF genes, five and seven 
meta-studies are cited in HuGENet, respectively. IL6 was 
examined in meta-analyses for association with NIDDM and 
CAD and confirmed the lack of any association [45-47]. For 
the TNF gene, there are meta-analyses for all diseases in-
volved in the CDC syntropy, except for DL. The analysis of 
31 studies of MS and -308G/A polymorphism of TNF showed 
that -308A allele carriers show a 23% higher risk of obesity; 
they also have significantly increased systolic blood pressure 
and plasma insulin levels [48]. The same polymorphism shows 
stable association with CAD and stroke in Asians: genotype 
-308G/G carriers show a 40% lower risk of stroke than the 
others [49].

For the other CDC syntropic genes and phenotypes, there 
are very few meta-analyses, and it is important to study them 
further using this method. 

Based on the information on shared and non-shared genes, 
we conducted a hierarchical cluster analysis of the CDC syn-
tropy diseases to determine whether they have gene-based 
relationships. Two tight clusters are seen; one is comprised of 
AH, CAD, stroke and DL, while the other is composed of MS, 
obesity, and NIDDM (Fig. 1). 

It seems reasonable that AH, CAD, stroke, and DL form 
a close cluster by shared susceptibility genes. This has been 
proven by Dzau V. et al. [11] in their paper presenting the 
CDC concept. For these four components of CDC, the over-
lap of basic pathways (lipid metabolism, rennin-angiotensin-
aldosterone and adrenergic systems, oxidative stress, and 
endothelial dysfunction) in the phenotype development is 
demonstrated [34, 41].

However, MS, obesity, and NIDDM have their common 
and specific features in pathogenesis. The common feature 
being that their leading pathway is insulin metabolism. Nev-
ertheless, MS is distinguished by resistance to hyperinsulin-
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Fig. 1. Tree diagram showing clusters of cardiovascular disease con-
tinuum members based on the number of shared/non-shared genes 
associated with them. MS – metabolic syndrome; NIDDM – non-insulin 
dependent diabetes-mellitus; AH – arterial hypertension; CAD – coro-
nary artery disease; DL – dislipidemia
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ism and insulin, while NIDDM is characterized by the im-
paired pancreatic beta-cell function and insulin resistance [50, 
51]. These features can be attributed to the relations between 
MS, NIDDM, obesity, and the other CVDs studied, which are 
reflected in the cluster diagram.

The approach presented here can potentially be applied 
to any other syntropic disease group. Presumably, it could be 
interesting to analyse the genetic clustering of the plethora of 
human diseases for the purpose of building a generic system 
for their classification. 

A similar approach was used recently by Torkamani A. 
et al. [8], who showed a high correlation between the SNPs 
significant in the GWAS for CAD, AH, and NIDDM, as well 
as for biporal disorder (BD) and a number of immune-me-
diated diseases. In particular, they showed that among the 
top-ranked (in terms of the statistical significance of their 
association with diseases) 1 000 SNPs, there are 57 shared 
by CAD and NIDDM, 81 shared by AH and NIDDM, and 63 
shared by AH and CAD. These genetic correlations between 
the diseases were highly significant. Also, strong correlation 
between the autoimmunity-related disorders rheumatoid ar-
thritis and insulin-dependent diabetes-mellitus was demon-
strated. Surprisingly, a strong genetic correlation of BD and 
CAD and NIDDM, as well as a strong correlation between AH 
and Crohn’s disease – seemingly unrelated diseases – was 
observed. This suggests some unexpected links between these 
diseases and argues for the utility of a genetic correlation-
based approach for natural disease categorization. 

conclusion
“Phenome” by analogy with the term “genome” is defined as 
the exact phenotypic representation of a species [52]. It in-
cludes the morphological, biochemical, physiological, and on-
togenetic characteristics of an organism. Phenomics seeks to 
define the extent of variability in the phenome but represents 
a major challenge. The view of a pathological phenotype from 
the point of view of nonrandom combination of morbid traits 
(syntropy) does not coincide with the clinical tradition of pay-
ing primary attention to a particular diagnosis, a nosology. In 
the syntropic approach, from the infinite number of traits of 
the phenome, a sampling of interrelated traits controlled by 
common genes is assumed. The way to identify such syntropic 
genes is not significantly different from what is done for the 
genetic analysis of any non-Mendelian trait. However, sub-
stantially larger population sample sizes will be required to 
achieve confidence in a gene-phene link. Moreover, unifica-
tion (standardisation) of a phenotype is critical, if very time-
consuming, and dependent on the clinicians and epidemiolo-
gists involved in ongoing epidemiological studies in different 
regions of the world. 

In this respect, it is also worth noting the very well-rec-
ognized phenomenon of pleiotropy, the multiple phenotyp-
ic effects of a single gene. A few recent studies discuss this 
problem in application to human diseases and put forth ideas 
similar to the concept of syntropy [53, 54]. Likely, pleiotropy 
is one of the basic factors of syntropy development. The sum 
of the pleiotropic effects of genes constitutes the physiologi-
cal fields of their action, which can be described as the gene’s 
network or, in a more common sense, as the biological net-
work. The overlap of the fields of action of the genes forms a 
meta-field, which is the basis for the development of a group 
of diseases bearing relation to these genes. Given the com-
mon genetic background based on the interaction between a 
limited set of genes, these diseases would have a tendency to 
cluster together, constituting a syntropy. At the same time, 
these diseases are phenotypically distinguishable, because 
different parts of the gene meta-field of action will have a 
conclusive significance for different diseases.

An increase in genetic association studies, both candidate-
gene-based and GWAS-based, is forecasted [39]. This prog-
nosis is based on the advances in the availability of mapped 
SNPs, finalisation of the HapMap Project, microarray-based 
genotyping technology development, and evolution of sta-
tistical and bioinformatical methods. However, looking for 
genetic markers for complex disease risk is not as straightfor-
ward as detecting phenotypic biomarkers of the disease risk 
currently used in clinical practice [55].

Actually, the OR attributable to most alleles associated 
with complex diseases both in GASs and GWASs rarely 
reaches a value of 1.15-1.50; usually, even weaker associations 
are detected, and their application to clinical practice is esti-
mated to be low [55]. However, it cannot be excluded that the 
weak effect is a consequence of the genetic and phenotypic 
heterogeneity of the studied population, when there are indi-
viduals showing higher effects of respective genes, too. Tak-
ing this into consideration, it is suggested that a well-focused 
approach to the organization of the study will help detect 
stronger and more robust associations of alleles with patho-
logical phenotypes, for instance, in young patients, among 
persons with a definite family aggregation of the diseases, 
or in patients frequently hospitalized [56]. In our opinion, the 
analysis of common genes for a chosen syntropy offered an 
option for such a well-focused study, which is helpful in dis-
covering genes with strong effects and ranking them by their 
effect in relation to a pathophysiological continuum.  
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Abstract  Studies of ancient DNA specimens started 25 years ago. At that time short mitochondrial DNA (mtDNA) fragments were the main targets in ancient 
DNA studies. The last three years were especially productive in the development of new methods of DNA purification and analysis. Complete  mtDNA molecules 
and relatively large fragments of nuclear DNA are the targets of ancient DNA studies today. Ancient DNA studies allowed us to study organisms that went extinct 
more than ten thousand years ago, to reconstruct  their phenotypic traits  and evolution. Ancient DNA analyses can help understand  the development of ancient 
human populations and how they migrated. A new evolutionary hypothesis and reconstruction of the biota history have been re-created from recent ancient DNA 
data. Some peculiarities and problems specific to the study of ancient DNA were revealed, such as very limited amounts of DNA available for study, the short 
length of the DNA fragments, breaks and chemical modifications in DNA molecules that result in “postmortem” mutations or complete blockage of DNA replica-
tion in vitro. The same specific features of DNA analysis were revealed for specimens from complicated forensic cases that result in the lack of experimental data 
or interpretation problems..  
Here, we list the specific features of ancient DNA methodology and describe some achievements in fundamental and applied research of ancient DNA, including 
our own work in the field.
Keywords: ancient DNA, methods, evolution, DNA identification, forensic examination. 
Abbreviations:  mtDNA – mitochondrial DNA,  cmtDNA – complete mtDNA sequence, STR – short tandem repeats.

Introduction
Ancient DNA studies allow to empirically verify evolution-
ary hypotheses and contribute to the complex reconstruction 
of historical changes in biota. The analysis of DNA from hu-
man archeological samples reveals information on the genetic 
traits of ancient inhabitants of various geographical regions. 

The first published reports on the study of ancient DNA 
appeared 25 years ago. Researchers managed to extract a 
DNA fragment from a museum sample of dried muscle tissue 
taken from a quagga – a South-African odd-toed ungulate 
animal that disappeared in the 19th century. The extracted 
DNA fragment was cloned in a phage vector and sequenced. 
Phylogenetic analysis showed that the determined sequence 
of the mitochondrial DNA (mtDNA) was related to zebra spe-
cies [1, 2]. The next study  described  the extraction, cloning, 
and sequencing of  DNA fragment from a ~2,400-thousand-
year-old Egyptian mummy [3]. After these, attempts were 
made to extract DNA from the remains of animals, plants and 
microorganisms whose ages ranged from several hundreds to 
more than a million years (see review in [4]). As the data ac-
cumulated, it became clear that the age of the remains that 
could still have analyzable templates, calculated using  kinet-
ics of DNA decay,  was not greater than 0.1–1.0 Myr, and that 
the level of DNA preservation depended on the age and type 
of the biological sample, and also on the conditions in which it 
was preserved [5, 6]. Reports on the extraction of DNA from 
specimens older than 1 Myr are most probably erroneous. The 
most ancient authentic DNA samples have been isolated from 

permafrost specimens, such as mammoth, bison and other 
animal remains, chloroplast DNA from plants, and bacterial 
DNA [7–12]. Fragments up to 900–1 000 base pairs (bp) have 
been amplified  from these samples. The low temperature and 
humidity improve DNA preservation, that allows researchers 
to analyze samples from remains that are tens of thousands of 
years old (Fig. 1) [13].

Studies of DNA isolated from ancient or historic specimens 
must deal with a number of methodical problems. These in-
clude the exceedingly small quantity and small size of the 
DNA fragments extracted from ancient samples, as well 
as the presence of chemical DNA modifications that block 
DNA  replication and cause the appearance of postmortem 
mutations in the nucleotide sequence. Spontaneous damage 
of  DNA molecules in a living  cell is repaired during replica-
tion or causes death and elimination.  After an organism dies, 
both the reparation and elimination of cells with damaged 
DNA come to a halt; that leads to the accumulation of chemi-
cal modifications and  fragmentation of DNA molecules. Fur-
thermore, the DNA is further destroyed  by the organisms of 
the soil biota. Degradation of ancient DNA makes contamina-
tion of the samples by even a single molecule of modern DNA 
a major cause of false results. 

Using  the  PCR techniques [14–16] has considerably wid-
ened the possibilities of ancient DNA analysis, since it allows 
in vitro amplification of a single original DNA molecule. PCR 
allows selective amplification of target DNA fragments; that 
is very important in ancient DNA analysis, since 99% of the 
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extracted DNA can be a mixture of  bacterial or fungal DNA 
from soil. 

The development of extraction and sequencing technolo-
gies in ancient DNA study in the past few years has  allowed  
to sequence the complete mitochondrial genomes, to  recon-
struct  nuclear genomic regions,  to analyze  the genetic popu-
lation variety of extinct species (moa, mammoth, furry rhi-
noceros, cave bear, Beringian bison, giant eagle, Neanderthal, 
etc.), and to study changes in the Pleistocene and Holocene 
ecosystems (see reviews [4, 17–20]). 

Years of research have resulted in the establishment of a 
number of requirements to ancient DNA studies and criteria 
upon which the authenticity of resulting data is judged. Con-
tamination of the analyzed samples by modern DNA is still 
one of the most pressing problems during ancient DNA anal-
ysis. One of the well-known examples is the report related to 
the extraction of a DNA fragment from the dinosaur bone 
[21] that, as it turned out during further analysis, was a frag-
ment of human nuclear DNA [22], as well as the mentioned 
above attempt to sequence DNA from an Egyptian mummy 
[3]. Currently, the sequence obtained in the mummy study is 
assumed to be the result of modern human DNA contamina-
tion [17, 23]. 

DNA sequences reconstructed from ancient or historic 
samples can also contain errors because of hydrolytic or ox-
idative modification of the ancient DNA. For example, se-
quencing of long regions of the same sample of Neanderthal 
nuclear DNA was performed by two groups of researchers. 
The Edward Rubin group from the Joint Genome Institute 

of the U.S. Department of Energy published a 65,000 bp se-
quence, and the Svante Pääbo group from the Max Planck 
Institute for Evolutionary Anthropology reported the se-
quencing of 1 million bp [24, 25]. Further data analysis de-
termined that a considerable amount of errors was present 
in the second group’s data. Most of the data was the result of 
contamination by modern DNA. Furthermore, the “single-
run” sequencing approach used by this group did not prevent 
multiple errors that appeared because of ancient DNA nucle-
otide modification and could only be excluded by multiple se-
quencing [26–28]. Errors were also detected in the published 
sequence of the mtDNA fragment from the Feldhofer cave 
Neanderthal [29]. Out of the 27 detected alterations, as com-
pared to human mtDNA, 4 turned out to be artefacts [30]. 
The published nucleotide sequences of other species are also 
not free of errors  (the Pleistocene cave bear [31], mammoth 
[32, 33], etc.). 

Similar problems (exceedingly small amounts of DNA, or 
DNA damaged by thermal conditions or chemical agents) of-
ten come up during the genetic analysis of forensic samples. 
An analysis of these problems and approaches that allow to 
solve them are presented in this review.

Extraction of DNA and contamination problem
Paleontological and archeological materials and biological 
samples that are collected at excavation sites or stored in 
museums yield very small amounts of DNA that is usually 
highly fragmented. Moreover, this ancient DNA is modified 
in various ways that prevents amplification or lead to errors 
in nucleotide sequence reads. Because of the low efficiency of 
amplification of authentic DNA extracted from ancient and 
historic samples, contamination of the sample by even a sin-
gle modern DNA molecule can produce errors. A number  of 
specific measures must be taken in order to prevent contami-
nation and to detect possible contamination. False positive 
results, caused by in-lab contamination, are one of the major 
problems in ancient DNA studies. That is why the key step in 
molecular-genetic analysis of ancient and historic samples is 
DNA extraction. 

Extraction of DNA from ancient samples must be per-
formed in accordance with sample  age and quality. It par-
ticularly involves the choice of the detergent used for cell 
lysis. Sodium dodecyl sulfate (SDS) that is used in standard 
DNA extraction for the purpose of lipid destruction could be 
substituted by non-ionic detergents for soft lysis (Triton or 
Twin), or by detergent-free extraction, since lipids have been 
already destroyed in ancient samples, and the use of SDS 
lowers the DNA yield. Nevertheless, the use of detergents is  
recommended  for more recent samples. Treating bone mate-
rial with reagents that include EDTA causes sample decalci-
fication and  pH lowering, which can affect DNA binding on 
the columns used in downstream extraction procedures. 

Studies of ancient DNA should be conducted in specially 
equipped facilities with all possible means for preventing con-
tamination by modern DNA. It includes facilities with altered 
air pressure: high pressure in the rooms used for ancient 
DNA work and low pressure in rooms where modern DNA 
and amplified products are studied. These facilities must be 
regularly disinfected with chemicals and UV-radiation, to 
avoid  any DNA (target, amplified or contaminant) and cell 
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Fig. 1. Unusually well-preserved mammoth M. primigenius DNA speci-
men obtained from permafrost-preserved remains found in 1986  in the 
valley of the Enmynveem River (Chukotka): 
а – Fluorescence of nuclei in muscle cells of M. primigenius (~33, 000 
years old) after DAPI staining  indicates a relatively high degree of  DNA 
preservation;   b – electrophoresis of total genomic DNA extracted from 
mammoth muscle tissue  (lane 1  is 1/10 dilution of the DNA on lane 2), 
and control  DNA isolated  from fresh human blood samples (lanes 3 
and 4). The right lane is a DNA molecular weight marker (fragments sizes 
are  indicated in kb) [13]
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material  (aerosols and dust with microorganisms and human 
and other organism’s cells). Ancient DNA work must be con-
ducted in protective clothing, gloves, and masks. A minimum 
requirement is that DNA extraction procedures performed 
on ancient DNA and involving single fragmented molecules 
must be performed in facilities physically separated from the 
ones for PCR-amplification and downstream amplified DNA 
procedures that work with millions of molecules. Facilities 
for ancient DNA handling must not house procedures with 
amplified fragments, as it is exceedingly difficult to prevent 
their spreading. DNA from modern organisms must be han-
dled in a separate building, or at least a facility with a sepa-
rate ventilation system. All these measures help  to prevent 

contamination but do not affect the contamination of the 
sample itself that remains as it was before it ever got into the 
laboratory. In order to decrease contamination, the surface 
layer of the sample is usually removed. 

Contamination is usually a very important issue in ancient 
human or microbal DNA studies, since both human and bac-
terial DNA are constantly present in laboratory. Thus, the se-
quences of contaminant DNA are harder to separate from the 
authentic DNA than when dealing with exotic or rare species. 
The guidelines for working with ancient DNA and the crite-
ria of authenticity for the amplified ancient DNA fragments 
are described in the following reviews [4, 17, 34–36] and are 
listed in Table 1.

Table 1.  Authenticity criteria for ancient DNA

Criteria Importance for authenticity

Reagents and plastic to be used for work with ancient DNA must be 
tested  for potential contamination (possible presence of amplifiable 
foreign  DNA  templates in any reagent). Contamination of the laboratory 
material by only single DNA molecules can occur, thus the contaminating 
DNA molecules  may yield amplification PCR product in only one out of 
several tested samples. Thus  multiple control tests have to be performed 
for the  laboratory reagents and material. 

Prevents contamination through reagents and disposable materials.

All the manipulations for DNA extraction are performed for the control 
samples using in parallel  the same solutions, but  with no ancient mate-
rial added in a course of the procedures. Thus PCR is performed with a 
double negative control: the regular “PCR control”  (PCR mix with no 
extracted DNA template) and the  extraction control (PCR mix with the 
“empty” extract).

Helps to detect contamination that may happen during extraction or  in a 
process of  the PCR mix preparation.

Positive controls are usually not used to avoid the risk of potential cross- 
contamination of the tested samples. Prevents contamination.

Whenever possible, several independent extractions of DNA are per-
formed using different samples from the same specimen.

Helps to identify the authentic endogenous DNA if local contaminations by 
external DNA occurred on the tested specimen  itself.

Repeated PCR amplifications of material obtained from the same and 
from different extractions.

Helps to identify sporadic contamination; facilitates the identification of 
potential errors due to PCR errors  or chemical modifications of ancient DNA 
templates (“postmortem ancient DNA mutations”); control the phenomenon 
of drop-out or drop-in alleles (heterozygous and homozygous state) occurring 
in PCR of very low amount of DNA ( low copy number DNA templates)  

 Cloning of amplification products and sequencing of multiple clones.
Identifies heterogeneity in the amplified products caused by  contamination 
with  foreign DNA or incorporation of postmortem DNA mutations due to 
chemical modification of  ancient DNA templates nucleotides.

Quantification  of the number of original DNA template molecules taken 
for each PCR. The minimal amount of DNA templates required can  
vary noticeably depending on the length and the nucleotide content of 
the amplified fragment, and also on the sensitivity of the specific pair 
of primers. 

Determines the possibility that nucleotide errors occasionally generated 
during the initial rounds of PCR  will exist in the majority of the molecules 
in a final PCR product and thereby, the consensus sequence may harbor 
the errors. Extracts that contain only a few or even a single molecule are 
very much prone to yield this type of errors. To avoid them  several inde-
pendent amplifications are required to determine the authentic sequence.  
Amplification using at least 1 000 original DNA molecules in PCR most likely 
yield the correct consensus  sequence in each nucleotide position.

Peculiar “molecular behavior,”  a reverse correlation between the effi-
ciency of amplification and the length of the amplified fragment.

If the sample does not exhibit more intensive amplification of shorter frag-
ments than that of longer fragments, as compared to modern DNA, this 
indicates that the source of the amplified DNA is contaminated by modern 
templates. 

Biochemical analysis of the level of preservation of macromolecules.
A high level of biochemical preservation of macromolecules indicates a high 
probability of preserved DNA molecules being found in the sample. Thus, 
the test would support the authenticity of the DNA sequencing results. 

Careful design of PCR primers for authentic mtDNA sequences to avoid  
concurrent PCR amplification of nuclear pseudo mitochondrial DNA 
(numt) sequences along with   mtDNA regions.

Nuclear genome has regions of multiple insertions of  mtDNA regions 
diverged during  the evolution. Thus the  amplification of nuclear pseu-
dogenes instead or along with mitochondrial DNA sequences could be 
potentially obtained  for certain PCR primers designed for amplification of 
mtDNA genome sequences. 

Independent confirmation of results in a different laboratory.

It may help to identify laboratory contamination of samples or reagents, 
but it does not rule out contamination that can occur in the sample itself 
(contaminants that were a part of the sample before it arrived at the labora-
tory, for instance during archeological excavation). The requirement for two 
independent laboratories involved in DNA extraction and primary analysis 
was mandatory. Now it has been dropped. 
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Identifying contamination
Possible contamination can be identified  with a high degree 
of accuracy during ancient DNA studies if it is a priori  sup-
posed that the sample could be contaminated, so that the 
results are viewed with this possibility in mind. In order to 
identify laboratory contamination, researchers use “empty” 
extracts that have been processed along with the target sam-
ple but without  adding tissue sample or DNA. Since contami-
nation templates can be present in very low concentrations 
and  not manifest themselves in each reaction, multiple con-
trol reactions are made, usually in proportion 1:5 , but with 
no fewer than 1:1 to the extracted sample. Such “empty” ex-
tracts are used in all further analytic procedures in addition 
to the regular negative controls. 

Independent confirmation of results in  different laborato-
ries  is considered to be one of the strong indicators of authen-
ticity. But even this is not an absolute guarantee [36]. 

Special attention must be paid to bioinformatic analysis 
of the obtained nucleotide sequences. Since analysis of an-
cient samples usually involves mtDNA analysis, it is impor-
tant to compare the sequence not only with the mtDNA of 
species closely related to the sample source or with human 
mtDNA (the most likely source of contamination), but also 
with the nuclear homologues of mtDNA genes (nuclear mtD-
NAs, numts), whose similarity to mtDNA is ~98% and more in 
case of human mtDNA (such as the NT_004350.18 sequence 
located on Chromosome 1).

Chemical modifications of ancient 
DNA and postmortem mutations 
Postmortem DNA alterations, and mutations during in vitro 
DNA amplification, are among the central methodological 
problems in ancient DNA and complex forensic DNA analy-
sis. As opposed to metabolically active tissues that have an 
active DNA reparation system postmortem cells accumulate 
chemical (hydrolytic or oxidative) DNA modifications and 
strand damage. Studies show that postmortem DNA dam-
age includes strand breaks, loss of bases and cross-linking 
between strands that inhibits PCR. Postmortem alterations 
that modify bases but do not inhibit amplification are espe-

cially important, since they can cause the appearance in the 
amplification products nucleotide of changes that were not 
present in the authentic sequence  (type I substitutions A → 
G / T → C and type II substitutions C → T / G → A) (Table 2). 
The manner how the degraded DNA templates are damaged 
depends on the samples age, their geographic origin, and the 
taphonomic conditions (preservation conditions) of the en-
vironment where the samples were stored. Postmortem al-
terations can appear in mutational hot-spots, thus simulating 
evolutionary mechanisms [37]. The manner and dynamics of 
accumulation of postmortem DNA alterations are under con-
tinuous research [38, 39]. DNA damage limits the size of the 
DNA fragments found in ancient samples to about 100–500 

Table 2. Various types of ancient DNA damage (from [4, 17] with modifications)

Type of damage Cause of damage Effect on DNA Possible solution 

Nucleobases and deoxyribose 
degradation

Postmortem destruction 
by intracellular nucleases, 

degradation by microorganisms 
and environmental  chemical 

processes 

Apurinization of DNA, strand 
breaks, decrease of DNA frag-

ment size, decrease of the overall 
amount of DNA

Amplification of short (<100–200 bp) over-
lapping fragments

Cross-links that block PCR

Alkylation, Maillard reaction 
(chemical reaction between a 
sugar  molecule and an amino 

group of a nucleobase or an 
amino acid)

Cross-links between DNA strands 
in a single molecule; cross-links 

between DNA strands of different 
molecules; or cross-links between 

DNA and proteins 

Treating the sample with reagents that 
destroy cross-links 

Deamination and other types 
of oxidative or hydrolytic 
DNA  base modifications 

Adenine –> hypoxanthine
Guanine –> xanthine

Cytosine  –> uracil
5-methyl-cytosine –> thymine

Insertion during amplification of 
nucleotides that were not present 

in the original nonmodified 
template

Treatment by DNA uracil-N-glycosylase that 
removes cytosine deamination products.  
Determination of a consensus sequence 

based on multiple sequencing of the analyzed 
regions: Multiple independent PCR, cloning 

of the original template or PCR products, and 
sequencing several clones 
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Fig. 2. A typical result of PCR amplification of mammoth mitochondrial 
genome fragments:
a – PCR products of relatively short amplification fragments (300–600 
bp); b – Successful amplification of long PCR fragments harboring entire 
mitochondrial gene sequences (1317 bp for the CytB gene and 1613 
bp for the ATP6 gene) and no amplification products are  obtained for  
larger size PCR fragments  (3054 bp for the ND5 gene). М –marker frag-
ment  sizes  are indicated in kb, К – negative controls  [13]
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bp. That is why the primers for ancient DNA PCR are usu-
ally chosen for no more than 200-300 bp fragments, although 
fragments of greater length have been obtained in some cases 
(Fig. 2). 

Most of the published ancient DNA studies have been con-
ducted on mtDNA that  is found in hundreds and thousands 
of copies in cell and can be amplified more successfully than 
nuclear DNA. There are much fewer studies on nuclear DNA. 
Amplification, cloning, and sequencing of nuclear DNA from 
a mammoth M. primigenius sample obtained from Chuko-
tka permafrost was performed in order to assess the quality 
of nuclear DNA preservation (E.I. Rogaev, E. Rubin, unpub-
lished data). Most of the mammoth genome was fragmented 
into pieces of about 50–100 bp (Fig. 3). It  indicates a relatively 
high quality of nuclear DNA preservation.

Postmortem modifications are randomly located in the 
preserved DNA fragments. For example, single nucleotide 
substitutions (~ 6 in 1 000 bp) were found in one study [13] 
during the cloning and sequencing of PCR-amplified mam-
moth DNA. This observation was taken into account for  cor-
rect reconstruction of  the complete  mitochondrial genome  
of Chukotka mammoth M. primigenius (Fig. 4).  The complete 
genome was obtained as a consensus of multiple overlapping 
fragments [13]. In order to additionally control the number of 
postmortem mutations, the overall number of substitutions 
in all mammoth mtDNA genes was calculated in  comparison 
with elephant E. maximus mtDNA. The ratio between non-
synonymous (that cause aminoacid substitutions) and syn-
onymous substitutions was calculated for the same purpose. 
It was shown that the number of substitutions in the mtDNA 
genes of the Chukotka mammoth [13] was lower than in the 
genes of a mammoth sequence obtained from remains found 
in Yakutia that was published at the same time by German 
researchers [40]. A comparative analysis showed that this dif-
ference was due to the unusually high number of substitu-
tions in a 200-300 nucleotide region of the Yakut mammoth 
DNA in the locus of  ND1 and ND2 genes, and that the num-
ber of nonsynonymous substitutions was greater than the 
number of synonymous ones (2:1 for the ND1 gene and 7:2 
for ND2). The ND2 gene of the Chukotka mammoth had only 
one synonymous substitution, and ND1 did not differ in any 

way from the elephant gene [13]. All undetected postmortem 
mutations affect the result of phylogenetic reconstruction. 

Novel DNA-sequencing technologies
Ancient DNA analysis involves sequencing of a large number 
of short fragments that have multiple overlapping  of  the 
same genomic regions. Low sequencing speed  and high cost 
limit the usage of such research. Novel technologies of  mas-
sively  parallel sequencing of a large amount of DNA samples 
have appeared in the last 3-4 years, and the cost has dropped 
by two orders of magnitude. This novel technologies have giv-
en researchers sequencing possibilities that were previously 
available only to large genomic centers. Among the available 
novel technologies several were used  in ancient DNA studies, 
such as clonal amplification followed by parallel sequencing 
of dense micropanels of cloned DNA fragments by repeated 
enzymatic reaction cycles, with automatic registration of the 
signal from each cycle and  every fragment.

The ordered spatial localization of the PCR amplicons on a 
chip or immobilization on microne-sized beads that are then 
placed into ordered cells allows to minimize the reaction mix 
volumes, thus decreasing the cost of the whole process. 

Realization of these strategies involves several steps, and 
for each of them a specific technical approach has been de-
veloped. For example, preparation of DNA fragment libraries 
using PCR does not keep the ratio of amplification products 
identical to the ratio of  original templates. Some DNA frag-
ments are amplified more efficiently than others that  could 
be lost. The problem can be solved  by using emulsion PCR. 

Fig. 3. The size distribution of genomic DNA fragments extracted from 
the ancient remains  sequenced on the 454 platform. Unpublished data 
obtained in collaboration of E.I. Rogaev et al. with M. Blow and E. Rubin
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The DNA solution  is transferred  into the  mineral oil mix. 
The ratio  is calculated so that each molecule of DNA is en-
capsulated in a separate lipid  droplet that acts as a microre-
actor for the amplification process. This approach minimizes 
the loss of certain original templates. There are various tech-
nical solutions for fragment library preparation and for the 
other steps in the process, such as enzymatic reactions, visu-
alization and computerized signal registration, data storage 
and analysis [41]. 

Novel sequencing technologies have certain limitations. 
Massively parallel pyrosequencing, accomplished  by using  
454 Life Science system (Genome Sequence 20TM DNA se-
quencing System: GS20, Roche/454 Life Science), provides 
a 100-fold increase in the sequencing speed, compared to the 
standard capillary electrophoresis method. Up to 25 million 
nucleotides are analyzed in a single run. Only a short sequence 
can be read (usually less than 250–400 bp). It is not much of 
a limitation for ancient DNA studies, since most  of  the DNA 
fragments are precisely of this size.. 

The Illumina technology, named Solexa (after the name of 
the company that developed this approach), and SOLiD (ABI 
corporation) allow the analysis of up to 1 billion nucleotides 
in a single run but read sequences of only 30–40 nucleotides 
(last year this number was just 25 nucleotides). The avail-
ability of full human genomes and the genomes of commonly 
used model organisms as reference sequences allow to map 
the short fragments into a single contig. 

Another limitation of these novel platforms is the 10-fold 
decrease in the accuracy of  sequencing, compared to the 
Sanger method. Nevertheless, these technologies are very 
promising, and they can be expected to improve in efficiency 
and quality in the nearest future. 

Analysis of degraded DNA in forensic 
expertise of historic samples
The technological approaches applied for  ancient DNA 
study  can also be used for forensic genetic analysis in dif-
ficult cases where only microscopic amounts of material are 
available or the DNA has been severely damaged. Some of 
these approaches were used in the genetic expertise of the 
putative remains of the family of the last Russian Emperor 
Nicholas II Romanov. In the early 1990s, a first grave with 
human remains was found near Yekaterinburg. During the 
investigation, it was suggested that the remains belong to the 
family of the Russian Emperor Nicholas II Romanov, his wife, 
the Empress Alexandra Fedorovna, their 3 daughters, the 
court physician, and three servants. They are all thought to 
have been murdered  in 1918 [42–44]. However, the remains 
of two children of the Romanov family were not  identified, 
and their fate remained unknown. Among other hypothe-
ses, there has been a legend that Alexey and Anastasia, the 
youngest children of the Romanov family, had survived those 
turbulent  times. In July 2007, a second grave was found not 
far from the first one. It contained burned bone fragments 
from two skeletons. Forty-four bone fragments were found 
in the second grave, all severely damaged by fire and pre-
sumably sulfuric acid. Preliminary anthropological analysis 
of the half-burned bone fragments from the second grave 
suggested that the bones belonged to a boy 10-14 years of age 
and a young woman of about 18–23.  The least damaged frag-

ments of the femoral bones from both the male and female 
skeletons were selected for genetic analysis, and they were 
labeled Samples 146 and 147, respectively. Samples from the 
first grave  were also collected for a more detailed study, and 
reference samples were taken from living relatives of Nicho-
las Romanov and Alexandra Fedorovna. Furthermore, swabs 
of blood stains from a shirt that had belonged to Nicholas II 
and is stored in the Hermitage museum were also used for 
analysis. The study included the following steps: preparation 
of the samples for DNA extraction; DNA extraction; quanti-
fication of the extracted total DNA and human-specific DNA; 
amplification and sequencing of the mitochondrial hyper-
variable regions, and later sequencing and  reconstruction of 
the  complete mtDNA (cmtDNA) sequence; determination of 
the STR-profiles of the Y-chromosome; determination of the 
autosomal STR-profiles; additional sex identification with the 
use of a special marker designed  for degraded DNA analysis 
[45, 46]; and extraction and analysis of modern DNA from 
Romanov family relatives and their comparison to historic 
samples. The steps and methods of DNA identification  are 
described in Table 3 [45]. 

Mitochondrial genome analysis
Complete nucleotide sequences of the mitochondrial genome 
have been determined for the putative remains of Nicholas 
II and Alexandra Fedorovna from the first grave; and the 
putative remains of Alexey and his sister, from the second 
grave. The mitotypes of the putative remains of  Nicholas II 
and Alexandra Fedorovna are from the common European 
mtDNA haplogroups T2 and H1.

Complete cmtDNA sequences were also determined for 
the relatives  of Queen Victoria (1819–1901) for 2 maternal 
lineages, the descendants of princess Victoria, sister of Al-
exandra Fedorovna, and their aunt Beatrice (Fig. 5). Their 
cmtDNA were absolutely identical with those extracted from 
the putative remains of Alexandra Fedorovna and the 2 chil-
dren from the second grave. Searches performed in the avail-
able cmtDNA databases (Table 4) showed that not one of the 
available tens of thousands of sequences identifies with this 
cmtDNA, which was named “Queen Victoria mitotype.” Thus, 
the first and second burial sites really do contain the remains 
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of Queen Victoria’s granddaughter, great granddaughter, 
and great grandson. 

Determination of the cmtDNA from the putative remains 
of Nicholas II confirmed the earlier described heteroplasmy 
(the coexistence of several mtDNA types) at the 16169C/T 
site. Moreover, nucleotide substitutions were found in the 
coding region of the mtDNA, including the extremely rare 

2850C variant in the 16S rRNA gene (population frequency 
approximately 0.004).  Nucleotide substitutions in the mtDNA 
from the putative remains of Nicholas II and from the blood 
stains on the shirt were completely identical [45]. The ratio 
between the heteroplasmic mtDNA variants was similar both 
in the remains and in the blood. Nicholas II’s brother, George, 
whose remains were studied previously, also had heteroplas-

Table 3. Methodical approaches specific to analyses of degraded DNA from historical specimens[45]

Stage of analysis Special procedures Reagents and methods

Preparation of histori-
cal samples

Independent analysis in specialized laboratories in VIGG 
(Moscow) and University of Massachusetts Medical 

School (Worcester, USA).

Physical and chemical cleaning of small bone fragments, 
crushing or drilling to obtain bone powder.

Extraction of DNA 
from bone specimens

All the experimental procedures were performed in ster-
ile PCR-hoods, in accordance with standards for ancient 
DNA research,  with all the safety precautions, avoiding  

contamination  of  the samples by modern DNA. 

DNA was extracted from ~170–750 mg of cleaned bone material 
treated by 0.5 М EDTA and proteinase K and was then purified 
by a QIAquick PCR purification kit (Qiagen) in accordance with 

the manufacturer’s protocol with minor modifications.

Extraction of DNA 
from archival  blood-

stains 

The biological material was obtained from 4 different 
blood stains. At least 3 swabs were taken from each spot. 
In order to minimize contamination, DNA was extracted 

only from the 2nd and 3rd swabs for each spot.

DNA was extracted with the QIAamp DNA Mini Kit (Qiagen) 
using the manufacturer’s protocol (“DNA Purification from 

Dried Blood Spots”) with our own modifications.

Quantification DNA 
analysis

The total extracted DNA was quantified by the Quant-iT™ 
PicoGreen® Assay kit (Invitrogen), human specific DNA was 

quantified by the Plexor® HY assay kit (Promega) and the 
7500 Real-Time PCR System (Applied Biosystems).

Sequencing of HVR1 
and HVR2 of mtDNA 

from historical samples 

Potential contamination by foreign DNA was monitored  
by using negative controls (amplification of “empty” 
extracts and PCR without addition of the template).

mtDNA fragments were amplified as short overlapping 
fragments. The PCR products were then extracted from the 

agarose gel using a QIAquick Gel Extraction kit or a MinElute 
Gel Extraction kit.  For additional studies, the PCR products 

from  some specimens  were cloned.

Sequence analysis of 
the complete mitochon-
drial genome, extracted 

from bone specimens.

Since the DNA was highly degraded, short overlapping 
fragments sized 164-383 bp were obtained, covering 

whole mitochondrial genome. 

Because the amount of DNA was limited, multiplex amplifica-
tions were performed using 88 pairs of specially designed 

primers grouped into 3 sets, and then the products of the  first 
PCR rounds were amplified with individual primer pairs. The 

secondary PCR products were then sequenced using three 
different strategies 

Analysis of the mtDNA 
extracted from the 
blood stains on shirt 

that belonged to 
Nicholas II.

Extraction of DNA was performed from different swabs 
from at least 3 shirt blood stains.  Up to 5 or 7  PCR repli-
cations  were conducted for some of the mtDNA SNPs to 
identify the potential heterogeneity and contamination 
by other individuals and selection of the extracts  pre-

senting mitotype  likely from one individual only.

Since the quality of preservation in the blood stains was 
unknown, initially a set of primers was developed for the 

amplification of short (64–109 bp) DNA fragments that would 
include very rare SNPs identified in the previous analysis of 

Skeleton №4 (the putative skeleton of Nicholas II). 

Extraction and analysis 
of DNA from modern 

samples.

For modern DNA analysis all the procedures were 
performed in separate buildings, physically separated 

from the ancient DNA laboratories. Informed consent was 
obtained from all living relatives participating in the study.

DNA obtained from buccal swabs or drops of blood was 
extracted using standard protocols. PCR was performed using 

a set of primers for amplifying longer fragments.

Assembly of fragments 
into a continuous 

nucleotide  sequence 
(contig).

The sequences were assembled using Seqman software, 
DNASTAR, and the revised Cambridge reference sequence 

(rCRS, accession number AC_000021) as a standard.

Sex identification.

Sex was identified using the standard method, amplification 
of a fragment of the amelogenin gene using several com-

mercial kits: AmpFℓSTR® MiniFiler™ (Applied Biosystems) 
and PowerPlex S5 (Promega). Specially designed primers for 

the amplification of short fragments specific to the X- and 
Y-chromosomes were also used. 

Analysis of nuclear 
STR markers.

mtDNA or nuclear DNA extracts that consisted of a mix 
of individual profiles were discarded from further analy-
sis. Each sample from various extracts was amplified in 
multiple replications.  Homozygous loci were considered 

authentic if multiple independent amplifications con-
firmed a certain allele for the autosome STR-marker. 

The following kits were used in order to obtain autosomal 
STR profiles from bone samples of the first and second burial 

sites: AmpFℓSTR® MiniFiler™ PCR Amplification Kit (Applied 
Biosystems) and PowerPlex S5 System (Promega), specifically 

designed  for analyzing degraded DNA.

STR-profiles of the Y 
chromosome.

The AmpFℓSTR® Yfiler™ (Applied Biosystems) kit was used, 
according to the manufacturer’s protocol with minor modifica-

tions for analysis of degraded DNA.

Electrophoresis analysis 

In order to increase the signal intensity and lower “noise” 
in the STR-profiles, the products of multiplex amplifica-

tion were sometimes purified with  Qiagen MiniElute 
columns. 

Electrophoretic analysis was performed using a 96-capillary 
sequencer 3730xl DNA Analyzer (Applied Biosystems). The 
results were analyzed with GeneMapper ® ID software v3.2 

(Applied Biosystems).



REVIEWS

 № 3 2009  | Acta naturae | 65

Table 4. Databases used for analyzing  the population frequencies of the determined genetic profiles [45, 49]

Query sequence
Number of 

samples in the 
database

Name of the database

Complete  
mitochondrial 

genome 

71,664
2,704

14,486

Mitosearch (www.mitosearch.org) contains sequences of the hypervariable region;    
mtDB, Human Mitochondrial Genome Database (www.genpat.uu.se/mtDB);  

EUROS, our own database, compiled from our own and other authors’ published data for the USSR and 
Russian populations and for certain European populations (German, English, etc.).

STR-haplotype of 
the Y-chromosome

4,163

1,261

U.S. Consolidated Y-STR Database  has genotypes for 15-17 Y-STR loci (http://www.usystrdatabase.org/);

Data for Russians from the Y Chromosome Haplotype Reference Database (YHRD, www.yhrd.org/index.html).

Autosome STRs > 50,000 For this study we combined the non-overlapping data for European populations from two large databases: 
ALFRED (http://alfred.med.yale.edu/alfred/) and The Distribution of the Human DNA-PCR Polymorphisms 
database (http://www.uniduesseldorf.de/WWW/MedFak/Serology/database.html) and also added the 
recently published data on the Russian population.

Mutation  in the 
IVS3-3 position of 

the F9 gene

Population SNP database (NCBI, HapMap Project);

~ 928 X-chromosomes of healthy individuals of European descent whose genotypes were assessed for this 
SNP using PCR-RFLP (Restriction Fragment Length Polymorphism) especially for this study; 

Hemobase: Hemophilia B mutation registry,  Haemophilia B mutation database.

Table 5. STR-haplotype analysis of  the Y-chromosome [45]

Markers № 4 № 146
Members of 

the Romanov 
family

Archive 
blood stain 

from a shirt

Control 
DNA

ABI, 007

DYS456 16 16 16 16 15

DYS389I 13 13 13 13 13

DYS390 24 24 24 24 24

DYS389II 29 29 29 29 29

DYS458 17 17 17 17 17

DYS19 14 14 14 14 15

DYS385 11, 14 11, ND 11, 14 11, 14 11, 14

DYS393 13 13 13 13 13

DYS391 10 10 10 10 11

DYS439 11 11 11 11 12

DYS635 24 24 24 24 24

DYS392 13 13 13 13 13

Y-GATA-H4 12 12 12 12 13

DYS437 15 15 15 15 15

DYS438 12 12 12 12 12

DYS448 19 19 19 19 19

my at the same site [43]. The descendants of Kseniya, sister 
of Nicholas II, had the homoplasmic 16169 T variant, and the 
previously performed mtDNA study of Nicholas II’s sister’s 
son found the homoplasmic 16169C variant [44]. Not one of 
the reconstructed complete mtDNA sequences (“Dagmar” 
type) was identified in  available databases (Table 4), which 
confirms the assumption that the studied remains belong to 
Nicholas II. The data suggest that the brothers Nicholas II and 
George Romanov inherited heteroplasmy from their mother 
Maria Fedorovna (Princess Dagmar), and that her descend-
ants had this heteroplasmy segregated into two distinct mtD-
NA variants in two generations. The nucleotide substitution 
at position 16169, on which the heteroplasmy of the “Dagmar 
type” is based, is located in the noncoding (hypervariable) re-
gion of the mtDNA characterized by increased polymorphism 
compared to the coding regions. The population frequency 
of heteroplasmy for point substitutions in hypervariable re-
gions averages 6% [47]. It is assumed that rapid segregation of 
heteroplasmic mtDNA variants in descendants is caused by 
mechanisms of biological “bottle-neck” (a massive decrease 
in the number of mtDNA copies) during oocyte maturation in 
the postnatal folliculogenesis in mammals [48].

Nuclear STR-marker analysis
To study the paternal lineage  DNA profiles of the putative 
remains of Emperor Nicholas II and Prince Alexey, the STR-
haplotypes of the Y-chromosome were determined. Special-
ized procedures were developed in order to increase the PCR 
sensitivity, since the amount of the available DNA was lim-
ited, and the molecules were highly fragmented (some of the 
methods are described in Table 3) [45]. The STR-profiles were 
determined from multiple independent PCR amplifications  
using no less than three different DNA extracts. Only the al-
leles that were identified in no less  than 2 amplifications were 
considered authentic. A full Y-STR profile for the bone speci-
men of Skeleton №4 and for the museum samples of Nicholas 
II’s blood was obtained using these criteria. Low-copy high-
ly fragmented DNA often loses  single STR alleles. Marker 
DYS385 shows two loci on the Y-chromosome. The high mo-

lecular weight allele (DYS385/ 14) was identified only once 
in the repeated experiments with the DNA extracted from 
Sample #146, thus this allele for Sample #146 is indicated  as 
not determined (ND). DNA isolated  from the archival  Nicho-
las II  bloodstain and DNA obtained  from Romanov  paternal 
lineage family members were used as reference samples (Fig. 
6). Y-chromosome STR-profiles of the studied samples and 
the reference sequences were completely identical (Fig. 7 and 
Table 5). This 17-locus Y-STR haplotype is unique. It is not 
found in large population databases for multi-locus Y-STR 
(Table 4) and was first encountered in the described study 
[45].

Further gender and autosomal chromosome genotyping 
with STR multiplex systems developed especially for de-
graded DNA demonstrated that the male (Sample № 146) 
and the female (Sample № 147) from the second grave have 
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autosomal STR profiles  nonidentical to any  STR profiles  de-
termined for  Romanov family remains from the first grave 
but consistent with a biological kinship connection (Fig. 8). 
These data clearly demonstrate that these newly found re-
mains may belong to Prince Alexey and one of the daughters 
of the imperial family. The available nuclear DNA analysis 
data, supported by the anthropological data, prove that the 
remains from the second grave belong to a young woman (№ 
147) and a boy (№ 146), and that samples from the second 
grave are not from Skeleton № 7 (putative mother, Empress 
Alexandra Fedorovna) or Skeleton № 4 (putative father, Em-
peror Nicholas II); however, they are related through the pa-
ternal and maternal lineages.

The statistical evaluation (likelihood ratio) based on three 
identification approaches for determining whether the bones 
belong to Nicholas II, and not to any other random individual, 
is on the order of  a septillions  (> 1026) [45].  Taken together 
our data establish  beyond reasonable doubt  that the studied 
remains belong to the last Russian Emperor Nicholas II Ro-
manov, his wife the Empress Alexandra Fedorovna, their 4 
daughters (the Grand Duchesses Olga, Tatiana, Maria, and 
Anastasia), and their son (Prince Alexey). 

Hemophilia: search for mutations in the 
genes for blood clotting factors
There is historical evidence  that Prince Alexey suffered from 
severe bleeding that is characteristic of hemophilia. It is now 
known that hemophilia is caused by insufficient activity of 
blood clotting factors. Factor VIII deficit caused by mutations 
in the F8 gene is the cause of the most common hemophilia A 
(about one in 5 000 boys is born with this disease), and Fac-
tor IX deficit causes hemophilia B (F9 gene), which occurs 5 
times less often.  

A few hundred mutations that cause hemophilia have 
been described to this day. Both of the blood clotting factor 
genes are localized on the X-chromosome; that is why males 
carrying the mutant gene exhibit the disease. Females carry-
ing a single copy of the mutant gene and a copy of the normal 
one are healthy in most cases, although  some of them (10 %) 
can exhibit decreased efficiency of blood clotting. Females 
can be assessed for hemophilia mutations when  their sons 
have hemophilia. 

This inherited disease was common in the royal fami-
lies of Europe, the sons, grandsons, and great grandsons of 
Queen Victoria (Fig. 9, c). The Queen herself did not suf-
fer from this illness, but it seems that she carried the mu-
tant gene. There is no evidence of hemophilia in any of her 
present living relatives. 
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blood stain
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T.K. - P.

Kc.
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16169 C/Т

Fig. 6. Heteroplasmy at 
the 16169C/T locus in 
the mitochondrial (mater-
nal) lineages of Emperor 
Nicholas II
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Fig. 7. The paternal lineages of the Romanov family. The family members 
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In order to determine whether Alexandra Fedorovna or 
Prince Alexey carried any mutations in genes, all the exons 
and the intron-exon boundaries of F8 or F9 genes  were am-
plified using  multiplex amplification reaction and then se-
quenced by massively parallel sequencing. Miniscule amounts 
of DNA and its high level of degradation  required special 
procedures for the identification of the nucleotide sequences 
that included the 26 exons of the F8 gene and the 8 exons of 

Table 6. Methods used in screening for mutations of the F8 and F9 genes [49]

Stage of analysis Special procedures Reagents and methods

Multiplex PCR-
amplification of the 
Factor VIII gene, F8 

(26 exons) and Factor 
IX, F9 gene (8 exons),

located on the 
X-chromosome

Extracts that were shown to be free of contamina-
tion (in analysis of mtDNA) were used further for 
nuclear gene study. Negative controls were used: 
PCR-amplification of “empty” extracts (all  DNA 

extraction steps were performed, , but  with no bone 
specimen material added in the course of the extrac-

tion procedures) and PCR amplification without  
addition of  extracted DNA.

~ 210 pairs of primers were designed for multiplex PCR amplification 
of short overlapping sequences (< 200 bp) that would cover all the 
exons and the intron-exons boundaries of the F8 and F9 genes. The 
primers were grouped into 14 sets for the F8 gene and 3 sets for the 

F9 gene, with each set consisting of 7 to 30 pairs of primers. About 100 
pg of human DNA (~ 16-17 diploid genomes) were used for the initial 

multiplex PCR.

Sequencing

Sequencing of the blood clotting factors genes F8 
and F9 was done in parallel with the mitochondrial 

genome to have a control for contamination and 
unequivocal identification of the sample.

Individual PCR-fragments were excised and purified from a 2.5 % 
agarose gel and then sequenced using two strategies.  One involved 
mixing the PCR products in equimolar amounts and using them for 

massively parallel sequencing (Illumina GA). The other approach 
involved the direct sequencing of individual PCR-products on a 

96-capillary sequencer 3730xl DNA analyzer (Applied Biosystems).

Genotyping of the 
identified F9 gene 

mutation 

8 independent amplifications of the N7 sample 
(Empress Alexandra) were performed. For other 
bone samples, 2 to 7 independent amplifications 

were analyzed for each sample. 

The mutation that was initially found during the DNA analysis of 
Skeleton N7 was verified by sequencing of  ultra-short amplicons (63 

bp and 83 bp) obtained with specially designed  primers.
The same primers were used to amplify  DNA from bone specimens  

N146 (Prince Alexey) and N3, N5, N6, N147 (Nicolas II’s and 
Alexandra’s daughters). 

Analysis of splicing 
products

The amplified fragment with mutations in  F9 gene was cloned into 
the pET01 Exontrap vector (MoBiTec). After verifying the sequence 
of the recombinant molecule, it was used for cell culture transfection. 

cDNA derived  from transfected cell cultures was 
amplified, and the PCR product library was sequenced (Illumina GA).

The spliced sequences were identified in 812,114 reads. 99.982 % of 
the transcripts were spliced at the mutant site, and only 0.018 % were 

spliced at the wild-type site.
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Fig. 8. Analysis of the sex chromosome and autosomal  STR-markers in 
DNA extracted from bone specimens [45] 

the F9 gene (the strategy and methods used in this study are 
described in Table 6).  

The first step was to analyze DNA extracts from Alex-
andra that showed no contamination based on the results of 
mtDNA and autosomal STR-marker analysis. Amplification 
of the F8 gene and the 8 exons of the F9 gene was performed 
in parallel with the amplification of mtDNA that was used as 
a control and for accurate identification of the sample. Non-
synonymous substitutions or insertion-deletion mutations 
were not found in  either the F8 or F9 gene.  However, we 
detected  a single nucleotide substitution of A =>G at an in-
tron-exon boundary and, 3 nucleotides before the start of the 
4th exon of the F9 gene (referred to as IVS3-3A>G according 
to standard nomenclature). As expected for a heterozygote 
carrier, Alexandra Fedorovna carried  both mutant and wild-
type sequences. Alexey  bear only the mutant allele, meaning  
that he was homozygous for this mutation, while one of his 
sisters (presumably Anastasia) was a heterozygous carrier of 
the mutation. The other sisters did not carry the mutant al-
leles; they were homozygous carriers of the wild-type allele 
(Fig. 9) [49].  

Bioinformatic analysis showed that the IVS3-3A>G muta-
tion activates the cryptic splicing acceptor site, which leads to 
frame-shift during the translation of the F9 gene mRNA and 
the appearance of a premature stop-codon (Fig. 9, а). 

The effect of this mutation on RNA splicing was studied  
by expressing the mutant fragment of the F9 gene in a cell 
culture using a specialized recombinant Exontrap vector (Mo-
BiTec). We found that 99.98 % of transcripts were generated 
by splicing at the mutant site. Less than 1% of the activity 
of Factors VIII or IX leads to severe manifestations of he-
mophilia [50]. Population database searches and genotyping 
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of a large cohort of unaffected  individuals did not reveal  
any IVS3-3A>G affected individuals, while we found three 
reported hemophilic patients with the same substitution in  
Hemophilia B databases (Table 4).  All three had reduced ac-
tivity of  Factor IX (≤1 % of normal activity) and manifested 
severe hemophilia symptoms. These data confirmed  that 
the  hereditary illness in Queen Victoria’s lineage, includ-
ing Prince Alexey, was a severe form of hemophilia B caused 
by a rare mutation in the F9 gene [49]. Since none of Queen 
Victoria’s ancestors were known to have hemophilia, it can 
be assumed that this mutation was acquired de novo during 
gametogenesis in one of her parents. 
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Fig. 9. Hemophilia in 
the royal families of 
Europe: a – the point 
mutation in the F9 
gene of the blood-
clotting factor, that 
creates an alternative 
splicing site [49]; 
b – the pedigree 
demonstrating the 
inheritance of hemo-
philia from Queen 
Victoria to her 
descendants; c – se-
quencing chromato-
grams of the F9 gene 
sequence obtained 
during the analysis of 
DNA extracted from 
bone remains

Conclusion
The methods of DNA analysis developed and widely used in 
recent years allow experimental identification and reconstruc-
tion of DNA nucleotide sequences extracted from biological 
samples preserved for prolonged periods of time in natural 
conditions or have been subjected to DNA and its constitu-
ent molecules damage. The possibility of a successful study 
of such samples is provided by the use of novel sequencing 
strategies, novel methods for extracting and purifying DNA,  
specially equipped facilities, variety of control experiments, 
and additional methods of data analysis that prevent inter-
pretation errors in the data. All this  factors have contributed 
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to the extraction of genetic information from organisms that 
have disappeared tens of thousands of years ago, and to the 
reconstruction of evolutionary events, which was hitherto 
unachievable in experimental study. These findings opened 
new possibilities for precise molecular genetic analysis of se-
verely damaged and decayed DNA, which has already raised 
the standard of applied procedures in forensic medicine. The 
results reviewed in this paper could not have been obtained 
without the development of novel DNA technologies that can 

now be incorporated into the everyday routines of fundamen-
tal and applied research, making them more reliable, fast and 
informative, as well as lowering costs.  
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Abstract The review is devoted to the impact of human genome research on progress in modern medicine. Basic achievements in genome research have resulted 
in the deciphering of the human genome and creation of a molecular landmarks map of the human haploid genome (HapMap Project), which has made a tremen-
dous contribution to our understanding of common genetic and multifactorial (complex) disorders. Current genome studies mainly focus on genetic testing and 
gene association studies of multifactorial (complex) diseases, with the purpose of their efficient diagnostics and prevention . Identification of candidate (“predispo-
sition”) genes participating in the functional genetic modules underlying each common disorder and the use of this genetic background to elaborate sophisticated 
measures to efficiently prevent them constitutes a major goal in personalized molecular medicine. The concept of a genetic pass as an individual DNA databank 
reflecting inherited human predisposition to different complex and monogenic disorders, with special emphasis on its present state, and the numerous difficulties 
related to the practical implementation of personalized medicine are outlined. The problems related to the uncertainness of the results of genetic testing could be 
overcome at least partly by means of new technological achievements in genome research methods, such as genome-wide association studies (GWAS), massive 
parallel DNA sequencing, and genetic and epigenetic profiling. The basic tasks of genomic today could be determined as the need to properly estimate the clinical 
value of genetic testing and its applicability in clinical practice. Feasible ways towards the gradual implementation of personal genetic data, in line with routine 
laboratory tests, for the benefit of clinical practice are discussed.
Keywords: genomics, genetic testing, multifactorial diseases, genetic passport, genome wide association studies.
Abbreviations: GP – genetic polymorphism, FGU –a functional genetic unit; GT – genetic testing, genetic testing, MD – multifactorial diseases; GWAS – genome 
wide association studies; SNP – single nucleotide polymorphism, PS – polymorphic sites; STR – short tandem repeats; HapMap – haploid genome; VNTR – Vari-
able Number Tandem Repeats; CNV – copy number variation.

Introduction
The revolutionary achievements in human genetics such 
as full genome seguencing, the successful completion of the 
HapMap program (haploid genome), the rapid development 
of bioinformatics and nanotechnology, advances in the dele-
lopment of efficient methods for genome analysis are signs 
of a new era: the era of genomics. The 21st century could well 
be remembered as the century of genetics [1, 2]. Impressive 
progress in comparative and functional genomics has assured 
the widespread introduction of this branch in medicine. Thus, 
it has led to the emergence and rapid development of medi-
cal genomics in which such problems of classical medicine as 
diagnosis, prevention, and treatment are solved at the level 
of nucleic acids and the products of their expression: RNA 
and proteins [3, 4, 5]. The preventive direction in molecular 
medicine gave rise to predictive medicine (PM). Its main fea-
tures appear to be its individual (the genome of every human 
individual) and preventive character (analyses of the genome 
are possible at any stage of ontogeny, long before the onset of 
a particular disease). The main principles of predictive medi-
cine and genetic testing (GT) as a methodological basis for 
PM, as well as the concept of a “genetic passport,” were for-
mulated by us in 2000 [5, 6, 37].

1. Polymorphism of genes as the 
basis of predictive medicine
The genomes of all people, except for identical twins, are dif-
ferent. Pronounced population, ethnic, and, most important-
ly, individual genome features in translatable parts of genes 

(exons), as well as in their noncoding sequences (intergenic 
spaces and introns), are caused by mutations leading to ge-
netic polymorphism (GP). The latter is usually defined as a 
mendelian trait occurring in the population, at least in two 
variants, with a frequency of not less than 1% for each one 
[10]. GPs may be quantitative or qualitative.

Quantitative GP is represented by facultative elements, 
which account for up to 50% of the entire genome. These are 
micro- and minisatellite DNA, as well as DNA composed of 
tandem repeats (STR - Short Tandem Repeats), retrotrans-
posons, and extensive repeats with variability in core nu-
cleotide sequence composition – VNTR (Variable Number 
Tandem Repeats). Finally, in recent years, thanks to new 
methods of DNA analysis (CNV – Copy Number Variation 
and GWAS – Genome Wide Association Studies), the exist-
ence of polymorphism in large DNA fragments (1-50 MGB) 
was demonstrated in the human genome; it is the so-called 
Copy Number Variation - CNV.

Qualitative GP is mainly single nucleotide polymorphism 
(SNP). This most frequent GP occurs roughly every 300-400 
bp. Thus, the total number of SNP in the full human ge-
nome is estimated at about 10-13 ∙ 106. There is a surprising 
similarity (99.9%) in GP in the genomes of different people. 
Stable combination of several neighboring alleles – SNP on 
one strand of DNA (haplotype) – has allowed to use them as 
specific molecular markers in the program HapMap (haploid 
map) (see below).

It is assumed that about half of all SNP (5 million) are re-
lated to the sense (expressed) part of the genome. It is these 
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substitutions that correspond to the allelic variants of genes 
that cause or are associated with various diseases. They play 
a key role in human GP [5, 7, 8, 9].

It is well known today that polymorphism is typical for 
almost all human genes. It has been established that it has a 
clear ethnic and population specificity. Polymorphisms af-
fecting the coding parts of genes often lead to the replace-
ment of amino acids and the appearance of proteins with new 
functional properties. Replacements or nucleotide repeats in 
the regulatory (promoter) regions of genes may have a sig-
nificant impact on gene expression. Inherited gene changes 
play a crucial role in determining the unique biochemical pro-
file of each individual, his or her hereditary predisposition to 
various MD.

2. Haploid Map (HapMap) program.
The key role in the study of GP is played by the international 
project for the study of the haploid human genome – Haploid 
Map (HapMap).

The purpose of the project is to obtain a genetic map of 
the distribution of single-nucleotide substitutions (SNP) in 
the haploid set of all 23 human chromosomes [11]]. The main 
thrust of the project consists in that the analysis of the dis-
tribution of known SNP in individuals for several genera-
tions revealed that SNPs that are adjacent or closely located 
in the DNA of one chromosome are inherited as SNP blocks. 
This block represents a SNP haplotype – a set of alleles lo-
cated on the same chromosome (hence the origin of the name 
of the project HapMap). Thus, each of the mapped SNP acts 
as an independent molecular marker. By linking these SNP-
markers with the manifestations being investigated (disease 
symptoms), the most likely location of candidate genes’ mu-
tations (polymorphisms) associated with a particular MD are 
identified. Typically, there are 5 or 6 SNPs closely linked with 
the already known Mendelian traits selected for mapping. 
Well described SNPs with a frequency of rare alleles of not 
less than 5% are called marker SNPs (tagSNP). It is assumed 
that, ultimately, in the process of the project’s implemen-
tation only about 500 000 tagSNP of the approximately 10 
million SNPs present in the genome of every individual will 
be selected. But this number is more than enough in order 
to map with SNPs the full human genome and identify new 
candidate genes linked with various MDs [12].

 Thanks to HapMap, which includes the SNPs of not only 
already known genes, but also those of genes that have yet to 
be identified, scientists now have at their disposal the power-
ful universal navigator needed for the in-depth analysis of 
the genome of each individual for a fast and efficient map-
ping of genes whose allelic variants predispose one to various 
MDs (see below).

Francis Collins, the director of the National Institute for 
the Study of the Human Genome (USA) says: “Already 20 
years ago when discussing the program ‘Human Genome’, I 
dreamed of a time when the genomic approach will become 
a tool for the diagnosis, treatment and prevention of severe 
common diseases that affect patients overcrowding our hos-
pitals and doctors’ offices. The success of the HapMap project 
allows us to make a significant step toward this dream al-
ready today.”

3. Genes and human diseases
According to research in the prevalence of diseases in twin 
pairs and medical genetics data, only about 1.5% of human 
diseases are directly linked to mutations. These are so-called 
hereditary diseases. Accuracy in the molecular diagnosis of 
hereditary diseases is very high and approaches 100%.

All other diseases, including such frequent ones as car-
diovascular, cancer, mental, and even infectious diseases, are 
the result of the combined effect of unfavourable external 
factors and individual characteristics of the genome, some-
how predisposing a particular person to a disease. Hence, the 
origin of their name: multifactorial (combined or complex) 
diseases (MD).

Thanks to full human genome seguencing, the development 
of convenient methods for the mapping of new genes (the to-
tal number of genes in humans is estimated at about 22,000), 
methods for identifying mutations, as well as the problem of 
diagnosing multiple (especially the most frequent) monogenic 
human genetic diseases (cystic fibrosis, hemophilia, Duchenne/
Baker muscular dystrophy, spinal muscular atrophy, immuno-
deficiency and others) can be considered as solved [13, 14, 15]. 
The identification of the genes involved in the genesis of MDs, 
the so-called “predisposition genes,” is much more complicated. 
According to the current definition, “predisposition genes” are 
mutant genes (alleles) that are compatible with birth and life 
but that, under certain unfavorable conditions, can contribute 
to the development of a MD [14].

Depending on participation in metabolic chains and asso-
ciations with a MD, susceptibility genes are conditionally di-
vided into several groups, among which are the genes of the 
detoxification system (“external environment”), the genes of 
metabolic bypass (genes triggers), cell receptor genes, genes 
of the inflammation and immune system, and genes associ-
ated with a specific MD [Baranov, 2000, Baranov et al, 2000]. 
Unfavorable allelic variants of these genes can cause athero-
sclerosis, coronary heart disease (CHD), osteoporosis, diabe-
tes, asthma, tumors, etc. The combinations of allelic variants 
of different genes that provide normal metabolic processes or 
are involved in the development of a specific multifactorial 
pathology are called “gene networks”[16]. In each of these 
networks, the main (central) genes and additional (auxiliary) 
genes (the so-called genes modifiers) are defined. The concept 
of genetic networks has further evolved to the study of func-
tional genetic modules (FGM). To this end, a series of studies 
have compared the MDs and the various genes whose prod-
ucts are involved in the etiology and pathogenesis of these 
diseases [17, 18, 19]. A network of MDs and the genes common 
to these diseases was created and named the human disease 
network (HDN) (Fig. 1) and, vice versa, a network of genes 
common to various diseases – disease genetic network – DGN 
(Fig. 2) has also been created. Combining HDN-and DGN-
maps has made it possible to create the so-called diseasasome 
map that reflects the topology of metabolic networks and the 
genetics of MDs (Fig. 3). As a result of a large-scale study of 
1,264 MDs and their associated 1,777 genes [17], the following 
has been established: 1) each MD is characterized by its own 
set of genes – a gene network or so-called functional gene 
modules (FMG), there are central and peripheral genes that 
can be distinguished by module; 2) most MDs are intercon-
nected through many different genes; 3) 516 MDs show a lot 
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of genetic linkages; ie, they are associated with many genes 
(deaf - 41 genes, leukemia - 37, cancer of the colon - 34); 4) the 
mutation of different genes can lead to the same MD, and mu-
tations (polymorphisms) of one gene may be associated with 
different MDs; 5) the mutation of the central (essential) genes 
of FGM are often associated with tumors and causes early 
death; 6) mutations (polymorphisms) of the peripheral FMG 
genes play a major role in the phenotypic variability and the 
development of MDs; 7) the presence of overlapping FGM of 
MDs shows the pathogenetic proximity of different MDs and 
argues in favor of syntropy – a combination of pathogeneti-
cally related, “family,” of MDs; and 8) genes included in FGM 
are essentially “syntropy” genes [20] which are functionally 
similar but not always identical to “predisposition” genes. 
The coincidence of many MDs in a large number of associated 
genes was clearly demonstrated when comparing candidate 
genes associated with various autoimmune diseases (Fig. 4).

About a third of the identified loci are associated with 

two, three, or more diseases. The presence of more than 5% of 
common candidate genes associated with the celiac disease, 
Crohn’s disease, multiple sclerosis, psoriasis, rheumatoid ar-
thritis, systemic lupus erythematosus, diabetes mellitus type-
1, and ulcerative colitis proves the pathogenetic similarity of 
these autoimmune diseases [21, 22] and allows one to consider 
them as a single group of sintropy diseases.

Clarification of th eFGM of each MD, identification of the 
central genes and modifier genes in it, the analysis of the as-
sociation of the alleles of these genes with the disease, devel-
opment of a set of preventive measures for persons at high 
risk and, subsequently, for a particular patient on this basis is 
the main focus of predictive medicine [5].

4. Search strategy for “predisposition” genes. 
In past decades the search for candidate genes has been per-
formed by means of two approaches: the analysis of associa-
tion and analysis of linkage.

Circles – diseases; the size of the circle is proportional to the 
number of the known candidate genes involved in MD.
Lines – the candidate genes associated with different MDs, the 
line’s thickness is proportional to the number of common genes. 
The number of genes – the scale of genes involved in MDs
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Fig.1. Gene networks of some common multifactorial (complex)  
disorders Fig.2. Functional genetic modules of different MDs

Circles – diseases, lines – common genes; the size of circle and line’s 
thickness are proportional to the number of associated genes.
Rectangles – genes; lines – genetic linkage common to different MD.
Diseasasomes – the combination of phenotype (MD) with correspond-
ing marker genes 
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Fig.3. The topology of metabolic networks and the genetics of complex 
disorders
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Fig. 4. The number of loci common to autoimmune diseases, and loci that 
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Conventional signs: C – celiac disease, CD – Crohn’s disease, MS – 
multiple sclerosis, P – psoriasis, RA – rheumatoid arthritis, SLE – sys-
temic lupus erythematosus, T1D – type 1 diabetes, UUC – unspecific 
ulcerative colitis

Circles – diseases; the size of the circle is proportional to the number 
of diseases associated with a candidate gene.
Lines – the linkage between genes common for different diseases.
Diseases – the scale of studied diseases; color – the type of disease; 
gray color – the gene is associated with many MDs.
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The basis of the method of analysis of the association is 
the disequilibrium in the linkage between the mutation and 
the nearby marker tested [23]. The method involves several 
steps: 1) selecting the most probable candidate genes on the 
basis of the particular disease, 2) the selection of function-
ally important alleles of the corresponding genes, 3) a popu-
lation analysis of the allele and genotype frequencies of the 
corresponding genes on the basis of literature data and the 
Internet, and 4) a comparative analysis of allele frequencies 
and genotypes of these genes in patients with a clinically con-
firmed diagnosis and in healthy individuals of the same popu-
lation, matched by the type of “experience-control.”

Studies are conducted on representative samples of pa-
tients and donors (at least 100 people in each group).

Obviously, such a way, being quite lengthy, laborious and 
costly, at the same time does not guarantee that the identified 
allelic differences are the main ones in the chain pathogenetic 
mechanisms involved in the particular disease. It does not rule 
out the fact that some important genes and polymorphisms of 
the same, or even more, or another gene network involved in 
the disease can be missed, and that clinically different forms 
of the disease under study may have a different pattern of 
candidate genes.

An alternative strategy of searching for predisposition 
genes (linkage analysis) is based solely on the positional clon-
ing of locus and does not require a preliminary hypothesis 
about the pathophysiology of the disease. Initially, the meth-
od of genome-wide linkage study (GWLS) was the one avail-
able and widely used. The GWLS method is used in families 
with several sick siblings or in extended pedigrees. It is aimed 
at detecting in patients blocks of molecular markers that are 
passed from parents to sick descendants but not to healthy 
ones. The method allows to localize the gene on the area of 
1-10Mb. These extensive areas of chromosomes usually in-
clude hundreds of genes; thus, the search for the causative 
gene in linked locus is a difficult and often impossible task.

 Today, a more advanced and widely used method is the 
method of Genome Wide Association Studies (GWAS). This 
method was a breakthrough in genetic studies of MDs. It is 
based on using the HapMap program in conjunction with the 
technique of high-resolution biochips. As a result of the Hap-
Map Project, the distribution of thousands of polymorphic 
sites - single-nucleotide substitutions (SNP) was revealed 
in the human genome and haplotype maps were created – 
maps of stable combinations of SNP variation within a single-
stranded (haploid) DNA sequence [13]. Another important 
technical achievement was the hybridization of high-density 
DNA biochips that enabled simultaneous genotyping of thou-
sands of SNP sites in one DNA sample. With knowledge of 
the exact position of each SNP on the physical map of the 
haploid genome, it has become not only possible to identify a 
candidate gene, but also to identify all SNPs associated with 
MDs [24, 25].

 The basis of the GWAS method is in the scanning of hun-
dreds of thousands of markers located on all human chro-
mosomes. Thanks to the haplotypes maps obtained in the 
HapMap project, modern chip design includes the maximum 
number of key SNP (tag SNPs) and permits to estimate the 
frequency of both individual markers and haplotypes for the 
entire length of the DNA molecule. For example, the wide-

ly used chip firm Illumina (www.illumina.com) comprising 
310,000 tag SNPs (Illumina Hap310K) enables to estimate the 
frequency of 81% of frequent polymorphisms in the Europe-
an population. The next development by the same company 
comprises 550,000 SNP (Illumina Hap550K) and covers more 
than 90% of frequent polymorphisms [24].

Genome-wide associations screening is conducted on a 
large number of patients and controls (more than 1,500 – 
2,000 people), which ensures highly reliable (p <0.000005) 
results and includes several stages. At first, hundreds of as-
sociations are identified, most of which appear to be false-
positive after hundreds of thousands of independent tests. 
In the next step, associations in an independent cohort of pa-
tients and controls are analysed by the same method. Only the 
results confirmed in a replication cohort are considered to be 
reliably positive. At present, the scanning of about 300 differ-
ent associations of MDs has been carried out by using GWAS. 
The results of these studies are summarized on the website 
of the National Institute of Health (USA) - http://www.ge-
nome.gov/GWAstudies/index.cfm? # 1. The data include the 
results of GWAS obtained with a reliability of p <1 ∙ 10-5 and 
containing not less than 100,000 SNP. They are regularly up-
dated following each publication of new data [25].

GWAS in complex diseases is very popular and has been 
successfully used in the past few years. Data obtained for 
genes associated with certain diseases of the immune system 
are presented in Fig. 5.

 Thus, the GWAS method is surely becoming the principal 
method for the search for candidate genes of all MDs. Unfor-
tunately, this revolutionary technology, to my knowledge, so 
far remains hardly available in Russia. Given the significant 
populational differences in genetic polymorphism, the imple-
mentation of GWAS technology for the identification of can-
didate genes of MDs in this country is of utmost necessity. 

5. Genetic Pass 
Many diagnostic centers in Russia currently widely use mo-
lecular methods for the diagnosis of genetic diseases and de-
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Fig. 5. Progress in searching for genes of MD of immune system.
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tection of heterozygous carriage of pathological mutations in 
families at high risk for the preliminary diagnosis of diseases 
with a late manifestation and for personal identification (ge-
nomic fingerprinting). Gradually, genetic testing for predic-
tive medicine is gaining in strength. Obviously, data on both 
the genome of individuals and entire families and, gradually, 
individual and family DNA databases are being created. Such 
an individual DNA database is a “genetic passport (pass).”

Thus, a genetic passport is an individual DNA database 
reflecting the unique genetic characteristics of an individual, 
his or her predisposition to some hereditary, multifactorial 
and other diseases [4, 5, 6, 37].

The information contained in this really unique document 
should help to avoid the difficult situations in one’s life as-
sociated with ignorance of the individual characteristics of 
one’s genome; ie, the specific characteristics of one’s heredity. 
These data allow us to more fully fulfill our genetic ability 
and are of undeniable value for progeny.

The widespread introduction of molecular diagnostics in 
modern medicine has already made real the idea of a genetic 
passport. It is already a de facto reality, and the number of 
GT is increasing rapidly. However, launching the establish-
ment – and especially the practical use – of genetic passports 
can only be allowed with fairly stringent regulatory require-
ments. The latter include the following:
1. a well studied genetic network for each MD;
2. �reliable clinical and population data confirming the con-

tribution of relevant marker genes in the pathogenesis of 
MD;

3. �representative data for the population of a particular re-
gion or the ethnic group demonstrating the association of 
the tested marker genes with the MD;

4. �a well-balanced (adequate) interpretation of GT results in 
hereditary predisposition;

5. �cogent recommendations based on the results of GT (ac-
cording to the genetic passport);

6. �monitoring of the remote results of the patient’s condition 
after GT and the prescription of recommendations by clini-

cal geneticists; and
7. privacy, accessibility, and legal protection for patients.

The full version of a genetic map should include not only 
a study of predisposition genes, but also asymptomatic car-
rying of mutations of genes of the most common hereditary 
diseases (hemophilia, cystic fibrosis, phenylketonuria, etc.). 
Currently, the existing molecular diagnostic laboratories in 
Russia, including those located in St. Petersburg, allow for a 
fairly complete set of essential genetic tests. One of the first 
variants of a genetic passport was proposed by us in 1997 
(Fig. 6)

At present, practical applications are found for only some 
components of a genetic passport (heterozygous carrier test-
ing, genomic fingerprinting, and karyotyping). Rarely, and 
only in high-risk families, is hereditary predisposition to 
bronchial asthma, diabetes, or osteoporosis tested.

The genetic map of reproductive health appears to be 
more advanced as regards its clinical implementation. Such a 
map was obtained as a result of many years of comprehensive 
studies of the reproductive function of women conducted at 
the Ott’s Institute of Obstetrics and Gynecology RAMS (St. 
Petersburg) [26]. The map is recommended for use in family 
planning centers, as well as in antenatal and other centers 
of the institute. It is widely used in outpatient counseling by 
clinical geneticists and obstetricians in our institute. In addi-
tion to karyotype analysis and testing for a carrier of muta-
tions of severe hereditary diseases for spouses who are plan-
ning to have a child, the screening of women for an array of 
genetic diseases complicating pregnancy, fetal development, 
childbirth and the postpartum period (pre-eclampsia, ha-
bitual miscarriage, varicosity, feto-placental failure) has an 
important prognostic significance (Fig. 7). For gynecologists 
and endocrinologists, testing of genetic susceptibility to en-
dometriosis, adenomyosis, and postmenopausal osteoporosis 
is of great interest.

 Particular attention is focused on the testing of heredi-
tary forms of thrombophilia, for diagnostics of which a special 
microbiochip called “Fibrochip” was developed [27]. The clini-

Fig. 6. A version of the “genetic passport” [5,6] Fig. 7. A version of the “genetic card of reproductive health” [26]
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cal trials of the genetic map of reproductive health (GMRH) 
conducted at the Ott’s Institute of Obstetrics and Gynecol-
ogy, RAMS, focused primarily on individual disorders, such 
as endometriosis (prognosis and choice of optimal treatment 
tactics), inherited thrombophilia factors, miscarriage and 
placental insufficiency, and gestosis (prediction and preven-
tion). The accumulated information on the genetic markers 
of obstetric pathology that results from prospective testing 
is a good reason for a wider implementation of such a card 
(GMRH) in clinical practice.

Based on WHO recommendations, genetic testing should 
be carried out with the voluntary, informed consent of the 
patient; ie, after he or she reaches adulthood. Formally, this 
means that important genetic information could become 
available relatively late, when its benefits to the subject and 
his close relatives have largely been lost. However, taking into 
account the importance of these data for children’s health, 
the harmonious development of their personality, rational 
nutrition, effective education, athletic training, optimal prof-
fessional guidance, and the opportunity to prevent the devel-
opment of several diseases with a late manifestation, intro-
ducing genetic passports at an early age would seem to make 
sense today. A possible genetic map of a child based on the re-
sults of studies of his gene associations is shown in Figure 8.

It cannot be excluded that as the ethical and social prob-
lems associated with studies of the human genome are solved 
genetic testing in an earlier than currently recommended 
age will become common. In any case, in families with a high 
risk of diabetes type-1, asthma, sudden death due to cardiac 
conduction and rhythm disorders, metabolic syndrome and 
obesity, as well as several other nosology, preventive genetic 
testing at an early age seems reasonable. [37]. Obviously, the 
testing should only be conducted with parental consent, with 
recommendations from a pediatrician, and after consultation 
of the family by a clinical geneticist competent in predictive 
medicine.

Likewise, information about gene markers, the testing of 
allelic variants of which allows to evaluate the suitability of a 

teenager to a particular sport, accumulates rapidly. Current-
ly, information is available about nearly 150 different genes 
that control human physical development. That is important 
for proper fitness and for the selection of potentially promis-
ing athletes. The obtained results allowed to start building an 
individual version of the genetic map of the athlete, which 
includes the testing of certain genes that determine human 
physical characteristics.

 Despite certain limitations of legal, moral and ethical char-
acter, a lack of information on the gene networks of various 
metabolic processes and multifactorial diseases, the lack of 
reliable statistical information and the imperfection in the 
clinical interpretation of the results of genetic testing, the 
creation of a functioning genetic passport of some type for 
citizens should be welcomed. Such a medical document can be 
of substantial assistance during the examination of the health 
status of an individual, as well as in assessing the potential 
risk of developing a particular disease by members of a fam-
ily at high risk of developing an MD [37].

Thus, despite the obvious imperfections of modern predic-
tive medicine, genetic screening of families at high risk for 
some serious MDs, as well as professional athletes and people 
exposed to extreme work conditions and individuals simply 
interested in information about their genome, seems quite 
real. Obviously, a genetic map of reproductive health is also 
of great practical significance.

6. The main problems related to genetic testing of MD
Testing for gene associations, i.e. the search for candidate 
genes coupled with a variety of MDs, is already widespread 
throughout the world, including at leading laboratories and 
genetic centers in Russia. According to international reports, 
thousands of polymorphic sites are tested daily to determine 
associations with diseases [28]. About 100 major candidate 
genes, each of which contains several polymorphic sites that 
affect the function of the gene and its products, have already 
been identified or are under study for common MDs.

The GWAS method in searching for marker genes of MDs 
has become more widely used in recent years [29]. Hundreds 
of candidate genes and anonymous polymorphisms coupled 
with the most common MDs have already been identified us-
ing this method [29]. Comparison of the characteristics of the 
distribution of allelic variants in patients and healthy people 
has already led to the definition of the “genomic profile” of 
a MD that corresponds to the SNP-alleles distribution in the 
genome typical of a particular disease. Thus, identification 
of marker genes in itself appears not to be important. The 
results are written using the numbers of tagSNP that have 
shown reliable linkage with the MD. For example, 22 variants 
of the genomic profiles of risk of prostate cancer were identi-
fied in a large prospective study of the Icelandic population. 
The highest linkage (OR = 1.23; P = 6.7 ∙ 10-12) was found for 
SNP rs11228565 of locus 11q13. The presence of four vari-
ants of the risk SNP rs10934853 (3q21.3), rs16902094, and 
rs445114 (8q24.21) rs8102476 (19q13.2) increased the prob-
ability of prostate cancer in carriers by 2.5 times compared 
with population SNP variants [30]. Commercial genetic tests, 
including “individual genomic profiles,” have emerged and 
are been actively promoted by various diagnostic centers 
in America (Celera, Myriad genetics, Decode, Navigenics, Fig. 8. A version of the “genetic card of a child’s health” [37]
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23andme) and Western Europe (Sciona, Gendia) [31].Yet the 
associations of numerous marker genes and polymorphic loci 
with a particular disease remain unproven, and more than 5% 
of already identified associations turn out to be random [28]. 
In the opinion of many experts in molecular medicine and 
medical genetics, a quite alarming situation is developing as 
commercialization and business become the primary motive, 
instead of science.

The main problems that have appeared in the implemen-
tation of GT results of hereditary predisposition to clinical 
practice are as follows:
1. �the completeness of identification of all candidate genes of 

the gene regulatory network (FGM) of MD;
2. proofs of the reliability of their association with MDs;
3. medical evaluation of GT results; and
4. the clinical significance of predictive GT. 

6.1. The completeness of the identification of 
candidate genes FGM for a particular MD
The method of analysis of association (see Section 3) at best 
permits to reveal the most obvious, in terms of the pathogen-
esis of the disease, candidates genes and conduct a compara-
tive analysis of allele frequencies in cohorts of patients and 
population controls.

The method of genome-wide linkage analysis allows for a 
more detailed identification of loci coupled with a specific MD, 
but the rather extended size of these loci often highly compli-
cates the exact identification of important candidate genes in it.

Today, hope in solving this problem rests on the GWAS 
method. Using high-density biochips (over 500,000 SNP) allows 
to overlap the full genome with high reliability. Thus, informa-
tion on all the SNP linked with MDs can be obtained. However, 
many such associations appear to be random in fact and can be 
discriminated only by repeated GWAS analysis conducted on 
other cohorts of patients with the same MD and other groups 
of population control. In addition, the association in one or an-
other DNA site does not always coincide with the presence of 
the corresponding candidate gene in it and does not necessarily 
mean the identification of the mutations responsible for the 
predisposition to the MD. In most cases, the identified SNP sites 
are located in intergenic DNA and, in fact, can be considered 
only as a molecular marker linked with one or several neigh-
boring genes. However, at the moment the GWAS method, 
when complemented by the sequencing of linked loci and the 
analysis of the expression of its constituent genes, is considered 
as the most effective method for identifying candidate genes 
comprising FGM of a particular MD. However, the identifi-
cation of new marker genes associated with the MD is often 
paired with the revision of the value of the initial individual 
risk. That was clearly illustrated in the genomic scanning for 
predisposition to type 2 diabetes [32].

The possibility of testing for hereditary predisposition not 
only on the basis of the allelic variants of predisposition genes, 
but also for the genomic profile on the basis of tagSNP [30] 
significantly bolters the case for predictive medicine.

6.2. The reliability of the association of 
candidate genes with a specific MD
Currently, there are already about 1,024 clinical genetic tests 
of MDs and there are more than 300 genetic tests that are in 

the pre-clinical and clinical trials stages [33]. For many MDs, 
some “major” genes have already been identified. Their in-
volvement in a particular pathology has been confirmed by 
research on representative groups of patients in many labo-
ratories. Such MDs include, for example, Alzheimer’s disease 
(AROE4), type-2 diabetes (PPARG, TCF7L2, KCNJ11), se-
nile macular degeneration of the retina (CFH), systemic lu-
pus erythematosus (JRF5), prostate cancer (region JF1H), 
type-1 diabetes (IL2RA, CD25, PTPN22), autoimmune thy-
roiditis (CTLA4), hirschsprung disease (RET), Crohn’s dis-
ease (NOD2, CARD15), and rheumatoid arthritis (PTPN22) 
[8, 34]. Nevertheless, the attitude toward GT remains quite 
skeptical, largely because of the absence of definite statistical 
evidence of the reliability of GT results.

One important reason for such a discrepancy is the relative-
ly small sample groups of sick and healthy patients. At best, 
they are limited to hundreds of subjects, whereas a compara-
tive genetic analysis of several thousands of healthy and sick 
patients is required to obtain statistically reliable data [28].

Populational differences in allelic frequencies for the same 
candidate gene could be another reason for the variability 
of gene associations. Non-randomly identified allelic differ-
ences demonstrating the significance of a particular associa-
tion are often averaged and become statistically insignificant 
when combined with data from different works carried out 
on groups of patients, and controls of other populations.

The need for large sample groups is dictated by the rela-
tively low rate of relative risk, OR, which shows how much 
more common is the studied disease in individuals to study 
the disease with a specific allele or set of different alleles of 
the marker genes, compared with individuals with other al-
leles of the same candidate genes [35]. Typically, for known 
gene markers associated with an MD, the value of OR does 
not exceed 1.5 and is usually within 1.16-1.2. Thus, the com-
bination of several unfavorable alleles of candidate PTPN22 
in diabetes and systemic lupus erythematosus and the NOD2 
gene in Crohn’s disease increases the relative risk of the dis-
ease (OR) 2-3 times. For most other associations, OR ranges 
from 1.1 to 1.5. [22]. Therefore, the real contribution of each 
marker gene in the development of the MD is relatively small. 
Therefore, for definite proof of association extensive genetic 
studies are required. It is believed that to prove a 90% prob-
ability of any association between a gene and disease with 
an OR equal to 1.25, the study requires 5,000 patients and a 
control group of not less than 5,000 people. This is assumed 
to increase the level of significance (p <0.00005 instead of 
the usual p <0.05) 10,000 times [28]. The appearance of the 
GWAS method has radically changed the situation as relates 
to the problem of predictive validity of GT. Thus, in assessing 
the risk of myocardial infarction by GT of 85 SNP in corre-
sponding candidate genes, the reliability of associations has 
increased to p <0.0000001 [36].

Another important factor that proves the strength of iden-
tified association is its replicativeness; ie, the reproducibility 
of GT in the works of other researchers.

The reasons for the variability of genetic polymorphism 
are very diverse.

- Genetic stratification of the studied population (the pres-
ence of subpopulations with different initial frequencies of 
the analyzed alleles in it) [28];
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- Allele frequencies in different populations may vary, and 
their contribution to the pathogenesis of a specific MD could 
be different;

- Pathogenetic differences in a MD could be due to the pe-
culiarities of the action of various external factors in different 
geographical conditions;

- The inaccuracy of the clinical diagnosis could lead to er-
rors in the formation of clinical sample groups; 

- Alleles associated with the same MD in different popula-
tions could be different.

There are several other factors that substantially hinder 
the correct evaluation of the observed genotype-phenotype 
association, even if it is quite statistically significant:

- The identified association cannot relate to an identified 
gene or SNP-marker but to a gene or locus (alleles) that is 
closely linked with a yet unknown locus or allele, whose prod-
uct is involved in the pathogenesis of MD;

- The identified association could, in fact, be not related 
to the candidate gene in itself but to another gene product 
which functionally compensates for the effect of the mutant 
gene (epistatic relationship of genes);

- Not only gene--gene interaction remains very poorly 
understood, but also the interaction of candidate genes with 
environmental factors;

- The pathogenesis of any MD can often be the result of 
disorder in the function of not just one, but different gene 
networks;

- Along with the typical polygenic forms of a MD, there are 
also common forms of monogenic (osteoporosis, Parkinson’s 
disease, Alzheimer’s disease, various cancers) MDs[35].

Obviously, all these factors significantly complecate the 
correct identification of marker genes and the assessment of 
their objective contribution to the pathogenesis of the dis-
ease.

Recognizing all these limitations and the very real diffi-
culties in the identification of the marker genes of MDs, it is 
important to pay attention to the following circumstances:

- All MD genotype--phenotype relationships always have 
a stochastic nature and are not strictly determined; ie, accu-
racy in the DNA diagnosis of MDs, in contrast to monogenic 
diseases, never approaches 100%.

- Groups of sick and healthy patients will include thou-
sands of people in an analysis using the GWAS method, which 
ensures a high reliability of the results.

- The overwhelming majority of marker genes and loci 
identified with GWAS usually includes associations previ-
ously established by other methods.

These statements need further clarification and verifica-
tion, but they already provide a basis for more extensive pre-
clinical and clinical trials of the already identified candidate 
genes of common MD.

At the current stage in development of predictive medicine 
in Russia, it seems rational to compare the known candidate 
genes of MDs identified in the works of local researchers with 
the corresponding panels of candidate genes identified using 
GWAS (1), to test the allele frequencies of the main new can-
didate genes on already existing samples of patient-healthy 
DNA-banks (2), and to create of a new panel of genes of MDs 
based on the data obtained (3).

6.3. Evaluation of the results of predictive GT
The evaluation of genetic testing results should be conduct-
ed considering already existing knowledge about the gene 
networks of specific MDs, the population, gender, and age 
characteristics of the frequency of polymorphic alleles of 
the studied genes [37]. Considering the probabilistic nature 
of forecasts based on the genetic testing of hereditary pre-
disposition to MDs, some assistance in assessing the risk of a 
hereditary predisposition can already provide a fairly simple 
method of score evaluation, which is used in some western 
countries (Harvard School of Public Health) and is already 
used in some Russian centers conducting genetic testing [38, 
39, 40]. The essence of the method is as follows: each geno-
type variant is estimated on conditional points depending on 
whether the alleles identified are protective or predispose to 
the development of pathology. To this end, alleles with altered 
functional activity of the gene are assigned 1 point, while nor-
mal (frequent), wild-type alleles are assigned 0 point. Then, 
the points corresponding to genotype for every tested can-
didate gene are recorded, summed up, and divided by the 
number of tested genes. So, the risk of developing the disease 
could be conditionally evaluated as medium, low, or high. In 
the presence of pathogenetically complex MDs, including sev-
eral different metabolic chains, the calculation is conducted 
for each gene network separately and the estimates obtained 
are added up. Some variants of score evaluations, in addi-
tion to the calculation of points corresponding to genotypes, 
also include conditional points of various exogenous factors 
(harmful effects, habit, medication intake, etc.), anthropo-
metric values, as well as physical activity, sex, weight [26].

Information on the basis of GT results is prepared by a 
clinical geneticist, together with the specialist who carried 
out the molecular analysis, and is passed along to the physi-
cian and patient. Comparison of this conclusion with the re-
sults of clinical, laboratory, and instrumental investigations 
permits to assess the risk of developing a MD more objec-
tively and to offer the most effective program of prevention 
and treatment.

The answer may be more objective if it is possible to com-
pare the results with data on the genetic testing of a close rel-
ative who has a given MD. But in any case the answer would 
be essentially probabilistic in nature. A detailed method of 
scoring the results of GT is given in our user guide devoted to 
the genetic map of reproductive health [26].

Special computer programs could significantly assist in the 
correct interpretation of GT results. Such programs are avail-
able and are used to compare the genomic profiles of patients 
with MDs, the control group of patients, which allow us to 
estimate the risk of hereditary predisposition of a particular 
person to a MD [29]. A map is created that facilitates the un-
derstanding of the results of GT by the medical staff. It helps 
to find genetic variations corresponding to certain diseases 
and to monitor their transmission by inheritance. It is be-
lieved that such a map will help to reduce the cost of search-
ing for genes of predisposition to a particular MD, as well as to 
make real development of individual treatment possible [41]. 
There is no doubt that the establishment of such a computer 
program to evaluate GT results in Russia would also greatly 
accelerate the introduction of predictive medicine in clinical 
practice.
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According to foreign reports, GT for assessing genetic 
susceptibility to cardiovascular diseases, venous thrombosis, 
hyperlipidemia, and atherosclerosis has already been devel-
oped and is widely used [41]. It is important to emphasize that 
these studies have yet to acquire the status of tests recom-
mended for clinical use, but they are already being used by 
clinicians. More than 1,000 predictive GT, many of which are 
at the pre-clinical and clinical trials stages are in the same 
state. The objects of GT are such genes as APOE4, homozy-
gosity for which increases the risk of Alzheimer’s disease 14-
fold; gene Filaggrin, mutation in which R501X or 2282del14 
increases the risk of atopic eczema and severe asthma 4-fold; 
the unfavourable alleles of CDKN22a2b (64% increase of risk 
of infarction by 64%); and 4a/4b alleles of IN, the presence of 
which doubles the risk of type 2 diabetes. However, the clini-
cal significance of these genetic tests remains unclear; their 
usefulness to physicians and patients needs more rigorous 
proof [36].

The first predictive genetic test to calculate the individual 
dose of the anticoagulant warfarin successfully passed cer-
tification and received the formal approval of the U.S. Food 
and Drug Administration on August 16, 2007. The test in-
cludes testing of the genes CYP2C9 and VKORC1, taking into 
account the age, sex and weight of the patient.

In 2008, the EuroGentest Commission in Europe developed 
guidelines for GT standardization and prepared the necessary 
documentation for certification of those genetic tests that, on 
the basis of the results of clinical trials, can be referred to the 
category of GTB recommended for clinical use [Nippert et 
al., 2008].

6.4. Recommendations on the 
results of genetic testing
GT may offer real benefits only if it is accompanied by full 
consultation with a qualified clinical geneticist, with the 
provision of relevant recommendations to the physician and 
patient. GT may have practical value if the following con-
ditions are fulfilled: (1) the results of GT are based on the 
analysis of genes whose association with the corresponding 
disease is shown in the population of the particular region; 
(2) the subject is a family member at high risk, where there 
is already a patient with this pathology; and (3) the GT data 
are subjected to adequate statistical analysis. Effective use 
of such information is largely determined by the level of 
genetic knowledge of physicians, their ability to apply the 
data to the diagnosis, prevention and treatment of diseases, 
as well as the willingness of the patient to follow the rec-
ommendations of physicians based on the results of genetic 
testing. [39]. But even under these conditions, GT results 
concerning hereditary predisposition should be interpreted 
very cautiously. When possible, GT should be complemented 
with an appropriate biochemical analysis allowing to evalu-
ate the functional activity of the studied genes. It should be 
required that more objective information be obtained by 
testing the genes controlling only a single metabolic proc-
ess; ie, the genes belonging to the same gene network. Thus, 
already today on the basis of genetic testing the functional 
conditions of the following systems can be assessed objec-
tively: the detoxification system, blood coagulation, lipid or 
carbohydrate metabolism, the renin-angiotensin system, 

and others. Assessing the outcome and prognosis of hered-
itary predisposition to MDs caused by damage to several 
gene networks is much more difficult.

The main difficulties in the widespread implementation 
of predictive medicine in clinical practice are related to the 
lack of objective data to prove the usefulness of preliminary 
(no symptom) testing of hereditary predisposition to MDs for 
the patient.

According to the Gene Dossier recently developed by the 
United Kingdom Genetic Testing Network (www.ukgtn.nhs.
uk), certification of each new GT should include (1) informa-
tion on the analytical precision of the used molecular genetic 
methods; (2) the clinical reliability of the GT, i.e. its ability to 
diagnose or predict the presence or absence of a certain phe-
notype; (3) the clinical usefulness of GT, its compliance with 
ethical, legal and social norms, which means that GT should 
be aimed at specific populations and serve to solve a particu-
lar problem (www.labtestonline.org.ru).

The British fund Wellcome Trust, which initially funded 
the Human Genome Project program, in 2008 began support-
ing a project aimed at improving and strengthening the evi-
dence base of genetic testing, as well as the development of 
a handbook for the coordination and integration of GT into 
clinical practice with sufficient explanations of their useful-
ness to physicians and patients. At the same time, the estima-
tion of the clinical usefulness of GT is equivalent to phase III 
of clinical trials, but it remains unclear whether GT should 
be paid for by governments or the firms working on and ad-
vertising GT [43].

The ultimate goal of the project is to move predictive med-
icine from the field of research of genetic polymorphism fea-
tures and identification of genes - markers of MDs to the level 
of evidence-based medicine.

The results of every GT should include not only informa-
tion about the features of the allelic variants of the genes of 
a metabolic chain, but also recommendations for the patient 
and physician [44]. A “Genetic” reorientation of the health 
care industry is already happening in the developed countries 
of Western Europe and America. In the near future, it will 
reach Russia. A significant improvement in genetic knowl-
edge, especially in the field of predictive medicine, for doctors 
in all specialties is very important for the effective implemen-
tation of the achievements of medical genetics and genomics 
in the Russian health care system.

Conclusion
Thanks to impressive advances in genomics, the emergence 
of new, highly effective methods of molecular analysis, the 
search for marker genes associated with MDs has rapidly 
developed. As a result, (1) thousands of new marker genes, 
the allelic variants of which predispose to the development 
of pathological processes, have been identified; (2) the ge-
netic panels of the most frequent chronic diseases has been 
established; and (3) marker genes defining the severity of the 
disease and predisposition to some complications are being 
identified.

The unprecedented scale of the genotyping of representa-
tives of different races, nationalities, and ethnic groups has 
required hard joint work from clinicians and molecular biolo-
gists. Their work has led to numerous DNA databanks con-
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taining information on all known mutations and DNA altera-
tions associated with chronic diseases (4).

Extensive information on the genotyping of frequent 
chronic diseases among inhabitants of Russia has also been 
collected at many Russian scientific centers such as the Insti-
tute of Medical Genetics of RAMS (Tomsk); Medical Genet-
ics Research Center (Moscow); Institute of Biochemistry and 
Genetics, Academy of Sciences (Ufa); N.I. Vavilov Institute 
of General Genetics, RAS (Moscow); Institute of Molecular 
Genetics, Academy of Sciences (Moscow); and the Institute 
of Molecular Medicine, RAMS, etc.). Only in our laboratory at 
the Ott’s Institute of Obstetrics and Gynecology, RAMS (St. 
Petersburg), has the the frequency of allelic variants of 80 
marker genes in 5,000 patients with different parts of MDs 
and the same number of people from the control group been 
studied.

As an individual DNA database, the genetic passport (GP) 
already exists and is gradually becoming more complex with 
the identification of new genetic markers and the increase in 
the number of gene networks and panels of predisposotion 
genes determining hereditary susceptibility to MDs. If at its 
early stages GP was a fairly simple map including test results 
for approximately 100 marker genes corresponding to gene 
panels of 15-20 frequent chronic MDs, since the emergence 
of the GWAS technology the number of candidate genes has 
grown rapidly. Its characteristic genetic profile correspond-
ing to the distribution in the genome of more than 30-500, 00 
SNP in the SNP map could be determined for each disease 
with the help of this technology. Comparison of the genetic 
profiles of sick and healthy patients with that of a particular 
subject provides a high degree of reliability in testing inher-
ited predisposition to the relevant disease.

It is obvious that GT results have to be treated with great 
caution. The clinical usefulness of such testing, even with 
GWAS technology, still needs to be proved. Of particular 
concern is the lack of information on how and what environ-
mental factors provoke the onset of MDs in a particular per-
son. To this end, the scientific community has already been 
tasked with quantifying the genetic and exogenous risk fac-
tors and their combinations in the pathogenesis of MDs [45]. 
Despite the serious complexity, the implementation of predic-
tive medicine in clinical practice is scientifically founded and 
strategically unavoidable.

In conclusion, let me note that the emergence of new, 
highly efficient methods of DNA sequencing has made it pos-
sible to sequence the full genome of an individual. Massive 
parallel sequencing is particularly promising in this respect 
[46]. Recently, it was reported that each American can now 
get his or her whole genome for $ 50,000; ie, 20 times less than 
in 2007. It should be noted, however, that the completely se-
quenced genome of an individual is unlikely to replace the 
genetic passport in the near future. A genetic passport is 
much more convenient and practical in everyday use for a 
clinical geneticist and for a physician using the GT data. The 

full genome sequence will certainly be important for a more 
in-depth analysis of the unique features of the individual ge-
nome; ie, it can play the role of a universal genetic handbook 
for everyone, while GP will provide information on the status 
of the predisposition genes of several common MDs. It is as-
sumed that within the next 2-3 years, everyone will be able 
to obtain a complete set of his genome for $1,000, and that the 
cost of a genetic passport with the commentary of a specialist 
will cost about $300. Hence, in addition to conventional ma-
jor medical tests and an anthropometric survey, the personal 
medical card of each person will also include the results of 
GT, the number of which will invariably increase. However, 
according to the opinion of academician V.P. Pusyrev, GT will 
not replace but will only supplement the results of other labo-
ratory studies [20].

Anticipating such further development, a lot of work on 
the integration of genomics research in the national (pub-
lic) health policy and practice has already been carried out 
in the countries of Western Europe and North America. 
Knowledge of the genome seguence has to be integrated 
into the health doctrine of each country, with emphasis on 
predictive medicine. To do this, however, there is still the 
need to figure out what clinical value “high genetic sensitiv-
ity” represents and how to quantify genetic and exogenous 
risks in accordance with the principles of evidence-based 
medicine [45].

The advances of genomics in society and in medicine can 
be accelerated, but it cannot be halted. This fully applies to 
predictive medicine. The introduction of the technology of 
genome-wide screening for the identification of candidate 
genes of MDs, the comparison of the individual profiles of the 
allelic variants of candidate genes of a subject with those of 
sick patients with a particular MD and of obviously healthy 
people supported by the outcomes of prospective genetic test-
ing will open a wide avenue to a new and promising era of 
predictive medicine for humanity. The main task of modern 
genomics is to evaluate the significance of the results of GT to 
determine the conditions of their implementation in medical 
practice. Possible solutions to this problem in Russia include 
the following: (1) a comparison of the obtained GT results of 
MDs of local populations with international data of their ge-
nome-wide screening, (2) the establishment of representative 
(at least 1,000 samples) DNA banks for each MD, (3) testing of 
new candidate genes on already existing domestic DNA col-
lections, and (4) organizing centers for the implementation of 
genome-wide association screening GWAS.  

The authors express their deep appreciation to the researcher 
of the Department of Biomedical Genetics, University 

Medical Center of Utrecht (Netherlands) A.P. Zhernakova 
for her valuable advice on the manuscript and the 

possibility to use her data concerning GWAS of a number 
of autoimmune diseases.
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D-Arabinose Methabolism: 
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Bifunctional Arabinokinase/
Pyrophosphorylase of 
Leishmania major
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Abstract In this work we describe an unusual enzyme from Leishmania major (Arabinokinase/Pyrophosphorylase) that catalyzes the synthesis of GDP-D-
arabinopyranose (GDP-D-Arap) via a D-arabinose-1-phosphate intermediate in the presence of ATP and GTP. Our data indicate GDP-D-Arap transport in vivo 
by the LPG2 multispecific nucleotide sugar transporter into the Leishmania Golgi apparatus, in which it can be used by glycosyltransferases as a donor substrate 
for glycosylation.
Keywords: D-arabinopyranose, Leishmania, bifunctional enzyme, kinase, pyriphosphorylase, lipophosphoglycan.
Abbreviations: D-Arap – D-arabinopyranose; L-Fuc – L-fucose; K

m
 – the Michaelis-Menten constant; V

max
 – the maximum reaction velocity.

Introduction
It is known that both bacteria (Bacteriodes) and plants (Ara-
bidopsis) can synthesize GDP-L-Fuc from L-fucose (L-Fuc) 
via intermediate L-fucose-1-phosphate using a bifunctional 
enzyme L-fucokinase/GDP-L-fucose pyrophosphorylase [3, 
4]. Since D-Arap and L-Fuc are structurally similar, it makes 
sense to assume that biosynthesis of GDP-D-Arap in Leish-
mania can occur through a mechanism similar to that of GDP-
L-Fuc biosynthesis in other species. To check this hypothesis, 
the L.major genome was evaluated for open reading frames 
homologous to fucokinase and GDP-L-fucose pyrophospho-
rylase gene sequences. As a result, two near-identical genes 
(lmjF16.0440 and lmjF16.0480) were found as possessing high 
homology with the Bacteriodes fragilis fkp and Arabidopsis 
thaliana at1g01220 genes, both encoding L-fucokinase/GDP-
L-fucose pyrophosphorylase [3, 4].

The open reading frames lmjF16.0440 and lmjF16.0480 
correspond to putative polypeptides composed of 1,187 ami-
noacid residues with a calculated molecular mass of 126.5 
kDa. The only difference (three aminoacid residues) be-
tween these two proteins is the segment 196–199, name-
ly PheGlnAsnHis in LmjF16.0480 and LeuGlnAspTyr in 
LmjF16.0440. The N-terminal sequences of these proteins 
contain a highly conserved segment Val100–Lys117 that 
closely resembles the conserved pyrophosphorylase motif 
Lys(X)

2
GlyXThrXMet(X)

4
Lys [5]. The C-termini also con-

tain a conserved segment Gly950–Ile958 homologous to the 
GlyXGly(X)

2
Gly(Ser)

2
Gly motif forming the ATP-binding 

pocket of many kinases [6]. The presence of these conserved 
sequences has allowed to attribute kinase and pyrophospho-
rylase activities to the proteins’ C- and N-ends, respectively.

Results
The lmjF16.0440 and lmjF16.0480 genes were cloned in the 
pET16b plasmid vector for further examination of the activi-
ties of the putative enzymes. The recombinant LmjF16.0440 
and LmjF16.0480 were expressed in E.coli BL21 (DE3)-RIPL 
cells and tested for enzyme activity (data are shown on Fig. 1). 
LmjF16.0480 catalyzed the formation of D-Arap-phosphate 
and GDP-D-Arap, whereas LmjF16.0440 only synthesized D-
Arap-phosphate. Reaction products were not observed when 
the reaction mixture contained only nonspecific proteins 
extracted from the E.coli cells transformed with an empty 
pET16b vector. This information allows to conclude that the 
product of the lmjF16.0480 gene really acts as a bifunctional 
arabinokinase/pyrophosphorylase; that is, it exhibits both D-
arabinokinase and GDP-D-Arap-pyrophosphorylase activity, 
whereas the recombinant LmjF16.0440 protein only exhibits 
D-arabinokinase activity.

The necessity for the presence of ATP for kinase activity 
and GTP for pyrophosphorylase activity in the proteins stud-

Table 1. Kinetic Parameters for Recombinant LmjF16.0440 and 
LmjF16.0480 Proteins

Enzyme Substrate K
m

  
(mM)

V
max

  
(µM/L/min)

LmjF16.0440 D-Arabinose
D-Arabinose-1-phosphate

1.23
-

0.35
-

LmjF16.0480 D-Arabinose
D-Arabinose-1-phosphate

2.90
67.0

0.50
160.0
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ied was confirmed when carrying out the enzymatic reactions 
in the presence of only one triphosphate. Formation of the re-
action product was not observed in the absence of both ATP 
and GTP. When only ATP was present, the reaction was not 
completed and led to the formation of arabinose-phosphate 
only. When only GTP was present in the reaction mixture, 
a small amount of GDP-D-Arap was produced, apparently 
due to the enzyme’s capability to utilize GTP instead of ATP. 
However, in this case the reaction proceeded slowly with a 
low yield of the reaction products as compared with the reac-

tion in the presence of both ATP and GTP. Thus, the entire 
reaction requires both triphosphates in the reaction mixture: 
ATP – for kinase activity and GTP – for pyrophosphorylase 
activity of the bifunctional enzymes under study.

The kinetic parameters, namely, the Michaelis constant 
(K

m
) and maximum reaction velocity (V

max
), were determined 

for recombinant LmjF16.0440 and LmjF16.0480. These param-
eters are shown in Table 1 for each reaction catalyzed by each 
of the enzymes. Both enzymes demonstrate similar features 
as kinases. However, an extremely high K

m
 = 67 mM was de-

termined for pyrophosphorylation catalyzed by LmjF16.0480. 
Such low affinity to arabinose-phophate could suggest the 
association of both catalytic centers of the enzyme, so that the 
D-Arap-1-phosphate from the kinase center moves straight 
to the pyrophosphorylase one. So, a considerable amount of 
exogenous arabinose-phosphate is necessary for its appear-
ance in the pyrophosphatase active center, which is reflected 
in the high K

m
 value.

The human genome contains genes that are partially ho-
mologous to the bifunctional enzyme from Leishmania. In 
particular, the locus NP 659496 encodes a protein composed 
of 1,185 aminoacid residues with 44% homology with the ki-
nase C-end, whereas its N-end has no significant resemblance 
with pyrophosphorylase domains. The gene was cloned, and 
its recombinant product was tested for GDP-D-Arap syn-
thesizing capability. This test has shown no activity. The ab-
sence of pyrophosphorylase activity for the human protein 
is not surprising considering the low homology of the human 
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[3H]-D-Arap-1-phosphate
R

f
 = 0.26

[3H]-D-Arap-1-phosphate
R

f
 = 0.26

[3H]-D-Arap
R

f
 = 0.56

GDP-[3H]Arap
R

f
 = 0.16

Fig. 1. Chromatographic analysis of enzymatic reaction products. 
Cultures of E. coli BL21(DE3) were transformed with pET16b- 
LmjF16.0440(His)

6
 and pET16b- LmjF16.0480(His)

6 
plasmids and induced 

with IPTG. Following lysis of the induced cells, the proteins were solubi-
lized with 0.1% Tween 20 and immobilized to a column of TALON resin 
via N-terminal His-tag. Enzymatic activities of the TALON-bound recom-
binant LmjF16.0440 and LmjF16.0480 then were tested in vitro. Reaction 
mixtures contained 5 mM ATP, 5 mM GTP, 5 mM MgSO

4 
and 0.15 µCi 

of [3H]D-Arap as substrate. Assay tubes were incubated overnight at 
37oC, and the reaction products were analysed by TLC on glass-backed 
Silica Gel 60 TLC sheets (1-butanol/acidic acid/water, 2:1:1). [3H]
D-Arap-containing products were located using a Bio Scan System 200 
radiochromatogram scanner. Control assay containing only nonspecific 
proteins from E. coli cells failed to produce any product (А). Reaction 
containing the LmjF16.0440 protein produced only D-Arap-phosphate 
(B), whereas the LmjF16.0480 protein produced [3H]arabinose 1-phos-
phate and GDP-D-[3H]Arap (C)

G
D

P-
[3 H

]A
ra

, 
p

m
o

l

L.major  
wild type

L.major  
wild type

L.major 
lgp 2-/-

L.major  
lgp 2-/-

Lipophosphoglycan Glycosylphosphatidylinositol 
lipids

Fig. 2. Identification of the protein responsible for GDP-D-Ara transport 
into the Goldgi. Cultures of L. major wild-type and knock-out mutants 
lpg2-/- (L.mаjor lpg2-/-) were metabolically labeled with [3H]D-Arap, 
their surface glycoconjugates (lipophosphoglycan and glycosylphos-
phatidylinositol lipids) were extracted as described [8], and the radioac-
tivity in all fractions was measured by scintillation counting. [3H]D-Arap 
incorporation of the cell surface phosphoglycans was abolished in the 
L. major lpg2-/- knock-out mutant, lacking the multispecific nucleotide 
sugar transporter LPG2
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protein N-end with the pyrophosphorylase domains. The 
D-arabinose-activating capability was also lacking, despite 
the close resemblance between the kinase С-end and both 
LmjF16.0440 and LmjF16.0480.

Conclusion
In most cases, activated carbohydrates are synthesized in cy-
toplasm and subsequently transported into the Golgi lumen, 
in which they are utilized by corresponding glycosyltrans-
ferases as substrate donors in glycosylation reactions. Earlier, 
the LPG2 protein found in the Leishmania Golgi apparatus 
membrane was classified as a multispecific transporter that 
can transport not only GDP-Man, but also GDP-D-Arap and 
GDP-L-Fuc [7]. To make sure that LPG2 is the only trans-
porter responsible for GDP-D-Arap transport into the Golgi 
apparatus, we grew the cells of wild-type L. mаjor and its 
lpg2 knockout mutant (L. mаjor lpg2-/-) in the presence of 
[3H]-arabinose and determined [3H]Ara incorporated into the 
cell surface glycoconjugates (fig. 2). One can see from the pre-
sented data that the lpg2 knockout cells do not incorporate 
[3H]-arabinose. The absence of arabinose in lipophosphogly-
can of L. major lpg2-/- is easy to explain, because the loss 
of LPG2 leads to cancellation of GDP-Man transport into 
the Golgi apparatus with the corresponding termination of 
the synthesis of the carbohydrate moiety of the molecule [9]. 

Thus, even in the presence of GDP-Arap transported into the 
Golgi lumen by another protein, arabinosyltransferases had 
no acceptor site for arabinose transfer to lipophosphoglycan. 
There is no telling this about glycosylinositolphospholipids. 
Glycosylation of these molecules occurs through another 
biosynthetic pathway with dolichol-phosphate mannose as 
a donor [10], so the absence of arabinose residues in glyco-
sylinositolphospholipid molecules of L. major lpg2-/- can be 
explained by cancellation of GDP-Arap transport into the 
Golgi apparatus in the cells devoid of lpg2 gene.

Thus, our data very likely suggest GDP-D-Arap transport 
from cytoplasm (in which it is synthesized) into the Golgi lu-
men by the multi-functional transporter protein LPG2. We 
have also classified the L. major lmjF16.0480 gene product 
as a bifunctional arabinokinase/pyrophosphorylase that can 
synthesize GDP-D-Arap from D-Arap via the intermedi-
ate D-arabino-1-phosphate in the presence of both ATP and 
GTP.  
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ABSTRACT  The discovery of the pharmaceutical potential of small molecule inhibitors of oncogenic protein tyrosine kinases is one of the directions in target therapy 
in oncology. Presently, investigations aiming at developing new therapeutically important inhibitors have to be based on a combination of computational and 
experimental approaches including biochemical, cell-based or in silico screening and the study of the three-dimensional structure of the kinase active center, in 
complex with an inhibitor, using crystallography and X-ray analysis or molecular modeling. This work is an example of a combination of inhibitor experimental 
search with the computational analysis of the potential mechanism of the inhibitors’ action, which allowed to propose the 2-hydroxyphenol group as a scaffold 
for the design of new tyrosine kinase inhibitors. 
Keywords: protein tyrosine kinases; small molecule inhibitors; screening; 2-hydroxyphenol group.

INTRODUCTION
The discovery of the role of oncogenic protein tyrosine kinas-
es (PTKs) capable of noncontrolled activation in the develop-
ment of cancer due to genetic alterations and the therapeutic 
potential of their inhibition has led to the emergence of a new 
era in oncology characterized by the appearance of selective 
(targeted to the specific protein) drugs in clinical practice [1]. 
Application of the small molecule inhibitors that prevent the 
binding of ATP to the catalytic domains of PTKs, thus in-
terfering with the activities of the kinases, was considered 
as the most promising strategy in the inhibition of oncogenic 
PTKs [2]. The first ATP-competitive drug successfully used 
in human therapy was imatinib (gleevec), which acts against 
the Kit and PDGF receptors and inhibits nonreceptor fusion 
kinase Bcr-Abl [3].  Recently, a number of inhibitors have 
been approved for clinical use and more of them are at dif-
ferent stages of evaluation. However, the search for novel 
classes of chemical compounds acting against PTKs continues 
[4]. The ever-increasing degree of activity shown by scientists 
in the field of protein kinase inhibitor development could be 
attributed to the mentioned role of the majority of PTKs in 
oncogenesis [2], as well as the phenomena of resistance by 
some mutant PTKs to known inhibitors [5]. Furthermore, the 
problem of the low selectivity of ATP-competitive small mol-
ecule inhibitors [6] and, on the other hand, the therapeutic 
advantage of parallel inactivation of several oncogenic key 
points [7] deserve notice.  

Modern research aiming at developing new therapeuti-
cally important inhibitors has to be based on a combination of 
computational and experimental approaches including bio-
chemical, cell-based, or in silico screening and the study of 
the three-dimensional structure of the kinase active center, 
in complex with an inhibitor, using crystallography and X-
ray analysis or molecular modeling [8, 9]. Obviously, computa-
tional methods require information on the three-dimensional 
structure of the active center of a target protein or its homo-

logues, even as all modeling predictions have to be validated 
experimentally.  Thus, the search for novel active compounds 
and the assessment of the known inhibitor’s molecular spe-
cificity require the generation of various recombinant PTK 
panels [6]. The conventional approach to obtaining function-
ally active PTKs is the baculoviral expression system [10].

The aim of the present study was to generate a panel of 
functionally active protein tyrosine kinases and to search for 
their inhibitors in a small-molecule collection. Analysis of the 
screening results using molecular modeling allowed to pro-
pose the 2-hydroxyphenol group as a potential scaffold for 
the design of novel tyrosine kinase inhibitors.

MATERIALS AND METHODS

MATERIALS
To obtain functionally active protein tyrosine kinases, bacu-
lovirus expression system «Bac-to-Bac» (Invitrogen, USA) 
was used. 

For the search for the protein tyrosine kinase inhibitor, a 
collection of small organic molecules containing more than 
ten thousand individual compounds with molecular weights 
ranging from 150 to 600 was provided by Chembridge Corp. 
Moscow (http://chembridge.com/datasheets/KINASet.pdf). 
All compounds were dissolved in DMSO to a concentration of 
1 mM, and the aliquots were stored at -20°C.

METHODS
Generation of baculoviruses.  cDNAs corresponding to the 16 
PTKs were cloned into the T-easy vector (Promega, USA) us-
ing the conventional approach of reverse transcription – PCR 
with the total RNA as a template. The full list of the PTKs and 
the summary of cloning are presented in Table 1. Once the 
cloned inserts were verified by sequencing, cDNA fragments 
were recloned into the vector pFastBacHT-B downstream 
of and in frame with 6xHis-tag. The obtained plasmids were 
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used to transform E. coli cells DH10Bac (Invitrogen, USA), 
wherein the recombination of the target genes with the bacu-
loviral genome occurred. Recombinant bacmides isolated from 
E. coli were introduced into insect cells Spodoptera frugiper-
da (Sf9) plated on 6-well plates and cultivated at 27°C. Virus 
particles assembled in the transfected cells and then induced 
cell lysis and accumulated in the growth media. Infected in-
sect cells were expressing and accumulating recombinant tar-
get 6xHis-PTKs.  All manipulations with baculoviruses were 
conducted according the manufacturer’s instructions for the 
expression system Bac-to-Bac (Invitrogen,USA).
Purification of 6xHis-PTKs.  Cell pellets (~109 cells or  10 g of 
a biomass) from 1 L of the infected cell culture were frozen  
at -70°C and then lyzed in 50 ml of buffer A (20 mM Tris-HCl 
pH 8.5, 500 mM NaCl, and 0.1 % Triton X-100)  supplemented 
with 10 u of RQ1 DNAase and a protease inhibitor cocktail.  
The lysate was cleared by centrifugation (15,000 g, 1 h, +4°C) 
and incubated with 2 ml of Ni2+-sepharose at +4°C for an 

hour. After the binding, the resin was washed with buffer A 
containing 30 mM imidasol until the protein detected in the 
wash fractions was absent. Then the 6xHis-PTK was eluted 
with buffer A containing 350 mM imidasol. For the exchange 
of the elution buffer to the storage buffer (50 mM Tris-HCl 
pH 8.5, 100 mM NaCl, and 0.05 % Triton X-100), PD10 col-
umns were used according to the manufacturer’s recom-
mendations. All isolated proteins were stored at -20 °C in 50% 
glycerol and 2 mM DTT.
Measurement of 6xHis-PTK activities. The reaction mix-
ture for each kinase assay contained 10 μM ATP, 10 μg of 
universal protein tyrosine kinase substrate poly(Glu

4
-Tyr) 

(Sigma, USA), and one of the sixteen PTKs in amounts of 30, 
60 or 90 ng in the 1xkinase buffer (50 mM Tris-HCl, pH 7.5, 
5 mM MnCl

2
, 5 mM MgCl

2
, 0.01% Tween-20, and 2 mM DTT). 

To control the starting ATP level, a reaction mixture lack-
ing kinase was prepared and introduced in each set of assays. 
Kinase assays were performed in a total volume of 30 μL, in 

Table 1.  Summary of the PTK panel generation 

Protein Tyrosine Kinase (PTK) Acc. No
AA Direct & Reverse primers1 (5’-3’)

Abl - Abelson Murine Leukemia Viral Oncogene Homolog 1 NP_005148 2-601 GGATCCTTGGAGATCTGCCTGAAGCTG
ACTCGAGCCGAACAAGTTGGTCTTTTG

Alk - Anaplastic Lymphoma Kinase Receptor NP_004295 1092-1406 CATGGATCCCTACAACCCCAACTAC
GCTCGAGTTATTCCACAAGTGGACCAT

Blk - B-Lymphocyte Kinase NP_001706 2-505 GGATCCGGGCTGGTAAGTAGCA
CTCGAGGGCTGCAGCTCGTACTG

CSF1R - Colony Stimulating Factor 1 Receptor NP_005202 545-972 GGATCCAAGTACCAGGTCCGCT
CTCGAGCAGAACTGATAGTTGTTG

Csk - C-Terminal c-Src Kinase NP_004374 2-450 TGGATCCTCAGCAATACAGGCCGCC
ACTCGAGAGGTGCAGCTCGTGGGTT

Eph A2 - Ephrin Receptor A2 NP_004422 562-976 AGATCTAGGAGGAAGAACCAGC
CTCGAGATGGGGATCCCCACAG

FGFR1 - Fibroblast Growth Factor Receptor 1 NP_056934 398-820 GGATCCAAGAGTGGTACCAAGAAGAGT
TTCTCGAGCGGCGTTTGAGTCCGCCATT

FGFR2 - Fibroblast Growth Factor Receptor 2 NP_075259 402-822 GGATCCAAGAACACGACCAAGAAGC
CTCGAGGTTTTAACACTGCCGTTTATG

IGFR1 - Insulin-like Growth Factor 1 Receptor NP_000866 974-1294 GGATCCAGAAAGAGAAATAACAGCAGG
GCTCGAGTTAATCCAGCTCCTCCGGCTC

InsR - Insulin Receptor NP_000199 982-1382 GGATCCAGGCAGCCAGATGGGCCGCTG
CTCGAGGAAGGATTGGACCGAGGCAAG

Kit - Stem Cell Factor Receptor NP_000213 545-976 TGGATCCTACAAATATTTACAGAAACCC
TTCTCGAGACATCGTCGTGCACAAGCAG

Lyn - Yamaguchi Sarcoma Viral Related Oncogene Homolog 2 NP_002341 full length GGGATCCGGATGTATAAAATCAAAAGG
GGAATTCTCGAGGGCTGCTGCTGGTATT

PDGFRa - Platelet-Derived Growth Factor Receptor-a NP_006197 552-1089 GGATCCAAGCCACGTTACGAGATCCGAT
GTCGACAGGAAGCTATCCTCTGCTTCCG

Pyk2 - Focal Adhesion Kinase 2 NP_004094 353-762 TGGATCCCGGCTGCAGGGTGAGCACCA 
TTCTCGAGTTAACGGGAGATGGATACTC 

Syk - Spleen Tyrosine Kinase NP_003168 full length GGATCCGCCAGCAGCGGCATGGCTGAC
CTCGAGTTCACCACGTCATAGTAGTA

Yes – Yamaguchi Sarcoma Viral Oncogene Homolog 1 NP_005424 11-542 CGGGATCCCCAGCCATTAAATACAGAC
TCGTCGACAAATTTTCTCCTGGCTGGTA

1 – sites used for subcloning from T-easy vector into pFastBacHT-B are in bold.
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384-well plates at 30°C for 15 min and developed with 10 μL 
of the Kinase-Glo reagent. The luminescence was detected 
using the Fusion Universal Microplate Analyzer (PerkinElmer 
USA). The activities of the recombinant PTKs were assessed 
in two independent experiments performed in triplicates.
Screening of the small-molecule collections.  The screening 
was performed by assessment of the chemical compound’s 
potential to inhibit tyrosine kinase activities using the lumi-
nescent kinase assay. All kinase reaction components were 
freshly diluted in the 1xkinase buffer. Assays were performed 
in 384 well microplates manually or using MultiPROBE II 
(Packard, USA). Control samples containing ATP and kinase 
with DMSO instead of the inhibitors (0% inhibition) and ATP 
without kinase (100% inhibition) were included in each assay 
plate. Kinase assays were set up and performed as follows: 
1) Add 10 μL of 30 μM inhibitor (to a final concentration of 
10 μM) or 3% DMSO to a well, 2) Add 10 μL of the appropri-
ate kinase dilution, 3) incubate 20 min  at 20°C, 4) add 10 μL of 
30 μM ATP with 10 μg of poly(Glu

4
-Tyr), 5) incubate 90 min 

at  30°C,  6) add 10 μL of the Kinase-Glo reagent and measure 
the luminescence .

ReSults and discussion
To generate the protein tyrosine kinase panel for the screen-
ing of the chemical collection, 16 PTKs from five families of 
both receptor and cytoplasmic PTKs were selected (Table 
1). For the receptor and certain cytoplasmic PTKs, protein 
fragments containing kinase domains were used, instead of 
full-length proteins, as they are believed to be a good func-
tional model for the search and study of kinase inhibitors 
[11].  Expression of the recombinant proteins was carried out 
in the baculovirus expression system, which is believed to 
be optimal for obtaining functionally active PTKs [10]. N-
terminal 6xHis-tags were added to the kinases that allowed 
one-step purification of the His-tagged PTKs from infected 
insect cells using metal chelate affinity chromatography on 
Ni2+-sepharose. Protein purification was conducted following 
instructions appropriate for this type of chromatography and 
according to the results of the analytical experiments on the 
optimization of purification conditions. The final protocol is 
presented in the Material and Methods section. 

Purified proteins were analyzed by SDS-PAAGE in de-

naturing conditions, followed by Coomassie G-250 staining 
(Fig. 1). All proteins showed good correlation of their electro-
phoretic mobilities with calculated molecular weights, and 
the purities of isolated kinases were at least 70% (Table 2).  
The identities of all sixteen recombinant 6xHis-PTKs were 
further confirmed by MALDI-TOF mass spectrometry. The 
amounts of purified proteins were determined using a Brad-
ford protein assay, and the yields of purified kinases from 1 L 
of infected insect cells were 1 to 20 mg (Table 2).

The activities of the isolated PTKs were assessed by direct 
one-step measurement of the amount of ATP in the kinase 
assay using a luminescent Kinase-Glo reagent, the method 
having good compatibility with high throughput screening 
[12]. Relative luminescence units measured in the kinase as-
say or control reaction were converted to ATP molarities 
in the reaction mixture using the standard curve from the 
ATP titration experiment, then the amounts of ATP (pmoles) 

Table 2. A summary of the 6xHis-PTKs in typical expression and purifica-
tion experiment 

6xHis-PTK MW1

(kDa)
Purity2   

(%)
Yield3  
(mg)

Specific  
activity 4, 

(nmoles/min 
× mg)

Kinase amount 
used in one 
assay5, ng/

assay

Abl 72.5 85 6 118 50

Alk 38.8 75 1 60 90

Blk 63.8 80 3.5 91 60

CSF1R 54.0 80 5 98 60

Csk 56.7 90 20 153 40

Eph A2 53.4 95 10 110 50

FGFR1 52.5 70 1.5 223 20

FGFR2 53.8 70 1.5 245 20

IGFR1 39.8 80 2 147 40

Insr 51.4 85 6.5 131 40

Kit 55.0 75 3 80 70

Lyn 63.4 75 1.5 332 20

PDGFR-a 67.4 70 2.5 84 70

Pyk2 52.0 80 3.5 86 70

Syk 78 70 1,9 131 50

Yes 65.7 70 1,5 273 20

1 – Calculated molecular weights of the recombinant 6xHis-PTKs. 
2 – The purities of the 6xHis-PTKs were determined by Coumassie 
G-250 staining of SDS-PAAG. 
3 – The yields of purified 6xHis-PTKs from 1 L culture of insect cells 
(10 g) were calculated on the basis of the protein concentration deter-
mined by Bradford assay.
4 – Specific activities were determined by luminescent kinase assay at a 
final protein concentration of 1.5μg/ml (Fig. 2). 
5- The amounts of 6xHis-PTKs hydrolyzing at maximum 80% of the 
initial amount of ATP in 90 min of incubation time were calculated on a 
basis of specific activities and verified experimentally.
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Fig. 1. Analysis of purified samples of recombinant 6xHis-PTKs. The 10 μL 
of protein stocks were loaded onto 10 % SDS–PAAG and the gel was 
stained with Coomassie G-250
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hydrolyzed by each kinase in a minute were calculated and 
plotted versus the amount of the kinase  (Fig. 2). The specific 
activities of the recombinant enzymes were determined at a 
final protein concentration of 1.5μg/ml (45 ng per assay) as 
nmoles of the phosphate transferred from ATP to the sub-
strate per min per mg of kinase in standard conditions. The 
specific activities of the PTKs and the amounts to be added to 
the kinase reactions for the screening of the chemical collec-
tion were calculated on the basis of kinase specific activities 
and summarized in Table 2. 

The protocol of the screening experiment is presented in 
the Material and Methods section. Potential inhibitors were 

tested simultaneously against each of the 16 target kinases 
in a single working concentration of 10 μM.  The screening 
protocol was designed taking into account the fact that the 
Kinase-Glo reagent provides the linearity of the luminescent 
signal to the ATP amount in an ATP concentration range of 1 
to 100 μM. Based on the ATP starting concentration of 10 μM, 
the amount of kinase in each assay was set so that the enzyme 
could not convert more than 80% of ATP.  The parameter was 
chosen on the basis of the specific activity of the PTK and 
verified in an analytical experiment. After the development 
of the kinase reaction and measurement of the luminescence, 
the relative luciferase units (assay outcome data) were nor-
malized to the controls and presented as percentages of inhi-
bition. The validity of the screening results was confirmed by 
calculating Z′ factor values for each plate using the method of 
Zhang et al. [13]. The Z’ values for most plates were >0.5, and 
the average Z′ value of the entire screen was 0.59±0.1. Com-
pounds capable of inhibiting kinase activity by at least 50% 
at 10 μM concentration were chosen for further validation in 
two independent experiments.

Six small molecule inhibitors of the PTKs comprising 
2-hydroxypheno lgroup were found in the screening experi-
ment (Fig. 3). Database search using the Chemical Abstracts 
Service (http://www.cas.org/expertise/cascontent/registry/
index.html) and PubChem BioAssay (http://www.ncbi.nlm.
nih.gov/sites/entrez?db=pcassay) showed that compounds 
I-VI  have not been yet described as kinase inhibitors.  These 
compounds were active against 4 to 9 panel PTKs .  FGFR1, 
Abl, Blk, FGFR2 and PDGFR-a, as well as Lyn, Eph A2 and 
Csk, were the most frequent targets, while IGFR1, Pyk2, and 
Yes were rarely inhibited. Since all compounds comprised 
the 2-hydroxyphenol group, this led us to suggest that this 
group is precisely the one responsible for the inhibitors’ bind-
ing with the kinase domains. It is known that typical kinase 
inhibitors have pharmacophore (a minimal  core structure 
that is responsible for the biological activity) in which the 
neighbor aromatic amino group and aromatic nitrogen or 
carbonyl oxygen form a couple of correlated hydrogen bonds 
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Fig. 2.  Activities of 6xHis-PTKs. The activities were measured by lumi-
nescent kinase assay and plotted as pmoles of phosphate transferred 
from ATP to the poly (Gly

4
-Tyr) substrate per min versus increasing 

amounts of the kinases. The averages of the results of two independent 
experiments performed in triplicates are presented
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Fig. 3. The small molecule tyrosine kinase 
inhibitors that were found by screening of the 
chemical collection.  The 2-hydroxyphenol 
group is in the center. The PTKs inhibited by 
each compound at least by 50% are shown
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with the kinase domain hinge region, mimicking the hydro-
gen bonds formed between this region and the ATP mole-
cule [14]. Molecular docking of the compounds I-VI to Csk, 
FGFR1, and FGFR2 having a lot of PDB structures available 
for modeling, which was performed using the Lead Finder 
software [15], revealed that the 2-hydroxyphenol moiety 
was also capable of forming a pair of hydrogen bonds with 
the kinase hinge regions and, thus, that the 2-hydroxyphe-
nol group could be considered as a novel pharmacophore for 
tyrosine kinase inhibitors. Analysis of the Protein Data Bank 
(http://www.pdb.org/) for analogous patterns of kinase in-
hibition revealed that similar hydrogen bonds were formed 
in complexes of phosphoinositide 3-kinase with the flavo-
noids  quercetin and myricetin. It should be noted that the 
molecular weights of the compounds I-VI are significantly 
lower than the MW of known PTK inhibitors, which probably 
explains their ability to dock to the ATP-binding pockets of 
various kinases. At the same time,  the low MW of the com-
pounds specifically provide the possibility of their further 
modification and combinations with the fragments of known 
inhibitors to increase selectivity and efficiency towards the 
selected PTK. In the future, we are planning to verify the 

modeling results by the crystallization and X-ray analysis of 
the PTKs, in complex with the inhibitors.

CONCLUSIONS
We have reported here on the generation of a protein panel 
of the functionally active protein tyrosine kinases and the 
screening of the chemical collection of small molecules that 
allowed to identify six earlier unknown inhibitors comprising 
the 2-hydroxyphenol group. Molecular docking performed 
using the Lead Finder software revealed that the 2-hydroxy-
phenol scaffold could serve as a basis for the design of novel 
PTK inhibitors.  
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Abstract  The crystal structure of the ternary complex of NAD+-dependent formate dehydrogenase from the methylotrophic bacterium Moraxella sp. С-1 with 
the cofactor (NAD+) and the inhibitor (azide ion) was established at 1.1 Å resolution. The complex mimics the structure of the transition state of the enzymatic 
reaction. The structure was refined with anisotropic displacements parameters for non-hydrogen atoms to a R factor of 13.4%. Most of the nitrogen, oxygen, and 
carbon atoms were distinguished based on the analysis of the temperature factors and electron density peaks, with the result that side-chain rotamers of histidine 
residues and most of asparagine and glutamine residues were unambiguously determined. A comparative analysis of the structure of the ternary complex deter-
mined at the atomic resolution and the structure of this complex at 1.95 Å resolution was performed. In the atomic resolution structure, the covalent bonds in the 
nicotinamide group are somewhat changed in agreement with the results of quantum mechanical calculations, providing evidence that the cofactor acquires a 
bipolar form in the transition state of the enzymatic reaction. 
Keywords: formate dehydrogenase, X-ray diffraction study, atomic resolution, enzymatic catalysis.

Introduction
Formate dehydrogenases catalyze the oxidation of formate 
into carbon dioxide and can be divided into several groups 
based on the quaternary structure, as well as on the presence 
of prosthetic groups and cofactors. The structurally simplest 
formate dehydrogenases are NAD+-dependent formate de-
hydrogenases (FDH, EC 1.2.1.2), which oxidize formate cou-
pled with reduction of the coenzyme NAD+ into NADH [1]: 

НСОО- +  NAD+  ↔  СО2 ↑ +  NADH.

Formate dehydrogenases belong to a large superfamily of 
D-isomer specific 2-hydroxyacid dehydrogenases [2]. For-
mate dehydrogenases of this type contain no metal ions or 
prosthetic groups in the active sites and have a high specifi-
city towards both NAD+ and formate. FDHs from different 
organisms (bacteria, yeast, plants) function as dimers consist-
ing of two identical subunits with a molecular weight from 35 
to 50 kDa. The molecular mechanism of FDH is characterized 
by the direct transfer of a hydride ion from the substrate to 
the C4 atom of the nicotinamide ring of NAD+ without ad-
ditional proton transfer steps, which usually occurs in reac-
tions catalyzed by related NAD+-dependent dehydrogenases. 
Hence, the FDH-catalyzed reaction is a convenient model for 
studying the mechanism of hydride ion transfer in the active 
site of NAD+-dependent hydrogenases by methods of quan-
tum mechanics and molecular dynamics [3–5].

The knowledge of the three-dimensional structure of 
the enzyme under study with accurate atomic coordinates 
is of great importance for the investigation of the molecu-

lar mechanisms of the enzyme. Based on X-ray diffraction 
data at atomic resolution, the protein structure can be refined 
with anisotropic displacement parameters for individual non-
hydrogen atoms, which substantially increases the reliabil-
ity of structural information and allows the determination of 
atomic coordinates with 0.02 Å accuracy [6]. At this resolution, 
it is possible to reveal the fine-structural organization of the 
active site, which cannot be done at lower resolution.

Currently, 937 protein structures with atomic resolution 
are available in the Protein Data Bank (PDB, http://www.
rcsb.org). This is approximately 1.6 % of the total number of 
structures in the PDB. Atomic resolution structures were 
solved only for three NAD+-dependent dehydrogenases, such 
as horse liver alcohol dehydrogenase (five structures) [7–9], 
R-specific alcohol dehydrogenase from Lactobacillus brevis 
(three structures) [10], and lactate dehydrogenase from Plas-
modium falciparum (one structure) [11]. The available three-
dimensional structures of FDH were determined at resolu-
tions no higher than 1.8 Å for the holo-form [12] and 1.55 Å 
for the apo-form [13]. In this work, the three-dimensional 
structure of the ternary complex of formate dehydrogenase 
from the methylotrophic bacterium Moraxella sp. C-1 (Mor-
FDH) with NAD+ and an inhibitor (azide ion), which mimics 
the transition state of the enzymatic reaction, was established 
at atomic resolution (1.1 Å).

MATERIALS AND METHODS
Crystals of the MorFDH-NAD+-azide ternary complex were 
grown by the hanging drop vapor diffusion method. Recom-
binant full-size MorFDH was expressed and purified accord-
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ing to the procedure described in [14]. The purity of the en-
zyme estimated by polyacrylamide gel electrophoresis was at 
least 97%. The crystallization was performed using a solution 
of MorFDH at a concentration of 10.5 mg/ml in 0.1 M potas-
sium phosphate buffer, pH 7.0, containing 5 mM NAD+ and 
5 mM sodium azide. The reservoir solution consisted of 0.1 
М Bis-Tris buffer, рН 6.5, and 2.0 M ammonium sulfate. The 
hanging drops (4 μl) were prepared by mixing equal volumes 
of the protein and reservoir solutions on siliconized glass cov-
er slides. Wells of plastic Linbro plates (Hampton Research) 
were filled with 500 μl of the reservoir solution, and the cov-
er slides were inverted and sealed over the wells. The plates 
were stored in a temperature-controlled cabinet at 20 °С. The 
crystals grew within two months to an average size of 0.6 × 
0.3 × 0.2 mm (Fig. 1).

X-ray diffraction data were collected at a wavelength of 
0.8166 Å using a MAR165 CCD detector at the EMBL X11 
beamline at the DORIS storage ring of the DESY synchro-
tron (Hamburg). To decrease radiation damage in the protein 
crystal and increase the resolution due to a decrease in the 
thermal displacements of the atoms, the crystal was cooled 
with nitrogen (100 K) using a Cryojet cryocooler during data 
collection. Before freezing in a stream of nitrogen, the crystal 
was soaked in a cryosolution (0.1 M Bis-Tris buffer, рН 6.5, 
2.3 M ammonium sulfate, and 30 % (v/v) glycerol) for 30 s. 
Two X-ray diffraction data sets were collected from the same 
crystal. The first data set was collected in the resolution range 
20-1.5 Å with a short exposure time; the second data set, in 
the resolution range 20-1.1 Å with a longer exposure time. 
This made it possible to avoid overexposure of low-resolution 
reflections, which is often the case when the exposure time is 
high, and to measure weak high-resolution reflections with 
high accuracy. The diffraction data sets were processed with 
DENZO and SCALEPACK program packages [15]. The crys-

tals belong to the space group C2 with the unit-cell param-
eters a = 79.2 Å, b = 66.2 Å, c = 74.2 Å, and β = 103.4°.

Since these crystals are isomorphous with the crystals that 
were used for the structure determination of the MorFDH-
NAD+-azide ternary complex at 1.95 Å resolution [14], the lat-
ter structure was used as the starting model. The structure 
refinement was performed using the REFMAC program [16]. 
The contribution of hydrogen atoms to the X-ray scattering 
was included in the refinement. The coordinates of the hydro-
gen atoms were calculated based on the known stereochem-
istry of amino acid residues and the coordinates of the corre-
sponding covalently bonded atoms in each refinement cycle. 
The temperature factors for all non-hydrogen atoms were 
refined anisotropically. The progress of the refinement was 
monitored, the atomic model of the structure was visually 
inspected, and water molecules were located using the COOT 
program [17]. The corrections were made based on the analy-
sis of difference Fourier maps with the coefficients (2|F

o
| – |F

c
|) 

and (|F
o
| – |F

c
|, where |F

o
| and |F

c
| are the observed and calcu-

lated structure-factor amplitudes. The quality of the protein 
model was analyzed using the PROCHECK program [18]. The 
errors in the atomic coordinates were calculated using the 
SFCHECK program [19]. The diffraction data collection and 
atomic model statistics are summarized in Table 1.

 

0.2 mm

Fig. 1. Photograph 
of crystals of the ter-
nary MorFDH-NAD+-
azide complex

Table 1. X-ray diffraction data and atomic model statistics. Values in 
parentheses are for the highest-resolution shell (1.11 - 1.10 Å)

Resolution, Å 20 - 1.1

No. of observed reflections 586345 (9155)

No. of unique reflections 145564 (3662)

Mosaicity, º 0.7

Redundancy 4.0 (2.5)

Completeness, % 96.5 (73.8)

R
merge

 ,% 5.1 (52.9)

<I>/<σ(I)> 44 (1.9)

B factor from Wilson plot, Å2 11.5

R
work

/R
free

,
 
% 13.4/15.9

R.m.s. deviation of covalent bonds from ideal, Å 0.015

R.m.s. deviation of covalent angle from ideal, º 1.7

Minimal coordinate error, Å 0.014

Diffraction precision index (DPI), Å 0.028

No. of non-H atoms:
 protein
 water
 ligands

3106
437
84

Average B factors, Å2:
 all atoms
 main-chain atoms 
 side-chain atoms
 water molecules
 ligand atoms

20.7
18.1
20.1
31.8
24.9

No. of residues in Ramachandran plot*:
 in most favored regions
 in additional allowed regions
 in disallowed regions

306
33
1☼

*Except for Gly and Pro residues
☼Ala198 in the FDH structure is outside the allowed region. The unusual 
conformation of this residue is discussed in detail in [12].



RESEARCH ARTICLES

 № 3 2009  | Acta naturae | 91

RESULTS AND DISCUSSION
The great advantage of atomic resolution is the high ratio of 
observations to parameters, due to which the temperature 
factors of non-hydrogen atoms can be refined anisotropically. 
In the isotropic approximation, three positional parameters 
and the isotropic temperature factor of each non-hydrogen 
atom are refined, whereas six anisotropic thermal parameters 
are used instead of one isotropic temperature factor for each 
atom (three of these parameters provide the orientations of 
the principal axes of the ellipsoid; the other three parameters 
represent the magnitudes of displacement along the ellipsoid 
axes) in the anisotropic refinement. This approach allows a 
much more accurate interpretation of the diffraction data. 
The inclusion of the anisotropic parameters into the crystal-
lographic refinement of the MorFDH-NAD+-azide structure 
lowered the R factor by 5.3 % and the R

free,
 by 5.2 %. The mean 

weighted error of the atomic coordinates characterized by the 
diffraction precision index (DPI) also decreased from 0.036 to 
0.028 Å. For the previously published structure of the Mor-
FDH-NAD+-azide complex at 1.95 Å resolution, this value was 
0.141 Å [14]. The high quality of the electron density maps for 
the atomic resolution structure is demonstrated in Fig. 2.

The polypeptide chain fold of the solved structure of the 
ternary MorFDH-NAD+-azide complex is depicted in Fig. 3. 
The asymmetric unit cell contains one subunit of the enzyme. 
The MorFDH molecule consists of two subunits related by 
a crystallographic twofold rotation axis (Fig. 3). In the crys-
tal structure, 399 amino acid residues, 437 water molecules, 
one NAD + molecule, four azide ions, and six glycerol mole-
cules were located. The NAD + molecule and one azide ion are 
bound in the active site of the enzyme, whereas three azide 
ions and all glycerol molecules are located on the surface of 
the protein globule. Like in the structure solved at 1.95 Å res-
olution, the C-terminal residues 392-399 were located in the 
atomic resolution structure. These eight residues were not 
visible in electron density maps calculated for the previously 
solved structure of the holo-form of FDH from the bacterium 

Pseudomonas sp. 101  [12]. Nevertheless, the last two residues 
were not located in the atomic resolution structure as well, 
which is probably due to the disorder of these residues. 

The rms deviation of the coordinates of all Сα atoms of 
the MorFDH-NAD+-azide structures solved at 1.1 Å and 1.95 
Å resolution is 0.30 Å, which indicates that they are identi-
cal. The maximum deviation is 1.1 Å (for the residue Ser18). 
The atomic coordinates for 18 amino acid side chains located 
on the surface of the protein globule differ by more than 1 
Å, with the maximum deviation being 9 Å (for the residue 
Arg26). These differences may be associated with the proper-
ties of the crystals grown in slightly different crystallization 
conditions or by the erroneous location of the side chains in 
the structure at lower resolution.

A considerable difference of the structure at atomic reso-
lution is that the number of water molecules located in this 
structure is 2.4 times larger than that in the structure solved 
at 1.95 Å resolution (437 and 181 molecules, respectively). 
It should be noted that 169 water molecules have virtually 
identical positions in both structures. In fact, only conserved 
highly ordered water molecules, which are located in the cav-
ities of the protein globule and in the first solvent shell, were 
located in the structure at 1.95 Å resolution. The atomic reso-
lution structure allowed the much more accurate and reliable 
determination of the solvent structure in the crystal structure 
of the MorFDH-NAD+-azide complex. 

Due to the high accuracy of diffraction data, the atomic 
resolution allows the more precise determination of the al-
ternative conformations of residues. In the structure of the 
MorFDH-NAD+-azide complex at 1.95 Å resolution, only five 
residues were found to adopt two different conformations. 
A considerable improvement of the quality of the electron 
density maps for the atomic resolution structure allowed the 
identification of ten such residues. The side chains of five 
lysine residues (Lys40, Lys61, Lys231, Lys383, and Lys395) 
and one glutamine residue (Glu397) were located only par-
tially, which is evidence that these residues exist in several 

Trp 310

Pro 314

Gln 313

Fig. 2. Electron density map with 2|F
o
| – |F

c
| coefficients for residues 

Trp310, Gln313, and Pro314. The map is contoured at 1.0σ (blue) and 
3.5σ (red) levels

Fig. 3. Ribbon representation of the the ternary MorFDH-NAD+-azide 
complex. The subunits of the MorFDH dimer are related to each other 
by the crystallographic twofold rotation axis perpendicular to the plane 
of the figure. The NAD+ molecule is depicted in purple, the azide ion is 
depicted in red
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conformations. All residues adopting alternative conforma-
tions and with missing side chain atoms in the model are on 
the surface of the protein globule, which accounts for their 
high conformational flexibility.

A considerable advantage of atomic resolution diffraction 
data is that carbon, oxygen, and nitrogen atoms can be reli-
ably differentiated, which allows the identification of rota-
tional isomers of asparagine, glutamine, and histidine side 
chains. The rotational isomers of these residues are usually 
determined by analyzing the hydrogen bonds with adjacent 
atoms, and in some case definite conclusions cannot be drawn. 
The X-ray diffraction data at atomic resolution allows one to 
determine the isomers of asparagine and glutamine residues 
by analyzing the temperature factors of the side chain nitro-
gen and oxygen atoms. If the carboxamide group of asparag-
ine or glutamine in the model is rotated by 180° with respect 
to the actual conformation in the protein crystal, the B factor 
of the nitrogen atom will be considerably lower, whereas the 
B factor of the oxygen atom will be considerably higher than 
the average temperature factors of covalently bonded atoms. 
A similar situation (higher B factors of the nitrogen atoms Nδ 
and Nε and lower B factors of the carbon atoms Сδ and Сε) 
is observed also for incorrectly rotated histidine side chains. 
In addition, the diffraction data at atomic resolution allows 
one to differentiate between carbon, oxygen, and nitrogen 
atoms based on electron density maps, because atoms with 
more electrons have higher electron density peaks (Fig. 2). To 
check for rotational isomers of asparagines, glutamine, and 
histidine, the analysis of electron density maps was accompa-
nied by a separate refinement cycle using a modified model, 
in which all side chains of these residues were rotated by 180°. 
The rotational isomers of most residues in the structure of the 
MorFDH-NAD+-azide complex at 1.1 Å resolution were con-
firmed, and the side chains of the Gln66 and Asn135 residues 
were found to be rotated compared to their conformation in 
the 1.95 Å resolution structure. It was not always possible to 
unambiguously choose the isomer based on the analysis of 
the temperature factors, which is an indication that both ro-
tational isomers are present in the structure. 

The structure of the active site of MorFDH containing the 
bound NAD+ molecule and azide ion is depicted in Fig. 4. A 
detailed description of the structure of the FDH active site 
and the role of individual amino acid residues in the binding 
of the substrates and the catalysis can be found in the stud-
ies [12, 14]. The kinetic isotope effects study showed that the 
hydride ion transfer is the rate-limiting step of the enzymatic 
reaction, the transition state being the late one i.e, it is struc-
turally more similar to the reaction products [20, 21]. The lin-
ear azide ion is isoelectronic with the reaction product CO

2
, 

which is also linear. Moreover, azide ion is characterized by 
an extremely high binding constant to the holo-FDH, which 
is about five orders of magnitude higher than that of the for-
mate ion [20]. Hence, the ternary MorFDH-NAD+-azide com-
plex is considered as a stable analog of the transition state of 
the enzymatic reaction [20, 22].

The X-ray diffraction data at atomic resolution confirm 
that the carboxamide group of the cofactor in the active site 
of MorFDH is fixed in the trans conformation (the О7 atom 
is directed to the С4 atom) by hydrogen bonds with active 
site residues. According to quantum-mechanical calcula-
tions in the gas phase, the trans conformation is 2 kcal/mol 
less favorable than the cis conformation [23]. The analysis of 
the refined structure showed that the length of the С7-О7 
double bond in the carboxamide group of the cofactor is 1.26 
Å, which is 0.03 Å longer than the standard С-О double bond 
length in the carboxamide group (1.23 Å) [24]. At the same 
time, the length of the С3-С7 single bond is 1.47 Å, which is 
0.03 Å smaller than the standard value (1.50 Å). Since the rms 
deviation for covalent bonds in the structure is 0.015 Å, these 
changes in the bond lengths between the atoms with rela-
tively low temperature factors (O7 – 15.6 Å2, C7 – 13.7 Å2, C3 
– 14.1 Å2) inside the protein molecule may be an indication of 
a change in the bond orders. These previously unknown char-
acteristics of the MorFDH-NAD+-azide ternary complex may 
reflect important details of the structural organization of the 
transition state in the FDH-catalyzed reaction. 

Previously, it has been shown by calculation methods, us-
ing combined molecular dynamics and quantum mechanics 

NAD

AZI

Asn 146

Gly 335

Ser 334

Thr 282

Asp 308

NAD

AZI

IIe 122
Arg 284

His 332

a) б)
Fig. 4. Structure of the 
active site of MorFDH 
with the bound NAD+ 
molecule and azide 
ion а) Binding of the 
nicotinamide moiety 
of the NAD+ molecule 
and the azide ion by 
the active site residues 
(hydrogen bonds are 
depicted as dotted 
lines). b) Electron 
density map with 
2|F

0
| – |F

c
| coefficients 

countered at the 2.0σ 
level for NAD+ and 
azide and the atomic 
numbering scheme 
for the nicotinamide 
moiety of NAD +
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studies, that the cofactor molecule adopting the energetically 
activated trans conformation in the transition state of the 
FDH-catalyzed reaction may take on the properties of the 
so-called bipolar form [4]. A similar hypothesis was also sug-
gested on the basis of the kinetic isotope effects analysis [21]. 
The bipolar form is characterized by a higher negative charge 
on the O7 atom of the carboxamide group, the shorter С3-С7 
bond, and the longer С7-О7 bond compared to those in the 
free cofactor molecule. These changes promote the increase 
in the partial positive charge on the C4 atom of the coenzyme, 
thus increasing its electrophilicity and facilitating the rate-
limiting hydride ion transfer and the enzymatic reaction. 

Due to the high accuracy of the atomic resolution diffrac-
tion data, the influence of standard stereochemistry on the 
atomic coordinates of the nicotinamide group of the cofactor 
can be weakened in the course of the crystallographic struc-
ture refinement. After a separate refinement cycle using the 
REFMAC program with weaker bond length constraints for 
the nicotinamide group (by increasing the rms bond length 
deviation from 0.02 Å to 0.20 Å), the С7-О7 bond length was 
1.29 Å, which is 0.06 Å smaller than the standard value, and 
the С3-С7 bond length was 1.43 Å, which is 0.07 Å longer 

than the standard value. These differences are only 1.3 times 
larger than the error in the bond lengths estimated as the 
sum of two mean-weighted errors in the atomic coordinates 
(Table 1). Nevertheless, our experimental data reveal a ten-
dency toward a change in the covalent bond lengths, which 
corresponds to the fact that the nicotinamide group of the 
cofactor adopts the bipolar form in the transition state of the 
enzymatic reaction. 

To sum up, the atomic resolution structure of FDH was 
determined for the first time, which provides a deeper insight 
into the details of the molecular mechanism of this enzyme 
and the hydride ion transfer in the active sites of NAD+-de-
pendent dehydrogenases.  
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Mutation of Residue βF71 
of Escherichia coli Penicillin 
Acylase Results in Enhanced 
Enantioselectivity and Improved 
Catalytic Properties
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V.K. Švedas1,*

1Belozersky Institute of Physicochemical Biology and Faculty of Bioengineering and Bioinformatics, 
Lomonosov Moscow State University, Russia
2Department of Biochemistry, Groningen Biomolecular Sciences and Biotechnology Institute, 
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Abstract  Residue phenylalanine 71 of the β-chain of penicillin acylase from E. coli is involved in substrate binding and chiral discrimination of its enantiomers. 
Different amino acid residues have been introduced at position βF71, and the mutants were studied with respect to their enantioselectivity and substrate specifi-
city. Some mutants demonstrated remarkably improved catalytic activity. Moreover, mutation of βF71 residue allowed to enhance penicillin acylase enantioselec-
tivity. The catalytic activity to the specific substrates was improved up to 36 times, most notably for K, R, and L mutants. Increased activity to a D-phenylglycine 
derivative – a valuable specificity improvement for biocatalytic synthesis of new penicillins and cephalosporins – was shown for βF71R and βF71L mutants. The 
synthetic capacity of penicillin acylase with 6-aminopenicillanic acid as an external nucleophile was especially sensitive to mutation of the β71 residue in contrast 
to the synthesis with 7-aminodeacetoxycephalosporanic acid.
Keywords: penicillin acylase; βF71 mutants; enantioselectivity; improved catalysis;
Abbreviations: PA – penicillin acylase; Ntn – N-terminal nucleophile; WT – wild type.

Introduction
Penicillin acylase (PA) from Escherichia coli is probably the 
most studied enzyme among the group of Ntn-hydrolases. 
The enzymes of this superfamily are characterized by their 
unique catalytic mechanism in which the N-terminal amino 
acid residue (serine, cysteine or threonine) acts as a nucleo-
phile to form an acylenzyme intermediate. PАs, as well as 
other Ntn-hydrolases, are activated by processing of a pre-
cursor protein to form the mature enzyme that has an αββα-
fold topology of helices and strands around the active site [1]. 
Despite the high interest in the structure and biosynthesis of 
PAs [2-13], as well as in the new synthetic applications [14-
20], little work has been done on the substrate specificity and 
especially the enantioselectivity of these enzymes [21, 22]. The 
reason for this is that the substrate specificity studies with 
phenylacetylated compounds are seriously complicated by 
a very strong competitive inhibition by the reaction product 
phenylacetic acid [23, 24]. PAs seem to possess a much wider 
substrate range than previously assumed (especially concern-
ing the leaving group), and acylases of different origins may 
have quite different catalytic activities and enantioselectivi-
ties [24]. The substrate specificity and catalytic properties of 
PAs are of very high practical interest as this family of en-

zymes plays a decisive role in the biocatalytic preparation of 
semisynthetic β-lactam antibiotics [25].

A breakthrough in the elucidation of the catalytic mecha-
nism of PA from E. coli was obtained when the X-ray crys-
tallographic structure of the native enzyme [2, 10] and an 
enzyme-substrate complex was solved [12, 13]. This provided 
the first information about the residues involved in binding 
of the leaving group of the substrate. Afterwards, molecular 
modeling has helped to reveal the intimate details of the sub-
strate binding in the penicillin acylase active center, especial-
ly concerning the binding pattern of the leaving group [26]. 
Additional contacts with residues βG385, βS386, and βN388 
have been found, which were missing in X-ray structures. 
Based on structural information and molecular modeling, the 
key amino acid residues that control interactions between the 
enzyme and substrate have been identified. Such insight is of 
crucial importance for the rational redesign of basic biocata-
lytic properties, including substrate specificity, enantioselec-
tivity, and the catalytic activity. Amino acid residue F71 of 
the β-chain of PA was demonstrated to be one of the principal 
amino acid residues interacting with the substrate’s leaving 
group. Such a residue is an attractive target for mutagenesis 
aimed at modifying the catalytic performance of PA for the 
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biocatalytic modification of β-lactam antibiotics, chiral reso-
lution of amino compounds, etc. In this paper, we report our 
results on the modification of the major catalytic properties 
of PA from E. coli: enhancement of the enantioselectivity and 
improvement of the catalytic activity. These changes were 
obtained by mutating a single amino acid residue (βF71) in 
the enzyme’s active center.

Materials and methods
Mutagenesis of residue βF71 was achieved using three PCR 
reactions. The first reaction contained the BST

FW
 primer, 

5’-CAGGGAAGAACCGGGAAACTATTG-3’, as the for-
ward primer and the F71

RV
 reverse primer carrying the 

mutation in the codon for βF71 at the underlined position, 
5’-AAAAATATCGACATCGTCGCCCCAACCTGCCGT-3’. 
The second reaction contained F71

FW
 5’-GGCGACGAT-

GTCGATATTTTT-3’ as the forward primer and NHE
RV

 
5’-CACTCCTGCCAATTTTTGGCCTTC-3’ as the reverse 
primer. Products from both reactions were isolated from 
gel and used together in a third reaction without wild-type 
template, to which also the primers NHE

RV
 and BST

FW
 were 

added. The resulting products, carrying the mutations on po-
sition βF71, were cut with BstX1 and NheI and ligated into 
pEC, which was digested with the same enzymes. Ligation 
mixtures were used to transform competent E. coli cells as 
described [27]. PA genes from the resulting transformants 
were sequenced to confirm the mutations and the absence of 
second-site mutations that might have been introduced by 
PCR. Expression and purification of mutants, as well as WT 
PA, was done as described [12].

The concentration of active PA was determined by titra-
tion with phenylmethylsulfonylfluoride as described earlier 
[28]. Kinetic studies were performed by the initial rate analy-
sis of corresponding reactions according to [24, 30]. Enantiose-
lectivity (E) of the WT PA and its mutants was characterized 
as a ratio of the second order rate constants determined for 
the hydrolysis of the individual enantiomers E=(k

cat
/K

m
)L/

(k
cat

/K
m

)D as described earlier [21, 24].
Molecular dynamics simulations based on the available X-

ray structure 1H2G of βF71 [29] were done with the Gromacs 

package (www.gromacs.org) as described earlier [26]. Molecu-
lar docking was performed using Lead-Finder software from 
MolTech Ltd., Russia (www.moltech.ru).

Results and discussion
Amino acid residue F71 of the β-chain slightly moves upon 
binding of penicillin G in the active centre of PA and stays 
in close proximity to the β-lactam group, displaying van 
der Waals interactions [12]. Molecular modeling shows that 
residue βF71 plays an important role in the binding of other 
substrates, for example N-(3-carboxy-4-nitrophenyl)phe-
nylacetamide (Fig.1a)  and N-(2-hydroxy-4-nitrophenyl)
phenylacetamide (Fig.2a). Moreover, mutation of this ami-
no acid residue (Figs.1b and 2b) enhances the substrate’s 
interaction with the oxyanion hole and its orientation.  It 
therefore was expected that mutation of residue β71 might 
influence the catalytic activity of PA and change enanti-
oselectivity, as well as enzyme specificity to the leaving 
group.  Consequently, βF71 mutants containing different 
functionalities in the side chain were prepared and studied 
with respect to their enantioselectivity and catalytic prop-
erties towards substrates of different chemical structures. 
All mutants were catalytically active, demonstrating that 
mutation of the βF71 residue did not influence the process-
ing and correct folding of the mutant enzymes. Phenylmeth-
ylsulfonylfluoride, the well known irreversible inhibitor and 
active site titration reagent for penicillin acylases [24, 28], 
was used to determine the active site concentration of the 
mutant enzymes. Active site titration of WT PA and each 
mutant allowed to determine the absolute catalytic activity 
and accurately compare their catalytic properties. Kinetic 
studies included measuring the catalytic activity in the hy-
drolysis of phenylacetic acid derivatives with different, but 
structurally related leaving groups and α-amino substitu-
ent in the acyl group. The enantioselectivity of the mutants 
in the hydrolysis of N-phenylacetylated amino acids was 
used as a quantitative measure of chiral discrimination in 
the leaving group binding subsite. The most remarkable 
changes induced by the mutation of the single βF71 residue 
are discussed below.

a b
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bArg263 bArg263

bSer386

bSer386
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aPhe146
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Fig.1. Molecu-
lar modeling of 
enzyme-substrate 
complexes for 
wild-type penicillin 
acylase (a) and its 
βF71L mutant (b) 
with N-(3-carboxy-
4-nitrophenyl)
phenylacetamide. 
Interactions of the 
substrate with oxya-
nion hole residues 
(βA69 and βN241) 
and residue βR263 
are indicated by 
dotted lines
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Catalytic efficiency of mutants
To compare the catalytic efficiency of wild-type penicillin 
acylase and its mutants, we measured the kinetics of the 
hydrolysis of chromogenic phenylacetic acid and D-phe-
nylglycine derivatives (Fig.3). It can be seen that PA cata-
lytic activity has changed considerably by mutating residue 
βF71. As expected, mutation influences the specificity to the 
leaving group (Fig.4). Most tested mutants demonstrated im-
proved catalytic properties, but that was not the case with 
all tested substrates. The K, R, and L mutants showed a very 
large increase in catalytic activity only with some selected 
substrates, whereas the catalytic properties of the E mutants 
were improved to a lesser extent. βF71E mutant also had a 
decreased affinity to the substrates studied. Out of all tested 
compounds, the highest k

cat
 was found for the βF71L mutant 

with an improvement of more than 36 times compared to the 
WT PA. 

In addition to the improved catalytic activity, the K, R, and 
L mutants also had substantially increased affinity to differ-
ent substrates (data not shown), demonstrating that in gen-
eral the phenylalanine at position 71 is not an optimal amino 
acid residue, neither for the catalytic activity nor for the af-
finity of PA to its substrates. It was observed that mutation of 
βF71 changes the properties of the acyl group binding subsite 
and improves PA specificity to D-phenylglycine derivatives, 
which are key acyl donors in enzymatic synthesis of the most 
important semisynthetic penicillins and cephalosporins, such 
as ampicillin and cephalexin. The search for new PAs that 
are more specific to D-phenylglycine derivatives has a long-
lasting history [31-33], and there was no expectation that the 
specificity of PA from E. coli can be improved for this group 
of compounds. However, the βF71L mutant had increased 
specificity (k

cat
/K

m 
value improved by a factor of 4.4) due to 

the increased catalytic activity and the improved affinity to 
the substrate. In fact, the nature of the “optimal” residue on 
position β71 depends on the structure of the substrate con-
verted. Our results clearly indicate that mutation of residue 
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Fig.2. Molecular model-
ing of enzyme-substrate 
complexes for wild-type 
penicillin acylase (a) and 
its βF71L mutant (b) 
with N-(2-hydroxy-4-
nitrophenyl)phenylacet-
amide. Interactions of the 
substrate with oxyanion 
hole residues (βA69 
and βN241) and residue 
βQ23 are indicated by 
dotted lines
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βF71 may be used to design modified PAs with improved 
catalytic performance.

Nucleophile reactivity studies
The most straightforward quantitative way of studying 
the effect of mutations on the binding of β-lactam nuclei in 
the course of penicillin acylase-catalyzed synthesis of new 
β-lactam antibiotics would be to measure the corresponding 
binding constants. However, because of the complex kinetics 
of PA-catalyzed acyl transfer reactions [34] there is no prop-
er method to determine the nucleophile binding constant to 
that particular subsite of the enzyme. Theoretical analysis 
has shown that an adequate way of characterizing the inter-
action of the nucleophile with the enzyme is to measure the 
ratio of initial synthesis and hydrolysis rates, the (S/H)

ini
 ra-

tio, as a function of the nucleophile concentration [35]. Kinetic 
experiments were, therefore, performed with two different 
side chain donors at a fixed concentration of the β-lactam an-
tibiotic nucleus (6-APA or 7-ADCA). The results show that 
the nucleophile reactivity of 6-APA is much more sensitive 
to the amino acid located at position β71 compared to that of 
7-ADCA (Table 1). Obviously, mutation of βF71, especially 
substitution of the phenylalanine for a charged amino acid 
residue, leads to a substantial change of the β-lactam binding, 
and, as a result, the specificity of the leaving group binding 
subsite is modified.

Enantioselectivity
Since residue βF71 interacts with the leaving group of the 
substrate, mutating it should influence PA reactivity towards 
the stereochemical isomers of chiral substrates. Therefore, 
the enzyme’s enantioselectivity value E (a ratio of k

cat
/K

m
 

values for conversion of L- and D-enantiomers of the sub-
strate) in the hydrolysis of N-phenylacetylated amino acids 
was chosen as a quantitative parameter to describe the effect 

Table 1. Initial synthesis/hydrolysis rate ratios (S/H)
ini

 for the ampicil-
lin, amoxicillin and cephalexin synthesis catalyzed by wild-type penicillin 
acylase and its βF71 mutants using D-phenylglycine amide (D-PGA) and 
D-p-hydroxyphenylglycine amide (D-HPGA) as acyl donors

Enzyme D-PGA/7-
ADCA D-PGA/6-APA D-HPGA/6-

APA

wild type 9 ± 2 1.9 ± 0.1 1.2 ± 0.04

bF71Y 7.5 ± 0.4 0.74 ± 0.01 0.61 ± 0.03

bF71L 4.9 ± 0.4 0.94 ± 0.04 0.86 ± 0.03

bF71W 2.9 ± 0.2 0.77 ± 0.05 0.62 ± 0.03

bF71R 1.8 ± 0.03 0.76 ± 0.01 0.45 ± 0.01

bF71K 1.2 ± 0.01 0.51 ± 0.01 0.46 ± 0.02

Experimental conditions: pH 7.0, 250C, 0.05 M phosphate; D-PGA and 
D-HPGA concentration 0.015 M, 6-APA and 7-ADCA – 0.025 M.

of mutations. Although the WT PA exhibits already a very 
good chiral discrimination of N-phenylacetyl-phenylglycine 
enantiomers due to the orientation of the L-form of substrate 
in the active site by βR263 residue (Fig.5), it was still pos-
sible to improve it (Fig.6). The mutant that was superior in 
its catalytic activity, βF71L, displays a markedly decreased 
enantiopreference by almost one order of magnitude, while 
the βF71E and βF71K mutants reveal a three and six-fold 
increase, respectively. The positive effect of the mutation (i.e. 
the higher enantioselectivity) originated in the decreased af-
finity for the slow-reacting D-enantiomer, while negative 
effects are mainly caused by the altered reactivity of both 
enantiomers (data not shown). Enantioselectivity, as well as 
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teraction of the sub-
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βR263 is observed 
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of the substrate



98 | Acta naturae |  № 3 2009

RESEARCH ARTICLES

catalytic activity studies, shows that PA catalytic properties 
can be finely tuned by mutating the βF71 residue for the spe-
cific substrate of interest.

Conclusions
Residue βF71 of PA from E. coli strongly influences the cat-
alytic activity and chiral discrimination of the substrate’s 
enantiomers. Depending on the structure of the substrate, 
βF71 mutations may deteriorate or improve the catalytic rate, 
enantioselectivity, or affinity. This indicates that a universal 
improvement of all major catalytic properties for biocatalytic 
application is hardly possible, and that the enzyme should be 
fine-tuned for its specific substrate of interest. The availabil-
ity of structure/function insight concerning specific residues 
and molecular modeling can facilitate the design of a toolbox 
of dedicated PAs for different applications.  

This work was supported by the Russian Federal Agency for 
Science and Innovation (federal contract 02.527.11.0001), 

the Seventh Framework Programme (FP7) of the European 
Commission and the Dutch Ministry of Economics.
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Abstract  The toxic and genotoxic effects of silver nanoparticles were studied on injected mice (BALB/c line) in vivo.  A water solution of silver nanoparticles 
(SNP) with particle sizes of 9±6 nm was obtained by means of the original method of biochemical synthesis. The effect of the SNP solution was compared to those 
of AOT (anionic surfactant used as SNP stabilizer) and silver nitrate (i.e. Ag+ ions) introduced as water solutions. In studies of the toxic effects, the death of mice 
was registered 12-24 hours after injection only at two maximum dozes of SNP (equivalent to 0.54 and 0.36 gAg/l). It is shown that the toxic effect decreases in 
the sequence SNP>AOT>>AgNO3. The LE50/30 values for SNP and AOT are equal to 0.30±0.07 gAg/l and 13.3±2.1 gAg/l, respectively.  Genotoxic effects were 
assessed by the abnormal sperm heads test and neutral Comet assay. The frequencies of abnormal sperm heads (ASHs) did not differ after treatment by SNP and 
AOT, but both were significantly higher than those found with AgNO3 and in control mice. Comet assay showed an increase of the DNA percentage in the comet 
tail in spleen cells after the injection of SNP and AOT in concentrations of ½ LE50/30. Tail DNA % was 32.8±1.3 and 26.3±1.7%, respectively, vs 16.2±0.7% for the 
untreated control. To sum up, these tests showed that the genotoxic effects of the SNP solution are associated with the presence of AOT rather than SNP.
Keywords: silver nanoparticles; mice; lethal effect; germ cells; primary DNA breaks. 
Abbreviations: silver Nanoparticles – SNP; Aerosol -ОТ – АОТ; lethal effect- LE; abnormal sperm heads - ASH.

Introduction
The use of nanotechnological products in human activities 
has been steadily increasing in recent years. Because of this, it 
is of vital importance to study the biological effect of various 
nanoparticles and nanocomposite materials, and especially 
their effects on animal and human organisms. The main issue 
is to elicit the toxicity of nanoparticles for humans and thus, 
the potential risk in the use of nanoparticle- and particle-
based products.

Of utmost interest are metal nanoparticles and their bio-
logical effect, since these particles are most often used in nov-
el products in various fields in manufacturing and medicine. 
During the last decade, abundant data has been obtained on 
both the positive (therapeutic effect) and negative (increase 
in the appearance of various diseases) effects of metal nano-
particles on living organisms [1, 2]. Silver nanoparticles are 
one of the most popular objects of research, since they have 
been actively used in the manufacturing of various consumer 
goods, such as dietary supplements, clothes, household appli-
ances, toys, etc. Silver particles were mainly studied in bac-
teria, so as to elicit the particle’s antimicrobial activity [3–5] 
or using in vitro cell cultures (for example [6]). There are also 
some data on the effect of silver nanoparticles on human fi-
broblasts [7]. Over all, data on the effect of silver and other 
metal nanoparticles are sparse. Up to now, there have been 
practically no data on the biological and genetic effect of sil-
ver nanoparticles introduced into a mammalian organism. 

Experimental procedures 
This work studied the toxic and genetic effects of silver nano-
particles (SNPs) on mice in vivo. We used water dispersions of 
SNPs obtained by biochemical synthesis [8]. The particle size 
was 9 ± 6 nm. It was previously shown that water dispersions 

showed a pronounced antibacterial and antiviral effect [9], as 
well as a strong antibiotic effect on the slime mold Physarum 
polycephalum [10].     

The initial concentration of dispersed SNPs (further 
named SNP preparation) was 5 · 10-3 g·ion/l as calculated for 
Ag+. The effect of the SNP preparation was compared with 
that of the dispersant---an anionic surfactant (AOT), which 
acts as a stabilizer of the SNP preparation---and also with the 
effect of Ag+ ions in equivalent concentrations. Aqueous solu-
tions of АОТ (initial concentration - 15 mМ) and silver nitrate 
(initial concentration - 5 mМ) were used.

The tests were conducted on male and female laboratory 
mice of the BALB/с line. The mice were 3-4 months of age 
and weighed 30–35 g. In order to determine the survival rate 
and lethal dose (the dose that causes the death of 50% of the 
subjects), the animals were divided into 4 groups of 16 mice 
each. The mice of the first group received a single intraperi-
toneal injection of the SNP solution (in distilled water, 0.2 ml). 
The concentration of SNP was varied by dilution of the initial 
preparation 0; 1.5; 2; 3; 5; 7; 10; and 100-fold. Thus, the SNP 
concentrations in the solutions were 5; 3.3; 2.5; 1.6; 1.0; 0.7; 0.5; 
and 0.05 · (10-3 g·ion /l).

The second group was injected with AOT solutions in ac-
cordance with the dosages in Group 1. The equivalent con-
centrations of AOT for the above-mentioned SNP solutions 
are 15; 10; 7.5; 5.0; 3.0; 2.5; 1.5; and 0.15 mM. 

Mice from Group 3 were injected with an aqueous solu-
tion of AgNO

3
 at 5; 0.5; and 0.05 mМ concentrations, which is 

equivalent to the 0; 10; and 100-fold SNP dilutions.
Group 4 was a control group and was injected with 0.2 ml 

of distilled water. 
The lethal effect of the injected solutions was determined 

according to the standard protocol. All the injected mice were 
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kept in an animal facility for 30 days, and animal death was 
monitored daily. Observation of the physical condition of the 
animals showed that during the first hours after injection, 
mice from Group 1 with the highest dosages (5 and 3.3 · 10-3 
g·ion/l) of SNPs exhibited a decreased motor activity and con-
vulsions, followed by paralysis of the hind limbs.  The animals 
died 12–24 hours after injection of the preparation. The other 
mice from this group with a lower dosage of the drug showed 
less prominent motor depression and toxic syndrome during 
the first few hours after injection, and the overall condition of 
these mice did not differ noticeably from the control animals. 
Mice in this group also died despite lowered concentrations: 
however, the survival time of these animals was greater (9-
10 days) than that of the animals that received higher doses 
(1–3 days).

In Group 2, mice died only at high doses of АОТ (15; 10; 
and 7.5 mМ). Lower concentrations of АОТ did not cause ani-
mal death. Groups 3 and 4 did not exhibit any animal death 
during the 30 days of observation. 

The relationship between mouse death and the concentra-
tion of the injected solution is presented in Fig. 1.

The data presented in Fig. 1 show that a mouse’s survival 
rate decreased monotonously as the concentration of the SNP 
solution was increased, with the exception of the lowest con-
centration (0.05 · 10-3 g·ion/l – 100-fold dilution). Regressive 
analysis yielded LD

50/30
 figures for the preparations studied.  

LD
50/30

 for the SNP preparation was (2.74 ± 0.67) × 10-3 g×ion/l 
at an АОТ concentration of 8.3 mМ (1.8-fold dilution). Ex-
trapolation of these data shows that LD

50/30
 for AOT without 

silver nanoparticles is 29.9 ± 4.8 mМ. Thus, we can assume 
that the toxic effect of the dispersed silver nanoparticles is 
3.6-fold stronger than that of the dispersant. The absence of 

animal death in the group that received silver nitrate injec-
tions shows that, of the three studied reagents, Ag+ ions have 
the lowest toxic effect. Thus, the toxic effect decreases in the 
following sequence:  SNP > АОТ  >> AgNO

3
 . 

In order to study the effect of the SNP preparation on 
mammalian reproductive cells, we monitored the number of 
emerging sperm with anomalous head morphology (AHS) 21 
days after injection of the preparation. This method allows to 
detect the deleterious effects of a preparation on reproductive 
cells in the early premeiotic stage of gametogenesis, namely 
the pachytene of the first meiotic division. It is assumed that 
AHS emergence is caused either by gross chromosomal ab-
errations, such as translocations, or by point mutations and 
small deletions or, alternatively, by somatic damage. It was 
shown earlier that certain physical (ionizing radiation,  mi-
crowaves) and chemical factors (cyclophosphamide, cadmium 
chloride, zinc chloride, etc.) increased the AHS index and also 
caused a decrease in testicular mass, an increase in pre-im-
plantation pregnancy loss and a decrease of effective copu-
lations caused by damage to premeiotic male reproductive 
cells in mice. These data point not only to a mutagenic, but 
also to a cytolytic and/or cytotoxic effect of these factors [11]. 
The method for determining the AHS index is fairly simple; it 
does not require a large number of animals and can be used as 
an estimate of the mutagenic effect of various drugs [12].

Figure 2A shows AHS index data obtained after injection 
of AOT and SNP solutions into male mice. The AOT and SNP 
concentrations were 5.0 mМ and 1.6 · 10-3 g·ion/l, respectively 
(the initial samples were diluted 3-fold). The data presented 
in Fig. 2A indicate that the deleterious effect of SNPs and 
AOT was greater (approximately 1.5 fold) than that of the 
control injections. Notably, there was no marked difference 
between the effects of AOT and SNPs. 

The same animals were also tested for primary DNA 
damage using neutral gel-electrophoresis of individual cells 
(DNA-comets). Damaged DNA (DNA with single and dou-
ble strand breaks) is a sign of oxidative stress and cell death. 
The DNA-comet method can provide some information about 

Fig. 1. Electronic microphotograph of silver nanoparticles
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Fig. 2. Death rate dependence on the concentrations of SNP and AOT 
for injected mice
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induced mutagenesis by visualizing the relative amount of 
damaged DNA. This electrophoretic method is based on the 
different mobility of the whole DNA and its possible degra-
dation fragments obtained from lysed cells trapped in an aga-
rose gel.

This test was performed according to the standard pro-
tocol [13]. We chose the spleen as a target organ because of 

its specific function in the circulatory system (lymphocytes, 
monocytes, and macrophages that are accumulated in the 
white and red pulp can easily be damaged by nanoparti-
cles). 

Using the DNA-comet method, we measured the level of 
DNA damage after injecting the SNP preparation and the 
AOT solution (concentrations 1.6 · 10-3 g·ion/l and 5 mМ, re-
spectively). We did not detect any increase of the DNA per-
centage in the comet tails up to 48 hours after the injections. 
Figure 2B shows the data averaged for 14 mice and 7 time 
points (3, 5, 7, 9, 12, 24, and 48 hours). The figure shows that 
the AOT dispersant had a damaging effect on DNA (the por-
tion of DNA that exited the cell into the “comet tail,” was 32.8 
± 1.5 %), which is greater than the respective value for SNPs 
(26.3 ± 1.7 %). Both of these values exceeded the control value 
(16.2 ± 0.7 %).

It was previously shown for the mold Physarum polyceph-
alum [10] and E.coli bacterium [9] that an aqueous dispersion 
of silver nanoparticles had a more pronounced toxic effect 
than equivalent concentrations of silver ions or solutions of 
the surfactant, which was a component of the SNP prepara-
tion.

Conclusion
This work shows for the first time that dispersed silver nano-
particles obtained via biochemical synthesis have a lethal 
effect on mammalian organisms when injected in vivo. The 
lethal effect of the dispersed nanoparticles is approximately 4 
times greater than that of the АОТ dispersant alone (See Fig. 
1), while injection of equivalent doses of silver ions is followed 
by 100% survival of the tested animals. Using a calculation 
taking into account the mouse’s body weight, we estimate 
that the dose of silver nanoparticles that causes 50% lethality 
is 1.9 × 10-6 mg per gram of body mass. 
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ABSTRACT  At present, the new technologies of DNA sequencing are rapidly developing allowing quick and efficient characterisation of organisms at the level 
of the genome structure. In this study, the whole genome sequencing of a human (Russian man) was performed using two technologies currently present on 
the market - Sequencing by Oligonucleotide Ligation and Detection (SOLiDTM) (Applied Biosystems) and sequencing technologies of molecular clusters using 
fluorescently labeled precursors (Illumina). The total number of generated data resulted in 108.3 billion base pairs (60.2 billion from Illumina technology and 48.1 
billion from SOLiD technology). Statistics performed on reads generated by GAII and SOLiD showed that they covered 75% and 96% of the genome respectively. 
Short polymorphic regions were detected with comparable accuracy however, the absolute amount of  them revealed by SOLiD was several times less than by 
GAII. Optimal algorithm for using the latest methods of sequencing was established for the analysis of individual human genomes. The study is the first Russian 
effort towards whole human genome sequencing. 
Keywords: human genome, sequencing technology, single-nucleotide polymorphism
Abbreviations: Indel SNP – insertion/deletion type single-nucleotide polymorphism.

Introduction
Progress in the development of novel DNA sequencing tech-
nologies allowing rapid and accurate determination of the 
distinctive features of an individual at the level of the struc-
ture of his genome has made genomics one of the most rapidly 
developing scientific disciplines. At present, three advanced 
technologies of DNA sequencing are in use: pyrosequencing 
based on the “sequencing-by-synthesis” principle and com-
mercialized in a next-generation Roche GS-FLX capillary 
genome sequencing system (454 Life Science Inc./Roche), 
cyclic sequencing by oligonucleotide ligation and detection 
(SOLiD, Applied Biosystems), and high-throughput DNA 
molecular cluster sequencing-by-synthesis using proprietary 
fluorescently labeled oligonucleotides (Illumina GAII Genome 
Analyzer, previously known as SOLEXA). These platforms 
have already demonstrated their significant worth: in the last 
two years, five new genomes have been read – in addition to 
the reference genome sequence that was determined by sev-
eral leading research groups at institutes in the U.S., United 
Kingdom, and Canada in the course of 10 years and at a cost 
of 3 bln dollars [1] – such as the genomes of outstanding bi-
ologists of our times[2, 3], that of a Nigerian man [4, 5], a Chi-
nese [6], and a Korean [7], not to mention thousands of other 
eukaryotic and prokaryotic species sequenced [8]. All these 
projects only became possible thanks to advanced technolo-
gies allowing cost-effective and high-throughput sequencing. 
We can expect an exponential increase in the amount of com-
pletely sequenced genomes in the near future; in particular, 
the recently launched 1,000 Genomes Project brings together 

multidisciplinary research teams from institutes around the 
world, including the United Kingdom, China, and the United 
States (http://www.1000genomes.org). Yet, despite consider-
able progress in the reading of DNA, the sequencing of large 
genomes, such as the human genome, has yet to become 
trivial. At present, there is no standardized approach to the 
analysis of these genomes, and how the performance of the 
above-mentioned technologies is assessed remains far from 
objective.

In the present work, we were the first in Russia to per-
form the full-genome sequencing of a Russian male using 
two advanced DNA sequencing technologies: Sequencing by 
Oligonucleotide Ligation and Detection (SOLiD, Applied 
Biosystems) and DNA molecular-cluster sequencing with flu-
orescently labeled precursors (GAII, Illumina). In this work, 
we intended to optimize the algorithms of full-genome se-
quencing data acquisition, processing, and representation.

The general principles and terms governing large-scale ad-
vanced sequencing are as follows: initially, genomic DNA is 
subjected to fragmentation to obtain fairly short strands (200 
to 1,000 basepairs (bp); then these fragments (shotguns – by 
analogy with the quasi-random firing pattern of a shotgun) are 
linked with oligonucleotide adapters, followed by PCR-ampli-
fication using specific enzymes and cloning for creating shot-
gun libraries. The library protocols for the GAII and SOLiD 
systems are described on the manufacturers’ websites. Further 
procedures result in primary nucleotide sequences from each 
of the two ends of a DNA fragment from the library. These 
DNA sequences are called reads. The length of a read differs 



RESEARCH ARTICLES

 № 3 2009  | Acta naturae | 103

depending on the platform and is 36 nucleotides for GAII 
and 25 nucleotides for SOLiD. Thus, each DNA fragment 
in the library is characterized by two reads with length and 
direction depending on the technological platform used. Then, 
the reads obtained by the sequencing of the shotgun library 
entries from the two ends (paired-end reads) are mapped to 
the human reference genome (hg18). This process, called read 
mapping, specifies the coordinate of the read in the genome. 
The mapping allows to draw the histograms of coverage and 
distance between paired-end reads and also to identify single-
nucleotide polymorphisms (SNPs) and short insertions/dele-
tions (indels). Moreover, the distance between the reads and 
their orientation might provide information on more consid-
erable structural rearrangements in the studied genome. For 
instance, the essentially greater distance between the mapped 
reads compared to the overall length of the DNA fragments 
used for construction of the library is indicative of deletion be-
tween the reads in the analyzed genome, as compared to the 
reference one. Similarly, improper orientation of the reads that 
is discordant with the library design may suggest inversions 
in the analyzed region. Thus, large-scale genome sequencing 
using advanced technologies allows to determine short poly-
morphous loci and detect regions likely associated with great 
genomic abnormalities. However, the latter can be described 
only by de novo assembly of the reads into extended contigs, 
which was beyond this study.

Materials and Methods
DNA sample. The male whose genome was to be sequenced 
was chosen from data contained in the Principal Component 
Analysis (PCA) of ethnic groups of the Russian Federation. 
One thousand three hundred eighty-two individuals rep-
resenting 32 ethnic groups were genotyped by no less than 
300,000 SNPs using high-density DNA microarrays. The 
group of ethnic Russians comprised 285 samples provided 
by Prof. D. G. Zaridze. The male whose genome was chosen 
for sequencing was characterized by principal components 
positioning him within the group of ethnic Russians on the 
2D plot of the first vs. the second principal component (PC1-
PC2). This PC1-PC2 area had no intersections with areas of 
other closely related ethnic groups (data in press).
Sample preparation. Genomic DNA was isolated from the 
arterial blood lymphocytes of a Russian male (patient N with 
renal cell carcinoma, see above, from the Blokhin Cancer Re-
search Center, RAMS). The blood sample was collected with 
informed consent. The DNA was fragmented on a HydroS-
hear® DNA shearing device (Genomic Solutions®, USA) to 
the average fragment size of 500 to 1,000 bp. Construction 
of genome libraries and all subsequent manipulations were 
carried out using supplemental reagent kits in accordance 
with the manufacturers’ protocols. Both genome libraries 
were suitable for paired-end reading. Following adapter liga-
tion, the genome library constructed for an Illumina Genome 
Analyzer II (GAII) DNA Sequencing Platform (Illumina, 
USA) was divided into two parts: the first was frozen, and 
the second one was used for PCR amplification (hereinafter 
Amplification No.1). When sequencing of this library was ac-
complished in nine flow cells, the second part was thawed and 
also subjected to PCR (Amplification No.2). These samples 
were sequenced in five flow cells.

The same fragmented DNA was also implicated in the con-
struction of genome libraries suitable for paired-end read-
ing on a SOLiD v.2 System (Applied Biosystems, USA) 
(hereinafter SOLiD). Following emulsion PCR in the reaction 
product (DNA immobilized on magnetic beads) was applied 
onto flow cells in which the ligase chain reaction was carried 
out. In each sequencing cycle, the enzyme (ligase) attached 
a fluorescently labeled oligonucleotide to the 5’-end of the 
substrate complex. Once identified, the fluorescence moiety 
was removed to produce the substrate complex elongated by 
five nucleotides. Over all, nine flow cells were used for se-
quencing.
Sequencing. Decoding of genetic information was performed 
using two platforms commercialized by Illumina, Inc., and 
Appied Biosystems, Inc. The first platform uses detection of 
fluorescently labeled nucleotides incorporated in situ into 
surface molecular clusters. This technology is embodied into 
an Illumina GAII DNA sequencing platform. The length of 
the reads is 36 nucleotides from each end, and 14 flow cells 
were used. The second technology, based on ligase chain reac-
tion, is embodied into a SOLiD sequencing system. The length 
of the reads is 25 nucleotides from each end, and nine flow 
cells were used.
Genotyping of unfragmented genomic DNA was carried out 
using the Infinium technology on Illumina Human610-Quad 
BeadChips, according to the manufacturer’s recommenda-
tions. The chips were scanned using an Illumina iScan Sys-
tem. Quality control has shown high conformity with the con-
trol parameters (call rate 99.7 %).Over all, allelic variants of 
588,702 SNPs were reliably found. The SNP list is presented 
on the manufacturer’s site (http://www.illumina.com/docu-
ments/products/marker_lists/marker_list_human660W_
quad.zip).
GAII data processing. Analysis of the obtained images and 
their conversion to the DNA sequence was performed using 
the Illumina Genome Analyzer Pipeline v.1.4.0 software suite. 
The mapping of sequences to the human reference genome 
(hg18) was performed using the Eland program supplied with 
Genome Analyzer Pipeline and SOAPaligner/soap2 v.2.20 
alignment program developed at the Beijing Genomics Insti-
tute (http://soap.genomics.org.cn/) (hereinafter SOAP, Short 
Oligonucleotide Analysis Package). The library of paired-end 
reads obtained from GAII is available at http://www.rus-
siangenome.ru, the web site of the Project. This library al-
lows to examine the localization and direction of the reads 
in genome browsers, such as the UCSC Genome browser or 
Ensembl Genome Browser available on demand. Nucleotide 
mismatches and short indels in the studied genome compared 
with the reference genome were calculated using the SOA-
Paligner/soap2.
SOLiD data processing. Pre-processing of SOLiD data for 
mapping was carried out using SOLiD software (provided 
as a component of the SOLiD System). Mapping of the se-
quences was carried out in initial color space using a SOLiD 
System Analysis Pipeline Tool (Corona Lite) v.4.0r2.0 and, fol-
lowing conversion from the color space to the FASTQ format, 
using a Burrows-Wheeler Aligner (BWA) v.0.5.1 installed on 
a computer cluster mounted at the RRC Kurchatov Institute. 
From 20 to 250 processing units were implicated in the data 
processing, depending on calculation complexity. Barring 
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BWA, all calculations, both for GAII and SOLiD data, were 
carried out on dedicated computer of the above-mentioned 
computer cluster. Similarly to the GAII data, the data from 
SOLiD can be found on the site of the Project, http://www.
russiangenome.ru, and viewed in genome browser.
Original processing methods. Calculations of coverage den-
sity, distances between the reads in paired-end libraries, and 
sequencing errors compared with those of genotyping on SNP 
microarrays were carried out using the authors’ codes writ-
ten on Perl. These codes are available on demand.

Results

Processing of GAII and SOLiD datasets.
The total amount of data from Amplification No.1 and Am-
plification No.2 genome libraries, which passed the internal 
filters, was 60.2 Gbp or 1,674,748,960 reads for GAII and 48.1 
Gbp or 1,926,071,502 reads for SOLiD. The mapping of reads 
to the human reference genome allowed to draw the cover-
age histogram (Fig. 1). To do that, the genome was broken into 
tandem segments, 500 bp each, and the number of reads per 
segment was calculated from the mapping data (using Eland 
for GAII and BWA for SOLiD). This number was multiplied 
by the read’s length (36 for GAII and 25 for SOLiD) and nor-
malized by the fragment’s length (500). The histogram of the 
GAII dataset has the shape of a Maxwell distribution with 
a peak at eightfold multiplicity and a tail shifted to tens of 
thousands of bp. This extremely high coverage largely cor-
responds to centromeric regions. Nucleotide-by-nucleotide 
analysis has shown that the GAII dataset covers, at least 
once, 2,033,881,571 nucleotides or 66.03% of the genome. 
General statistics of read mapping is presented in Table 1. 
It is worth noting that the amount of unmapped reads in the 
SOLiD dataset compared with the GAII one is almost twofold 
higher (32.65%).

The score of nucleotide mismatches and short indels was 
only performed for unique alignments. Alignments were 
assumed as unique when mapped to the reference genome 
only once and, hence, characterized by unique location. 
About 82.6% of 1.67 billion reads corresponded (with minimal 
mismatch) to the reference genome sequences. The other 
17.4% of reads were classified as unmapped. Random sam-
pling inspection of 164 reads from this group has shown that 
none of them can be mapped to the reference genome with 
minimum distortion (less than two misalignments, indels no 
longer than four nucleotides). Over all, 13 out of 164 reads 
were attributed to other genomes: most to simian genomes, 
two reads to the genome of Mus musculus, and two reads to 
the genomes of Danio rerio and E.coli, respectively. However, 
all these fragments were not completely consistent with the 
DNA sequences of these organisms, whereas the major por-
tion of unmapped reads showed complete, if rather short (no 
more than 25 nucleotides), coincidence with various human 
genome sequences.
Checkup of matches between allelic SNP variants detected 
by sequencing and by genotyping on DNA microarrays.
Using DNA microarrays, allelic variants of 588,705 SNPs 
with distinct locations were determined in the studied ge-
nome. For evaluation of the accuracy of SNP determina-
tion by the sequencing methodall reads encompassing the 

Fig. 1. Genome coverage depth; GAII and SOLiD data are shown in orange
and blue colours respectively
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Table 1. General statistics on the analysis performed. Percentages are 
in compliance with total read counts for either GAII (orange) or SOLiD 
(blue) 

 
  GAII (SOAP) SOLiD 

(CoronaLite)

Total nucleotides 60,290,962,560 48,151,787,550

Total reads 1,674,748,960 1,926,071,502

Total not mapped reads 17.41% 32.65%

Total single-end reads 13.99% 48.53%

Unique 5.75% 31.36%

Multiple 8.24% 17.17%

Mismatches

0 54.85% 55.67%

1 16.95% 23.13%

2 28.20% 21.20%

Total paired-end reads 68.60% 18.82%

Unique 51.16% 12.20%

Multiple 17.44% 6.62%

Mismatches

0 74.29% 28.14%

1 16.32% 21.86%

2 9.39% 50.00%

    SOAP CoronaLite

Insertions 
(nucleotides)

Total 0.93% -

1 0.58% -

2 0.19% -

3 0.08% -

4 0.08% -

Deletions 
(nucleotides)

Total 0.81% -

1 0.50% -

2. 0.17% -

3 0.07% -

4 0.07% -
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positions of microarray SNPs were selected (mSNP). The 
number of SNPs to which at least one read from the GAII 
and SOLiD datasets was mapped was 581,596 (98.8% of the 
total number of mSNPs). The reads from the GAII platform 
involved 437,056 SNPs (74% of mSMPs); those from SOLiD, 
566,952 (96,3%). Sequencing of the genome libraries obtained 
at the stages Amplification No.1 and Amplification No.2 on 
the GAII platform resulted in reads overlapping 333,647 
(56.7%) and 372,483 (55.6%) mSNPs, respectively (Fig. 2). Ho-
mozygous mSNPs from Illumina 660W chip (totally 409,760) 
were only chosen to estimate the accuracy of allelic variant 
prediction by sequencing. Also, only mSNPs, to which no 
less than 1. 5 or 10 reads were mapped, were chosen. Their 
numbers are given in corresponding rows (coverage (≥ 1), 
coverage (≥ 5), and coverage (≥ 10)) in the Table 2. The same 
table mSNP percentages and the numbers of allelic variants 
that are closely similar – on different platforms and at dif-
ferent coverage levels – to the ones predicted by genotyp-
ing on DNA microarrays. We have found that sequencing 
allows to determine about 81% of mSNPs with an accuracy 
of no less than 95 % (Table 2, grey column “Eland or BWA,” 
coverage ≥ 5).
Analysis of information on paired-end reads.
The data on the relative position of paired-end reads on the 
reference genome was used for estimating the number of 
structural rearrangements in the studied genome. The plot of 
the number of paired-end reads mapped to hg18 versus the 
length of the reference sequence between the ends is shown 
on Figure 3. One can see on the figure that the lines signifi-
cantly differ in shape between the two platforms, which can 
reflect the essential difference in the protocols used for con-
struction of paired-end libraries. It is noteworthy that the 
GAII library distribution pattern of the distance between the 
paired ends shows local peaks at approximately 70 bp and 
300 bp, as well as a high peak at 700 bp. These peaks are very 
likely associated with the reads mapped to DNA repeats of 
discrete lengths falling into these areas. Such a situation has 

already been described above as a problem encountered in 
the analysis of coverage histogram using ELAND. The plot of 
the distribution of the distances between reads in the SOLiD 
library shows a single peak at about 1,000 bp.

We also analyzed the possible three variants of the paired-
end read’s relative position and direction. The first variant 
is when the reads are mapped to the reference genome in 
accordance with the logic of library design. This means that 
for the GAII platform two reads face each other, if the 5’–3’ 
direction is taken as the forward direction. As for the SOLiD 
platform, the logic of library design dictates unidirectional 
orientation of paired reads. The second and third variants are 
deviations from the “normal” position, which are only pos-
sible when essential rearrangements exist in the correspond-
ing genome area. This leads to either one or two inversions 
in the paired-end read mapped to the reference genome. In 

Table 2. Comparison of homozygous SNPs detected by genotyping and inferred from sequencing data

GAII (Eland) SOLiD (BWA) Both platforms  
(Eland or BWA)

Total homozygous SNP’s on microchip 409,760

Tests performing

coverage (≥ 1) 302,919 394,373 404,564

coverage (≥ 5) 250,353 238,130 349,309

coverage (≥ 10) 194,016 74,902 270,890

 
  After performing all tests

Coverage  ≥ 5
Amount 242,201 218,974 331,873

Percentage 96.74% 91.96% 95.01%

Coverage  ≥ 10
Amount 188,708 71,999 261,537

Percentage 97.26% 96.12% 96.55%

Table 3. Distribution of reciprocal paired end reads' position and ori-
entation. A single inversion is considered in the case when one of the 
paired-end reads mapped to the human reference genome ver. hg18 is 
reversed as against its expected orientation.  A double reversion is the 
case when both reads are inverted. GAII and SOLiD data are shown in 
orange and blue colours respectively

 
  GAII SOLiD

Paired-end reads mapped  
to different chromosomes 3.18% 4.56%

Reciprocal position  
of paired reads:

Normal 96.12% 95.22%

Single  
inversion 0.48% 0.14%

Double  
inversion 0.22% 0.07%

Insertion sizes are in  
a permissible range 93.06% 95.43%
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accordance with this definition, all paired-end reads were 
subdivided into three classes: normal, carrying one inversion, 
and carrying two inversions (Table 3). Those reads that are 
mapped to different chromosomes of the reference genome 
were assigned to a separate class. A small excess of the reads 
mapped to different chromosomes is explained (in the case of 
SOLiD) by the presence of the blunt-end ligation stage that 
is implicitly fraught with errors associated with the cova-
lent linkage of two fragments of different chromosomes. In 
general, both platforms are near-equal in the percentage of 
improperly oriented reads.

Discussion and Conclusions
We have performed the full genome sequencing of an eth-
nic Russian male. The characteristic property of this work is 
the combination of two technological platforms: namely GAII 
and SOLiD. It is worth noting that data acquisition took ap-
proximately the same amount of time (eight weeks) on each 
platform. During that time, 14 launches (by one flow cell) of 
the GAII sequencer and 5 launches (by two flow cells) of the 
SOLiD sequencer were carried out. This allowed to identify 
60.2 bln and 48.1 bln nucleotides, respectively. All working 
parameters of the technological platforms were within the 
nominal range (as stated by the manufacturers). The data 
were processed on a computer cluster of the RRC Kurchatov 
Institute, to which they were transmitted through a high-
speed fiber optic cable. This required a special software mod-
ule ensuring the integrity of the transmitted data. Primary 
data processing took about 10 weeks.

The main difference between the GAII and SOLiD data-
sets is in the evenness of the genome coverage by the reads 
produced by the sequencers. By our estimates, the GAII 
reads cover about 75% of the genome; and SOLiD reads, 95%, 
despite the fact that the GAII dataset was bigger compared 
with the SOLiD dataset. The same trend is observed when 
analyzing the histogram of genome coverage density (Fig. 
1). The peak value of the SOLiD dataset several times ex-
ceeds that of the GAII dataset. However, while the number 

of reads generated by SOLiD tends to zero already at a cov-
erage density of 20 and more (blue line), the GAII dataset 
(orange line) has about 10,000 fragments in this range. Thus, 
the reads generated by the SOLiD system cover the reference 
genome essentially more uniformly than those generated by 
GAII. This reflects the quality of the shotgun library con-
struction. The necessity to build several libraries, preferably 
differing in fragment lengths, for uniform coverage on the 
GAII platform was noted in studies performed by other re-
search groups, particularly in the sequencing of the genome 
of a Korean [7]. Moreover, sequencing of two different PCR 
products of the same primary shotgun obtained at the pre-
liminary step of library construction results in nonidentical, 
although largely superposed, coverage patterns. For instance, 
the curve of mSNP filling with reads achieved a plateau after 
nine launches of GAII with the Amplification No.1 library 
(Fig. 2). The addition of the quasi-independent Amplificaton 
No.2 library resulted in a bounce of the plot, which reached 
another plateau after five launches of the sequencer. Thus, 
continuation of launches with the Amplification No.1 and 
Amplification No.2 libraries could not result in a consequent 
increase of genome coverage. The addition of the SOLiD da-
taset to the GAII dataset has solved the undercoverage prob-
lem. We suppose that this problem could also be solved on the 
GAII platform by building an additional library with another 
mean fragment size.

The sequencing accuracy was estimated by comparing the 
data on allelic variants of homozygous SNPs determined by 
sequencing with those determined by genotyping on a DNA 
microarray. When the SNP is covered by at least ten reads, 
the error in SNP determination is near equal in two platforms 
and is about 4–5%. However, the number of homozygous 
SNPs reliably identified by SOLiD compared with GAII is 
several times lower, because of insufficiently thick, although 
smooth, genome coverage by the reads.

The obtained data will allow to identify all SNPs of the giv-
en genome, SNP calling, and compare SNP allelic variants pre-
dicted by GAII and SOLiD. The analysis of the data on SNPs 

Fig. 2. Coverage of genotyped SNPs 
by sequencing data and its saturation 
throughout the experiment. Shown 
is the number of SNPs at least once 
covered by reads mapped to the human 
reference genome ver. hg18 (by Eland 
for GAII and BWA for SOLiD data). Eve-
ry step along the abscissa corresponds 
to the data from another sequencing 
run. Saturation only by GAII 2nd amplifi-
cation runs is shown by orange dashed 
line. Saturation only by SOLiD runs is 
shown by blue dashed line nu
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with fixed coordinates, whose allelic variants were determined 
by both sequencing and genotyping on a DNA microarray, 
shows that these results should largely have a high predictive 
potential and overlap no less than 95% of the time. Moreover, a 
comparison of all polymorphisms of the studied genome with 
those of already known genomes, particularly Craig Venter’s 
and James Watson’s genomes, is of undisputed interest. The 
second possible task would be to assemble de novo extended 
contigs from those reads that were not mapped to the refer-
ence genome. They may be indicative of DNA sequences that 
are not represented in the reference genome hg18, and further 
characterizing the genome we are studying.

Our data provide a background for further functional 
analysis of this genome. In particular, the data on hetero-

Fig. 3. Paired-end reads' predicted insert 
size distribution; GAII and SOLiD data are 
shown in orange and in blue colors respec-
tively. Reads were mapped to the human 
reference genome ver. hg18 (by Eland for 
GAII and Corona Lite for SOLiD data). The 
predicted insert size is a genomic distance 
between locations of mapped reads in 
each pair
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zygous SNPs in expressed blood cell mRNAs will allow to 
determine transcripts with biallelic expression bias. This as-
sociation between the epigenetic and genetic components of 
the given genome is of certain interest for further studies. 
However, this genome first has to become a wholesome model 
object, which can be achieved via immortalization of N’s so-
matic cells followed by construction of the cell line. This will 
allow all interested research groups to use exhaustively the 
data presented in this work.  

The study was supported by the Russian Federal Agency  
for Science and Innovation.
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Cell Regulation of Proliferation  
and Differentiation ex vivo for 
Cells Containing Ph Chromosome 
in Chronic Myeloid Leukemia
N.I. Grineva*, T.V. Akhlynina, L.P. Gerasimova, T.E. Manakova, N.G. Sarycheva, D.A.Schmarov, 
A.M. Tumofeev, N.M. Nydenova, L.Yu. Kolosova, T.I. Kolosheynova, L.G. Kovaleva,  
S.V. Kuznetsov, A.V. Vorontsova, A.G. Turkina
GU National Research Center for Hematology, Russian Academy of Medical Sciences
*E-mail: nigrin27@mail.ru

Abstract Cell regulation of Ph+cell proliferation and differentiation has been studied ex vivo in various chronic myeloid leukemia (CML) patients. The regulation 
is provided by alternation of effective stages of proliferation and maturation with inhibition of Ph+ cell proliferation by accumulating neutrophils under apoptosis 
blockage. The alternation of stages consists of switching stage 1 (effective proliferation) to stage 2 (effective maturation) and proceeds according to the 1/2 -1/2/1 
or 2/1-2/1/2/1 schemes. The kinetic plots of alternations pass through control points of crossing plots, where the parameters of proliferation and maturation are 
equal. The indices of P/D efficiency (ratio of proliferation and maturation rates) are 1.06±0.23 and don’t depend on time, alternation order, or sources of Ph+ cells 
– CML patients. During stages alternation, conversely, the parameters of Ph+ cell proliferation and maturation vary. The proliferation stages are characterized 
by increased proliferating cells content, a decreased number of neutrophils, and apoptosis induction. At the maturation stages, conversely, apoptosis is inhibited, 
the number of mature neutrophils increases, while immature Ph+ cells decrease. High content neutrophils inhibit the proliferation of Ph+ cells and impair their 
own maturation by inversion of maturation order, probably through a feedback mechanism. The regulation differences ex vivo reveal three types of Ph+ cells from 
various individual CML patients, distinguished by the number and duration of alternating stages of proliferation and maturation. Ph+ cells types 1 and 2 have one 
prolonged stage of effective proliferation or effective maturation with efficiency indices P/D1 = 1-20 or P/D2 ≤ 1. At the same time period, the proliferation and dif-
ferentiation of the Ph+ cells type 3 proceeds with repeated alternations of stages with P/D1 = 1-4 or P/D2 ≤ 1. Type 1 Ph+ cells (~20%) were isolated from patients in 
advanced stages of CML, while Ph+ cells types 2 and 3 (30 and 50% correspondingly) were isolated from CML chronic phase patients sensitive to chemotherapy.
Keywords: Regulation of Ph+cell proliferation and Ph+cell by mature cells, cultivation of hematopoietic Ph+ mononuclear cells, kinetics of Ph+cell proliferation and 
differentiation in vitro, Ph+cells apoptosis, Ph+cell distribution in cell cycle phases, Ph+cell proliferation and differentiation efficacy, inversion of accumulation 
order for maturating neutrophils, chronic myeloid leukemia.
Abbreviations: P&D – proliferation and differentiation; CML – chronic myeloid leukemia; Ph – Philadelphia chromosome; MM, B, S, – metamyelocytes, band and 
segmented neutrophils; Ph+cells – hematopoietic cells with Philadelphia chromosome; PB – peripheral blood ; BM – bone marrow; CP, AP, BP – chronic phase, 
accelerated phase and blastic phase of CML; FCS – fetal calf serum.

Introduction
Leukemias accounts for 1% of all deaths and 4-10% of deaths 
from cancer. The prevalence of leukemias and lymphomas 
varies from 3 to 9:100 000, depending on the geographical 
region. Unfavorable radiation and ecological environment can 
increase it by 1.5 logs. In the U.S., leukemias are the major 
reason of death in children before 15.

The majority of leukemias result from genetic disturbanc-
es: chromosomal aberrations, translocations, inversions, dele-
tions, and various mutations [1-3, 6].

Philadelphia-positive (Ph+) cells, expressing active ty-
rosine kinase р210 or р185 (oncoproteins, products of bcr/
abl gene), are involved in chronic myeloid leukemia (CML) 
pathogenesis. It results in reciprocal chromosomal translo-
cation t(9;22)(q34;q11) in the polipotent hematopoietic stem 
cell. Proliferation and differentiation of this cell leads to re-
placement of normal hematopoietic cells by their monoclonal 
neoplastic Ph+ counterparts, thus promoting the development 
and progress of CML [1- 8, 10,12].

The CML clinical course varies among different patients. 
The cellular and molecular mechanisms of these differences 

remain unclear. Current knowledge of CML course and pro-
gression in vivo is based upon analyses of averaged values 
of various parameters obtained at different moments and 
CML phases. CML undergoes a chronic phase (CP), acceler-
ated phase (AP), and an acute rapidly progressing blast phase 
(BP) with an inevitable fatal outcome. Current CML therapy 
is based upon highly specific targeted drugs, tyrosine kinase 
inhibitors (TKI), specifically blocking р210 – imatinib and its 
analogues. Imatinib allows to extend life by 6 years in 88% of 
patients., of which 66% continue treatment. In 14% of those 
patients, CML progresses, while 5% of them interrupt treat-
ment because of toxicity. The toxicity is associated with ad-
ditional bcr/abl gene mutations, leading to therapeutic resist-
ance. Despite the development of a new generation of TKIs, 
the problem remains unsolved, because none of them kills the 
resting leukemia stem cells. Fewer than 5% of CML chronic 
phase patients are cured, while the majority eventually re-
lapse [6]. There is a need for another strategy in dealing with 
leukemia stem cells.

Despite the extensive research of Ph+ cells both in cultures 
and in vivo [4, 5, 7-12, 15-20,23,27], the processes taking place 
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in the cells of newly diagnosed CML patients and in those in 
progression remain poorly studied. There is no unified con-
ception of the biological and molecular processes underway 
in CML both in vitro and in vivo and their interaction. Little is 
known about the patterns of proliferation and differentiation 
(P&D) of Ph+ cells even in vitro.

Researchers have often noted that the cellular processes 
in cells isolated from CML patients differ from those in cell 
lines. The number of proliferating hematopoietic progeni-
tors in CML is decreased, while the number of nondividing 
mature neutrophils is higher than in normal cells [13,14,20-
23,26]. Ph+ stem cells proliferate less actively than healthy 
donor stem cells, while more differentiated Ph+ cells are ac-
cumulating more actively [20, 23, 24, 27]. This leads to sug-
gest that the cause of CML is the imbalance between stem 
cells self-renewal and myeloid progenitors maturation, 
rather than Ph+ cells proliferation under the action of р210 
bcr/ abl , as follows from many other studies [4-7,10-12, 15, 16, 
19, 24-29, 31].

It should be mentioned that the question of apoptosis block 
in Ph+ cells is also not obvious. Evidently, our knowledge of 
cellular and molecular regulation of Ph+ cells in CML is still 
incomplete, though the oncogenic potential of bcr/abl onco-
gene, including enhanced cell viability, proliferation activa-
tion, and resistance to apoptosis, is studied in details in vari-
ous studies [7, 4,17,18, 25-27, 29, 30, 35 ,43-45].

The influence of different р210 mutations on proliferation, 
apoptosis, and the malignant properties of Ph+ cells trans-
fected with different bcr/abl mutated variants was studied 
in [27]. The activation of proliferation and apoptosis inhibition 
by p210 was shown to be independent processes closely linked 
to different bcr/abl mutations (including those responsible 
for intracellular signaling via various STAT proteins). It was 
hypothesized that those mutations can influence the sever-
ity of proliferation activation and apoptosis inhibition and 
shift their relative impact. In Ph+ cells of CML patients, these 
properties are not studied due to lack of suitable models and 
experimental approaches, though the bcr/abl mutations are 
actively studied and used in practice for CML diagnosis and 
treatment optimization [19, 29, 30-32]. Based on these con-
siderations, we have suggested that the kinetics of Ph+ cells 
P&D can reveal the differences in Ph+ cells P&D regulation 
of individual patients ex vivo.

The goal of our study was to clarify the mechanism of 
Ph+ cells P&D in individual CML patients ex vivo in suspen-
sion cultures by means of the previously developed kinetic 
method of study [33, 39]. The pattern of CML cells prolif-
eration and differentiation in cultures is similar to that of 
enhanced myelopoiesis in CML in vivo, allowing to estimate 
the efficiency of P&D, influence of growth factors, and the 
expression of bcr/abl and differentiation antigens in Ph+ 

cells.

Materials and methods
Materials: heparin (Flow, UK); Limphoprep, alpha-MEM me-
dia (MP Biomedical, USA); DEPC, Hepes, Tris, PBS, fetal bo-
vine serum (FBS), sodium citrate, laurilsarcosyl (ICN, USA); 
trypan blue stain, L-glutamine and 2-mercaptoethanol (Ser-
va, Germany), penicillin and streptomycin (OAO “Biochimik” 
Saransk Russia); G-CSF (F.Hoffmann-La Roche Ltd, France); 

tabletted PBS (10 mM phosphate buffer+ 0,13 M NaCl + 2,7 
mM KCl, pH 7,4), NPZ “EKO-servise” Russia.

Ph+ mononuclear cells used for the study were prepared 
from the peripheral blood (PB) or bone marrow (BM) of CML 
patients in chronic phase (CP), accelerated phase (AP), and 
blastic phase (BP) before or under treatment. Leucocytes and 
granulocytes are the main CML mononuclears content; name-
ly, they have been investigated here. Characteristics of Ph+ 
cells and CML patients from whose PB and BM the mono-
nuclears were isolated are given in Tables 1-3. In  Ph+cells, 
bcr/abl RNA types as b3a2, b2a2, or e1a2 were assayed by 
RT-PCR (reverse transcription-polymerase chain reaction) 
according to [33, 35].

Ph+ mononuclear cells were isolated from 10–15 ml of PB 
or 1-2 ml of BM aspirate (from superior iliac crest) of CML 
patients at different phases of the disease. The heparinized 
(50 IU/ml) material was centrifuged for 30 min at 1500 rpm 
over Phycoll or Lymphoprep (1.077 or 1.119 g/sm3). The re-
sulted light fraction was washed twice with PBS at pH 6.8 
and once with a α-MEM media and then re-suspended in 
α-MEM media for analysis and cell cultivation. This fraction 
contained progenitor cells (blasts), lymphocytes, granulo-
cytes, and monocytes, as well as some quantities of mature 
neutrophils, typical for CML mononuclear cells. The viable 
and dead cell number was counted 3 times in smears, stained 
by 0.2% trypan blue according to Romanovsky, with conse-
quent cell counting in Goryaev’s chamber.

Ph+ cells cultivation was performed according to [33]. Cell 
suspension of 2÷8·106 cells/ml was incubated with α-MEM 
media containing 10-20% fetal calf serum (FCS, 2 mM L-
glutamine, 10-4 M 2-mercaptoethanol, 100 U/ml penicillin 
and 50 U/ml streptomycin, 25 mM HEPES-NaOH, pH 7.2-7.4 
in 25 sm2 plastic flask for 2-3 h) nonadherent cells were then 
centrifuged at 1500 rpm for 7 min and re-suspended with the 
same medium to 0.8÷1.4·106 cells/ml and transferred to 24- 
or 96-well plates (12 wells per probe) and incubated at 37 0С 
with 100% humidity and 5% СО2 without FCS for 2 h. Then 
10-20% of FCS was added, and the cells were cultured for 
6-14 days, selecting each sample from separate probes. Every 
point was tested in triplex. Ph+ cells in the collected samples 
were washed from FCS by centrifuging in α-MEM media and 
analyzed for their morphology, cellular composition, distribu-
tion in the cell cycle phases, and apoptosis. We had separately 
determined that 2-hour incubation of cells without FCS with 
consequent incubation with FCS diminishes cell proliferation 
during the next ~6 hours. After that, the proliferation rate is 
restored, and 12 hours later the cellular composition becomes 
the same as in the cultures with FCS.

The prepared probes were analyzed for the number of vi-
able and dead cells and cell morphology in 3 zones of smear 
(100 cells in each) according to Romanovsky, the individual 
cell morphology was identified according to Abramov [34], 
and we also calculated the percentage of each cell type in 
every sample. We calculated cell concentration in samples 
in 106 cells/ml and obtained plots for the kinetic curves of 
accumulation and depletion of different Ph+ cells and their 
subpopulations: proliferating cells (blasts, promyelocytes 
and myelocytes) – P and nondividing mature neutrophils: 
MM, B and S (metamyelocytes, band and segmented neu-
trophils) – D. The plots reflected the rate of production (or 
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accumulation) of each differentiating cell type, transforming 
to the next subpopulation for this cell differentiation line. The 
mean error was ±5 ÷ 11%. We also studied apoptosis and cell 
cycle phase distribution by flow cytometry.

Ph-chromosome in PB and BM cells of our patients was 
identified cytogenetically (for 100 mitoses) or by FISH in the 
cytogenetical laboratory of the National Research Center for 
Hematology.

Flow cytometry for the analysis of the cell cycle phase 
distribution of the cultured Ph+cells selected during the 
incubation of Ph+ cells samples (5,000 cells each) after the 
isolation in Phycoll gradient were centrifuged for 7 min at 
2000 rpm and 4оС, washed with PBS, and accurately fixed 
by cold 70% ethanol for 30 min at 4оС. Before measurement, 
the suspension was washed with PBS, centrifuged, and the 
pellet was incubated in 0.5 ml of PBS containing 5 mcg/ml 
of propidium iodide and 50 mcg/ml of ribonuclease A for 30 
min at room temperature in a dark place [36, 37]. The cell 
measurements were done with flow cytometer EPICS-XL. 
Сells of granulocytes gate were analyzed by direct (FSC) 
and side (SSC) light scatter with simultaneous registration 
of the FL2 fluorescence by amplitude and impulse square 
(it allows to exclude aggregated cells, conglomerates, and 
debris) in the linear and logarithmic scales. Simultaneously 
apoptotic cells are detected. FL2-H particles with hypodip-
loid DNA located as a separate peak leftward of the peak of 
diploid cells (decrease of cell size not more than by 2 logs) 
were considered to be apoptotic. The percentage of apoptot-
ic granulocytes was estimated within the granulocytic gate, 
where there is no cell debris. The DNA histograms from the 
same cell samples were analyzed for cell cycle phase distri-
bution (S, G2/M). Its analysis was done with the help of pre-
viously developed specialized software. It was based upon 
an algorithm developed for asynchronous proliferating cell 
populations (SFIT-method) [38].

The kinetic plots of Ph+ leucocytes (number increase and 
death of Ph+ cells) were obtained using the percentage of vi-
able and dead cells (see above) measured in 106 cells/ml. The 
proliferation rate of leucocytes in whole and granulocytes in 
particular was estimated from the kinetic plots of its accumu-
lation and depletion under cultivation and also from the sum 
of its subpopulations, defined by morphology. The kinetic 
curves showed that the accumulation and consumption of 
each studied type of cells parallels its transformation into the 
next subpopulations. The depletion of segmented neutrophils 
means its death.

Differentiation plots of Ph+ leucocytes and its subpopula-
tions – lymphocytes, all myeloid cells, granulocytes, and its 
subpopulations, blasts, promyelocytes, myelocytes, metamy-
elocytes, band and segmented neutrophils – were defined, 
calculating the concentration of corresponding cells in sam-
ples and multiplying its fraction (defined by morphology in 
smears) by 106/ml. The cell morphology in smears was as-
sessed as already mentioned. The cellular composition was as-
sessed in smears in 3 zones of 100 cells each. It should be noted 
that besides morphology Ph+ CML cells № 1.1 and № 2.6 were 
identified by CD antigens expression according to [39], where 
the results of identification and kinetics of cells according to 
both antigen expression and morphology are given and re-
sults are shown to be coincident [33, 39].

Kinetic plots of P/D efficiency. P/D of granulocytes in Ph+ 
cell cultures was defined as the P/D efficiency index that is 
the rate ratio of accumulation and depletion of proliferating 
cells (P cells sum) and neutrophils matured without divid-
ing (D cells sum) under Ph+ mononuclear cells cultivation as 
defined above.

The P/D efficiency index was defined as the ratio of P 
cells (proliferation rate) and D cells (differentiation rate). It 
is equivalent to the ratio between the concentration of these 
cells, according to consideration V
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Results
In order to study the differences in P&D in the Ph+ cell cul-
tures of patients with different CML phases, we obtained ki-
netic plots for 34 samples of Ph+ mononuclear cells from the 
PB and BM of 23 CML patients under cultivation in strictly 
identical conditions. Ph+ mononuclear cells from PB and BM 
contain hematopoietic cells capable of self-renewal at P&D 
and to P&D for 2-3 cycles, forming the full set of Ph+ cells 
[33, 39].

The majority of mononuclear cells in CML are leucocytes 
[1, 7]; thus, we considered them as Ph+ cells. The leucocytes 
subpopulations include granulocytes, lymphocytes, mono-
cytes; the granulocyte subpopulation contains myeloid pre-
cursors (blasts), promyelocytes, myelocytes and mature  neu-
trophils: metamyelocytes (MM), band (B), and segmented (S) 
neutrophils.

The characteristics of Ph+ cells and corresponding CML 
patients are given in Tables 1-3. In cell samples obtained un-
der cultivation, we obtained the kinetic plots of CML leuco-
cytes proliferation and death and differentiation of Ph+ gran-
ulocytes subpopulations: blasts, promyelocytes, myelocytes, 
MM, B and S. In the same samples, we also assayed plots for 
apoptosis and distribution of Ph+ cells in the cell cycle phases 
(Fig. 1-4). The experiments showed a typical for CML ele-
vated granulocytes content [1, 6, 14]. The shape of the plots 
indicates the rate of production or accumulation of the cor-
responding cell type, their transformation to next subpopu-
lations, and final death. Thus, the resulting plots reflect the 
main differentiation processes (Fig.1-4 and Tables.1-3). The 
leucocytes differentiation coincides with known CML data 
[1-3, 21, 22, 40-42].

Besides the differentiation rate of separate subpopu-
lations (Fig.1-4 a), we studied the plots of overall prolif-
eration and maturation rate. In the 1st case, these were the 
plots of accumulation of P cells differentiating in parallel 
with proliferation and including blasts – myeloid cell pre-
cursors, promyelocytes, and myelocytes. In the 2nd case, 
they were the plots of accumulation of neutrophils – D 
cells: the sum of MM, B, and S matured without dividing 
(Fig.1-4 b).

Types of CML cells
Myelopoiesis (P&D of myeloid division of hematopoiesis) be-
gins with the proliferation and differentiation of hematopoi-
etic progenitor cells and their immature progenies. Then P&D 
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continues with neutrophils maturation without dividing [3, 
40, 41]. In this study, we obtained and analyzed ex vivo P&D 
kinetic plots in 34 samples of Ph+ cells from the PB and BM of 
23 CML patients. They demonstrated evident differences in 
the P&D of Ph+ cells from individual CML patients.

The kinetic plots of proliferation and maturation reflect 
the rate of two crucial P&D processes: proliferation with dif-
ferentiation and differentiation without dividing (matura-
tion of neutrophils). The rate ratio of proliferation (P cells ac-

cumulation) and maturation (D cells) reflects the efficiency 
of Ph+ cells proliferation relative to its maturation without 
dividing and is expressed in the P/D index, an indicator of 
P/D efficiency. One can see from the kinetic P and D cell plots 
that the proliferation rate can be higher or lower than that of 
maturation; thus, P&D can give advantage to proliferation 
(effective proliferation) or to maturation (effective matura-
tion). In the first case, the P/D efficiency index P/D1≥1; in the 
second, P/D2 ≤ 1 (Fig.1-4C, Tables 1-3).

Table 1. Proliferation and differentiation of types 1 and 2 Ph+ cells in culture

N

Samples of mononuclear cells from PB or BM 
of CML patients Proliferation and differentiation parameters

Sample 
number

CML PB or 
BM

Diagnosis,
treatment 

before 
sampling

Type of bcr/
abl RNA,

 leucocytes 
х109/L;
% blasts

P/D,
[immature]/

[mature]
P/D dura-
tion, days

[S]/
[M]

S х106 cells/
ml,  

max/at day

Neutrophils
х 106 cells/ 

mlmax /at day

Apoptosis(cell 
death)

% /at day

1 2 3 4 5 6 7 8 9 10

Type 1 Ph+ cells, P/D1 ≥1. Effective proliferation (accumulation rate of immature Ph+ cells is higher than neutrophils maturation rate). Concentration 
[immature] > [mature].

1
1.1
PB CP b3a2 L115;

3 %;
12 - 4
4  - 1

14 0,14 -
0,0 -0,27

0,17 0,53/ 7
-0,32

-0,65/ 14

( 28/ 7
50/ 14 )

2
3

1.2
BM
PB

CP,
HU*

b3a2
L 72

blasts 3%
1,2 -1,6
2,4 - 1

8
8

0,41
0,5

0,2
0,2 / 3

0,67
0,58 / 3

(33 / 4
30/ 9

4
5

1.3
КМ
PB

AP
Chem**

b2a2
blasts 17% 3 – 9

1 – 13
> 8 0,1-0,54

0,1-0,31
0,13 / 8 0,17/ 0-4 (14/ 8 )

6 1.4Blood lymphoidBP,
Chem**

b2a2
blasts
30%

>20- 2 > 6 0,0 0/ 0-6 0,4 / 6 (47/ 6 )

7 1.5 PB CP,
HU*

b3a2
L 175

Blasts 5%
1,2-2,5 < 8 0,14-0,53

0,08 / 4 0,32-0,2
/ 4, 8

(21 / 7)

Type 2 Ph+ cells, P/D2 ≤ 1. Effective maturation ( neutrophils maturation rate is higher than accumulation rate of immature Ph+ cells). Concentration 
[mature] > [immature].

1 2.1
PB

CP→BP
HU*

b3a2,
L 188-145,

2 %

0,3-0,8 > 6 1,0-1,62
-0.4

0,47/ 2 1,2/ 2 40/ 1
4/ 3

55/ 6

2 2.2 BM
CP

HU*4 days 
leter

b3a2 0,8-1,5 > 5 0,8-0,4-1,0 0,5 / 2 0,7/1
0,6/5

(4/ 1
11/ 5 )

3 2.3 PB CP b3a2 0,4-1,0 ~ 6 0,4-0,8 0,25/ 3 0,7/3 ( 2 / 3
19 / 7 )

4 2.4
PB

CP, 2 risk 
group, ***

b3a2,
L 165,

blasts 2%

0,3-1, 2 ~ 7 0,73/ 4
2,4/ 8

0,86/ 8 2,4/ 4
1,3/ 8

( 2/ 4
33/ 11)

5 2.5 PB CP b2a2 0,1-1,1-
1,6

~ 7 1,4/ 5 0,7/ 5 1,13/ 5
( 3/ 2
2/ 5

17/ 7 )

6
7

2.6 PB
BM

CP b3a2 0,2-1,0
0,3 -1,0

>9 8/ 6
24/ 11

0,41/ 6 0,7/ 6
0,1/ 11

( 2/ 6
24/ 11 )

8
9

2.7 BM
PB

CP b2a2 1,5
1,5

~ 4-6 -
-

–
-

1,1/ 3
1,3/ 7

(15/1
2/ 2-7

2/ 3
12/ 8 )

The treatment before sampling: *hydroxyurea; **chemotherapy. *** interferon
CP, AP and BP – chronic phase, accelerated phase, and blastic phase – CML phases.
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In 20% of CML patients, P&D is associated with continu-
ous effective proliferation only. These are type 1 Ph+ cells, 
their P/D1 =1-20 (Fig. 1 b, Table 1). P&D of Ph+ cells from 
other CML patients is associated with effective maturation 
only with P/D2 ≤ 1. It corresponds to type 2 Ph+ cells (~30% 
of cases) (Fig. 2 b, Table 1). During P&D, these indices vary 
in their limits of P&D. The Figures 1, 2 and Table 1 show that 
the continuance of P&D of Ph+ cells types 1 and 2 (7–14 days) 
is comparable with that for 1–2 cell cycles of hematopoietic 
cell clon [3, 40, 41].

The P&Ds of most samples of Ph+ cells are characterized 
by repeated alternations of efficient proliferation and ef-
ficient maturation with the prevalence of the proliferation 
rate and high P/D index (P/D1≥ 1-4), or with the prevalence 
of the maturation rate and low P/D index (P/D ≤ 1) (Fig. 3, 
b, Fig. 4, b and Tables 2, 3). These Ph+ cells constitute type 3 
of Ph+ cells. The alternations of proliferation (1st stage) and 
maturation (2nd stage) are clearly identified by crossings of 
the kinetic plots of accumulation of proliferating (P [imma-
ture]) and matureting (D [mature]) cells (Figs.3 and 4b, Table 
3). Proliferation and maturation can be accompanied by 1–3 
such alternations that are changing each other according to 
the following schemes: 1/2 -1/2/1 or 2/1-2/1/2, with fre-
quency from 1 to 5 days, rarely 0.2-6 days (Tables 3 and 4). 
In alternation according to schemes 1/2 – 1/2/1, the rates 
and, hence, cell concentrations, are changing in the follow-
ing series: [immature] > [mature] → [mature] > [immature] 
→ [immature] > [mature] (Figs.3: 3.1- 3.4, b). In alternation 
according to schemes 2/1 – 2/1/2, the rates and, hence, cell 
concentrations, are changing in the following series: [mature] 
> [immature]→ [immature] > [mature]→ [mature] > [imma-
ture] (Figs.4: 3.10-3.12 ,b). P&D of Ph+ cells type 1 and 2 can 
be considered as a particular case of prolonged alternation of 
proliferation or maturation of Ph+ cells type 3.

At the moment of crossing of effective proliferation and 
effective maturation plots, the alternation of stages, rate of 
Ph+ cells accumulation, and other P&D parameters takes 
place. At the moment of crossing, the proliferation and mat-
uration rates, as well as the indices of their efficiency, be-
come equal. At that moment, P/D = 1.06±0.23 regardless of 
scheme, time point, alternation sequence or cell concentra-
tion (Tables 2 and 3). These moments can be called critical 
or equilibrium points. Other characteristics that may be ex-
pected to be equal (concentrations of immature cells, mature 
neutrophils (0.4-0.7х106/ml) and segmented neutrophils only 
(0.1-0.4х106/ml)) in fact were similar (Table 3). However, 
the prominent variations (1.53-0.1х106/ml for BM 3.5, PB 
3.10, 3.11 and BM 3.12 in Table 3) suggest the concentration’s 
dependence.

During alternations, the cell characteristics are continu-
ously changing (Table 2). The parameters increase or de-
crease, passing maximums and minimums. These events are 
usually asynchronous (Fig. 1-4 and Table 2). The pattern of 
P/D indices changing depends upon the stage. They vary 
within the limits P/D1 =1-4, P/D2 ≤1. The only exception was 
BM № 3.3, where P/D1 decreased from 11 to 1 3 days before 
it reaches a steady-state and the maturation stage begins. 
Under maturation, stage P/D2 varies from 0.1 to 1, untill a 
new proliferation stage with P/D1 >1. It means that the rates 
of proliferation and maturation – their P/D efficiency indi-
ces and concentrations of proliferating and maturating cells 
(especially segmented neutrophils) – are rather significant 
parameters of Ph+ cells P&D.

Analysis of the kinetics of granulocytes subpopulations de-
velopment, the kinetics of apoptosis, and distribution of Ph+ 

cells in the cell cycle phases in combination with differences 
in P/D index and the rates of proliferation and differentiation 
stages of Ph+ cells P&D revealed the following.

Fig.1. Kinetics plots of proliferation and differ-
entiation (as accumulating and consuming) of 
type 1 Ph+ cells subpopulations in the suspen-
sion culture of mononuclear cells isolated from 
bone marrow (BM) or peripheral blood (PB) of 
chronic myeloid leukemia (CML) patients
а – differentiation of granulocytes subpopula-
tions with formation of proliferating myeloid 
precursor cells (blasts), promyelocytes, my-
elocytes, and neutrophils maturated without 
dividing: metamyelocytes, bands, and seg-
mented; b – accumulation and consumption 
of immature proliferating cells, P cells, and 
neutrophiles matured without dividing, D cells, 
as well plots of  proliferation and maturation 
efficiency as ratio of P and D cells accumulation 
rates - P/D index;  c – plots of apoptosis and 
Ph+ granulocyte distribution in the cell cycle 
phases in culture. 1.1 PB – PB Ph+ cells from 
CML CP patient #1.1 before treatment, show-
ing fast progression to CML BP. 1.2 PB and 1.2 
BM – Ph+ cells from CML CP patient #1.2; 1.3 
BM and 1.3 PB – Ph+ cells isolated from patient 
with CML AP under treatment (rapid progres-
sion to blastic phase). Samples characteristics, 
as well as proliferation and differentiation data 
of type 1 Ph+ cell, are shown in Table 1
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Proliferation and differentiation of type 1 Ph+ cells pro-
longed effective proliferation with P/D index >1-2 ÷ 20 
and amount of Ph+ cells in S+G2/M phases ≥ 20-45%; the 
proliferation rate prevails over maturation (Figs.1.2, 1.3.a 
,b, c). P&D is associated with enhanced accumulation of 
myelocytes, promyelocytes, and/or blasts and low accu-
mulation of neutrophils, maturing without dividing (Figs.1, 

a, b,: 1.1-1.3 and 1.4 in Table 1) and with a high level of 
apoptosis (Fig.1, c). The lower neutrophils content char-
acterizes the higher P/D index (Fig.1: 1.1-1.3, b) and CML 
progression (Table 1). These Ph+ cells were isolated from 
the PB and BM of CML patients at all phases of the disease 
during progression and amounts to one-fifth of all studied 
samples of Ph+ cells.

Table 2. Parameters of alternation for efficient proliferation and efficient maturation stages under condition of  proliferation and differentiation of 3 type 
Ph+ cells in the culture

Item 
№,

Figure   
№

№
ХМЛ

(* )

Parameters of proliferation stage  
Max or interval (days)

 Parameters of maturation stage  
Max or interval (days)    

[S]/
[myelocytes]

Apoptosis 
(death)

%  / at dayP/D1

106 cells/ml
P/D2 Min

Max, 106 клеток/мл 

[immature] [mature ]  [S] [[imma-
ture] [mature]  [S ]

Alternation stages according to 1/2 or 1/2/1schemes with changing accumulation rates and Ph+cell concentration   
[immature] >[mature] →  [mature] > [immature] → [immature]  > [mature] 

1,  
Fig. 3

3.1 
 BM

(1/2/1)     

1,4-1,1
1,2-2,3

 

0,35-0,5 
0,64- 0,5

0,29-0,5
0,63-0,2

0,1-0,25
0,3 -0,1

 0,9 
( at 3 day)

0,71 
(at 3 day)

0,8
(at 3 day)

0,4
(at 3 day)

0,5-0,2  5-12

 
2,

Fig.3

3.2**
PB 

(1/2)                
 1,3-1,2 0,4 0,30  0,05 0,85  0,4-0,3 0,53 0,16 0,5 -0,25 < 5

3

4
Fig.3

3.3 
BM

PB (1/2)

11- 2

1,32-1,5

0,6-0,46

0,5-0,8

0,02-0,5

0,4-0,5

0,01-0,4

0,14 -0,25

0,1

1,0-0,2

0,5-0,1
0,5-
0,1
 

0 ,6 
(3 day) 

0,6
 (7 day)  

0,4-0,2

0,3-0,2

 0,1-2,5
 

0,1-1-2,5

(7 at 11  
day)

5
 Fig.3

3.4
BM 

(1/2/1)
1,2

1,53
0,4-0,8-0,5-

1,1
0,34 0,17  0,52-0,34 0,57-0,34 1,1    0,7 0,4-1,3-2 (18 at 5 day)

 
6
  

3.5
BM

(1/2) 
3,43-1,0 1,95       1,65 0,03-

0,37  
1,0-0,3 1,53-0,4 1,53-1,21 0.37-0,5

 
0,19- 0,25-2,0 (30 at 

11day)  

7
   

3.6
BM

(1/2)
1,61 0,61 0,52 0,24 0,28 0,13-

0,56
0,52  -0,4-

0,6
0,24 0,13 -0,5-1,0  (22 at 11 

day)

8
9

3.7
BM (1/2)

PB (1/2/1)
2,5-1,4
2,2-1,2 
1,2-1,4

0.65-0,60
0,51-0,54
0,38-0,32

 0,55
0,5 -0,54
0,4-0,2

 0,3
0,05-0,19
0,15-0,07    

0,7-0,4     
0,78 

 

0,55 
0,57- 0,38 

0,83   
0,73

 

0,53 
0,27 

0,1-0,5 (30 -35 at 
10-11 day)

10
3.8

BM (1/2) 3,9-1,5 0,53-0,35 0,14-0,35 0,02-0,22 1,5-0,5 0,35-0,23 0,35-0,44 0,2-0,4 0,04-0,3 (45 at 7 day)

Alternation stages according to 2/1 or 2/1/2 schemes with changing accumulation rates and Ph+ cell concentration:  
[mature] >  [immature] → [immature] > [mature]→ [mature ] > [immature]  

  
11,

Fig.4

3.10*
PB

(2/1)↔
1,4 -3,1-2,0 0,3-0,6

-0,4
0,3-0,2

 
0,17-0,25 0,2-0,5 0,13-0,3 0,5-0,8-0,3 0,35-0,7 8,5-0,3 34-22 at 

2-5 days 

12,
Fig.4

3.11
PB

(2/1/2) ↔
1,15-1,63 0,8-0,6 0,6-0,8-0,1

 
0,43-0,3 0,33-1,15

0,75-0,8
0,2-0,8,

0,6-0.8-0,1
0,5-1,3-0,8,

0,8-0,1
0,16-0,75-0,4,

0,39-0,06
1,2-0,2 35 at 1  day,

63 at 4 days

13,
Fig.4

3.12
BM

(2/1/2/1/2)
↔

1,0-1,32
1,0 

0,7-0,78
0,24

0,6 
0,24

0,14-0,35
0,12 

 

0,5-0,7-1,0
1,0-0,8-

1,0

0,6-0,7
0,6
0,2

0,4--0,95
0,6

0,14-0,5
0,34
0,1

0,9-0,2 7, 22 at 6, 
11 days

14
3.13
PB

(2/1)
↔

1,7-2,5 0,39 0,4-0,2  0,2-0,1 0,45-1,7 0,42 0,9-0.4 0,3-0,2 0,9-1-9 (48 at 8 
days)

 15
3.14
BM

(2/1)
↔

1,0-1,34 0,6-0,5 0,4 0,4 - 0,2 1,1-0,7 0,4-1,0 0,4-1,37 0,12-0,92 0,3-1,0 (45 at 5 
days)

Footnote: *alternation scheme; **acceleration phase; BM – bone marrow, PB- peripheral blood;   brackets [ ] show cell concentration; hyphen -  
interval of values on the kinetic plots;  Figure ↔ shows that 1st stages data for alternation 2/1 and  2/1/2/1 are given earlier than that of  2d stages 
according  to the subtitle of the table.
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Proliferation and differentiation of type 2 Ph+ cells is char-
acterized by low efficiency (index P/D ≤ 1) with the prevalence 
of the maturation rate over the proliferation rate and apoptosis 
blocking. P&D of type 2 Ph+ cells is associated with prominent 
neutrophils accumulation inhibiting the Ph+ cells proliferation 
(Fig.2, Table 1). Apoptosis inhibition during neutrophils mat-
uration is not synchronous to myelocytes accumulation and 
induction of apoptosis. The decrease of the P/D index is as-
sociated with neutrophiles accumulation; the increase of P/D, 
with depletion of segmented neutrophils (Figs.2, a b, c; 2.1 – 2.7, 
Table 1). The mature neutrophils concentration is significantly 
higher than that of proliferating Ph+ cells.

An important characteristic of proliferation is the distribu-
tion of cells in the cell cycle phases. The kinetic plots of type 
2 Ph+ granulocytes distribution in the S and G2/M phases 
show that their changing during proliferation and matura-
tion depends upon their source – CML patient. Figure .2.1, 2.2, 
c shows that the portion of proliferating Ph+ cells in phases 
S+G2/M ≤ 20-40 %; and in G2/M phase, ~ 15%. Another pro-
liferative index – S/(G2+M) ratio is 1.2. The maximum per-
centage of cells in S+G2/M at day 1 was 43 %; and in S phase, 
~ 30%, rapidly declining to 12%. P/D index at the same time is 
0.6-0.8 (Fig. 2.2 b). The percentage of proliferating types 1 and 
2 Ph+ cells is similar (Fig. 2.2 c and Fig. 1.2 c). But the duration 
of elevated percentage of cells in S+G2/M phases in type 2 
Ph+ cells is shorter than in type 1, where the portion of prolif-
erating cells ≥43% is maintained for nearly 6 days with the S/
(G2+M) ratio ~2.4-2.7 and P/D efficiency 1.2-1.6. In terms of 
P&D of type 2 Ph+ cells, that means the prevalence of matu-
ration over proliferation. Under cultivation, the percentage 
of proliferating malignant К562 cells (derivate of CML blastic 
phase) in S+G2/M phases reaches 44±3% with little changes 

in the next 7 days. The S/(G2+M) ratio at that time reaches 
4.4. For comparison with these values, the P&D of type 2 Ph+ 

cells is characterized by a decreased percentage of cells in 
S+G2/M phases (< 20 – 40%) with a shortened duration of 
proliferation (<3 days) and low P/D efficiency ≤ 1 (Figs.2.1 
and 2.2, b, c).

The kinetic plots of type 2 Ph+ leucocytes differentiation 
show ~80% granulocytes content, while the percentage of 
myelocytes is not more than 25%. The percentage of mature 
neutrophils, especially segmented, reaches ~40% (Figs.2.1-
2.5, b and 2.1-2.6 in Table 1). During P&D, all neutrophils are 
actively accumulated with little consumption. The maximal 
concentration of segmented neutrophils at times is twice that 
of myelocytes (Figs 2.1-2.5 a, b, c, and Table 1), emphasizing 
the role of mature cells (especially segmented neutrophils) in 
the regulation of P&D of type 2 Ph+ cells.

In summary, the population of type 2 Ph+ leucocytes in-
creases by 2-4 times under low P/D efficiency and a prolifer-
ation rate lower than that of maturation. It is associated with 
the accumulation of neutrophils (especially segmented), the 
decrease of the myelocyte content, and apoptosis inhibition. 
It means that the excessive accumulation of neutrophils (due 
to apoptosis blockage) inhibits the proliferation of their own 
precursors and the differentiation of neutrophils (metamy-
elocytes, band and segmented), probably through a feedback 
mechanism.

The ratio [S]/[М] is usually a small value; during prolifera-
tion and differentiation of type 2 cells, it increases, exceeds 
1, and reflects the accumulation of segmented neutrophils, 
synchronous to the decrease of myelocytes accumulation. 
The neutrophils accumulation reaches a maximum at day 2 
or 4 (Fig.2: a, b) that corresponds to a minimum accumula-
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Fig.2. Kinetic plots of formation and transformation of 
type 2 Ph+ cells subpopulations as well as kinetics plots 
of their proliferation and maturation (as accumulating and 
consuming) in the suspension culture of mononuclears 
isolated from bone marrow (BM) or peripheral blood (PB) 
of chronic myeloid leukemia (CML) patients
a-, b-, c- the same as in Fig. 1. 2.1 PB, 2.2 BM, 2.4 PB 
and 2.5 PB – samples of cells from corresponding CML CP 
patients. The prolonged observation didn’t reveal signs 
of CML progression. Samples characteristics, as well as 
proliferation and maturation data of type 2 Ph+ cells, are 
shown in Table 1
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tion of myelocytes and low P/D index. Figure 2 a, b shows the 
increase of the P/D index because of D cells concentration 
decrease at day 4.

The content of type 2 Ph+ cells is one-third of all studied 
samples; all of them isolated from CML chronic phase (CP) 
patients. The clinical observation of CML patients with type 
2 P&D shows prolonged life duration in case of successful 
therapy.

Proliferation and differentiation of type 3 Ph+ cells takes 
place as repeated alternation of proliferation (stage 1) with 
maturation (stage 2) and changing of the P/D efficiency in-
dex from P/D1 > 1 to P/D2 ≤ 1 etc. (Tables 2 and 3). At the first 
stages of alternation, the myelocytes accumulation under ac-
tiv apoptosis prevails over the accumulation of maturating 
neutrophils. Second stages of alternation are characterized 
by efficient maturation with apoptosis blockage and accu-
mulation of enhanced concentration of neutrophils that in-
hibits further proliferation (Fig. 3, 4 and Tables 2 and 3). It is 
accompanied by an inversion of the sequence of neutrophils 
accumulation, as in the P&D of type 2 Ph+ cells (Figs. 2–4 a, b, 
c) considered below.

The transition to the next alternation stage 1 according to 
schemes 1/2/1 and 2/1/2 is associated with apoptosis induc-
tion, depletion of segmented neutrophils, and accumulation 
of immature Ph+ cells. Thus, at the crossing of the prolifera-
tion and maturation plots, the effective proliferation changes 
to effective maturation and vice versa; the characteristics 

and parameters of the same (but already passed) stage are 
restored.

The P/D efficiency indices depend upon the alternation 
stage, as discussed above (Tables 2 and 3). At the first stages, 
index P/D1 >1; at next stages, P/D2 ≤1.

The alternation of the highly effective proliferation of Ph+ 

cells and relatively ineffective neutrophils maturation results 
in increasing and decreasing P/D efficiency (Table 3 and Figs. 
3 and 4). It allows to maintain a moderate efficiency of P&D 
on the whole. It corresponds to alternating changing of type 3 
Ph+ cells parameters (Tables 2 and 3). Taken together, these 
results mean alternation between the efficient proliferation 
and efficient maturation of the participation of segmented 
and other mature neutrophils in the regulation of type 3 Ph+ 

cells P&D through inhibition of Ph+ cells proliferation at the 
maturation stage. A similar regulation can be seen during 
P&D of type 2 Ph+ cells.

Alternating efficient proliferation and efficient matura-
tion according to 1/2 scheme, beginning from stage 1 (Fig. 
3.6, Table 2), have P&D characteristics compatible to type 1 
Ph+ cells. The content of myelocytes and proliferating cells 
in S+G2/M phases increases, > 30-45%, at days 1-2 (Fig. 3), 
while the neutrophils content drops. At stage 2 of alternation, 
the segmented neutrophils concentration increases, the P/D2 

index drops ≤ 1, the myelocytes content drops, and the per-
centage of Ph+ cells in S+G2/M phases becomes ≤25%. At the 
beginning of the next stage 1 – the proliferation stage that 

Table 3. The characteristics of crossings at alternation of proliferation and maturation stages during P&D of type 3 Ph+ cells in culture. See notes to 
Table 2

N
Fig.

N CML 
patient

Stage 
alternation 

scheme

Crossings of accumulation rate plots for proliferating [immature] (stage 
1) and maturating cells [mature] (stage 2)

Cell concentration in crossings, 106 

cells/ml

Time of crossing,
Day

1             2

Stages duration, 
days

1           2

P/D indices in crossing 
points N

1           2           3

Mature and 
immature

1        2

Segmented (S)
1          2

1 Fig.3  3.1 M 1/2/1 2;          3,5 2;           1 ,5
2.5

1,1;        1,2;       - 0,5;     0,65 0,24;      0,34

2 Fig.3 3.2 PB 1/2 2,5;         - 2,5;     >4,5 1,06;         -         - 0,4;        - 0,1;          -

3
4

3.3 BM
PB

1/2
1/2

2,5;       5,5 2,5;        8,5
5,5;        5,5

~ 2;          -          -
1,0;          -          -

0,49;         -
0,53;         -

0,26;        -
0,38;         -

5 Fig.3 3.4 BM 1/2/1 0,2;        6 ~ 0,2;        5,8 1,15;        1,2;          - 0,37       0,8 0,17;     0,58

6 3.5 BM 1/2 5;           - 5;          3 1,0;           -           - 1,53;          - 0.37;          -

7 3.6 BM 1/2 4,5;      - 4,5;       3,5 1,06;         -         - 0,53;         - 0,24;         -

8
9

3.7 BM
PB

1/ 2
1/2/1

2,5;       -
2,5;       8,5

2,5;       8,5
2,5;       8,5

1,5;          -            -
1,2;         1,25;       -

0,53;          -
0,54;      0,4

0,4;           -
0,17;     0,15

10 3.8 BM 1/ 2 5;          - 5;        >2 1,5;            -           - 0,35;       - 0,15;          -

11
Fig.4

 3.10 PB 2/1 ↔ 3;          - 4;           3 1,4;           -         - 0,33;       - 0,3;         -

12
Fig.4

3.11 PB 2/1/2/1
↔

   5,5;     7,5;    11 2;       5,5
0;       3,5

1,15;      1,15;     0,80 0,75;         0,6
0,1

0,43;        0,3
0,06

13
Fig.4

3.12 BM 2/1/2/1/2
↔

4,5;     6;      0 8 1,5;       4,5
0;         2,5

           1

1,05;        1,0;      1,0
          1,0  

0,62;       0,72
0,24;       0,24

0,13;      0,35 
0,11;      0,34

 14 3.13 PB 2/1 ↔  4,0 1;           4 1,7;            -            - 0,4 0,2

15 3.14 BM 2/1 ↔  4,0 1;           4 1,0;            -            - 0,6 0,4

The mean value of P/D efficiency index at crossings of proliferation and maturation rate plots at alternation stages 1 and 2 is 1.06 ± 0.23 (21,7%). BM 
– bone marrow, PB- peripheral blood;   brackets [ ] show cell concentration; hyphen -  interval of values on the kinetic plots;  Figure ↔ shows that 1st 
stages data for alternation 2/1 and  2/1/2/1 are given earlier than that of  2d stages according  to the subtitle of the table.
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happened at day 7 – the percentage of cells in the S+G2/M 
phases again begins to increase (Fig. 3.1 c) and other param-
eters of stage 1 restore. The alternation of stages 1 and 2 is 
analogous to the P&D of Ph+ cells types 1 and 2, correspond-
ingly, but their duration is shorter. The overall duration of 
stage 1 of Ph+ cells type 3 is 4-5 days – 3 times as much as in 
its stage 2 (Table 3).

The second stage of alternation of the P&D of type 3 Ph+ 

cells – Ph+ cells corresponds to P/D2≤1 values, high segment-
ed neutrophils concentrations, apoptosis block, and minimal 
concentration of myelocytes (Fig. 4 a, b, c and № 3.10-3.14 in 
Table 2). Under apoptosis induction and decrease of segment-
ed neutrophils concentration, accumulation of myelocytes 
and the P/D1 index again begin to increase. The maximums of 
P/D1 and myelocytes accumulation coincide with minimum 
segmented neutrophils concentration at day 5. The mature 
neutrophils accumulation leads to a drop in P/D1, decrease 
of myelocytes concentration, and establishment of the effi-
cient maturation stage. These properties are coherent with 
the characteristics of the P&D of type 2 Ph+ cells and other 
patient cells with P&D type 3, according to the 2/1/2 alterna-
tion scheme (Fig. 4 a, b, c; other samples data in Table 2).

Inhibition of apoptosis and myelocytes proliferation by 
segmented neutrophils is clearly seen in Figures 3 and 4 a, b, 
c, etc. in Table 2. At the same time, the more active the Ph+ 

cells proliferation and apoptosis, the higher is the P/D1 index 
(for example, Fig.3 a, b, c, and Table 2).

The distinctive feature of type 3 Ph+ cells P&D according 
to the 2/1/2 scheme, beginning with stage 2, is in a prompt 
and significant accumulation of segmented neutrophils at the 
beginning of P&D and in prominent apoptosis blocking, espe-
cially Ph+ cells proliferation inhibition and distortion of matu-

ration. The apoptosis rate reaches a maximum at 2-5 days and 
equals ~35% (Fig.4, a-c), corresponding by P&D time to the 
depletion and complete death of segmented neutrophils. At 
the beginning, maximum cell proliferation at the maturation 
stage is due to the accumulation and depletion of segmented 
neutrophils; the second maximum of Ph+ cells proliferation 
is already observed due to transition to the efficient prolif-
eration stage after the death of segmented neutrophils (Fig.4: 
3.10, c).

The percentage of cells in particular cell cycle phases for 
2/1 and 2/1/2 alternations is also linked to segmented neu-
trophils accumulation and corresponds to a decreased cell 
number in S+G2/M phases. In Figure 4, a-c, one can see max-
imums at day 1 ~10% (Fig.4: 3.10 BM), ~25 % (3.11 PB), and 
less than 5% (3.12 BM). At days 2-10, the portion of this pool 
significantly decreases. Under the next short proliferation 
stage at days 10-11, it slightly increases with a simultaneous 
increase of the P/D1 index. Taken together with the decrease 
of P/D2, it means the inhibition of Ph+ cells proliferation by 
neutrophils, more prominent with a more frequent alterna-
tion of prolonged maturation stages.

Figures 4: 3.12, a-c indicate that under alternation of 
2/1/2/1 stages inhibition of proliferation proceeds with P/
D2 = 0.1-0.9. Under these alternations, the cell number in the 
S+G2/M phases is 5 % lower for eleven days. At low prolif-
eration at the maturation stage, the apoptosis rate is less than 
10%; at days 6-11, it increases only to 20% and only at the 
transition to stage 1. Overall, the time Ph+ cells № 3.12 stay 
under the effective maturation stage is three times longer 
than at stage 1. It leads to the most prominent inhibition of 
proliferation and apoptosis in type 3 Ph+ cells. In Figures 4: 
3.11 a, b, c, maximum apoptosis corresponds to minimum 
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Fig.3. Kinetic plots of proliferation and maturation of 
type 3 Ph+cells with alternating efficient proliferation and 
efficient maturation stages according to 1/2 or 1/2/1 
scheme in the suspension culture of mononuclear from 
BM or PB of CML patients
a-, b-, c- the same as at Fig. 1. Ph+cell 3d type 3.1 BM, 
3.2 PB, 3.2 BM, 3.3 BM and 3.4 BM – samples of cells 
from corresponding CML CP patients. Parameters char-
acteristics of efficient proliferation and efficient matura-
tion for this Ph+ cell type are shown in Tables 2 and 3
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segmented neutrophils accumulation, maximum myelocytes 
accumulation, and P/D index rise. Type 3 of P&D was found 
in ~50% of the Ph+ cells studied (all from CML chronic phase 
patients). Among them, 2/3 constitute Ph+ cells with alterna-
tion of 1/2 and 1/2/1 stages.

Apoptosis block segmented neutrophils accumulation and 
inhibition of Ph+ cells types 2 and 3 proliferation by neu-
trophils during effective maturation. The maturating neu-
trophils differentiate in the sequence M→MM→B→S with 
consequent apoptosis of segmented neutrophils. The accu-
mulation of maturating neutrophils decreases in the order 
S>B>MM [3]. If the transport of neutrophils to other tissues 
is impossible, they should die by apoptosis; therefore, the ob-
served prominent S accumulation means the block of apop-
tosis.

The maturation of Ph+ cells type 2 and at 2nd alternation 
stages of Ph+ cells type 3 is associated with apoptosis block-
age, elevation of mature neutrophils concentration, inhibition 
of myelocytes accumulation and decrease of the percentage 
of cells in S+G2/M and/or shortening of their staying in those 
phases. These events explain the inhibition of proliferation by 
neutrophils with blocking of apoptosis. It should be noted that 
apoptosis induction is usually observed under depletion of 
cytokines in cultural media [16-18, 25, 26, 29, 43-45]. During 
maturation stages of P&D for Ph+ cell, apoptosis is blocked 
without addition of cytokines in cultural media.

At S concentration ~2-3х105 cells/ml and high S+G2/M 
cells content, the apoptosis rate is low (<5-10%); at day 5, it 
hardly reaches 10% (Fig. 2.2 a,c). Cell death in other cases (by 
trypane blue staining) is also inhibited. In cases 2.2-2.4 BM 
and 2.6 PB, the apoptosis level didn’t exceed 10-20% (Table 
1). As one can see in Figure 2.1 a, c, at day 1 of proliferation, 
the maximum apoptosis level reached 40% and 60% at day 
6 with synchronous increase of myelocytes accumulation. It 
means that inhibition of myelocytes accumulation depends 
upon apoptosis blocking not directly but is rather mediated 
by the neutrophils accumulating due to the lack of apopto-
sis.

During P&D of type 2 Ph+ cells, segmented neutrophils are 
even capable of accumulating with a separate peak at days 
2-6 (with [S] > 0,2-0,3х106/ml), as can be seen in Figures 2 a, 
b. It corresponds to a low apoptosis level and minimum myelo-
cytes accumulation (Figs. 2.1 b, c). The myelocytes accumula-
tion plot is broken for the period of significant S accumulation 
(with a maximum at day 2), while the P/D index decreases. 
Myelocytic proliferation is inhibited until the segmented neu-
trophils concentration decreases due to apoptosis. After the 
death of a significant part of S, the pattern of myelocytes ac-
cumulation restores and the P/D index increases (Figs. 2.1 b), 
but it remains ≤1. The maximum of S accumulation (Figs. 2.1 
a, b, c) at days 1 and 5 also corresponds to the minimum of 
myelocytes accumulation, lowering of P/D, and activation of 
apoptosis. A similar S accumulation (at days 2-5) inhibits my-
elocytes accumulation and decreases P/D, as can be seen in 
Figures 2.5 a, b. The death of S at day 5 restores the increase 
of myelocytes concentration and P/D value. Figures 2.2 a, b 
show that maximum S accumulation corresponds to mini-
mum accumulation of myelocytes; i.e., maximum inhibition 
of myelocytes accumulation. At the same time, maximums 
of myelocytes accumulation and apoptotic activity in Figures 

2.1 a, b, c coincide. The same rule applies during P&D of type 
3 Ph+ cells.

Thus, the low P&D efficiency of Ph+ cells type 2 and type 
3 at stages of effective maturation leads to prominent neu-
trophils accumulation, decrease of the proliferation rate, in 
comparison with the maturation rate, and decrease of of Ph+ 

cells proliferation. Inhibition of Ph+ cells proliferation by neu-
trophils takes place under alternation of all stages of effective 
maturation and means the participation of neutrophils in the 
regulation of Ph+ cells P&D.

The regulation of P&D Ph+ cells types 2 and 3 consists of 
interdependent synchronous and asynchronous processes. 
Apoptosis inhibition with accumulation of neutrophils, ma-
turing without dividing, proceeds asynchronously to my-
elocytes accumulation, apoptosis induction, and increasing 
efficiency. Myelocytes accumulation is synchronous with 
apoptosis induction, proliferation activation, and increase of 
P/D efficiency.

Inversion of mature neutrophils accumulation order. Neu-
trophils maturing without dividing (D cells) by definition 
differentiates in the order M→MM→B→S with consequent 
apoptosis of S [3, 40, 41, 45]. Under an equal differentiation 
rate, it can be estimated to have the same order of accumula-
tion. In some cases – at P&D of type 1 Ph+ cells and effective 
proliferation stages in type 3 Ph+ cells – this order is actually 
observed.

During alternation at maturation stages of Ph+ cells types 
2 and 3, maximum and minimum values in the kinetic plots 
of neutrophils accumulation point to a change of their ac-
cumulation order (Figs. 2, 3 and 4, a). It means that the ac-
cumulation rate of S, B and MM changes nonuniformly, and 
that their accumulation order is inverted. At that time, the 
accumulation of myelocytes decreases adjacent to the cor-
responding neutrophils peaks. Moreover, the order of neu-
trophils accumulation from the same Ph+ cells inverts during 
the maturation process, restoring after the transition to pro-
liferation stages.

Figure 2, a shows that order changes with increase or de-
crease of the neutrophils accumulation rate are frequent. It 
can be illustrated by the crossings of the neutrophils accu-
mulation order plots with the inversion of their direction. For 
example, the order M>B>MM~S, visible at day 1, consequen-
tially inverts to S >MM~B>M at day 2, to M>B~S>MM at 
day 3, and to M>MM>S>B at day 6. In this figure the equal 
neutrophils accumulation rates after the crossing of plots at 
days 4-5 leads to an almost normal neutrophils accumula-
tion order – M>>MM>S≥B. In Figure 2:2.1, b one can see the 
usual accumulation order – M>MM>B>S – at day 0, but the 
inversion of this order leads to M>S>B~MM at day 1, then 
to M>>MM>S>B at day 4, and later to S accumulation with 
depletion of M, MM, and B. In Figure 2:2.4, a nearly equal ac-
cumulation rates of 3rd neutrophils at day 4 (M>B~S~MM) 
and at day 8 result in S>>M>B>MM. In Figure 2:2.5, a, ac-
cumulation order M>S>MM>B at day 2 transforms into 
S>M>>MM~B at day 5.

These results mean that the inversions of accumulation 
order, i.e. accumulation rate of neutrophils as a whole and 
their fractions, are frequent. The restoration of the usual 
neutrophils accumulation order corresponds to the increase 
of myelocytes content and P/D efficiency index and promotes 
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the transition to effective proliferation. Rate change and in-
version of neutrophils accumulation order, synchronous to 
the decrease of P/D efficiency index (Figs. 1 and 4, d; 2, 3 and 
4, b), points to the direct participation of neutrophils in the 
P&D regulation of Ph+ cells types 2 and 3 with inhibition of 
their proliferation.

Under maturation stage of Ph+ cells type 3 with alter-
nation according to schemes 1/2, 1/2/1 in Figure 3, a the 
inversion of the accumulation order manifests as transfor-
mation from M>MM>S>B to M>S>MM>B and then again 
to M>MM>S~B. At alternations according to schemes 2/1 
and 2/1/2, the inversion of neutrophils accumulation order 
is seen in Figure 4, a. The neutrophils concentrations are de-
creasing in row [S]>>[M]>[B]>[MM], as well as P/D index 
(Fig. 4, b).

Thus, there is inversion of order for consequent neu-
trophils maturation with their maximum neutrophils accu-
mulation, whose initial order of neutrophils maturation is 
able to restore by transition to the alternation of the efficient 
proliferation stage. The extent of this inversion and restora-
tion of the neutrophils accumulation order depends upon the 
duration of maturation and proliferation stages. Inversion of 
the accumulation order of M, MM, B, and S is another inter-
esting property of Ph+ cells types 2 and 3 in culture. The rate 

and extent of neutrophils accumulation is changed: at first it 
is S; then, B and MM.

Under effective maturation, the neutrophils accumulate 
in significant quantities due to apoptosis blocking (Fig. 2). 
They participate in the regulation of Ph+ cells types 2 and 3 
P&D not only by inhibiting Ph+ cells proliferation, but also by 
inhibiting neutrophils maturation. Inhibition of neutrophils 
differentiation in Ph+ cells types 2 and 3 is revealed at inver-
sion of the initial neutrophils accumulation order with the 
increase in their concentration (Fig. 2, 3 and Fig. 4, also in Ta-
bles 1-3). Inversion of the initial neutrophils accumulation or-
der leads to gradual change of the neutrophils accumulation 
sequence M>MM>B>S to S>B>MM>M, and the increase of 
their concentration in the same order is assumed to proceed 
by a feedback mechanism. The present inversion of the ac-
cumulation order and increase of neutrophils concentration 
obviously are the result of a stepwise inhibition of the differ-
entiation of every type of neutrophils (by a feedback mecha-
nism) and consequently leads to their accumulation during 
differentiation of B and MM and, therefore, to inhibition 
(regulation disturbance) of neutrophils maturation. In other 
words, S accumulation inhibits the maturation of B, and it in 
turn inhibits MM maturation. Finally, all neutrophils matu-
ration orders are inhibited, increasing their concentration. 
At the same time, neutrophils inhibit Ph+ cells proliferation 
and P&D efficiency. The next step, after reaching the “criti-
cal” neutrophils concentration, is characterized by apoptosis 
induction. It releases neutrophils from feedback, restores the 
initial neutrophils accumulation order, after which their con-
centration decreases, leading to restoration of the regulation 
of neutrophils accumulation, leading to increase of the P/D 
efficiency index and transition to effective proliferation of 
Ph+ cells.

The role of proliferation and maturation alternation. The 
alternation of effective proliferation and maturation with 
proliferation inhibitions that have different efficiencies and 
provide rate advantage to either the proliferation or matura-
tion of neutrophils adds periodicity to this process. Efficient 
proliferation and myelocytes accumulation are synchronous 
to apoptosis induction, elevation of P/D1 >1, but are asyn-
chronous to neutrophils accumulation, inhibition of prolifera-
tion by them, inversion of the neutrophils accumulation order 
and changes of P/D2 within ≤ 1 (Fig. 2-4, Tables 1-3).

It should be noted that in the regulation of Ph+ cells P&D, 
both synchronous and asynchronous processes could be ob-
served. The apoptosis inhibition with neutrophils accumula-
tion without dividing proceeds asynchronous to myelocytes 
accumulation and apoptosis induction. Myelocytes accumu-
lation is synchronous to apoptosis induction, proliferation 
activation with increase of P/D index, and to restoration of 
maturation and proliferation regulation.

At the crossing points, P&D parameters equalize. During 
types 1 and 2 Ph+ cells P&D, its regulation at a given differ-
entiation cycle becomes “irreversible.” Modification of type 3 
Ph+ cells properties is reversible: during stages alternation the 
properties inhibited at the previous stage can be restored. By 
P&D regulation the type 3 Ph+ cells seems to be more “nor-
mal” than type 1 or 2. All types of Ph+ cells probably depend 
upon the inherited properties of the bcr/abl gene in different 
CML patients. Of note, the P&D regulation of Ph+ cells in all 
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Fig.4. Kinetics plots of proliferation and maturation of subpopulations 
of 3d type Ph+cells that perform by alternating efficient proliferation and 
efficient maturation stages according to 2/1 or 2 /1/2 schemes in the 
suspension culture of mononuclears from  BM or PB of CML patients. 
Parameters and characteristics of efficient proliferation and efficient matu-
ration of this Ph+ cell type, are in table 2 and 3
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three types of Ph+ cells from different CML patients differs in 
the quantitative characteristics of P/D efficiency, apoptosis 
inhibition, S accumulation, and the extent of Ph+ cells prolif-
eration inhibition. Under P&D of Ph+ cells types 1 and 2, its 
P/D efficiency indice  varies in the limits P/D1 >1 or P/D2 
≤ 1, correspondingly (Fig. 1 and 2, Table 1). It points to some 
extent of P&D regulation of Ph+ cells in limits P/D1 >1 or P/
D2 without changing the initial advantage of the proliferation 
or maturation rate.

The differences in P&D regulation are related to the prop-
erties of Ph+ cells from different CML patients at different 
phases of the disease. Evidently, P&D efficiency is deter-
mined by myeloid cell precursors in Ph+ mononuclear cells 
fraction, inheriting the mutations in bcr/abl gene and p210 
tyrosine kinase from different CML patients. The mutations 
capable of determining carcinogenicity in Ph+ cell lines, cell 
viability, activity of proliferation, and apoptosis blockage are 
studied in [7, 17, 18, 25, 27, 29, 30].

The alternation of Ph+ cells proliferation and maturation 
ex vivo with the rise or fall of P&D efficiency participates in 
the regulation and maintenance of an optimum regimen of Ph+ 

cells P&D. Under apoptosis blocking, it alternately switches in-
hibition of proliferation by maturing neutrophils, especially S, 
being the progeny of the same proliferating Ph+ cells. The cell 
regulation by segmented neutrophils probably mediates ge-
netic regulation with participation of the bcr/abl gene. These 
results are concordant with evidence for the separate trans-
forming and antiapoptotic activity of different mutant forms 
of р210 bcr/abl tyrosine kinase in cell lines that change signal 
transduction pathways [8, 9, 15,17, 18, 20, 27, 30, 31].

As a result, alternation of effective proliferation and ef-
fective maturation with the change of increased efficiency 
indices to very low ones leads to a fall in the overall P&D ef-
ficiency of Ph+ cells types 2 and 3 and, thus, maintains a mod-
erate, possibly optimum P&D regimen. At maturation stages, 
P&D regulation is mediated by the increase of neutrophils 
(especially S) content, proliferation inhibition with a decrease 
of P/D efficiency indices, and inversion of the neutrophils 
maturation order in Ph+ cells types 2 and 3.

Discussion
The elicited P&D regulation in Ph+ cells ex vivo reveals the 
cellular aspects of genetic P&D regulation. As was shown in 
the present work, cellular regulation is mediated by alterna-
tion of Ph+ cells proliferation with efficient maturation and 
is accomplished by proliferation inhibition by maturating 
without dividing neutrophils – progenies of the same pro-
liferating Ph+ progenitor cells under conditions of apoptosis 
blockage.

The cellular regulation of hematopoietic cells P&D and its 
proposed mechanism had previously never been considered 
in the literature [4-7, 9-12, 15, 16, 21- 23, 27, 30]. There was 
no data on the cellular regulation of Ph+ cells P&D by mature 
neutrophils and on the alternation of stages with high and 
low P&D efficiency until this study. Also, there was no data 
on the relative proliferation and maturation rate, their effi-
ciency, and its quantitative equivalent (P/D index). The ratio 
of proliferating hematopoietic cells and mature neutrophils in 
single PB samples was designated previously as the matura-
tion index [2].

The proliferation of myeloid progenitor cells and the initial 
stage of Ph+ cells P&D regulation had been extensively stud-
ied [4,5,7, 8,10-12, 15,16, 20, 23-25, 26]. It is determined by the 
proliferative potential and concentration of CD34+ myeloid 
progenitor cells. Activation of Ph+ cells proliferation depends 
upon bcr/abl oncogene expression, its mutations, and higher 
rate of Ph+ stem cells transition from G

0
 to G

1 
cell cycle phase 

in comparison with cells without Ph chromosome [20, 23, 24]. 
Regulation of Ph+ cells proliferation is characterized to some 
extent (by the kinetic method of P&D investigation) also in 
our study. It is clear from the P&D parameters of type 1 Ph+ 

cells and alternations with effective proliferation stages in 
Ph+ cells type 3. The studies [33, 39] have shown the partici-
pation of CD34+ myeloid progenitor cells and bcr/abl expres-
sion in Ph+ cells from PB sample № 1.1, studied here in P&D 
regulation of type 1 Ph+ cells. According to this, a maximum 
level of CD 34 antigen and bcr/abl expression is coincident 
with a high, efficient P/D index at the beginning of Ph+ cells 
P&D.

The study [28] on Ph+ cells from CML CP patients isolated 
by flow cytometry has shown a direct relationship between 
myeloid Ph+ progenitors and bcr/abl oncogene expression. 
The authors have established a decrease in the proliferating 
Ph+ cells fraction in S+G2/M phases – by 4 times for myelo-
cytes and by 7 times for B and S in comparison with CD34+ 

cells. A direct linear correlation of the Ph+ cells fraction in 
S+G2/M phases and bcr/abl expression was seen in CD34+ 

cells, myeloblasts, and promyelocytes. But later in the course 
of differentiation, the correlation inverted. It means, that 
active accumulation of proliferating Ph+ cells in S + G2/M 
phases at the beginning of the proliferation stage is propor-
tional to the rise in bcr/abl expression, while during P&D 
from myelocytes to B and S this proportionality inverses. In 
this study we didn’t estimate kinetic parameters. The data 
used was obtained from a single probe of each of the 15 CML 
CP patients. Our results provide a good explanation of this 
correlation inversion in study [28] by a change in the mecha-
nism of Ph+ cells proliferation due to inhibition of Ph+ cells 
proliferation by the neutrophils accumulating under apop-
tosis blockage.

Taken together, the work of Primo et al [28] and our study 
indicate the paradoxical mechanism of bcr/abl action on Ph+ 

cells. The expression of bcr/abl in proliferating myeloid Ph+ 

progenitors activates proliferation, but later mature Ph+ neu-
trophils that inherit the same oncogene bcr/abl inhibit pro-
liferation. In other words, the promoting proliferation effect 
of bcr/abl oncogene expression in Ph+ cells at early stages of 
P&D is inhibited by the expression of the same oncogene in 
the progenies of the same Ph+ cells at later stages of matura-
tion. It can be explained, for example, by the change in the 
signal transduction pathways by bcr/abl oncogene, p210 ty-
rosine kinase, and spectrum of STAT proteins formed in the 
neutrophils or in one of them.

Some studies propose an alternative hypothesis on the 
development and progression of CML, considering the im-
balance of stem cells self-renewal and further cell differen-
tiation, rather than the activation of proliferation due to un-
controlled expression of р210 bcr/abl, as the main cause of CML 
[20-24,13-14, 26]. It is associated with a decreased number of 
CML progenitor cells, while their progenies in CML are more 
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abundant in comparison with that in “normal” cells. Distor-
tion of Ph+ cells maturation as a primary biological defect 
in CML was discussed elsewhere rather long ago [13,14,21, 
22, 42]. The example of Ph+ cells types 2 and 3 P&D in our 
work shows that such an imbalance is mediated by the neu-
trophils inhibiting Ph+ cells proliferation at maturation stage 
under apoptosis blockage. The revealed differences in P&D 
regulation with inhibition of proliferation by neutrophils with 
apoptosis blockage and alternation of efficient proliferation 
and efficient maturation of Ph+ cells from different patients 
inheriting different bcr/abl mutations completely explain 
the contradictions regarding the imbalance of Ph+ cells self-
renewal and maturation.

Proliferation inhibition by neutrophils during the alterna-
tion of proliferation and maturation under apoptosis block-
age is assumed to regulate also P&D of hematopoietic cells 
in normal conditions. In CML, this mechanism can possibly 
be an attempt by CML cells to escape proliferation activa-
tion by bcr/abl expression, leading to CML progression. The 
threat of CML progression can be seen, for example, at P&D 
of type 1 Ph+ cells under apoptosis induction and absence of 
neutrophils excess.

Conclusions
1. The P&D regulation of Ph+ cells from different CML pa-
tients is performed by alternation of effective proliferation 
with effective maturation. In the maturation stage, the Ph+ 

cells proliferation is inhibited by accumulating neutrophils 
with apoptosis blockage interrupting proliferation and main-
taining the optimum P&D level.

2. The alternation of stages consists in the switching of 
stage 1 – effective proliferation – when the proliferation rate 

of Ph+ cells exceeds that of maturation, to stage 2 – effective 
maturation – when apoptosis is blocked, and the neutrophils 
maturation rate is higher than the proliferation rate. The al-
ternation can proceed according to the schemes 1/2 -1/2/1 or 
2/1-2/1/2. The alternation stages have control points where 
its plots cross and the indices of proliferation and maturation 
are equal. The indices of P/D efficiency (ratio of proliferation 
and maturation rates) at control points are equal to 1.06±0.23 
and don’t depend upon time and alternation order, as well as 
the source of Ph+ cells – CML patients. In alternation stages, 
these indices are permanently changing.

3. In the proliferation stages, the proliferating cells content 
rises, the number of neutrophils (especially S) decreases and 
apoptosis is activated. In the maturation stages, on the con-
trary, apoptosis is blocked, the neutrophils content (especially 
S) is enhanced, while the number of immature is decreased. 
In the effective maturation stage, accumulating neutrophils 
inhibit the proliferation of immature Ph+ cells and the order 
(sequence) of neutrophils maturation is inversed and im-
paired, probably via a feedback mechanism.

4. The differences in P&D regulation allowed us to identify 
3 types of Ph+ cells in CML patients differing by the number 
and duration of alternation stages. There are Ph+ cells whose 
P&D has either one prolonged effective proliferation stage 
or one prolonged effective maturation stage, or multiple al-
ternations of effective stages of proliferation and maturation. 
The first corresponds to advanced CML phases; the other 
takes place in the CML chronic phase with good response to 
chemotherapy.  

This work was supported by the Russian Foundation  
for Basic Research (grant № 06 04-08372-ofi).
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Deamination of 5-Methylcytosine 
Residues in Mammalian Cells
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ABSTRACT  DNA demethylation in mammalia occurs after fertilization and during embryogenesis and accompanies cell aging and cancer transformation. With the 
help of the primer extension reaction, MALDI MS and DNA cleavage by thymine DNA glycosylase deamination of 5-methylcytosine residues has been shown to 
take place when the model methylated DNA duplexes are treated with nuclear extracts from the cell lines СНO, HeLa, and Skov3. The hypothesis that deamina-
tion of 5-methylcytosine is the first stage of demethylation in mammalia has been postulated.
Keywords: deamination of 5-methylcytosine, 5-methylcytosine demethylation, the reaction of primer extension, MALDI MS, thymine DNA glycosylase.
Abbreviations: mC – 5-methyl-2’-deoxycytidine, PCR – polymerase chain reaction, PAAG – polyacrylamide gel, TDG – thymine DNA glycosylase, MALDI MS – 
matrix-assisted laser desorption/ionisation mass spectrometry.

INTRODUCTION
Active DNA demethylation in mammalia is necessary for the 
proper development of the organism, formation of the im-
mune response, and memory. DNA demethylation accompa-
nies the emergence of various diseases and aging.

Global demethylation is observed in the paternal pronuclei 
in the embryos of mice [1], rats, pigs, cows, and humans [2], as 
well as in their germ cells. It provides epigenetic reprogram-
ming and specific gene expression.

Methylation and demethylation of DNA in the cells of 
the nervous system has an influence on synaptic plasticity 
and memory formation. DNA methylation is necessary for 
the inactivation of the gene pp1 that suppresses memory 
processes; whereas active DNA demethylation is associated 
with activation of the gene reelin that promotes the forma-
tion of memory in rats [3]. Also, active DNA demethylation 
is necessary for normal neurogenesis in the embryos of fish 
Danio rerio. Suppression of the expression of protein Gadd45a 
(DNA-damage-inducible protein 45 alpha) or other proteins 
involved in the process of demethylation leads to the death of 
neurons as a result of hypermethylation and suppression of 
the genes responsible for neurogenesis [4].

Methylation and demethylation of DNA is an important 
part of epigenetic control during the immune response [5]. 
Demethylation of the promoter regions of the genes of cy-
tokines il-2 and ifn-γ as a result of CD8 T cells contact with 
antigens leads to rapid expression of cytokines [6-8].

DNA demethylation accompanies cell aging [9]. A differ-
ence in the degree of demethylation in different tissues has 
been shown in rats. The degree of demethylation is higher 
in brain tissues than in liver tissues. Age-related decrease in 
the content of 5-methylcytosine in DNA was also found in 
such cells as lung and skin fibroblasts: for the latter case, the 
connection of demethylation to reduced growth potential in 
culture was shown [10].

Global demethylation of the genome is observed in all ex-
amined cancer cells [11-13]. Hypomethylated sites turned out 

to be numerous repeats, imprinted genes, tissue-specific genes, 
oncogenes, and genes associated with the processes of invasion 
and metastasis of tumors [14, 13]. At the same time, some loci, 
including many tumor-suppressor genes, are hypermethylated, 
which results in suppression of their expression [12, 15, 16].

It is clear that DNA demethylation plays an important role 
in the life of cells, while the mechanism of DNA demethyla-
tion and the participants in this process in mammalia have 
yet to be identified. The aim of this work was to study the 
mechanism of DNA demethylation in mammalian cells.

Materials and methods
Synthesis of oligodeoxyribonucleotides. Oligonucleotides I-
III were synthesized using the amido-phosphite method in 
automatic mode on a synthesizer manufactured by Applied 
Biosystems, with commercial reagents and solvents according 
to the standard protocol:
5’-CATGTCTAACmCGmCGmCGAGAAATGGTAATG 
TATGGAGT* (I)
5’-CATACATTACCATTTCTmCGmCGmCGGTTAGACAT 
GGC* (II)
5’-CATACATTACCATTTC (III), where * is the amino group 
bound to the 3’-end of oligodeoxyribonucleotides by the link-
er.

Oligonucleotides
5’-TT(Biotin-T)TTTTTTTGTCTACGATCGAACmCG 
mCGmCGAGAAGCTTGTAT* (IV), 5’-ATACAAGCTTCT 
mCGmCGmCGGTTCGATCGTAGACAAAAAAAAAA* (V) 
– commercial preparations (“Synthol”).
Cultivation of cell lines and preparation of nuclear extracts. 
Continuous cell lines of Chinese hamster ovary (CHO), a hu-
man cervical carcinoma (HeLa), and human ovarian adeno-
carcinoma (Skov3) were grown in a standard DMEM medium 
containing 10% fetal serum (FCS), 4 mM L-glutamine, 1 mM 
sodium pyruvate, a streptomycin/penicillin concentration of 
100 μg/ml and 100 U/ml, respectively, at 37° C in an atmo-
sphere of 5% CO

2
. For subculturing, the cell monolayer was 
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washed with a PBS buffer (10 mM Na
2
HPO

4
, 1.5 mM KH

2
PO

4
, 

137 mM NaCl, 2.7 mM KCl, pH 7.4), a standard solution of 
trypsin-EDTA (Sigma) was added, and culture bottles were 
placed in a CO

2
 incubator for 3-5 minutes. Then, a medium 

with FCS was added, and cells were suspended by pipetting. 
The cells were then placed in the necessary number of cul-
ture bottles. The cells grown to the monolayer were collected 
by centrifugation at 2300 rpm for 10 minutes at 4° C. They 
were then washed several times with a PBS buffer and ly-
sed in buffer L (20 mM Hepes (pH 7.6), 10 mM NaCl, 1.5 mM 
MgCl

2
, 20% glycerol, 0.1% Triton X100, 1 mM DTT, cocktail 

of protease inhibitors). After 2 minutes, the lysate was sus-
pended and centrifuged for 20-30s at 10,000 rpm. An equal 
volume of buffer NE (20 mM Hepes (pH 7.6), 500 mM NaCl, 
1.5 mM MgCl

2
, 20% glycerol, 0.1% Triton X100, 1 mM DTT, a 

cocktail of protease inhibitors) was added to the pellet, then 
it was carefully suspended and placed on a shaker for 30-
60 minutes. Then, lysate was centrifuged for 10 minutes at 
10 000 rpm.
Formation of DNA-duplex and treatment with nuclear ex-
tracts from cells. Formation of DNA-duplex I/II proceeded 
on a PCR thermal cycler by keeping 20 μl of the reaction mix-
ture containing 500 pmol of oligonucleotide I and 550 pmol of 
oligonucleotide II at 95° C for 3 minutes and then cooling the 
thermostat from 95 to 35° C at a speed of 0.5°/min and from 35 
to 20° C at a speed of 0.25°/min.

Then, 50 μl of the reaction mixture containing buffer NE, 
10 mM of DNA-duplex I/II, and the nuclear extract corre-
sponding to ~ 50000 cells was incubated at 37° C for 1 hour. 
After a three-fold phenol deproteinization, the DNA duplex 
was precipitated with 2.5 volumes of ethanol, with the addi-
tion of a 1/10 volume of 3 M NaOAc (pH 5.5) by keeping for 2 
hours at -20° C. The pellet was precipitated by centrifugation 
at 14000 rpm for 10 minutes, washed with 70% ethanol, dried 
in vacuum, and dissolved in 20 μl of water.
Primer extension reaction. A radioactive label was introduced 
at the 5’-end of primer III in advance. To do this, a 20 μl re-
action mixture containing a buffer solution for T4 polynucle-
otide kinase (500 mM Tris-HCl (pH 7.6), 100 mM MgCl2, 50 mM 

DTT, 1 mM spermidine, 1 mM EDTA, 1 mM ADP), 10 mM of 
primer III, 5 units of T4 polynucleotide kinase (MBI Fermen-
tas, 10 units/μl) and 10 mM [γ-32P] ATP (GE Healthcare, the 
specific activity of 220 TBq/mmol or 6000 Ci/mmol) was incu-
bated at 37° C for 1 hour. The enzyme was heat-inactivated for 
15 minutes at 75° C. The 32P-labeled primer III was purified by 
electrophoresis in denaturing 12% PAAG. The area contain-
ing primer III with the radioactive label was visualised using 
autoradiography and excised. Primer III was eluted from the 
gel by adding 400 μl of a GES buffer (10 mM Tris-HCl (pH 8.0), 
1% SDS, 0.5% Triton X100, 50 mM EDTA) supplemented with 
400 μl of phenol with vigorous stirring overnight. The aque-
ous phase was separated by centrifugation at 14000 rpm for 5 
minutes, primer III was precipitated as described above and 
was dissolved in 20 μl of water. The amount of primer III was 
evaluated either by radioactivity or spectrophotometrically by 
the absorption of the solution at 260 nm. After that, 4 μl of the 
solution of DNA-duplex I/II (2.5 mM) and 1 μ of a 10X reac-
tion buffer (500 mM Tris-HCl (pH 8.0), 50 mM MgCl

2
, 10 mM 

DTT) were added to 3 μl of a purified 32P-labeled primer III 
(3.3 mM). Hybridization was performed on the PCR thermal 
cycler by cooling the thermostat from 70 to 42° C at a speed of 
0.4°/min with keeping a constant temperature for 21 seconds 
and increasing the time of every subsequent cycle by 1 second. 
Then, 5 units of Klenow fragment without exonuclease activity 
(MBI Fermentas, 10 units/ul) and 1 μl of a mixture of dATP, 
dCTP, dTTP (1 mM each), and ddNTP (0.01 mM) were added 
to the reaction mixture. The mixture was incubated at 37° C for 
10 minutes. The reaction was stopped by heating to 75° C for 
10 minutes. Analysis of the products of the primer extension 
reaction was carried out by electrophoresis in denaturing 10% 
PAAG. The gel was dried in vacuum, exposed to the screen of 
a BAS CASSETTE 2340, and information from the screen was 
read on the FUJIFILM FLA 3000 using the BASReader 3.14 
computer programm.
Treatment of DNA duplexes by thymine DNA glycosylase 
(TDG). A 20 μl reaction mixture containing 0.5 mM of DNA 
duplex I/II, 32P-labeled at one of the DNA strands, 10 units of 
TDG (R & D Systems, 5 U/μl), and the buffer (10 mM Hepes 
(pH 7.4), 100 mM KCl, 10 mM EDTA) was incubated at 65° 
C for 1 hour. Then, a 10 μl of 3-fold alkaline buffer (300 mM 
NaOH, 97% formamide, 0.2% bromphenol blue) was added 
to the reaction. It was incubated at 95° C for 10 minutes and 
then rapidly cooled to 2-8° C. The reaction products were ana-
lyzed by electrophoresis in 20% PAAG. The gel was dried us-
ing a vacuum dryer and exposed to the screen of a BAS CAS-
SETTE 2340. Information from the screen was read on the 
FUJIFILM FLA 3000 using the BASReader 3.14 program.
Analysis of DNA fragments using mass spectrometry. The bi-
otinylated DNA duplex IV/V was formed as described above 
for the duplex I/II. Then, it was treated with nuclear extracts 
from cells, and purification on streptavidin-Sepharose was 
performed. Streptavidin-Sepharose was pre-equilibrated in 
buffer R (100 mM Tris-HCl (pH 7.5), 10 mM MgCl

2
, 100 mM 

KCl, 0.1 mg/ml BSA). For that, 100 μl of a 50% suspension of 
streptavidin-Sepharose was mixed with 200 μl of buffer R 
and incubated with weak stirring for 10-15 minutes. Strepta-
vidin-Sepharose was precipitated by centrifugation at 3000 
rpm for 3-4 minutes, the buffer was replaced, and beads were 
resuspended. The procedure described above was repeated 

Fig. 1. Primer extension reaction with-
out dGTP for methylated oligodeoxyri-
bonucleotide duplex treated with buffer 
for extracts (control) (1), or nuclear 
extract from CHO cell line (2). The 
partial sequence of model oligodeoxyri-
bonucleotide I is shown on the right

primer
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5 times. A 500 pmol of biotinylated DNA duplex IV/V was 
added to the equilibrated Sepharose. The binding of the du-
plex with Sepharose was carried out under mild stirring at 
4° C for 2-12 hours. Then, the resin was washed 6 times by 
1 ml of buffer R, as described above. After that, 30 units of 
restriction endonucleases HindΙΙΙ (MBI Fermentas, 10 U/μl) 
and PvuΙ (MBI Fermentas, 10 U/μl) were added to the reac-
tion mixture and it was kept with low stirring at 37° C for 16 
hours. Streptavidin-Sepharose was sedimented by centrifu-
gation at 5000 rpm for 5 minutes. The obtained fragments 
were separated by electrophoresis in denaturing 20% PAAG. 
The gel was stained with SYBR Green in a buffer solution 
TBE (100 mM Tris-HCl, 100 mM H

3
BO

3
, 2 mM EDTA). The 

analyzed fragment was eluted from the gel using the method 
described for the primer. Then, samples were concentrated 
and desalted on ZipTip C18 (Millipore). The resin was washed 
with a 50 mM aqueous solution of ammonium citrate, and the 
oligonucleotide was eluted with a solution of 25 mM ammoni-
um citrate in 50% acetonitrile. On the matrix for MALDI MS 
1 μl of the sample, 0.5 μl of a 50 mM solution of ammonium 
citrate and 0.5 μl of 3-hydroxypicoline acid (Fluka, 20 mg / ml 
in acetonitrile) were mixed, then the mixture was dried in air. 
Mass spectra were obtained on the MALDI TOF/TOF mass 
spectrometer Ultraflex II BRUKER (Germany), equipped 
with a UV laser (Nd). Mass spectra were obtained in the mode 
of positive ions in linear fashion.

DISCUSSION OF RESULTS AND CONCLUSIONS
To study the process of DNA demethylation, complementary 
oligodeoxynucleotides I and II, each containing 3 residues of 
5-methylcytosine in the context of dinucleotide 5’-mCpG, 
which is typical for the mammalian genome, were designed 
and synthesized. For the protection against the nucleases 

present in the cell lysates 3’-protruding ends of DNA-duplex 
I/II carried protective groups.

The extension of primer III was used to monitor changes 
in the nucleotide sequence. Primer III is complementary to 
the 3’-terminal region of oligonucleotide I. In the absence 
of dGTP in the medium and in the presence of ddNTP, the 
primer had to be extended up to the first 5-methylcytosine 
residue (lane 1, Fig. 1). After the treatment of DNA-duplex I/
II with nuclear extracts from the CHO cell line longer primer-
extension products appear (lane 2, Fig. 1). This phenomenon 
could be explained by the conversion of 5-methylcytosine into 
thymine; i.e., the deamination process takes place when DNA-
duplex I/II is treated with the extract of CHO cells.

To test this hypothesis, DNA-duplex I/II with three 5’-
mCpG sites was sequentially treated with the nuclear extract 
of cell lines (СHO, HeLa or Skov3) and thymine DNA glyco-
sylase, which recognizes T/G-mismatch and cuts the DNA 
strand containing T (Fig. 2, lanes 2, 3, 4, respectively). After 
the separation of reaction products, new bands correspond-
ing to the position of 5-methylcytosine residues could be de-
tected by autoradiography. That indicates the deamination of 
5-methylcytosine residues.

Fig. 2. The action of 
thymine DNA glycosylase 
on methylated duplex I/
II treated with buffer for 
extracts (control) (1), 
or nuclear extracts from 
cell lines CHO (2), HeLa 
(3), and Skov3 (4). The 
positions of generated DNA 
fragments are indicated by 
arrows 
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spectra obtained 
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Deamination of DNA duplexes after the treatment with 
the nuclear extracts of the cells was shown by MALDI MS. 
For that, we used oligodeoxynucleotide duplex IV/V con-
taining the dinucleotides 5’-mCpG, endonuclease HindΙΙΙ 
and PvuΙ recognition sites, flanking the analyzed fragment 
(underlined), as well as biotin at the 5’-end for the affinity 
isolation of the DNA duplex on streptavidin-Sepharose.

The size of the fragment containing three 5’-mCpG sites 
is 14 nucleotides; its calculated molecular mass is 4404.8 Da 
(Fig. 3, a).

The spectra of the analyzed fragment derived from the 
DNA duplex after the treatment with nuclear extracts from 
cell lines (CHO, HeLa, or Skov3) have a signal at 4408 Da (Fig. 
3, b-d), corresponding to deamination of three 5-methylcyto-
sine residues.

Cell lines CHO, HeLa, and Skov3 are derived from cancer 
cells in which global demethylation of the genome is known 
to occur. One can suggest that, the deamination of 5-meth-
ylcytosine observed as a result of the treatment with nu-
clear extracts of these cell lines is the first stage of the DNA 
demethylation in mammalia. It is known that in Danio rerio 
embryos DNA demethylation is a multistep process involving 
deamination of 5-methylcytosine with the deaminases AID 
(Activation Induced deaminase)/Apobec (Apolipo-protein B 
RNA-editing catalytic component), removal of thymine by 
glycosylase MBD4, and BER-repair [4, 17]. In mammalian 
cells, there are suitable candidates from the cytosine deami-
nases family – AID and Apobec1, which are co-expressed 
with pluripotent genes in oocytes, embryonic germ cells, and 
embryonic stem cells [18]. However, it is known that these 
enzymes perform deamination only in single-stranded RNA 
(Apobec1) or DNA (AID). In addition, AID and Apobec deam-
inate cytosine residues much more effectively than 5-meth-
ylcytosine. DNA methyltransferase Dnmt3b can also perform 
the role of 5-methyl cytosine deaminase when the concentra-
tion of S-adenosylmethionine (AdoMet) is low [19], but this 
reaction takes place with very low efficiency, making its par-
ticipation in the global demethylation unlikely. Moreover, the 
concentration of AdoMet in the cell is usually quite high.

A good candidate for the role of thymine glycosylase is 
MBD4 glycosylase, which contains methyl-binding and gly-
cosylase domains and removs of thymine from T/G-mismatch 
[20]. Although MBD4 deficient mice are viable, mutations in 
the CpG-sites occur more frequently in such mice [21]. MBD4 
removes thymine from T/G-mismatch with the formation of 

apurine site that is immediately cut by AP endonuclease. In the 
symmetrically methylated CpG-sites, the deamination of both 
DNA strands should lead to the formation of the TG/GT region. 
If MBD4 recognizes such a region then, after the action of AP 
endonuclease, a double break should form, which would lead to 
the loss of genetic material. In addition, MBD4 removes uracil 
from U/G-mismatch faster than thymine from T/G [20].

Another mechanism of DNA demethylation is also known. 
It is observed in plant Arabidopsis thaliana and involves the 
direct removal of the 5-methylcytosine base using bifunction-
al glycosylases/liases (ROS1, DML2, DML3, DME) followed 
by BER-repair [22-25]. There are two suitable glycosylase 
in mammalia: thymine DNA glycosylase (TDG) and methyl-
binding protein MBD4. However, both TDG and MBD4 have 
weak 5-methylcytosine glycosylase activity compared to the 
ability to excise thymine [26]. In addition, active demethyla-
tion of paternal chromatin was observed in mouse embryos 
with a knocked-out mbd4 gene [21].

It is worth mentioning other theoretically possible mecha-
nisms of 5-methylcytosine demethylation. This is the direct 
removal of methyl groups with the formation of cytosine and 
excision of one or more nucleotides containing 5-methylcy-
tosine (NER-repair). In vertebrates, there are orthologs of 
bacterial demethylase (oxidoreductase) AlkB responsible for 
direct removal of methyl groups from 1-methyladenine and 
3-methylcytosine in prokaryotes [2]. However, there is no data 
indicating that any of the orthologs can carry demethylation of 
5-methylcytosine. Histone demethylases (HDMs) are homolo-
gous to bacterial AlkB [27], but none of them is involved in DNA 
demethylation. Earlier, it was shown that methyl-binding pro-
tein MBD2b can directly remove the methyl group of 5-meth-
ylcytosine with the formation of C and methanol as the reaction 
products [28]. However, this result could not be reproduced in 
other laboratories. Moreover, mice lacking MBD2b had a nor-
mal phenotype and normal pattern of DNA methylation. As for 
the mechanism of DNA demethylation by NER-repair, there is 
no evidence of the occurrence of the process in vivo.

Thus, further study of DNA demethylation in mammals is 
necessary to understand the mechanism of this essential life  
process.  
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Abstract  Psoriasis was used as a model to analyze the pathogenetic pathways of immune-mediated inflammatory diseases, and the results of bioinformatic, 
molecular-genetic and proteomic studies are provided. Cell mechanisms, common for the pathogenesis of psoriasis, as well as Crohn’s disease, are identified. New 
approaches for immune-mediated diseases are discussed. 
Keywords: Psoriasis, immune-mediated diseases, gene expression, proteomic analysis, gene interactions, bioinformatic analysis. 

Introduction:
Psoriasis (Psoriasis vulgaris, OMMIM 177900) is a chronic in-
flammatory, recurring, immune-mediated skin disease that 
involves several other organs and systems. Psoriasis is a com-
plicated genetically based pathology, which involves several 
groups of genes [1].

The most common clinical manifestations of psoriasis are 
the appearance of dry, red patches of skin covered with sil-
very scales. The affected skin is characterized by an increase 
of the skin cell number and consequent inflammation due to 
the abnormal keratinocyte differentiation and infiltration of 
antigen-presenting cells, activation of T-helper cells, and re-
lease of proinflammatory cytokines [1, 2]. The appearance of 
“unaffected” or “uninvolved” skin is normal. However, the 
gene expression profiling shows that major changes happen 
in both damaged and undamaged skin of a psoriatic patient, 
as compared with the skin of a healthy individual [3].

It is supposed that the multi-gene nature of this disease 
is associated with the presence of several locuses, related to 
the susceptibility to the disease, known as PSORS1-PSORS9 
(Psoriasis Susceptibility) and located on at least 9 chromo-
somes. Within these chromosomal regions several genes are 
mapped  candidates to be involved in this pathological proc-
ess [4-6]. In addition, the development of psoriasis may be 
influenced by several other genomic locuses [7-9]. Accord-
ing to the data appeared in 2008, candidate genes involved in 
the development of psoriasis may be located on 10 different 
locuses (PSORS1-PSORS10) [10].  A strong genetic basis  of 

this disease has been confirmed by family and twin studies 
that show a high percentage of inheritance (up to 80%), as 
well as  higher concordance (about 70%) in monozygotic twins 
than in dizygotic twins (up to 30%) [8]. However, just like any 
other multifactorial diseases, psoriasis is influenced not only 
by genetic factors, but also by the environment.  Many en-
vironmental factors may play a role in the development of 
this disease in susceptible individuals: a mechanical damage 
skin that may lead to the Kebner’s effect (development of 
psoriatic lesions on the site of epidermal trauma), surgical 
intervention, UV-radiation, high body mass index, excessive 
alcohol consumption and smoking, stress factors, including 
physiological, psycho-emotional and cold stressors[6].

It is well known that bacterial, fungal and virus infections 
can influence the development of psoriasis [11, 12].  Drugs, 
such as β –blockers [13], angiotensin-converting enzyme in-
hibitors [14], antimalarial drugs [15], and lithium [16] can also 
trigger the development of the disease.  Studies show that 
psycho-emotional stresses can provoke psoriasis development 
in 23% of the patients, medication - in 16%, physical trauma 
- in 43%, and infections (over all) - in 14% [17]. The other 4%, 
perhaps, include other triggering agents. 

Therefore, the main reason behind the appearance of pso-
riasis is unknown; however, it is obvious that this disease is 
a result of the combined influence of several genetic and en-
vironmental factors, as well as the patient’s lifestyle.  Gene 
profiling studies show that psoriasis is an immune–mediated 
inflammatory disease, where epidermal cell structure disbal-
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ance , as well as abnormal cell growth and differentiation, is 
the result of molecular stress signals that initiate an improper 
immune response [3]. 

A study of the molecular mechanisms of the  development 
of psoriasis was performed on the clinical, bioinformatical, 
molecular-genetic, and proteomic levels.  The ethnic back-
grounds of psoriasis patients were taken into consideration, 
and comparison with the development of other diseases (spe-
cifically Crohn’s disease and atherosclerosis) was performed. 

Materials and Methods
Skin samples collection from psoriatic patients was done un-
der local anesthetic with the use of dermatological biopsy 
punch (4mm). Patients received no systematic PUVA/UV 
therapy for a month before the skin biopsy (Table 1). Biopsy 
samples from unaffected skin regions were taken at a dis-
tance of 3 cm from the damaged skin region [3, 18, 19].  The 
study was approved by the local ethic committee at the Ge-
netics Institute of the Russian Academy of Sciences (RAS) 
and was conducted in agreement with the principles of the 
Declaration of Helsinki. 

To grade the severity of psoriasis, a Psoriasis Area and Se-
verity Index (PASI) were used.  To calculate overall PASI, 
local PASI for different body parts were first obtained, using 
the following formula: PASI = fraction x area x (redness x 
peeling x thickness).  Over all, PASI is equal to the sum of lo-
cal PASI and can differ in range from 0 to 72. Maximum PASI 
in this study group was 11.4; minimal, 1.8, meaning that all 
the patients had an acute form of the disease. The presence or 
absence of psoriatic arthritis accompanying psoriasis is show 
in column PsA (Table 1).

Collection of atherosclerosis’ autopsies was done from 
postmortem material.   To achieve that, the abdominal aorta 
with signs of atherosclerosis was taken and samples from the 
tunica intima layer of atheromatous plaques were collected. 
Autopsies from the healthy part of the aorta were collected in 
the same manner. Samples were collected from patients who 
were treated for different diseases (Table 2).

RNA extraction from biopsies was done by the Qiagen Kit 
protocol. RNA was cleaned from DNA contamination using 
DNAse Qiagen®.

Reverse transcription was done using Promega’s reverse 
transcriptase M-MLV protocol.

Real-time PCR was done using the fluorescent-labelled 
oligonucleotide probes. Reaction was done using the chemical 
supplies manufactured by the company Eurogene. All of the 
primers and probes were synthesized by the DNA-Syntez 
company. GAPDH was taken as a control for the target genes 
expression. Results analysis was done using PCR reactions 
with the following conditions: reaction  efficiency more than 
95%, correlation coefficient no less then 0.99, and slope -3.4  ± 
0.2. Method 2-ΔΔct was used to analyze the results of polymer-
ase chain reaction, according to [20]. 

To study the proteomic profiles, samples of damaged and 
visually undamaged skin were used. Proteins were extracted 
and studied using two-dimensional electrophoresis. A silver 
dye was used to visualize the gel lines. The images obtained 
were analyzed using the Melanie II program (GeneBio, Swit-
zerland). Protein identification was done using the methods 

Table 1. Patient`s information

Gender Age Psoriasis 
type PASI PsA Inheritance

1 M 22 P. vulgaris 4.0 No Denies

2 M 36 P. vulgaris 7.2 No Father has psoriasis

3 M 23 P. vulgaris 1.8 No Father and brother 
have psoriasis

4 M 51 P. vulgaris 9.4 No Mother has psoriasis

5 M 38 P. vulgaris 2.1 No Denies

6 M 57 P. vulgaris 4.2 No Father has psoriasis

7 M 51 P. vulgaris 2.1 No Denies

8 M 40 P. vulgaris 2.8 No Father has psoriasis

9 M 34 P. vulgaris 3.2 No Mother has psoriasis

10 M 49 P. vulgaris 11.4 No Denies

Table 2. Pathological diagnosis of patients with atherosclerosis

Patient Age Gender Diagnosis

1 80 F Encephalopathy. Brain atrophy, internal hydrocephalis. Arthrosclerosis of brain arteries. Type II Diabetes. Sclerosis, pancreatic 
lipomatosis.

2 70 F Ischemic infraction of right-frontal lobe. Arthrosclerosis of the brain vessels with stenosis up to 50%. Type II Diabetes. 
Hypertension. Arthrosclerosis of heart blood vessels with stenosis up to 75%.

3 77 M Infraction of the brain in the area of the middle brain artery. Type II Diabetes. Hypertension III degree. Ischemic hear disease: 
atherosclerotic cardiosclerosis. 

4 67 F
Chronic stomach ulcers. Chronic intestinal ulcers. Diffuse cardiosclerosis. Postmyocardial infraction cardiosclerosis. 
Arthrosclerosis of the coronary blood vessels with stenosis of 70%. Type II Diabetes. Arthrosclerosis of brain vessels with 
stenosis of 30%.

5 75 F
Breast cancer. Phlebothrombosis in the right crus. Pulmonary thromboembolism of lung artery. Encephalopathy. Arthrosclerosis 
of brain vessels with stenosis of 25%. Chronic obstructive bronchitis, diffuse pneumosclerosis, obstructive pulmonary 
emphysema. Gastritis.

6 80 M Large postmyocardial infraction cardiosclerosis. Arthrosclerosis of the coronary blood vessels with stenosis of 75%. Secondary 
hypertensison. Bilateral nephrosclerosis. Chronic renal insufficiency.

7 64 M Chronic alcoholic intoxication. Bilateral bronchial pneumonia. Ischemic heart disease: arthrosclerosis of the coronary blood 
vessels with stenosis of 40%.

8 87 M Large postmyocardial infraction cardiosclerosis. Arthrosclerosis of the coronary blood vessels with stenosis of 50%. Hypertension 
of the small blood-circulation circle. Arthrosclerosis of the brain vessels with stenosis of 30-50%.



RESEARCH ARTICLES

 № 3 2009  | Acta naturae | 127

of MALDI-TOF mass-spectrometry and nano LC-MS/MS 
mass-spectrometry at the Proteomic center of the Institute 
of Biomedical Chemistry of the Russian Academy of Medical 
Sciences (RAMS). 

The GEO DataSets (http://www.ncbi.nlm.nih.gov/geo/) 
database was used to for bioinformatics analysis.  The GEO 
DataSets database contains a number of electronic tables 
where the gene expression microarray results are collected. 
The MetaCore® program produced by GeneGo Inc (USA) was 
used for the analysis. The MetaCore® program established 
that the lowest p-value correlates to the higher possibility of 
gene involvement into the process.  The original threshold for 
the p-value was established as equal to 0.05. 

Results and Discussion:

The Role of Ethnic Background in 
the Development of Psoriasis 
During the last several decades, extensive knowledge has 
been collected showing that in addition to individual differ-
ences in the metabolism of medical compounds and system 
reactions to those compounds, as related to their therapeutic 
and side effects, there are also individual differences in peo-
ple’s susceptibility to diseases. The investigation of the fac-
tors that influence an individual’s susceptibility to a specific 
disease and a patient’s response to treatment was started in 
the 1970s under the leadership of L.A. Piruzyan [21, 22].  The 
necessity of tracking the kinetics of metabolic changes during 
the process of chemical compound interaction with biological 
objects was stressed [23].

One’s ethnic background also plays a very important role 
in the development of complicated diseases, such as psoria-
sis.  On average, 2-3% of the world’s population suffers from 
psoriasis. However, these data vary considerably depending 
on the country, geographic region, and ethnic background 
of the patient [24].  There is a huge geographic variation in 
the occurrence of psoriasis (Figure 1) [25]. The huge differ-
ence in the disease’s incidence between Asia and Europe is 
proof of the significance of the ethnic component in the de-
velopment of psoriasis. It is obvious that a regional-ethnic 
differentiation in the occurrence of psoriasis exists [7, 8, 26].  
However, data on the occurrence of psoriasis collected in dif-
ferent populations is somewhat contradictory, which could 
mean that different analytical methods were used in the col-

lection of the data. In order to make data collection easier and 
to standardize the analytical methods, we developed an Indi-
vidual Information Card (IIC), which includes more than 50 
grading profiles [27, 28]. The analysis of the genetic structures 
of samples from Dagestan by the IIC method, as well as fam-
ily pedigrees, showed high ethnic purity, which is a result of 
very few marriages across ethnic groups. The consequence of 
this is a high level of endogamy, which leads to a rise in the 
degree of homozygosis in the population. Besides, the study 
of the genealogical trees includes a large number of fami-
lies with multiple children, which provides an easier way of 
tracking families’ structures in the space of 3-4 generations. 
For example, the average number of children in the families 
of Avarecs, Dagestanis, Lezgins, Lakcevs, Azerbaijanis, and 
Nogaicis is 3; the average number of children in the families 
of Kalmyks, Tabasarans, and Agul’s is 4; but in Russian fami-
lies the average number of children is only 1. It should also 
be noted that in such families several generations live fairly 
close to each other and, therefore, are influenced by similar 
environmental factors. 

Our study showed a significant difference in the presence 
of complications and duration of the disease depending on the 
type of illness (Type I – early, Type II – late) in the different 
ethnic groups of Dagestan.  The data obtained in this study 
show the important role of the ethnic component in the inher-
itance of such a complicated pathology as psoriasis. The data 
also show that it is possible to use IIC and a model population 
from Dagestan to study the type of psoriasis’ inheritance with 
reference to the ethnic component [29].

A psoriasis sensitivity gene study done on samples obtained 
from Russian, Tatarstan, Bashkortostan, and Hakasiyan eth-
nic groups in the republics of Bashkortostan and Hakasiya 
showed that the polymorphic gene locuses HLA-C and HCR 
are the basic sensitivity markers for psoriasis in the analyzed 
regions, regardless of the form of the disease and the ethnic 
group [30]. 

In order to study the incidence of psoriasis and for gene 
expression profiling, it is necessary to align all the data ac-
cording to all the parameters of the study. Several differences 
in gene expression using Affimetrix-chips in Japanese pa-
tients with psoriasis and the results obtained with a similar 
method in four other study groups show variability in gene 
expression in individual patients based on age, gender, and 
environmental factors [3, 31, 32, 33, 34].

Analysis of Biological Microarrays
Today, the use of methods that allow to systematize and 
compress a vast pool of genetic information is widespread. 
This allows to explain different gene interactions. One such 
method is MetaCore®, a program built by GeneGo Inc. (USA).  
As a result of gene expression microarray analysis of at least 
12,000 genes using MetaCore®, we concluded that 7,563 genes 
changed expression at least 1.5 times [35]. Figure 2 contains 
the list of processes changed in psoriasis-.  The main proc-
esses that change under the influence of psoriasis are the im-
mune response, cell cycle, inflammatory response, prolifera-
tion, and others. The process of disease development involves 
a number of immune system cells, such as T-lymphocytes 
(Th1, Th17), antigen-presenting cells (APC) – dendrite cells, 
Langerhans cells, macrophages., and natural killer (NK) cells 

Fig. 1. Frequency distribution of psoriasis case rates in different regions 
of the world. The percentage of case rates in Aborigines is marked in 
green
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[36]. Cell-to-cell signaling is done with the help of signaling 
molecules – cytokines, as well as by the interactions of vari-
ous cell receptors with their ligands.  For example, receptors 
TLR (Toll-like receptors) belong to the family of receptors 
that promote an immune response when a viral or microbial 
presence is detected. These receptors are expressed not only 
on the surface of immune system cells (monocytes, macro-
phages, dendrite cells, and granulocytes), but also on the sur-
face of the epithelial cells in the respiratory tract and the skin 
– important regions of host - pathogen interaction [37]. The 
TLR family includes 11 receptors, and its ligands include li-

popolysaccharides, single-stranded or double-stranded RNA, 
lipoproteins, flagellin, and unmethylated DNA [38]. Stimu-
lation of these receptors results in stimulation of an entire 
complex of signaling cascades, including NF-kappaB/Rel, 
IRF and MAPK – ERK, JNK, and p38. For example, MAPK 
induces the expression of AP-1 family transcription factors, 
such as Fos and Jun, and activates transcription activity in 
the protein complex AP-1, starting several processes lead-
ing to inflammation [39]. As a result, the expression of anti-
inflammatory cytokines (IL-6, IFN- γ, IL-12 and TNF- α) in 
both induced and co-stimulating molecules, such as CD80 and 

Fig. 2. Forty most altered processes (from the most altered to the less altered) in psoriatic skin compared to the skin of healthy volunteers (A) and 
twenty most altered processes (from the most altered to the less altered) in psoriatic lesions compared to the unaffected skin (B)
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CD86, activates the immune response [40, 41]. Considering 
that viruses and bacteria are the main triggers of psoriasis, 
these receptors play an important role in the initiation of the 
disease [38, 42]. 

In the entire family of chemokines, a high level of expres-
sion was noticed in CCR4, CCR5, CCR6, CCR10, and CXCR3. 
Chemokines belong to the group of anti-inflammatory cy-
tokines and provoke an influx of Th1 cells into the inflamed 
regions [43]. Expression of receptors CCR4 and CCR10 usu-
ally occurs in CD4+ and CD8+ memory T-cells with CLA + 
phenotype (cutaneous lymphocyte antigen), which decides 
on the lymphocyte migration into the lymphatic nodes [44]. 
A ligand for the receptor CCR4 is CCL17, which is expressed 
on the endothelial surface of dermal blood vessels, along with 
ligand CCL27, and provokes the migration of leucocytes into 
the skin [45]. An expression level of ligand CCL27, which is a 
ligand for receptor CCR10, occurs in keratinocytes under the 
influence of anti-inflammatory cytokines IL-1 and TNF- α. 
In this way, interaction of CCR10-CCL27 involves T-cells in 
the inflammatory process in the skin [46]. CXCL16 in athero-
sclerosis can be used as an example of the regulation mecha-
nism of chemokine expression. Expression of this chemokine 
is induced via IL-18 through the following signaling path-
way: MyD88 → IrAK1-IrAK4-TRAF6 (tumor necrosis factor 
receptor – associated factor 6) → c-Src → PI3K → AKT→ JNK 
→ AP-1 [47].  

Data shows that the transcription factor AP-1 acts as a 
common link of the regulatory pathways of TLR-receptors 
and chemokines.

Analysis of Gene-to-Gene Interactions in Psoriasis 
Signal transmission from EFG (Epidermal Growth Factor) 
receptor inside the cell, shown in figures 3a and 3b, can be 
used as an example of gene-to-gene interaction in psoriasis. 
Both figures show that genes coding transcription factors, 
such as c-Fos, c-Myc, c-Jun and ELK1, are activated via sig-
nal transmission from EGFR through GRB2 and Shc to SOS, 
and then through the following pathway: h-Ras → c-RAF → 
MEK1/2 → ERK1/2 → transcription factors. Regardless of the 
fact that the expression levels is changed only for some genes 
coding corresponding mediator signals (GRB2, Shc, SOS, h-
Ras, c-RAF, MEK1/2), like, for example c-RAF (Figure 3a), 
expression of transcription factor c-Fos, c-Myc, c-Jun, ELK1, 
and STAT3 turned out to be a lot higher in cases of damaged 
skin than in the undamaged skin of psoriatic patients, and 
higher than in the skin of healthy volunteers [35]. 

Figure 4 shows the degree of change in the EGF gene sig-
naling pathway expression in the skin of psoriatic patients. 
We compared the threshold change (Fold Change) of gene 
expression in psoriasis lesions as compared to the normal skin 
(Figure 4a) and phenotypically healthy skin of some patients. 
Fold Change (FC) of expression was established as 2. Figures 
4a and 4b show some protein-to-protein interactions that 
are the part of signaling pathways induced by the Epider-
mal Growth Factor (EPF) and its ligands. Green arrows show 
consecutive activation of protein interaction either through 
bounding or phosphorylation. It is noticeable that the expres-
sion of some EGFR-ligands is higher in the psoriasis-damaged 
skin (HB-EGF and amphiregulin – expression increased 5.77 
and 4.96 times, accordingly). Figure 4a shows that each gene 

а

b

c

Fig. 3. Signal transduction pathway from EGF to AP-1 and alteration of 
expression of some genes responsible for this process during psoriasis in 
skin (A – skin of psoriatic patients compared to the skin of healthy vol-
unteers, B – in affected skin compared to the unaffected skin of psoriatic 
patients, C – the notation conventions). There are also designations 
used on the maps that characterize the  alteration of the level of expres-
sion of genes: - downregulation ;  upregulation



130 | Acta naturae |  № 3 2009

RESEARCH ARTICLES

coding the proteins of the signaling pathway is upregulated; 
for example, c-Raf kinase with FC = 4.46 and c-Src with FC = 
3.96. Moreover, transcription factors themselves are upregu-
lated as well. Therefore, the expression of c-Myc is increased 
6 and 15 times; c-Jun, 3.35 times; STAT1, 17 times; and c-
Jun, 34 times. The general picture of gene expression changes 
is shown in Figure 4b. STAT3 is upregulated 8.6 times. This 
leads to the conclusion that the cells involved in this patho-
logical process are characterized by a significant change in 
the levels of gene expression, involving a significant number 
of various molecular pathways and their associated transcrip-
tion factors in this complicated process. A close look needs to 
be taken at the overexpression of those transcription factors, 
since under normal conditions these transcription factors do 
not show such sudden changes in the expression levels. The 
uninvolved – meaning visually healthy – skin of psoriatic 
patients is somewhere in between the skin of the healthy in-
dividual and the inflamed skin of the patient, since the dif-
ference between samples collected from the visually healthy 
skin of a psoriatic patient and damaged skin is significant, but 
not as significant as the difference between the damaged skin 
of a patient and the skin of a healthy individual. 

After the analysis of gene interactions, we concluded that 
in all of the processes studied the main transcription factors 

that changed their expression in psoriasis, only components of 
transcription factor AP-1 and transcription factor NF-kB are 
present. Transcription factor NF-kB is activated during the 
immune response. In this particular study, we analyzed  the 
role of components of transcription factor AP-1 [48].

Transcription Analysis
Our group had a significant interest in the comparison of the 
level expression of genes in the damaged skin regions of psori-
atic patients as compared to the expression of the same genes 
in the visually unaffected skin regions located no farther than 
3cm from the affected regions. This kind of comparison was 
done in several other laboratories around the world [3, 18, 
19], and it allows for maximum purity of the experiment. A 
threshold of change of the expression levels was established 
for each of the genes equal to 2. Based on a search of the lit-
erature and several databases, we established a number of 
genes that may be important for experimental study. These 
genes include genes that code transcription factor AP-1 (C-
JUN, JUNB, JUND, C-FOS, FOSB, FRA-1, FRA-2, and oth-
ers). 

Using a real-time polymerase chain reaction, we were able 
to analyze the levels of gene expression for 12 genes in the 
damaged skin and compare it with the visually unaffected 
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Fig. 4. Level of expression alteration of EGF signal transduction pathway genes in the skin of psoriatic patients: A- as compared to the skin of healthy 
individuals, B- in affected skin compared to the phenotypically normal skin of the same patients, В - the notation conventions. The hue of the color 
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skin of the same psoriatic patient (data not shown). Results of 
this experiment showed that practically all patients showed a 
more than doubled expression of gene FRA-1 in the damaged 
skin compared to the visually unaffected skin regions (Figure 
5). All other genes differed in the direction of change of their 
expression.

For comparison, we were able to analyze the expression 
levels of gene FRA-1 in the samples obtained from the athero-
sclerotic patients. 

Results obtained with real-time PCR showed an increase in 
the expression of gene FRA-1 in all patients in the atheroscle-
rosis-affected region of the blood vessels and those suffering 
from skin psoriasis (Figure 6).  At the same time, pathological 
activation of FRA-1 expression, as a component of AP-1, can 
lead to an increase in IL-2 expression and the consequential 
stimulation of auto-reactive cytotoxic T-lymphocytes, fol-
lowed by an increase in the production of anti-inflammatory 
cytokines and autoantibodies, resulting in the development of 
a local inflammatory process, which is common in the appear-
ance of psoriasis and atherosclerotic lesions [49, 50]. Increased 
expression of FRA-1 can also lead to an increase in the ex-
pression of IL-18, which induces transcription and expres-
sion of MMP9 (matrix metalloproteinase 9) and stimulates 
production of the active form MMP9. This stimulation leads 
to an increase in smooth muscles cell migration, which is an 
important part of the appearance of atherosclerotic plaques 
[51]. Therefore, we can conclude that it is possible that FRA-
1 plays a crucial role in the pathogenesis of psoriasis and 
atherosclerosis. 

Therefore, with the help of the bioinformatic analysis, the 
psoriatic gene networks were examined to detect the pres-
ence of relatively closed processes, and the main genes were 
identified: the regulators of the transcription complex AP-
1. Transcription profiling of selected genes (C-JUN, JUNB, 
JUND, C-FOS, FRA-1 and FRA-2) based on RNA of 6 chosen 
genes showed a multidirectional regulation of these genes in 
psoriasis (data not shown). Gene FRA-1 stands out from the 

other genes analyzed that code the proteins of AP-1 complex 
(shown on Figure 5).  Moreover, change in the expression of 
this gene before and after treatment showed a clear tendency 
toward a lowering of the levels of mRNA of this gene, which 
correlated with the positive dynamic in the patients’ illness 
history (data not shown). Therefore, the transcription activ-
ity of FRA-1 gene complex AP-1 may be a sort of efficiency 
indicator of treatment at the molecular level. 

Proteomic Study
The final goal of our study was to analyze the changes oc-
curring in the metabolic pathways which lead to the patho-
geneses, since on that level we can identify new targets for 
medical treatment and new approaches to pharmacological 
therapy can be found.

With the help of the proteomic analysis of psoriatic skin 
samples, we were able to establish 10 protein markers present 
only in the psoriasis-affected skin samples but absent in the 
unaffected skin samples (Table 3) [52]. A few protein families 
were of the biggest interest.

The S100 family includes at least 13 proteins, and the 
genes that code them are localized in cluster form on the 1st 
chromosome (1q21), which correlates to the psoriasis suscep-
tibility locuse PSORS4. It is known that this protein is highly 
expressed in the psoriasis-affected skin; however, today this 
gene is no longer considered a candidate for the development 
of psoriatic processes. At this point, the exact role of this pro-
tein remains unknown.

Proteins SCCA1 and SCCA2 belong to the family of ser-
ine proteinase inhibitors. Some studies [53] have shown that 
protein SCCA1 is expressed in the normal skin, while in the 
psoriasis affected skin its expression is twice higher. 

Protein SCCA2 is not expressed in the control samples, and 
in the psoriasis-affected skin samples its expression levels are 
similar to that of SCCA1. 

These proteins can be considered as potential targets for 
the pharmacological compounds in psoriasis treatment [54].

2-∆∆


C
t , 

re
l.

 u
ni

ts

100

10

1
А7	 А8	 А2	 А5	A3	 А6	 А1	 А4 P5	 P1	 P3	 P7	 P6	 P9	 P8	 P4	 P10	 P2

2-∆∆


C
t , 

re
l.

 u
ni

ts

patients
1 2 3 4 5 6 7 8 9 10

100

10

1

Fig.5. Level of expression alteration of FRA-1 in affected psoriatic skin 
relative to the visually unaffected skin of the same patients (1- absence 
of expression alteration; <1 – decrease in expression in affected sample; 
>1 – increase in expression in affected sample)

Fig. 6. Level of expression alteration of FRA-1 gene in atherosclerosis 
affected vassels compared to visually unaffected (A1-A8) and psoriasis 
affected skin compared to unaffected (P1-P10). 1- absence of expres-
sion alteration; <1 – decrease of expression in affected sample; >1 – 
increase of expression in affected sample)
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Comparative Analysis of Psoriasis and 
Crohn’s Disease Pathogenesis
A multidimensional study of the molecular mechanisms of 
psoriatic pathogenesis can be considered as a model for the 
study of the pathogenesis of other immune-mediated in-
flammatory diseases (IMID – Immune-mediated inflam-
matory disorders), which are characterized by acute and 
chronic inflammatory conditions. The most common IMID-
phenotypes are Crohn’s disease, ankylosing spondylitis, 
rheumatoid arthritis, psoriasis, uveitis, and psoriatic arthri-
tis. The central role in all of these diseases is played by the 
cytotoxin TNF-α (tumor necrosis factor - alpha). Figure 7 
shows the localization of gene groups responsible for the de-
velopment of these diseases [55]. Crohn’s disease and ulcera-
tive colitis are chronic inflammatory diseases that are gen-
erally called IBD (inflammatory bowel disease). Both twin 

studies and the generally higher incidence of these diseases 
in close relatives point to a genetic basis for these diseases. 
The increase in the number of cases in Europe and North 
America since the second half of the 20th century is an in-
dication of the strong influence of environmental factors, 
with relatively low levels of concordance in the monozygotic 
twins (~50% for the Crohn’s disease and 10% for the ulcera-
tive colitis). Even though animal studies do provide clues 
about the etiology of Crohn’s disease, its nature  remains a 
mystery [55, 56]. 

The most whidespread hypothesis about IBD pathogen-
esis is the presence of a heavy T-cell immune response to 
certain environmental factors and some pathogenic entero-
bacteria in the genetically susceptible individuals, which 
increases the beginning or reactivation of the disease. Fig-
ure 8 shows the activation of four independent components, 
the interaction of which at different points of the disease’s 

Table 3. Proteins identified as different at involved and uninvolved psoriatic skin [52]

Blot, number Protein name
%Vol

Affected skin Unaffected skin

1

Keratin 17

1.97 ± 0.92 0.18 ± 0.06Keratin 14

Keratin 16

2 SCCA2/SCCA1 0.28 ± 0.09 0.066 ± 0.02

3 Squamous cell carcinoma antigen; SCC antigen 0.35 ± 0.18 0.03 ± 0.01

4 Enolase 1 0.87 ± 0.22 0.40 ± 0.14

5 Superoxide dismutase [Mn] 0.22 ± 0.03 0.11 ± 0.02

6 Galectin 7; Gal – 7 1.14 ± 0.41 0.19 ± 0.01

7 Protein S100 – A9 0.54 ± 0.03 0

8 Protein S 100 – A9 0.15 ± 0.07 0

9 Protein S100-A7 (Psoriasin) 0.51 ± 0.16 0

10 Protein S100-A7 (Psoriasin) 1.36 ± 0.37 0.02 ± 0.03

Crohn disease
Sarcoidosis
Psoriasis
Atopic eczema
Astma
Periodontitis
Psoriatic arthritis

1      2     3     4      5      6       7     8     9     10     11     12

13 14 15 16 17 18 19 20 21 22

Fig.7. Clustering of linkage regions and disease genes in human inflam-
matory barrier disease [55]

Fig.8. The interaction of different factors (genetic susceptibility, envi-
ronmental triggers, luminal microbial antigens and adjuvants, immune 
response) that cause chronic-inflammation intestine process[56]
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development is necessary for its clinical implications. From 
our point of view, comparable studies of the genetic fac-
tors involved in the pathogenic pathways of psoriasis and 
Crohn’s disease can play a significant role in the deciphering 
of the molecular mechanisms of the pathogenesis of these 
diseases.  A comparative bioinformatics analysis of microar-
ray database GEO Data Sets allowed to prepare a general 
list of the genes that undergo changes in the cell processes 
of both diseases. 

Identification of genes that change their expression 
in both pathologies – psoriasis and Crohn’s disease
Our research was focused on the identification of differential-
ly expressed genes in each data set and comparison of these 
lists of genes at the systemic level. The approach we took in 
working on this problem was dictated by the character of the 
expression data (high noise level, large amount of data to be 
analyzed) and the attributes of each individual data set taken 
for the analysis (they were done on different types of micro-
arrays that have different numbers of probes and, therefore, 
cannot be compared directly) [57].

Originally, psoriasis data sets contained information on 
the expression of 12,626 probes for 8 experiments (4 sam-
ples of damaged skin and 4 samples of healthy skin). When 
probes with badly detectable expression were thrown out, 
the number of probes was reduced to 5,076. The list of probes 
with statistically significant differences in expression be-

tween the affected and unaffected skin samples contained 
410 probes with a significance level of 0.1.

The data sets for Crohn’s disease contained information 
on expression levels for 24,016 probes in 21 experiments (10 
intestinal epithelial samples of healthy individuals and 11 epi-
thelial samples of damaged epethilia). The list of probes with 
statistically significant differences in expression between the 
damaged and undamaged tissues was 3,850 probes, with a 
significance level of 0.1.  Such a huge difference in the probe 
lists’ sizes was due to the fact that the algorithm to control 
Type I errors (FDR) depends on the size of the input set: the 
larger the number of genes in the input set, the larger the 
number of genes taken with the same p-value distribution 
that will go through FDR control. In our study, the number of 
analyzed probes in the Crohn’s disease data set is five times 
that of the psoriasis data.

The resulting data sets of differentially expressed genes 
were introduced into the MetaCore®.   Since microarrays 
contain not only probes for the genes studied, but also for a 
large number of EST with unclear roles, in this step the size 
of the genes lists changed because not all of the probes have 
a correlating gene in the MetaCore® database, and because 
some probes correlate to more than one gene. The size of the 
genes lists changed to 425 genes for psoriasis and 2,033 for 
Crohn’s disease. 

These genes lists had 49 common genes, and the level  of 
similarity  is rather significant (p-value = 4.94x10-2).  Fisher’s 

Table 4. The list of genes common for pathogenesis of psoriasis and Crohn’s disease.

Gene Identification Number Location Gene Identification Number Location

GNA15 2769 19p13.3 CBX3 11335 7p15.2

GPM6B 2824 Xp22.2 UGT1A6 54578 2q37

IFI44 10561 1p31.1 DEGS1 8560 1q42.11

OAS2 4939 12q24.2 PSME2 5721 14q11.2

FOXC1 2296 6p25 TRAK2 66008 2q33

ZNF207 7756 17q11.2 DNAJC7 7266 17q11.2

IFI35 3430 17q21 CSNK1D 1453 17q25

STAT3 6774 17q21.31 TRIM22 10346 11p15

TXNDC1 81542 14q22.1 IRF9 10379 14q11.2

MRPL9 65005 1q21 UBE2L6 9246 11q12

CASP4 837 11q22.2-q22.3 ETS2 2114 21q22.2

MECP2 4204 Xq28 QPCT 25797 2p22.2

LONRF1 91694 8p23.1 SFPQ 6421 1p34.3

CG018 90634 13q12-q13 UGT1A4 54657 2q37

VKORC1 79001 16p11.2 H2AFY 9555 5q31.3-q32

MIB1 57534 18q11.2 HMGN1 3150 21q22.2

RFK 55312 9q21.13 CTSC 1075 11q14.1-q14.3

SOSTDC1 25928 7p21.1 SERPINB5 5268 18q21.3

KIAA1033 23325 12q24.11 IER2 9592 19p13.13

SYNCRIP 10492 6q14-q15 S100A8 6279 1q21

RARG 5916 12q13 ARMET 7873 3p21.1

DDOST 1650 1p36.1 FGFR2 2263 10q26

CDC42EP1 11135 22q13.1 RBPMS 11030 8p12-p11

S100A9 6280 1q21 JUNB 3726 19p13.2

PHGDH 26227 1p12
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test was used to grade this significance; 9,017 genes present 
in the two study data sets were taken. Identification of these 
genes was done by comparing the genes lists for both gene 
microarray sets in MetaCore®.

Forty-nine genes were selected for the further analysis 
and are shown in table 4. The cell molecular-genetic processes 
associated with the genes common to psoriasis and Crohn’s 
disease were of a particular interest. Program methods in 
MetaCore® were used to create Table 5, where the most pos-
sible cell processes involving genes from Table 4 are shown. 
The processes shown in Table 5 can be divided into two cat-
egories: those participating in inflammation processes and 
those participating in the regulation of the cell cycle. In both 
psoriasis and Crohn’s disease, the main pathological focus lies 
in the focus of inflammation. Cell cycle and apoptosis are dis-
turbed in psoriasis. Keratinocytes in the focus of the inflam-
mation have no time to apoptose due to extra proliferation; 
thus, they form the skin patches we observe in psoriasis. Sim-
ilar processes take place in the intestine of Crohn’s disease’s 
patients. 

Reasonable approaches to the pharmacological 
treatment of psoriasis and possible new 
approaches to the treatment of immune-
mediated inflammatory illnesses
Psoriasis is considered a recurrent incurable illness; its treat-
ment focuses on lengthening the remission periods and reduc-
ing the severity of the disease. The drugs used (cyclosporine, 
system retinoids and fumarates) lead only to a temporary im-
provement of the patient’s condition. Nonetheless, some new 
approaches are being explored. New therapeutic methods 
are characterized by a more specific influence on the specific 
molecular targets that play a key role in the formation of the 
pathological processes in psoriasis. They include modificators 
of the biological response, such as alefacept, efalizumab, etar-
necept, infliksimab, and adalimumab, which specifically tar-
get the molecular mediators involved in the immune-patho-
genesis of psoriasis (receptors and ligands). For example, the 
suppression of TNFα activity, a key cytokine in the innate 
immune response, is achieved through three inhibitors of 
TNFα (alefacept, etarnecept, and infliksimab). Etarnecept is 
a two-component protein produced from the ligand-binding 
fragment receptor TNF attached to the Fc-fragment IgG1. It 
binds TNF and blocks its interaction with cell–surface recep-
tors, reducing the inflammation process. Infliksimab – TNFα 
human monoclonal antibodies lower the activity of TNFα, 
which lowers the production of IL-1 and IL-6 [58]. Therefore, 
the new generation of biological approaches to the treatment 
of psoriasis focus on the specific destruction of targets for the 
T-cell mediated pathogenic processes. 

A number of successful attempts at psoriatic arthritis 
treatment with bio-modificators have been documented since 
2001 [58, Abstract book of Third EAD International Spring 
Symposium, Sofia, 2005]. TNFα levels are increased in the 
intestinal mucosa during Crohn’s disease; therefore, TNFα 
inhibitors are used to treat this disease. This kind of mono-
therapy by means of bio-modificators is used for the treat-
ment of psoriatic arthritis and rheumatoid arthritis [59, 60]. 

However, a number of unusual side effects associated with 
this treatment have been reported. For example, some re-
seachers have indicated the development of psoriatic lesions 
on the skin of some Crohn’s disease patients [60, 61, 62].  The 
mechanisms leading to such serious side effects are unclear; 
therefore, continued research in this area on the molecular–
genetic level is necessary.

In conclusion, the main goal of investigations of the path-
ways leading to the pathogenesis of immune–mediated dis-
eases on the molecular level is to find new pharmacological 
treatment options. The proteomic studies of skin samples 
affected by psoriasis and intestinal fragments affected by 
Crohn’s disease performed by our research group are geared 
toward finding new targets for pharmacological treatment 
options. It is also necessary to compare the obtained data with 
the results of the meta-analysis of development pathways 
for these two immune-mediated inflammatory diseases done 
by us.

We used psoriasis as an example to show the necessity of 
an integrated approach to the deciphering of the disease’s 
pathogenesis stages, including clinical and bioinformatical 
analysis, as well as analysis of metabolic and genetic data, 
which will assist in the development of simple methods of 
individual characterization of pathogenesis and finding more 
effective methods for the treatment of each individual. In 
this manner, psoriasis is taken as a typical complicated dis-
order and is considered an adequate model for the study of 
the pathogenicity mechanisms for other disorders similar to 
psoriasis in their influence on human life. 

The work was supported by the Russian Federal Agency  
for Science and Innovation (federal contract 02.512.11.2231) 
and the Presidium of Russian Academy of Sciences, as a part 

of the program "Fundamental Medical Science."

Table 5. The common cell processes typical for psoriasis and Crohn’s 
disease

Processes P-value

Inflammation: interferon signaling pathway 2.19E-03

Signal transmission: WNT signaling pathway 1.20E-02

Regulation of translation initiation 5.66E-02

Morphogenesis of blood vessels 9.76E-02

DNA repair 1.17E-01

Inflammation: amphoterine signaling pathway 1.19E-01

Cell cycle and apoptosis driven proteolysis 1.29E-01

Interleukin regulation of cell cycle in G1-S phase 1.29E-01

Signal transmission: androgen receptor signaling pathways 1.34E-01
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pha therapy for Crohn ś desease. // Inflamm. Bowel Dis. 2007. V. 13. P. 18188–1189. 



Rules for authors
General Provisions

Journal «Acta Naturae» publishes experimental re-
search papers and reviews, and also discussion pa-
pers, mini-reviews, short communications, which are 
related to most topical problems of the fundamental 
and practical life sciences and biotechnologies. 

Journal is published by Park Media Publishing Com-
pany in Russian and English languages. 

Edition board of the journal “Acta Naturae” would 
like to ask authors to follow the following rules. Manu-
scripts, which are not consistent with those rules, will 
be sent back to authors without consideration.

The maximal size of review together with tables and 
references should not be more than 60 000 character 
(it is about 40 pages of А4 format and with 1.5 lines 
interval, Times New Roman, size 12), and 16 figures.

The size of experimental research paper should not 
exceed 30 000 characters, (20 pages of A4 format, in-
cluding tables and references). The number of figures 
should not exceed 10. Papers of larger size could be 
accepted only in case of preliminary agreement with 
the editors. 

Short communication should include task design, 
experimental data and conclusions. The size of short 
communication should not exceed 12 000 characters 
(8 pages of А4 format, including tables and referenc-
es, no more than 12 references). Number of figures 
should not exceed 4.  

Manuscript should be presented as a set of files: 
main test, summary, list of references, comments to 
figures, tables must be in Microsoft Word 2003 for 
Windows format, figures must be in JPG or TIF format, 
each figure should represented as a separate file. 

Manuscript should be sent to editor board as an 
electronic version; it is possible to do it on a CD-
ROM. 

Manuscript design 
Manuscript should have:
Title of the manuscript. It must not be very long or 

very short or low-informative. It should represent 
the main result, the essence and the novelty of the 
work.  

Authors initials and surnames with the references 
to the organisations in which authors work. Author, 
which is responsible for the communication with the 
editorial board and correction, should be indicated by 
the reference, and his correspondent e-mail should be 
represented on the bottom of the first page. 

Full name of the scientific organisation and agency. 
Summary. Structure of summary must be very clear 

and reflect following: task design; experimental meth-
ods, possibility of the practical application, new pos-
sible tasks and problems. 20 lines.

Keywords. Keywords should reflect: the subject of 
research, method, object, specificity of this work. 

Abbreviations. 
Introduction.
Chapter “Experimental part.”
Chapter “Results and discussion.” 
Chapter “Conclusions.” At the end of this chapter 

names of organisations, that provided financial sup-
port, should be indicated (and in brackets number of 
grants should be indicated). 

Chapter “References.” References in text should be 
given in square brackets, for example [1]. 

Recommendation about text formatting: 
We recommend using Microsoft Word 2003 for 

Windows editor. 
Font should be Times New Roman, and standart size 

is 12. 
Interval between lines is 1.5
We do not recommend using more that one space 

between words. 
Strictly do not use automatic reference option, auto-

matic hyphenation or automatic block of hyphenation, 
automatic list, automatic indention etc. 

It is recommended to use Word for making tables 
(Table – Add Table) or MS Excel. Tables, which are 
created manually (by using a lot of empty spaces, but 
not cells), should not be used. 

Always, it must be an empty space between sur-
names and initials: A.A. Ivanov (except from the 
names of authors in the title of the manuscript, in this 
situation empty spaces must be between initials as 
well, i.e A. A. Ivanov). 

Everywhere in the text, except the date of manu-
script’s arrival, all dates should be in format “date.
month.year,” according the examples: 02.05.1991, 
26.12.1874 and so on.

Do not use full stop after title of the manuscript, au-
thors names, addresses, headings and subheading, 
titles of tables, comments to figures, dimensionalities 
(s for second, g for gram, min for minute, h for hours, 
d for days, ° for degrees). 

Full stop must be after: footnotes (and particularly 
in tables), comments to the table, short annotations, 
abbreviations (y. for years, t. melt. for the tempera-
ture of melting, but not for inferior indexes: Т

melt
 for 

temperature of melting, Т
ph.tr

 for temperature of phase 
transition). Exception: mln for million does not need 
full stop. 

For decimal fractions use full stops, but not commas 
(0.25, but not 0,25). 

Dash “–” must be between two empty spaces, sym-
bols for “minus”, “interval“ or “chemical bound“ do 
not need to be between two empty spaces. 

Use only “×” as a symbol for multiplication. Use 
symbol “×” only in case if there is a number in the right 
from his symbol. Symbol “∙“ is used for the complex 
compounds in chemical formulas, and also for the non-
covalent complexes (DNA∙RNA and so on)

Do not use inverted commas for quotes. 
All numerical data should be represented as tables.
In formulas, use the letters of Latin and Greek alpha-

bets. 
Latin names of genera and species must be in italic 

font, for higher taxons use regular font. For the names 
of viruses and bacteriophages in Latin transcription 
use regular font.

Names of genes (except the yeast genes) should be 
in italic font, for names of proteins use regular font.

Names of nucleotides (А, Т, G, C, U), amino acid 
residues (Arg, Ile, Val etc.) and phosphates (ATP, 
AMP etc) should be written in Latin transcription us-
ing regular font.

Numeration of nucleotides and amino acid residues 
should be written without hyphen (T34, Ala89).

Use international system of units SI for measurement 
units.

For molecular mass, use daltons (da, kda, mda).
For the number of nucleotide pair, use abbreviations 

(b.p, t.b.p.).
Biochemical terms (and particularly, names of en-

zymes) should be according the international rules of 
IUPAC.

Using of abbreviations of terms in the text should be 
minimized.

Repetition of the same data in text, tables and 
graphs is not allowed. 

Rules for illustrations
Figures for manuscripts should be represented as 

separate files. 
The resolution of illustrations must be 300 dpi or 

higher for the colourful or halftone pictures, and 600 
dpi for the black-white illustrations. 

It is not allowed to keep in files the ways of clipping 
paths that are not in use, and also to keep additional 
channels (Path and Alpha Channel), and also to use 
additional layers.  

File’s formats should be in Adobe Photoshop up to 
version 7.0. (including this version), TIFF, JPG.

Reviewing, preparation to publishing, 
and the queue for publication

Papers will be published accordingly to the proc-
ess of receiving. The queue for the publications will 
be established accordingly to the date of approval for 
publication. Members of Editorial Board have a right 
to recommend the papers, which were classified as a 
high priority and had high marks of reviewers, to the 
faster publication. Manuscripts, which arrived to Edi-

torial Board, are reviewed by the experts from Edito-
rial Board, and, if it is required, could be sent to the 
external review. 

The prerogative of Editorial Board is to choose 
the reviewer. The manuscript will be sent to the 
review of the experts in this area of research, and 
the Editorial Board will make a decision about the 
fate of this manuscript: it could be accepted as it 
is, it could need an improvement and it could be 
rejected. 

If manuscript does not fit to the above require-
ments, it could be rejected by the decision of Editorial 
Board. 

If manuscript was sent back to authors for improve-
ment as a decision of reviewers and editors, it will be 
reviewed second time, and after that Editorial Board 
will consider the possibility of the publication of this 
manuscript again. The date of the arrival of manuscript 
and the date of the acceptance of this manuscript to 
publishing will be indicated at the beginning of the 
paper. 

Returning of the manuscript for improvement back 
to the authors does not mean that this manuscript is 
accepted to publishing. After improvement, this man-
uscript will be considered by Editorial Board again. 
The author should return back the text after improve-
ment together with the original variant of manuscript 
and also with the answers to all of the comments. The 
date of arrival of the final version of the manuscript to 
Editorial Board is considered as date of arrival of the 
manuscript. 

The improved manuscript should arrive back to Edi-
torial Board during 1 week after author accepted com-
ments; otherwise this manuscript will be considered as 
a newly arrived. 

Editorial Board uses e-mail on the all of the steps 
of the communication with authors; authors must be 
very careful with the e-mail that is indicated in the 
manuscript, and in case of any changes immediately 
provide the information about changes to the Edito-
rial Board. 

After the approval of the layout of the journal, Edi-
torial Board will send the proofreading to authors via 
e-mail in the PDF file. 

On the step of correction, it is not possible to 
change the text, figures of tables. If it is necessary, 
this question will be considered by Editorial Board. 

References format
For books: author’s surname and initials, full name 

of the book, the place og publishing, publishing com-
pany, year of publication, volume or issue and total 
number of pages. 

For periodical issues: author’s surname and initials, 
the name of the journal, year of publication, volume, 
number, firs and last page of the paper. 

Bressanelli S., Tomei L., Roussel A., et al// Proc. 
Natl. Acad. Sci. USA. 1999. V. 96. P,13034–13039 
(if there are more than 5 authors), and all authors, if 
there are less than 5 authors. 

References to the author’s abstracts of the disserta-
tions should contain author’s surname and initials, title 
of the dissertation, the place were work was done, 
year of the dissertation’s defence. 

References to patents should contain surnames and 
initials of authors, the type of the patent’s document 
(certificate of recognition or patent), number, the 
name of the country in which document was issued, 
index of international classification of inventions, year 
of the patent’s issue. 

The list of references should be represented on the 
separate page. 

Tables should be represented on the separate 
page. 

Comments to figures should be represented on the 
separate page. 

For the communication with Editorial Board,  
use e-mail addresses: rpetrov@strf.ru,  
knorrevd@gmail.com, vsychev@strf.ru,  
tel.: (495) 727-38-60, (495) 930-80-05


