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Letter from the Editors

Dear friends,
We are delighted to present the 
sixth volume of Acta Naturae. As 

has become the custom, we are continuing 
to publish review articles on promising as-
pects of life sciences, as well as experimen-
tal papers and the Forum section. the prob-
lem of achieving a balance between innate 
and adaptive immunity in the body’s fight 
against infection has been of concern to the 
scientific community since the mid-1990s. 
In the past few years, it has become evident 
that the innate immunity factor has been un-
derestimated. Many new factors highlighting 
the significance of the work of russian nobel 
Prize laureate Ilya Metchnikov have come to 
light. In this respect, we would like to note 
the review by D.V. Scheblyakov, dedicated 
to the role of innate immunity and, more spe-
cifically, that of toll-like receptors in tumor 
progression. We also deemed it necessary to 
continue the discussion around pluripotent 
stem cells (see the review by S.P. Medvedev, 
A.I. Shevchenko, S.M. Zakiyan). It is indeed 
possible that in the foreseeable future medi-
cine will become more personalized. High-
throughput genome sequencing, detection of 
the distinct genes responsible for the expres-
sion of certain disease-related proteins will 
provide for efficient treatment and individ-
ual-targeted drugs. It will become possible, 
soon, to forecast an individual’s response to 
therapeutic influence, which is of crucial im-
portance in the case of drugs that can have 
negative side effects on an individual. the ed-
itors are also paying attention to biochemistry 
and enzymology; suffice to note the major im-
portance of penicillin-specific enzymes. their 
role in biotechnological and pharmaceutical 
advances can hardly be overestimated (the 
review by V.I. tishkov, S.S. Savin, A.S. Yas-
naya).

experimental papers in the current issue 
cover a breadth of materials in the field of 
physico-chemical biology, from the physio-
logical role of peptide structures (n.I. Minkev-
ich, V.M. Lipkin, I.A. Kostanyan) to the struc-
tural peculiarities of “nano-antibodies” (S.V. 
tillib, t.I. Ivanov, L.A. Vasiliev). the editors 
also offer readers an article on the molecular 
physiology of the cell (A.V. Shalyguin et al.), 

which describes the role of Homer-proteins 
in the regulation of store-operated calcium 
channels. Some articles are dedicated to in-
novative approaches in diagnostics and drug 
design (O.B. Bekker et al., M.M. ulyashova et 
al.). the editors embrace the idea of publish-
ing material on serious advances in biophar-
maceutics. 

In the Forum section, readers will find an 
interview with the laureates of state prizes in 
science and technology for 2009, which was 
announced in the fifth issue of Acta Naturae. 
In addition, we also want to inform you on the 
targeted actions of the russian government 
in bolstering science at universities, a step 
that has sparked a lively debate in the profes-
sional community. After selecting the lead-
ing universities – both research and federal 
which, apart from gaining the status were also 
awarded extra funds – the Ministry of educa-
tion and Science announced a new competition 
meant to encourage cooperation with business, 
beef up the innovative infrastructure, and at-
tract the world’s leading scientists. In the Fo-
rum section readers will find a review article, 
as well as comments by officials of the Minis-
try on the results of the latter competition (rF 
Government decree №218 and №219). Sergey 
Ivanets, director of the Department of Inter-
national Integration (Ministry of education 
and Science), explains how grant applications 
are evaluated. these grants are aimed at at-
tracting leading scientists, in accordance with 
the Decree of the Government of the russian 
Federation, entitled On Measures for Attract-
ing Leading Scientists to russian Higher edu-
cational Institutions.” 

the publication is working on expanding 
its readership. We invite postgraduates and 
young researchers to send us their original re-
search for publication in our pages. We guar-
antee objective reviews by leading experts 
in the specific field and in the shortest possi-
ble time. We welcome all applications. Please 
send your comments and suggestions to our 
editorial board at: actanaturae@gmail.com. 

We wish you every success  
in your scientific endeavors!

The Editorial Board
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N.I. Minkevich, V.M. Lipkin, I.A.Kostanyan

PEDF – А Noninhibitory 
Serpin with Neurotrophic 
Activity
the pigment epithelium-derived factor (PeDF) is a gly-
coprotein with a molecular weight of 50 kDa belonging 
to the noninhibitory serpin family. It regulates several 
physiological processes. PeDF generates great interest 
as a promising drug for the therapy of a wide range of 
neurodegenerative, ophthalmological, and oncological 
diseases. this review is a summary of what is known 
today about the structural features, biochemical prop-
erties, and multimodal functions of PeDF.
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Comparison of the amino acid sequences of PEDF proteins 
of different origins.

D. V. Ignatov, T. A. Skvortsov, K. B. Majorov, A. S. Apt,  
T. L. Azhikina

Adaptive Changes in 
Mycobacteriu avium Gene 
Expression Profile Following 
Infection of Genetically Susceptible 
and Resistant Mice
We performed a comparative analysis of Mycobacterium avium 
transcriptomes (strain 724r) in infected mice of two different 
strains- resistant and susceptible to infection. Sets of mycobacterial 
genes transcribed in lung tissue were defined, and differentially 
transcribed genes were revealed. 

Mycobacterium avium metabolic state in the 
lungs of the I/St and B6 mice.

М. М. Ulyashova, Yu. I. Khalilova, М. Yu. Rubtsova, М. V. Edelstein,  
I. А. Alexandrova, А. М. Egorov

Oligonucleotide Microarray for the 
Identification of Carbapenemase 
Genes of Molecular Classes A, B, 
and D
this work is a report on the development of a method of hybridiza-
tion analysis on DnA microarrays for the simultaneous identifica-
tion and typing of carbapenemase-encoding genes. these enzymes 
are produced by the microorganisms that are responsible for caus-
ing infectious diseases. the microarray method for the identifica-
tion of carbapenemase genes is very accurate and highly produc-
tive. It can be employed in clinical microbiological laboratories for 
the identification and study of carbapenemase epidemiology. 

Layout of specific and control oligonucle-
otide probes on the surface of the DNA 
microarray for the identification of the car-
bapenemase genes.
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Russian Federation State Prize in Science 
and Technology for 2009 

The Russian Federation State Prize in the field of Science and Technology for 2009 for “A Set of 
Scientific Works on the Development of Laser and Information Technologies in Medicine” (Presi-
dential Decree № 678, dated June 6th, 2010) was awarded jointly to Doctor of Physical and 
Mathematical Sciences, Academician of the Russian Academy of Sciences, Director of the Insti-
tute of Laser and Information Technologies, Russian Academy of Sciences, V. Ya. Panchenko; 
to Doctor of Medical Sciences, Academician of the Russian Academy of Medical Sciences, 
Deputy Director of the Burdenko Neurosurgery Research Institute, Russian Academy of Medical 
Science, A.A. Potapov; and to Doctor of Medical Sciences, Russian Academy of Medical Sci-
ences, Academician of the Russian Academy of Sciences, Director of Herzen Cancer Research 
Institute V.I. Chissov. 

In an interview with Acta 
Naturae, the winners talk 
about the developments 

that were honored as fundamental 
and of great importance to modern 
applied medicine. 

State Prize Winner, Doctor of 
Physical and Mathematical Sci-
ences, Academician, Director of 
the Institute of Laser and Infor-
mation technologies Vladislav 
Panchenko. 

Vladislav Yakovlevich, please 
tell us about the work for which 
you received the State Prize?

– the Institute of Laser and In-
formation technologies is the first 
institute to build a system that 
helps remotely produce individual 
implants and biomodels based on 
the tomographic data of patients’ 
pre-surgery examinations. 

It  was an interdisciplinary 
achievement which involved the 
participation of many of the rus-
sian Academy of Sciences’ in-
stitutes, as well as Lomonosov 
Moscow State university, and 
leading medical centers such as the 
Vladimirsky Moscow regional re-
search clinical Institute (MrrcI), 
the Burdenko Institute of neuro-
surgery, the Herzen Moscow can-

cer research Institute (McrI), the 
central research Institute of Den-
tal and Maxillofacial Surgery of 
the Federal Agency of High-tech 
Medical care (crIDMS), and the 
Blohin russian cancer research 
center (rcrc). At the Institute 
of Laser and Information tech-
nologies of the russian Academy 
of Sciences (ILIt rAS), the main 
work was done at laboratories run 
by V.V. Vasiltsov, A.V. evseev, and 
A.V. ulyanov. 

We began developing laser-in-
formation technologies of remote 
biomodeling more than 15 years 
ago. It is gratifying today to know 
that this technology has been in-
cluded in the Health Ministry’s ap-
proved list of high-tech procedures 
in oncology and neurosurgery. 

the algorithm of this technology 
is as follows: a three-dimensional 
patient diagnostic is done (usually 
via tomography), then modern im-
aging is employed to diagnose both 
bone fragments and soft tissue 
with a resolution of about 1 mil-
limeter. the obtained tomographic 
data is transmitted via the Internet 
to the center of rapid prototyping 
located in Shatura, in the greater 
Moscow area. 

the tomographic data is then 
verified with a computer, and a 
working program is generated to 
reconstruct the model. this in-
formation is transmitted to a la-
ser stereolithograph computer. A 
working chamber of a stereolitho-
graph is filled with a complex 
composite polymer (developed in 
conjunction with the Institute of 
chemical Physics and the center of 
Photochemistry, russian Academy 
of Science). then, using program-
ming, a laser beam with a preset 
wavelength, power, and frequency 
scans the surface of the liquid for 
any assigned program. Following 
that, a trace of the laser beam is 
hardened at a certain depth. All 
major equipment in the center (la-
ser stereolithography machine, se-
lective laser sintering of micro-and 
nano-powders) was designed and 
engineered at the Institute’s labo-
ratories. 

How long did the selection of 
those conditions take? 

Our institute conducted several 
experiments in photochemistry 
using different lasers. the results 
of these experiments led us to the 
synthesis of a new oligomer. Doz-
ens of iterations were performed 
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Vladislav Panchenko

before we started to get hard, not 
easily breakable biomodels that 
exactly reproduce the data of the 
patient’s tomographic examina-
tion. 

For more then 5 years, several 
laboratories worked on developing 
the photo polymerization selection 
conditions. this is a very interest-
ing, delicate, and time-consuming 
technology, which automatically 
forms biomodels layer after layer; 
for example, of a skull or bone frag-
ment lost as a result of trauma. 

now ILIt rAS is investigating 
the possibility of multiphoton la-
ser polymerization. Preliminary 
studies indicate the possibility of 
topologically complex structures 

with a spatial resolution of up to 
10 nm. Such a high resolution is 
required for the development of 
future technologies in neurologi-
cal cancer surgery and cognitive 
studies. 

Laser-Information biomodeling 
technology allows for very precise 
planning of future surgery. For 
example, its use in spinal surgery 
allows us to produce and “fit” the 
implant for biomodels without dis-
turbing the patient. Summing up 
the experience, we can say that 
the use of rapid prototyping allows 
us to create individual biomodels 
based on tomographic data, and a 
script can be written for surgeries 
in almost every field of medicine. 

As a result of this technology, 
the surgery itself is accelerated 
2-3 times, while at the same time 
the rehabilitation time is reduced 
by the same rate. the number of 
surgeries planned and performed 
using this technology is approach-
ing 4,000 now, and the technol-
ogy is being used in more than 30 
clinics throughout the country. 
the technology is mostly applied 
in neurosurgery, where almost 
everything is done under a micro-
scope. using this method in maxil-
lofacial surgery has allowed to save 
dozens of children suffering from 
congenital diseases. this method 
has generated some interest on the 
part of many surgeons, including 
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oncological surgeons, and heart 
surgeons are also starting to show 
interest. But here I am intruding 
into someone else’s territory. this 
is medicine. this would be better 
discussed by my colleagues, Acad-
emician A.A. Potapov and Acad-
emician V.I. chissov, who are more 
knowledgeable on the subject. 

Are the authors of this method 
Russian scientists? 

– Yes. Based on currently availa-
ble published data, our teams were 
among the first to create individual 
biomodels based on a patient’s to-
mographic data, which have been 
found to be widely used in clinical 
practice. We were behind the con-
cept of making individual “spare 
parts” for the human body in pre-
liminary tomographic surveys, 
which are carried out anywhere 
in the world. In principle, you can 
scan the human skeleton, record 
the results, and, if necessary, refer 
to this information to reconstruct 
fragments, such as bones, in case 
of a fracture. Such surgery has al-
ready been successfully performed 
on animals. 

Vladislav Yakovlevich, is gov-
ernment support necessary for the 
development of this technology? 

Government support is always 
important, especially in large 
projects of international impor-
tance. the first problem is that 
such operations need to be stand-
ardized. When we speak of modern 
medical technology, we set specific 
actions that can be replicated by 
an accurate description in another 
location by another professional. 

Development of a new technol-
ogy is fundamental research and, 
to some extent, art. However, its 
application is routine. russia often 
amazes the world by the unique 
surgeries performed here, but re-
peating it, making it serial, to help 
all those who are in need, is nearly 
impossible due to the lack of tech-
nology. It’s ‘high’, but not ‘tech’, 
but if we’re talking about high-

tech mass medical care, that is ex-
actly what it should be - technical. 

Did the successful establish-
ment of biomodels inspire you and 
your staff to create implants from 
biocompatible materials? 

– to some degree, yes. It is the 
next phase associated with tissue 
engineering. In conjunction with 
the Institute of transplantation 
and Artificial Organs, we are look-
ing for new biocompatible materi-
als to use with laser stereolithog-
raphy technology and for cleaning 
materials using supercritical fluids. 
this will create a complex configu-
ration of implants and scaffolds - 
the vessels of a given shape for the 
directional growth of cells, which 
are used for tissue growth, eventu-
ally growing organs as well. 

An intelligent laser surgical di-
agnostics system was included in 
the award. What is this system? 

I will say a few words about one 
of these systems. As we know, laser 
is a good scalpel, and we thought 
- why not arm the surgeon with 
such a scalpel? that way it would 
be instantly clear what biological 
tissue is being cut. the fact is that 
during surgery various tissue par-
ticles can fly in various directions. 
Moreover, different particles fly 
with different distributions of ve-
locity in space. A laser can adopt a 
scattered light and is much faster 
than human reaction; so it can help 
a surgeon identify the type of par-
ticles that evaporated at the mo-
ment. this information is transmit-
ted to the surgeon in the form of 
certain signals. thus, the surgeon 
knows exactly that he is removing 
a meningioma and not a healthy 
brain tissue. 

So this system allows the sur-
geon to clearly define the bounda-
ries of the unhealthy tissue, which 
is especially important in oncology. 
this idea has been discussed by 
Academician V.I. chissov and cor-
responding member of the Acade-
my, I.V. rechetov. Intelligent laser 

systems of this type were designed, 
built, and used in dozens of suc-
cessful operations. 

Corresponding member of Rus-
sian Academy of Medical Scienc-
es, Medical doctor, Professor Igor 
Vladimirovich Reshetov: 

– research in the use of laser in-
formation technology began almost 
10 years ago. In speaking to differ-
ent audiences in academia, Vladis-
lav Yakovlevich Panchenko awak-
ened some interest in the medical 
applications of these developments. 
A research group was started fo-
cusing on the use of laser informa-
tion technology in medicine. the 
group was headed by the following 
leaders: V.Ya. Panchenko from the 
Institute of Laser and Information 
technologies, A.H. Konovalov and 
A.A. Potapov from the research 
Institute of neurosurgery, and V.I. 
chissov from the Moscow research 
Institute of Oncology. 

Prototyping of biological objects 
was recently put into clinical ap-
plication. Models are created at 
the stage of diagnosis clarification, 
evaluation of treatment, or follow-
up corrective rehabilitation. the 
easiest prototypes to fabricate are 
those of body parts that have a 
support structure. So, there is no 
part of a human skeleton that was 
not considered. naturally, we have 
sought not only to accumulate the 
observations, but also wanted to 
find new solutions that qualita-
tively improve the patient’s life; 
for example, to produce an indi-
vidual prosthetic bone, called an 
implant. the technology is already 
here: however, now we are work-
ing on making these implants not 
by making a cast of a symmetric 
part (i.e. through the mirror trans-
port of the missing pieces), but in 
a way such that during the proto-
type model growth a biocompatible 
fragment is produced. 

Why is the technology of rapid 
prototyping important to the sur-
geon and his patient? 
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Igor Reshetov- thanks to this technology we 
now have an opportunity to pre-
dict the operation, optimally fit all 
“parts” and to assess the impact. 
currently, the requirements for 
functional rehabilitation have in-
creased considerably: people don’t 
want to feel impaired in any way, 
which requires technology to en-
sure very precise custom fitting. A 
surgeon has to be very aware of his 
actions. Procedures that previously 
had to be estimated are now per-
formed accurately. this technology 
is not computer 3D animation, but 
a real, tangible thing. 

As a general conclusion, laser 
technology in medicine is a reser-
voir of knowledge and technology 
that still requires lots of work. We 
are in the process of applying so-
called intelligent laser devices that 
allow the surgeon to dissect tissue 
and to change the power mode, as 
well as the depth of dissection, that 
will contribute to the simplification 
of robotic surgery. 

I have to note that the introduc-
tion of these technologies will re-
quire an increase in technical staff 
at hospitals, especially “medical 
physicists,” who are now in high 
demand. 

Interview by  
Svetlana Sinyavskaya
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Alexander Potapov, laureate of the State Prize of the Russian Federation in Science and Technol-
ogy for 2009, doctor of medical sciences, academician, Russian Academy of Medical Sciences, and 
deputy director of the N.N. Burdenko Scientific Research Institute of Neurosurgery of RAMS, talks to 
Acta Naturae about the achievements in modern neurosurgery, the latest developments in the field, 
and the close convergence between basic biology and clinical practice.

Alexander Alexandrovich, 
there has recently been 
such enormous progress 

in the field of neuroscience to the 
extent that some speak of a revolu-
tion in modern biology and medi-
cine. What is the reason behind this 
trend?

the arsenal of the modern neu-
rosurgeon has been supplemented 
by absolutely unique and constant-
ly improving neuroimaging tech-
niques. Above all, these include 
X-ray computed and magnetic 
resonance tomography. Forty years 
ago, the brain in the skull was in a 
kind of “black box,” and the sur-
geons could see what was happen-
ing inside only after trepanation. 
now we can see all the happenings 
inside the brain of a living human 
by using quick, non-invasive tech-
niques that are absolutely safe for 
the patient. thanks to new neu-
roimaging methods, we are able to 
not only study the anatomy of the 
brain and the pathological forma-
tions, but also see the blood-flow 
and obtain quantative blood-flow 
data in milliliters per gram/minute 
for various structures and patho-
logical formations in the brain. this 
allows to monitor the changes in the 
blood flow during the development 
of various pathological processes, 
as well as during their treatment. 
Methods allowing the mapping of 
metabolic changes in the brain are 
also gaining in popularity in clini-

cal practice; these methods include 
positron-emission tomography and, 
in recent years, magnetic-resonance 
spectroscopy (essentially molecular 
neuroimaging). using MrI spectros-
copy, we can see the changes in tis-
sue metabolism, such as alterations 
in the level of n-acetylaspartate, 
which is a marker of neuron dam-
age. these changes can be moni-
tored not only in distinct areas, but 
also in whole sections of the brain at 
various levels. neuroimaging meth-
ods allow doctors to distinguish can-
cerous processes from a disrupted 
blood-flow, as well as inflamma-
tory or neurodegenerative proc-
esses. Modern neurovisualization 
methods are not only important for 
practical applications, but they are 
also a fundamental tool in research 
involving the study of the metabolic 
and structuro-functional changes 
during pathogenesis and neural tis-
sue regeneration.  these are funda-
mental issues in neurobiology. 

Another possibility also recently 
developed and gaining wide appli-
cation in practice is the ability to 
monitor a living brain in the proc-
ess of various actions. this is called 
functional magnetic resonance to-
mography. For instance, we would 
ask a patient to do a task with his 
arm and then see what areas of the 
brain are activated, the cortical 
representation of the arm, and the 
location of any pathological forma-
tion, which can then be approached 

so as not to damage the functional 
structures of the brain. the possi-
bilities of modern Diffusion-tensor 
MrI allow us to see the pathways of 
the brain. For instance, we can see 
the corticospinal tract, which trans-
fers signals from the pyramidal cells 
of the cortex to the motor neurons 
of the spine, via long axons. 

In your practice, you use the de-
velopments in various basic scienc-
es; not only biology, but also phys-
ics, for example. Your collaboration 
with Vladislav Panchenko from 
the Institute of Laser and Informa-
tional Problems and Valery Chiss-
ov, the director of the P.A. Gertsin 
Moscow Oncological Scientific Re-
search Institute, was awarded the 
Russian Federation State Prize in 
Science and Technology in 2009. 
Can you explain the essence of the 
new techniques that you developed 
and implemented?

Our collaboration with physicists 
proved very successful – our arse-
nal of tools was greatly improved 
through modern methods of rapid 
prototyping, which allow us to fully 
reproduce the exact copy of any 
human organ; body parts or the 
whole body. currently, there are 
over a dozen prototyping methods. 
One of them allows the produc-
tion of a full-scale copy of a virtual 
model from liquid polymers using 
a computer-controlled stereolitho-
graph. there are other methods of 
rapid prototyping, such as powder 

Alexander Potapov: “Neurosurgery 
uses advancements in modern biology 
in all of its aspects…”
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metallurgy, which involves the use 
of metal powder, as well as the use 
of specialized laser technologies and 
a control computer to recreate com-
plete copies of objects with very 
complex configurations. 

russian scientists have devel-
oped computer-controlled stere-
olithographs which provide the 
opportunity to recreate any object 

that has been input and constructed 
in the computer. Suppose we per-
form a computer tomography of a 
human – any organ, brain or blood 
vessel. We obtain a three-dimen-
sional image, construct the missing 
portion of the damaged organ in 
virtual space, and input the result 
into the controlling computer. As a 
result, the stereolithograph rapidly 

builds a solid copy of the damaged 
object out of the liquid polymer. 

How did all of this begin?
During the 1990’s, when we 

were just starting this project, it 
wasn’t clear if any of the technol-
ogy would be useful. We read publi-
cations about the methods involved 
in the identification of the remains 
of the russian royal Family. Sci-
entists from the Institute of Laser 
and Informational Problems used 
stereolithography to create precise 
replicas of the discovered skulls 
and their fragments. We believed 
that this method could be used for 
reconstructive neurosurgery and 
quickly joined the development 
process. Our first copy-models were 
a bit rough, but as we streamlined 
the techniques, we found that this 
technology had huge potential for 
clinical practice.  

What are the advantages of the 
rapid prototyping technique?

complex defects and deforma-
tions of bone structures require var-
ious implants. Several tons of metal 
(particularly titanium) are being 
implanted into humans every year. 
reconstructive spine operations in-
volve artificial discs and stabilizing 
systems, which are prepared in ad-
vance. then, during the operation, 
the surgeon selects one of the sev-
eral available sizes so as to accom-
modate the needs of the patient at 
hand. So, rapid prototyping makes 
it possible to produce implants that 
suit each patient individually ac-
cording to his or her real anatomy. 

Suppose that a patient needs a 
right pelvic joint replacement. We 
make a three dimensional image of 
the left (healthy) pelvic joint and 
then use the modern methods of rap-
id prototyping to manufacture a pel-
vic joint implant which retains all the 
dimensions, peculiarities, and other 
anatomical traits of the original. the 
same is true for neurosurgery – if 
a person damages part of his or her 
face, then the plastic surgeon could 
restore that part of the face by us-

Alexander Potapov
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ing the undamaged healthy region 
as a guide. We obtain a virtual 3D 
image of the skull, then take the un-
damaged portion, reflect it and place 
it into the damaged portion. In the 
end, we have a fully restored and 
completely symmetrical skull. If the 
facial damage is in the center of the 
face, we use a virtual 3D “donor” im-
age and restore the missing central 
part. Over many years of using com-
puter tomography, a huge database 
of images has been accumulated 
that can be used to virtually choose 
the appropriate configuration for the 
organ in question. 

Rapid prototyping techniques 
are being developed in other coun-
tries, such as Japan, the U.S., and 
Germany. Yet your technology has 
already been successfully imple-
mented in 50 medical centers. Why 
is our Russian technology competi-
tive?  

there are companies that manu-
facture similar custom-made im-
plants. However, our technique is 
different in that it involves the sur-
geon in the implant manufacturing 
process. However, the surgeon’s 
main task is not only to restore the 
bone structure, but also to recon-
struct the nervous tissue and indi-
vidual neurons. 

So the saying “nervous cells do 
not regenerate” is a misconception?

the thesis that a nervous cell 
cannot regenerate, postulated by 
the nobel Prize laureate Santiago 
ramón y cajal, has been revised. 
collaboration with the other biolo-
gists involved in the study of the 
problems of reconstructing the 
nerve cell structure will allow us 
to transfer the achievements in ex-
perimental neurobiology into clini-
cal practice as soon as possible. 

there are currently several ap-
proaches that can facilitate the re-
generation of nervous cells. there 
are several known neurotrophic 
factors that can stimulate the cell’s 
regenerative processes. Lithium, one 
of the simplest elements, has been 

shown to promote regeneration. 
there are also various compounds 
that inhibit the enzymes that block 
neural regeneration. experiments 
have shown that neurons can be re-
generated by neurotransplantation.  
However, for clinical use, we need 
more progress in the field of neuro-
biology. then we will be able to use 
these discoveries in clinical practice. 

So, you mean to say that medical 
practice and fundamental biology 
are integrated much more closely 
than we think?

neurosurgery uses advance-
ments in modern biology in all of 
its aspects. For instance, when we 
study the processes of brain damage 
caused by a stroke, trauma or can-
cerous damage, we are also study-
ing the biology of these processes. 
How does this process progress in 
the neural tissue? Which mecha-
nisms can lead to regeneration, and 
which can lead to cell death? there-
fore, we need to know the biol-
ogy of these processes. What action 
should we take to restore the dam-
aged neural tissue, and all of its ele-
ments – neurons, the glial complex, 
and the vascular network? How do 
compounds in the blood reach their 
final target (brain cells) and over-
come the unique hematoencephalic 
barrier? today we can manage 
these processes in order to achieve 
a therapeutic effect. 

Genetic research is also very im-
portant to us. Modern knowledge 
shows that the brain’s reaction to 
damage is determined not only by 
the type of damage per se, but also 
by the genetic traits of the individ-
ual, i.e. genetic profile. there is evi-
dence that genetic polymorphism 
in a number of genes determines 
the strength of the response of 
neural tissue to damage. Any dam-
age leads to a universal reaction 
– inflammation. In neural tissue, 
this is neuroinflammation, which 
is manifested by increased hema-
toencephalic barrier permeability, 
edema (intracellular, intercellular, 

and mixed), disrupted circulation of 
liquor and blood, and other general 
metabolic disorders. the nature of 
these reactions and the following 
regenerative processes may be de-
termined by the peculiarities of the 
human genome, or by the so-called 
genetic polymorphism. One of the 
issues of your journal published a 
review by Professor V.S. Baranov 
(Editor’s note - see Acta Naturae, 
v.1, №3, 2010) on genetic polymor-
phism and the prospects of medi-
cal genomics. this field is also very 
important for us, clinicians, since 
it means that our prognoses on the 
course of the pathological process 
and its outcomes should factor in 
not only the etiology, pathogenesis 
and clinical picture of the disease, 
but also the genetic profile of the 
patient, including his or her risk 
factors, which can lead to various 
scenarios of disease development. 

And what about the reverse 
process – which methods of clinical 
medicine are used for studying the 
more basic problems?

the possibilities of modern neu-
roimaging techniques, which we 
discussed earlier, allow the study of 
more fundamental issues – the rela-
tionship between the structure and 
function of the brain. For instance, 
how do the brains of different peo-
ple (lefties, righties, people with left 
or right-hemisphere dominance, or 
no dominance at all) function after 
the appearance of a pathological 
area? How does the brain adapt to 
aging, development, and pathologi-
cal effects? these are all basic is-
sues concerning the functioning of 
the nervous system (and the brain 
in particular) under normal and 
pathological conditions. today these 
methods, which are becoming in-
creasingly useful in clinical practice, 
are also successfully being used in 
basic neurobiological research– the 
study of the brain and the nervous 
system. 

Interview  
by Elena Novoselova
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Science in Universities: Ordered to Live

M. Murav’eva, special for Acta Naturae

An unprecedented act of financial support, in the form of 90 billion rubles for leading Russian univer-
sities, has rocked the professional community. With stakes in the development of university science 
and research, the State has started to take action towards strengthening and amplifying science 
programs. After determining leading universities (including both research and federal centers) 
which, in addition to enjoying a high status also receive additional funds, the Ministry of Education 
and Science has unveiled a new competition for higher educational institutions. This competition 
focuses on cooperation with business, strengthening the infrastructure needed for innovation, and 
attracting leading scientists. As early as this fall, the winners are expected to begin receiving fund-
ing to the tune of millions of rubles, which should allow them to pursue the most daring and ambi-
tious projects.

Information about the signifi-
cant financial support for rus-
sian universities first emerged 

late last year at the congress of the 
united russia party when Vladimir 
Putin pledged to allocate an addi-
tional 90 billion rubles to universi-
ties for the next three years. Later, 
in January of the current year at 
the World conference of Ministers 
of education in London, the head 
of education and science in russia 
Andrei Fursenko announced that 
russia was embarking on moderni-
zation of its higher education, in or-
der to bolster the scientific potential 
of its universities. He also expressed 
confidence that the best universi-
ties in the country would soon be 
able to compete not only with the 
russian Academy of Sciences, but 
also with leading laboratories and 
institutions around the world.

to achieve these goals, the au-
thorities are taking a number of 
measures. the Ministry of educa-
tion plans to spend some additional 
funds in the following areas:
• Support of development pro-
grams for the Moscow and St. Pe-
tersburg state universities;
• Support of the modernization ef-

fort of federal universities in the 
fields of scientific research and in-
novation;
• Support for national research 
universities;
• Development of cooperation be-
tween universities and industrial 
enterprises;
• Attracting leading researchers to 
russian universities; and
• Developing innovative infrastruc-
ture at universities.

LOGICALLy AND CONSISTENTLy
the planned intention of the State 
to beef up science at universities 
has triggered a lively discussion in 
the scientific community. there was 
much opposition to the university-
based approach to the development 
of research in russia. As an argu-
ment, critics of the approach have 
usually referred to the particularity 
of the scientific organization in rus-
sia and the traditionally strong po-
sition of the Academy. Many people 
cannot understand why the author-
ities have suddenly begun actively 
supporting university science. Yet 
in fact, there is nothing unexpected 
in the choice of such a policy. Since 
the mid 2000s, the Ministry of edu-

cation has been grappling with the 
stranglehold the russian Academy 
of Sciences has on scientific activity, 
trying to shift the center of gravity 
of research work towards univer-
sities. For many years, science has 
developed at universities for the 
most part on their personal initia-
tive, without significant funding 
from the State. now, strengthen-
ing university science has become 
a priority that is included in all key 
documents: in particular, in a docu-
ment titled Development Strategy 
for Science and Innovation in rus-
sia, which was passed in February 
of 2006 and will last until the year 
2015. the document states the fol-
lowing: “Separating scientific and 
educational entities saps their po-
tential for development, limits their 
contribution to the economy and 
society, and makes next to impos-
sible full integration into the inter-
national scientific and educational 
community.” A need to “integrate 
the education and research activi-
ties” was also mentioned back in 
2004 in a presidential address to the 
Federal Assembly.

the strategy proposes a wide 
range of measures for the devel-
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opment of university science, first 
and foremost the establishment of a 
network of leading research univer-
sities, “large, prominent scientific 
centers, which are equally effective 
in training specialists at all levels as 
well as carrying out research and 
development at an international 
level.” this approach, as well as 
other ideas, was used nearly five 
years later (2009-2010) as a basis for 
selecting research universities.

Among other measures, the 
strategy points to the need for 
developing and improving skills, 
including offering large grants 
to young scientists to conduct re-
search, purchasing scientific equip-
ment, and creating small startup 
firms, as well as furthering the 
mobility of personnel amongst re-
search institutions, universities and 
various enterprises. Finally, anoth-
er important stipulation is the need 
for a developed infrastructure. the 
State is currently pursuing all of 
these planned activities in a logical 
and consistent manner.

LEADERS ExIST
the reform of higher education, 
or “modernization” as it is usually 
called at the Ministry, began with 
an institutional reform, specifical-
ly, with the formation of a group of 
leading universities.

the Ministry of education pre-
dicts that, over time, there will be 
no more than 50 universities left 
in the country, and in total, about 
150-200 competitive institutions of 
higher education. this was men-
tioned for the first time by Andrei 
Fursenko two years ago at a meet-
ing with the russian president at 
the Moscow engineering Physics 
Institute. Around the same time, 
work began on identifying and 
forming the country’s elite institu-
tions of higher education - both fed-
eral and national research centers.

At the moment, there are two 
federal universities (the South-
ern and Siberian universities); 

there are also five emerging ones: 
the Volga, urals, northern (Arc-
tic), northeast and Far east. this 
project, one might say, is geopo-
litical. the strategic objective for 
federal universities, which are cre-
ated by government mandate by 
combining several universities, is 
to provide quality education and 
an opportunity to engage in higher 
level science, so as to become the 
scientific and educational cent-
ers in their regions. this will allow 
the economy to develop, and allow 
qualified specialists to remain in the 
Far east, Siberia, the urals, etc.

the mission of the national re-
search universities (nIu) is, firstly, 
to fill the demand for workers in 
the high-tech sector, including the 
nuclear power industry, metallur-
gy, machine-building, shipbuilding, 
and others. Secondly, the aim is to 
develop applied science in order to 
commercialize research results.

Based on the results of the two 
contests that were held in late 2009 
and early 2010, the status of an nIu 
was assigned to 29 universities. In 
addition to the prestigious status, 
the winners were promised sizable 
financial aid – 1.8 billion rubles each 
for five years. Over all, the nIu 
project will cost the state treasury 
nearly 50 billion rubles.

Another two schools that have 
historically been, de facto, the pil-
lars of university education and sci-
ence are Moscow State university 
and the St. Petersburg State uni-
versity, who have also received spe-
cial powers and very broad rights. 
By law, they have been given sta-
tuses of “the oldest universities in 
the country with great importance 
for the development of russian so-
ciety.”

But even for these “flagships,” 
state support will not be based sim-
ply on “giving” money. Moscow 
State university and St Petersburg 
State university will receive budg-
et money for specific development 
programs, just like other research 

and federal institutions of higher 
education.

GOVERNMENT STIMULATES
Selecting a group of leaders was 
the first serious step in the mod-
ernization of higher education in 
russia. this step was then followed 
by additional measures to support 
research and innovation at univer-
sities. “Developing the university 
research component is one of the 
top priorities in the state’s policy,” 
Deputy Minister of education and 
Science Alexei Ponomarev said in 
a speech: “It is a necessary element 
of the economy’s innovation infra-
structure; a mechanism for gener-
ating new ideas and technologies, 
as well as their implementation and 
replication. Without the partici-
pation of universities in research, 
it is impossible to provide quality 
training in the areas of priority that 
are the scientific and technological 
modernization of russia. “

In the spring of this year, the 
russian government approved 
three resolutions, № 218, 219, and 
220, to address the most pressing is-
sues affecting domestic science - its 
aging and the deterioration of the 
quality of research. According to 
statistics, at russian universities, 
only 15 percent of teachers engage 
in scientific research; therefore, 
students also remain remote from 
science, and without it, their edu-
cation is essentially meaningless; it 
turns into daily grinding through 
outdated textbooks.

competitions have been an-
nounced this summer for each de-
cision. the winners can expect a 
significant financial infusion that 
will be aimed at strengthening co-
operation between universities and 
businesses (12 billion rubles for 
three years), developing the inno-
vation infrastructure (8 billion), and 
attracting leading scientists (12 bil-
lion).

Money is allocated from an anti-
crisis fund, so that all of the three 
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resolutions are dedicated not only 
to research, but in general, to the 
modernization of higher education. 
Accordingly, the Ministry of educa-
tion prioritizes problems as follows:
1) transfer of experience in im-
plementing scientific research in 
universities to create a climate of 
healthy competition in russia;
2) Mobilization of the scientific and 
management teams so that univer-
sities can achieve a qualitative leap 
in development; and
3) the actual scientific research.

ON COOPERATION BETwEEN 
UNIVERSITIES AND BUSINESS
the new tools proposed by the 
government are designed to make 
higher education central in applied 
science, by doing away with the 
skepticism business has towards the 
quality of their research. the State 
is trying to find ways to integrate 
higher education into the economy. 
this is true not only for the per-
formance of individual economic 
agreements, as was the case before, 
but also for the implementation of 
strategic plans for the development 
of russian companies. Decree № 
218 contains a list of the 54 largest 
public and private companies that 
have to come up with programs of 
innovation development incorpo-
rating interaction with universities 
by november of this year. Deputy 
Minister Alexei Ponomarev has 
predicted that in the near future 
20-30 companies out of 54 will be-
gin cooperating with universities. 
this will be the basis for the estab-
lishment of so-called technology 
platforms - conglomerates of lead-
ing industrial firms, universities, 
and regional administrations. this 
tool, which has been borrowed from 
the european union, is not directly 
supported by state resources. the 
point is to create consulting entities 
generated by key customers and 
engaging in research and develop-
ment on certain issues. the entities 
in such platforms will be engaged 

in planning and forecasting in their 
areas of specialization, market re-
search, and elaboration of solutions 
that will shape government policy.

According to the Ministry of ed-
ucation, it is extremely important 
to encourage both universities and 
commercial enterprises to invest in 
the development of the high-tech 
industry. the most significant tool 
given to the agency is the subsidies 
to industrial firms in order to work 
with institutions of higher educa-
tion. nineteen billion rubles are 
allocated for that purpose, six in 
2010. Any firm, including foreign 
ones, that managed to have their 
research and development projects 
reviewed by experts from the in-
stitutions were invited to partici-
pate in the contest, which was an-
nounced in late June as stipulated 
in the 218th decree. the subsidy 
will be available for a period of 1 
to 3 years and can amount to up to 
100 million rubles per year. compa-
nies are required to come up with 
matching funds of no less than the 
amount received from the State.

the contest proved very attrac-
tive for business: applications were 
lodged by 416 organizations from 59 
russian regions. One hundred and 
fifty-seven schools were selected as 
the projected sites for research and 
development in the project. the to-
tal amount sought by grant appli-
cants exceeds 70 billion rubles. the 
average size of a subsidy is approxi-
mately 150 million rubles.

Fifty-seven projects won grants; 
33 of the projects will be conducted 
in the regions that are not part of 
Moscow and St. Petersburg. Among 
the winners were such large manu-
facturing companies as the aircraft 
corporation MiG, truck builder 
KAMAZ, diamond mining giant 
ALrOSA, and others. In total, 55 
companies, in cooperation with 49 
russian universities, will imple-
ment the projects.

It is worth noting that the com-
petition is conducted in two phases. 

the decision was dictated by the 
desire to hit the targeted number of 
applications, since not all organiza-
tions had time to prepare the neces-
sary paperwork. the results of the 
second phase will be announced be-
fore October 5.

Government Decrees № 218 
and 219 are considered in the aca-
demic circle as the second stage of 
the push toward innovation at rus-
sian universities. the first one was 
associated with small businesses 
–with 217-FZ becoming law last 
year, which allowed universities to 
establish small businesses. now is 
the time for a stronger big business 
sector, which will be commission-
ing research and innovation from 
universities.

DEVELOPMENT OF THE 
INFRASTRUCTURE FOR INNOVATION 
Based on government Decree 219, a 
selection of various university pro-
grams focusing on developing inno-
vation infrastructure was carried 
out. Some 199 universities took part 
in the competition. the winner was 
determined by an analysis of the 
scientific, educational and innova-
tive potential of the institution over 
the past 3 years and was presented 
based on these development pro-
grams. the competition commis-
sion selected the 56 best institutions. 
Most of them (14) are universities 
located in Moscow (Moscow State 
university, Bauman Moscow State 
technical university, Moscow In-
stitute of Physics and technology, 
Moscow engineering Physics Insti-
tute, Moscow Institute of electronic 
technology, and others). But over 
all, the geography of the winners is 
wide - 36 russian regions in all 8 of 
the federal districts: Far east – 4; 
Volga – 7; north-West – 7; north 
caucasus – 3; Siberian – 8; ural – 
4; central – 20; and South - 3.

each higher educational institu-
tion will receive up to 150 million 
rubles. the funds can be spent on 
strictly defined areas:
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1) the development of the innova-
tion infrastructure: business incu-
bators, technology parks, certifica-
tion centers, technology transfer, 
shared-use scientific and technical 
information, and others;
2) evaluation of the results of in-
tellectual activities and their legal 
protection;
3) Implementation and develop-
ment of targeted training and skills 
development in small innovative 
enterprises, including graduate stu-
dents and young scientists, as well 
as developing educational-method-
ological, and scientific-methodolog-
ical support for small and medium-
sized enterprises;
4) training and professional devel-
opment of university staff in the 
field of innovative entrepreneur-
ship and technology transfer at for-
eign universities;
5) consulting services of foreign 
and russian experts in the field of 
technology transfer; creation and 
development of small innovative 
companies, including involving 
faculty members in the normative-
methodical and practical support in 
the creation of such companies.

ATTRACTING TOP SCIENTISTS
Decree 220 is meant to attract the 
best specialists in the world to uni-
versities on a competitive basis to 
work at the newly established labo-
ratories. to achieve this, the federal 
government will allocate 12 billion 
rubles. Given that the size of a sin-
gle grant is 150 million, up to 80 sci-
entists could win grants.

Some 507 applications have 
been received from 179 universi-
ties in the competition. Of these, 
most are in the following fields: 
Physics, Information technology 
and computing Systems, earth 
Sciences and Materials Science (40 
each), and only five are in the field 

of Agricultural Sciences and engi-
neering.

competition is intense amongst 
universities, especially since some 
of them have filed multiple appli-
cations. Lomonosov Moscow State 
university stands out with 30 ap-
plications. St. Petersburg State uni-
versity and the Moscow engineer-
ing Physics Institute have filed 21 
applications, each. the vast major-
ity of universities only submitted 3 
to 6 applications.

the Ministry of education has 
repeatedly emphasized that leading 
scientists will be determined not ac-
cording to their countries of origin; 
the purpose of the contest is not to 
attract foreigners. the main goal 
is to secure real scientific achieve-
ments. However, many universities 
rely on foreign scientists. there are 
about 130 contenders for the multi-
million-ruble grant.

Invited scholars will have to lead 
a newly created laboratory and 
work there for at least four months 
a year. As explained on the eve of 
the contest by officials of the Minis-
try of education, when considering 
applications, experts will first look 
not at what research the higher ed-
ucational institution is able to offer, 
but in fact, whether the implemen-
tation of this proposal will create a 
world-class laboratory. under the 
project’s performance guidance, the 
Ministry of education wants to cre-
ate a laboratory that will be able to 
operate efficiently and successfully 
after the completion of the project 
(three years), with a staff able to 
publish articles in prestigious sci-
entific journals, secure orders from 
commercial firms, register patents 
on designs and win in new contests, 
etc.

unlike other government initia-
tives, the idea of attracting leading 
scientists to russian universities has 

been the one that has ruffled most 
feathers in the local scientific com-
munity. there are many critics and 
skeptics, and those who generally 
support the idea have reservations 
as to how it will be implemented; 
in particular, whether a compe-
tent and honest examination of the 
applications and, accordingly, the 
picking of winners, will be possible. 
How justified these concerns are 
will become clear when the results 
of this competition are announced. 
By then, it will be possible to assess 
the quality of the winning bids and, 
therefore, the scientists who will 
have to create world-class labora-
tories.

thus, the government supports 
university science, not only through 
the size of the funding for the uni-
versities, which are awarded differ-
ent statuses, but also through relat-
ed initiatives. thus, the State seeks 
to improve the quality of training 
at russian universities, develop the 
research and technological bases of 
universities, and bolster their inno-
vative dimention.

Skeptics fear that universities 
will be unable to cope with the tasks 
and that the money and equipment 
will fall into the hands of those less 
able to use them effectively. to 
such criticism, the leadership of the 
Ministry of education has only one 
answer; resources will be allocated 
to universities only on the basis of 
merit and cause. the winners will 
have to win in a tough competition. 
no carefree life is promised. And if 
a university begins losing position 
throughout the course of the pro-
gram, it can lose its status. In this 
case, there is no choice but to be-
lieve the word of the officials. Let’s 
see what comes out of this grand-
scale project and who, in the end, 
turns out to be right - the skeptics 
or optimists. 
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Universities and Business Cooperation 
Contest Results

Ivan Sterligov, STFR.ru

Sergey Mazurenko

The results of the second round of the Universities and Business 
Cooperation Contests have been announced. Deputy Minister of 
Education and Science Sergey Mazurenko discussed the success-
es and difficulties related to state support based on Government 
Resolutions №218 and 21 at a briefing on October 6, 2010.

the government has suggest-
ed providing two types of 
subsidies as a means of state 

support  –  one implementing coop-
eration between universities and 
business (resolution 218, with 19 
billion rubles), and the other dedi-
cated to creating university-based 
innovation infrastructure (resolu-
tion 219, with 8 billion rubles). the 
government has made the decision 
to allocate this money in a single-
installment payment, and the Min-
istry of education and Science will 
receive the funding shortly. the 
contests have already been con-
ducted, and the latest lists of win-
ners can now be found on the pro-
gram’s website.

In total, 199 applications for 
participation in the Innovative In-
frastructure contest were submit-
ted; 197 were deemed qualified, of 
which 56 won. the contest score 
was therefore 3.5. In terms of ge-
ography, applications originated 
from 35 different regions. twenty 
originated from the central Federal 
District; 8, from Siberia; and 7, from 
the Privolzhsky and northwest Dis-
tricts. “We are aiming to select ap-
plications of the appropriate level,” 
- the deputy minister said, com-
menting on the regional distribu-
tion of winners.

As we predicted, the winners 
include 5 federal and 20 national 
research universities. the winners 

will receive up to 50 million ru-
bles a year for 3 years. the funds 
are meant to be used for the crea-
tion and development of centers of 
technology transfer, as well as for 
the management (administration) 
of intellectual property, stimulation 
of innovations, etc.

resolution 218 was slightly dif-
ferent. Applicants showed greater 
interest;  however, only 553 of the 
806 applications received were 
deemed eligible for the contest. One 
hundred and twelve applications, 
received from 107 companies and 
76 universities, were successful. 
Among them are 25 research uni-
versities and 6 federal universities.

Based on the conditions of the 
contest, the funds allocated for 
research and development at uni-

Fig. 1. Distribu-
tion of winners in 
the first round of 
the Universities 
and Business Co-
operation Con-
test in the prior-
ity directions of 
the Presidential 
Modernization 
Board.

Computer technologies 
and programs 22

Medical 
technologies and 
Pharmaceutics 7

Energy efficiency 
and sustainability 
of Resources 22

Space technologies 
and TV media 6

nonspecified 
Direction 5
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versities will not be channeled di-
rectly to the university but will go 
through its financial partner, which 
then has to match the sum provided 
by the state and offer the univer-
sity an amount of money equal to 
or higher than the amount offered 
by the state. In addition, 20% of the 
matching funds should be used for 
scientific and technological pur-
poses.

the state’s subsidies will not ex-
ceed 100 million rubles per year for 
a period of up to 3 years – a total 
of 300 million rubles. In addition, 
the subsidy per year should exceed 
20% of the participating company’s 
annual revenue for the last three 
years. Perhaps, this explains why 
the actual average of the subsidy 
for the entire period of the contract 
amounts to only 70 million roubles, 
which is less than a quarter of the 
highest amount possible. According 
to Sergey Mazurenko, “30 million 
is enough for a good project to be 
carried out.” Yet, participants who 
asked for 3-5 million were excluded 
from the competition. nevertheless, 
the amount of off-budget funds ex-
ceeded 20 billion rubles because of 
major contestants (participants). 
Based on the results of the past two 
selection rounds, the government 
will invest 18 billion rubles. 

the head of the Department 
of Strategy and Development 

(a branch of the Ministry of educa-
tion and Science) Igor remorenko 
let it be known that the winners will 
be carefully monitored. currently, 
a computer-based system through 
which business and universities will 
be held accountable on co-operation 
once a month is being developed. 
Having realized that expenditures 
will be strictly monitored, two com-
panies have already withdrawn 
their winning applications. 

While commenting on the broad 
and far-reaching changes in the 
system of russian science funding, 
Sergey Mazurenko gave journalists 
the following advice:

“We have to inform the public 
correctly. Very often, conversa-
tions arise about the underfunding 
of a scientific sector. now, we are 
discussing the heightened atten-
tion that the state is devoting to 
science. However, the landscape 
of russian science includes several 
areas. When I was a student at the 
Physico-technical Institute, Ka-
pitsa used to tell us: there is fun-
damental and applied research, 
but there is one science. Scientific 
research is carried out in various 
organizations. However, we cannot 
make do without fundamental sci-
ence either. now fundamental re-
search is strikingly different from 
newtonian experiments, and it re-
quires powerful tools and setups. 
even the most developed countries 
cannot cope alone with the task of 
creating these setups. We active-
ly participate in such projects as 
LHc, Ier, and the free electron-
based laser project. All this con-
firms serious focus on fundamen-
tal science. In addition, one of the 
tasks is to develop a large setup in 
russia; so the PIK in Gatchina is 
nearly completed. But now we are 
talking about applied science.” Igor Remorenko

Universities leading in cooperation and innovative infrastructure contest

universities cooperation program Innovative infrastructure

n.e. Bauman Moscow State technical university 3 1

Moscow Physico-technical Institute 3 1

national university of Science and technology “MISIS” 3 1

B. n. Yeltsin urals Federal university 3 1

Saint Petersburg electrotechnical university “LetI” 3 1

Kazan State university 3 1

M.V. Lomonosov Moscow State university 3 1
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International Evaluation Procedure 
for Supergrants

Ivan Sterligov, STRF.ru

Sergey Ivanets, director of the department of international integration at the Ministry of Education 
and Science, talks about the specifics of the evaluation procedures for inviting leading scientists 
(Decree of the Government of the Russian Federation dated April 9, 2010, № 220: “On Measures 
for Attracting Leading Scientists into Russian Higher Professional Educational Institutions”)

Are international experts 
involved in assessing su-
pergrant applications, as 

was promised earlier? 
Yes, of course. Of the 900 se-

lected experts, more than half are 
foreigners recommended to us by 
the American Association of uni-
versities, the Association of eu-
ropean universities, the Associa-
tion of universities and Institutes 
of Higher education of Germany, 
the Association of universities of 
Flanders, the International Bureau 
of the Federal Ministry of educa-
tion of the Federal republic of 
Germany, the American charita-
ble Foundation for Informational 
Support of education and Science, 
the united States national Science 
Foundation, and others. russian 
experts were mostly provided by 
the russian Foundation for Basic 
research. 

each application is sent to two 
russian experts and two foreign 
experts. If the opinions of the ex-
perts turn out to be completely op-
posite and cannot be reconciled, 
then that application is assessed by 
additional experts. the experts are 
paid, as that is the accepted prac-
tice, but I cannot say that this is a 
major expenditure. 

Has the evaluation procedure 
been launched? What is the time-
line for this procedure?

We plan on completing the ex-
pert evaluation procedure by the 
end of October. Most of the appli-
cations have already been sent out. 
Some of the experts have asked 
for more time, because of their 
personal schedules. But judging by 
the current progress, most experts 
need only a few days to complete 
the task. 

therefore, by the beginning of 
november we will have our win-
ners, who will be selected by the 
grant council. 

What is the role of formal cri-
teria, including those that char-
acterize publication activity and 
number of citations? 

Formal parameters that charac-
terize scientific expertise were re-
quired in the competition documen-
tation. these parameters are very 
important for the evaluation proce-
dure. In general, the expert evalu-
ates each application for a group 
of issues. these can be divided into 
three parts: one characterizes the 
leading scientist, his standing in the 
scientific community; the second 
characterizes the application project, 
its quality, and the predicted results 
of the project; the third character-
izes the higher education institution 
and its potential and ability to un-
dertake and complete the project. 

Of course, both formal and in-
formal criteria are important for 

evaluating all of these issues. How-
ever, there are criteria that can-
not be disputed, such as citation 
indexes. 

Will all the winners in natural 
and precise sciences have a high 
Hirsch index and citation index?

Here I must explain the role of 
the governmental grant council, 
which will be making the final de-
cision on the winners. the results 
of r&D competitions all over the 
world are decided based on the 
results of expert evaluation; how-
ever, the final decision is made by 
special committees or the heads of 
the organization which provides 
the funding. 

It was precisely for these rea-
sons that our council included re-
nowned scientists with the highest 
bibliometrical indices. they pos-
ses wide knowledge, which allows 
them to asses any application, and 
they can take various issues into 
account. However, the results of 
the expert evaluation are the basis 
for their decisions. 

Were applications concerning 
public and humanitarian fields 
also sent to international experts? 
Is there any difference in the 
treatment of the various scientific 
fields? 

there is none. there are no quo-
tas and no discrimination concern-
ing the themes of the applications. 
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But we can be sure that priority 
fields of research will yield much 
stronger applications. Won’t this 
mean that some lines of scientific 
research will be left with no win-
ners?

the council has selected 21 lines 
of research. there were no limita-
tions for applications. It is natural 
that they will be unevenly distrib-
uted between the various scientific 
fields. However, we do not think 
that any quotas are required. using 
them would make inviting the best 
leading scientists pointless. 

On the other hand, it is no good if 
all of the winners belong to the same 
scientific field. We would like to see 
some variety. But resolving this is-
sue is not up to the ministry; it will 
be decided by the council, which was 
created exactly for this reason. 

Among the applicants, some of 
which are renowned and highly 
cited scientists, there are some 
very elderly people. Is age a factor 
in evaluating the application? 

there are no formal limits on 
age. We have no reason to incor-

porate them. Of course we would 
like to see more leading scientists 
who are young and talented peo-
ple, since the task of creating a sci-
entific group requires an energetic 
approach. However, I think many 
would agree with me that some 
scientists who are no longer young 
will give any young researcher a 
run for their money.  

Of course the experts will fac-
tor age into their evaluation. their 
task is to evaluate the expertise of 
the applicant, taking activity and 
age into account. the experts can 
asses this by analyzing publica-
tions in recent years. If a 90-year-
old person publishes several arti-
cles every year, then there are no 
reasons to doubt his or her work-
ing ability. 

There is a certain group of ap-
plicants who are heads and deputy 
heads of major institutes and high-
er educational institutions. Some-
times they apply together with an 
educational institution in an adja-
cent city, let us say from Novosi-
birsk to Tomsk or from Moscow to 

Tver. What can you say about the 
participation of such people in the 
competition?

We have a formal requirement: 
the scientist must apply into a dif-
ferent Federation constituent en-
tity. this requirement must be 
fulfilled. However there is anoth-
er requirement: starting in 2011 
the scientist must spend at least 4 
months in the year working in the 
higher educational institution. In 
other words, the work of the lead-
ing scientist cannot be limited to 
“Skype supervision.” 

If you are a director or deputy 
director of an organization, then 
in order to leave your place of em-
ployment for several months you 
must resolve formal issues. We 
have a number of such applica-
tions. I think the council members 
(if they decide to grant such appli-
cations) will require a formal con-
firmation, which will acknowledge 
the possibility that the head of the 
organization will be absent from 
his post for the allotted time. this 
will be strictly enforced even be-
fore awarding the grants. 

How many “stars” will there 
be among the winners? Are there 
enough real world-class leading 
scientists among the applicants? 

My answer is this: the average 
Hirsch index is not that high, it is 
17.5. However, more than 70 ap-
plicants have an index in excess of 
30. In other words, a considerable 
number of applicants are indeed 
world-class researchers. the av-
erage citation index of the 10 best 
papers of each applicant is 559. 
However, more than a 100 people 
have a citation index in excess of 
1,000 and several tens of people 
have more than 2,000. 

thus, we have a considerable 
number of world-renowned and 
acknowledged scientists among 
our applicants. In other words, we 
have our choice of specialists. 

Sergey Ivanets
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ABSTRACT Toll-like receptors (TLRs) are major components of the innate immune system that recognize the conserved 
molecular structures of pathogens (pathogen-associated molecular patterns; PAMPs). TLRs are found in many dif-
ferent cell types, ranging from epithelial to immunocompetent cells. TLR binding triggers the expression of several 
adapter proteins and downstream kinases, leading to the induction of key pro-inflammatory mediators. This results 
in the activation of both the innate immune response (elevated expression of antiapoptotic proteins, proinflamma-
tory cytokines, and antibacterial proteins), as well as the adaptive immune response (maturation of the dendritic cells, 
antigen presentation, etc.). In consequence of their ability to enhance the specific and nonspecific immune reactions 
of an organism, TLR agonists are widely used in the therapy of infectious diseases and, as adjuvants, in the therapy 
of malignant neoplasia. However, to date, TLRs have had the opposite effects on tumor progression. On the one hand, 
TLR ligands can suppress tumor growth. On the other hand, TLR agonists can promote the survival of malignant cells 
and increase their resistance to chemotherapy. The purpose of this review is to summarize the available data on the 
effects of TLRs and their agonists on tumor progression, as well as the mechanisms underlying the differences in the 
effects of TLRs on tumor growth.
KEywORDS toll-like receptors, agonists of innate immune receptors, tumor progression, innate immune response, 
inflammation
ABBREVIATIONS TLR – toll-like receptor, LPS – lipopolysaccharide, NF-kB – nuclear transcription factor kB, PRR – 
pattern recognition receptor, PAMP – pathogen-associated molecular pattern, DAMP – damage-associated molecular 
pattern, IRF – interferon regulatory factor, ss- and dsRNA – single-stranded and double-stranded ribonucleic acid, 
TNF-α – tumor necrosis factor α, IL – interleukin, IFN – interferon, NK-cells – natural killers, siRNA – small interfer-
ing RNA, TGF – transforming growth factor

INTRODUCTION
According to the modern concept, inflammation is one 
of the main causes behind the appearance and progres-
sion of a tumor [1, 2]. the causative mechanism of this 
phenomenon is not well understood, although some key 
events at the site of the inflammation, required for the 
appearance and progression of a tumor, are known.

1) the cells localized on the site of the inflammation 
sustain a high activity of the transcription factor nF-kB 
[3], which is responsible for the expression of anti-inflam-
matory cytokines, many of them (GrOα,β,γ, IL-8, MIP-
3α) exhibiting a tumor-stimulating action [4, 5]. Moreo-
ver, nF-kB is regarded as a major antiapoptotic factor, 
as it activates the expression of a series of genes that en-
code antiapoptotic proteins, such as IAP, Bcl-2, Bcl-X, 
etc. these proteins elevate the cells’ resistance to various 
stress agents associated with inflammation [6, 7].

2) An inflammation is accompanied by the induc-
tion of the oxidative stress that causes the appearance 
and accumulation of mutations and genome rearrange-
ments in cells [8].

3) Many anti-inflammatory cytokines (GrOα/cXcL1, 
GrOβ/cXcL2, GrOγ/cXcL3, IL-8/cXcL8, MIP-3a, 

and IL-1) and growth factors (tGF-β1, PDGF, bFGF, 
tGF-α, IGF-I, IGF-II) that enhance the migration of 
stromal (fibroblasts) and epithelial cells, followed by their 
proliferation, are secreted at late stages of an inflamma-
tion [9]. In a chronic inflammation, processes of reparation 
and alteration often occur simultaneously, which enforc-
es the cells to proliferate under hypoxia and genotoxic 
stress conditions, thus increasing the risk of mutations.

the most common and well-studied cause of inflam-
mation is microbial invasion; the process by which the 
pathogen can affect, in one way or another, the host 
cell’s homeostasis.

One of these mechanisms is the interaction of the 
pathogen’s highly conserved molecular domains with 
pattern-recognizing receptors (Prr – rIG-I-like re-
ceptors, nod-like receptors, c-type lectins, toll-like 
receptors (tLrs), etc.) localized on the surface or intra-
cellular membranes of eukaryotic cells [10].

thanks to their capability to bind with various bacte-
rial ligands, Prrs play a crucial role in the development 
of an inflammation, by initiating the development of the 
innate immune response through increasing the expres-
sion of some antiapoptotic proteins, anti-inflammatory 
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Fig. 1. Toll-like 
receptors and 
their ligands.
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cytokines, and antibacterial proteins. they also stimulate 
the acquired immune response by inducing the matura-
tion of dendrocytes, presentation of the captured anti-
gen, and differentiation of naive t-helpers [11].

therefore, studies focusing on the role of Prrs in 
the induction of tumorigenesis and stimulation of tu-
mor progression in the course of bacterial infection are 
a pressing priority.

In this review, we focused our attention on the role 
of ТLrs in the development of inflammatory processes 
and attempted to gauge their interrelationship with tu-
mor progression.

the data accumulated to date suggest an association 
between ТLrs and tumor growth. However, these data 
are contradictory; both the tumor-stimulating [12, 13] 
and tumor-suppressing [14, 15] effects of trLs have 
been reported.

As such, we have sought to summarize the available 
data and brood over the possible mechanisms that un-
derpin the variations in the observed effects of tLrs 
on tumor growth.

THE ROLE OF ТLRs
ТLrs function as members of the Prr family that me-
diates specific recognition of conserved Pathogen-As-
sociated Molecular Patterns (PAMPs). tLrs activate 
the innate immune system by binding with РАМР 
and largely determine the development of the adap-
tive immune response [16, 17]. the most conserved role 
of ТLrs is the activation of the antimicrobial immune 
response in both the skin and mucosa of respiratory, 
gastrointestinal, and urogenital tracts.

ТLrs recognize microbial molecules, which results 
in the development of inflammatory reactions caused 
by the activation of the nF-kB regulating expression of 
anti-inflammatory cytokines (tnF-α, IL-1, IL-6, etc.) 
and chemokines (McP-1, McP-3, GM-cSF, etc.).

tLrs have been implicated in the transcriptional and 
posttranslational regulation (proteolytic cleavage and 

secretion) of antimicrobial factors, such as defensins 
α and β, phospholipase A2, lysozyme, and so on. [18]. 
tLrs intensify the phagocytosis of microorganisms and 
optimize their inactivation by regulating the release of 
peroxy radicals and nitric oxide [19, 20].

It is known that tLrs localized on the surface of en-
dothelial cells indirectly support the migration of leu-
cocytes into the inflammation focus by stimulating the 
expression of leucocyte adhesion molecules e-selectin 
and IcAM-1 [21].

the tLr stimulation directly leads to the elevation 
of interferon (IFn)-α/β production by both stromal and 
hematopoietic cells, which is important for the organ-
ism to defend itself against certain viral and bacterial 
infections [22]. Moreover, as was recently discovered, 
tLrs – via the activation of a series of factors, such as 
FADD, caspase 8, and protein kinase r (PKr) or the 
stimulation of IFn-α/β expression – can induce the 
development of apoptosis, an important mechanism of 
tissue protection against microbial pathogens [23].

tLrs play a crucial role in the regulation of the 
adaptive immune response. In particular, the tLr-
dependent activation of professional antigen-present-
ing dendritic cells is determinative in several essential 
processes providing the development of the adaptive 
immune response, such as the activation of mature t-
cells, processing and presentation of microbial antigens, 
elevation of the expression of the costimulatory mole-
cules (СD80, cD86) required for the activation of naive 
cD4+-t-cells, and suppression of regulatory t-cells via 
IL-6 production [24]. the tLr-dependent activation is 
also important for B-cell proliferation and maturation 
during the infection process [25].

thus, ТLrs play an important role in initiating the 
development of the inflammatory process (activation of 
innate immune reactions) in response to the introduc-
tion of various pathogens (including protozoa, fungi, 
bacteria, and viruses). Moreover, according to the mod-
ern view, pathogen recognition by tLrs is the midpoint 
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Table 1. Activation of the transcription factors NF-κB and 
IRF by different TLRs.

tLr type Activation of 
nF-κB Activation of IrF

tLr2/1/6
tLr3
tLr4
tLr5
tLr7
tLr8
tLr9

+
+
+
+
+
+
+

-
+ (IrF3)
+ (IrF3)

-
+ (IrF5, 7)
+(IrF5, 7)
+(IrF5, 7)

in the development of the adaptive immune response, 
which is the second line of defense [11]. tLrs also par-
ticipate in the functioning of the normal gastrointes-
tinal system and are implicated in the pathogenesis of 
autoimmune diseases (systemic lupus erythematosus), 
arthritis, atherosclerosis, and certain other disorders 
[26, 27]. recent data indicate that tLrs can either ac-
tivate antitumor immunity [28, 29] or, on the contrary, 
stimulate tumor progression [30, 31].

TLR STRUCTURE, ExPRESSION IN DIFFERENT 
CELL TyPES, AND SPECIFICITy TO VARIOUS 
MOLECULAR STRUCTURES (PAMP AND DAMP)
Based on their structure, tLrs are members of the 
family of IL-1 receptors (IL-1r). they are transmem-
brane proteins that are expressed on the cell’s surface 
and in subcellular compartments (particularly endo-
somes). tLr localization depends on the type of the rec-
ognized ligand. For example, the tLrs 1, 2, 4, 5, and 6, 
which bind with structural bacterial components, are 
localized on the cell’s surface, while the tLrs 3, 7, 8, 
and 9, primarily recognizing virus-associated nucleic 
acids (dsrnA, ssrnA, and DnA), are localized in en-
dosomes, where they interact with the ligands that ap-
pear after the deproteination of virions [16].

the tLr’s structure includes the n-terminal leu-
cine-rich repeat (Lrr) responsible for ligand binding, 
one transmembrane domain, and the c-terminal cy-
tosolic signaling domain (homologous to the intracel-
lular domain of IL-1r) [32].

tLrs are expressed in most types of cells in the 
human body, including non-hematopoietic epithelial 
and endothelial cells. the number of simultaneously 
expressed ТLrs and their combination are specific for 
each cell type; the largest number is observed in cells 
of hematopoietic origin, such as macrophages, neu-
trophils, and dendritic cells (table 1) [33].

to date, 13 different tLrs have been identified in 
mammals: 10 in humans and 12 in mice. the tLrs 1 
through 9 are conserved in humans and mice; howev-
er, some difference exists. the gene encoding tLr10 
is only found in humans, whereas the tLr11 gene is 
present in both species, but possesses functionality in 
mouse only [34].

the hallmark of tLrs that distinguishes them from 
the receptors of acquired immunity (t- and B-cell re-
ceptors) is their capability to recognize not just unique 
epitopes, but also the evolutionary-conserved patho-
gen-associated molecular patterns (PAMP), which are 
widely distributed in all taxa of microorganisms and 
viruses, regardless of their pathogenicity.

the specificity of PAMP recognition is well studied 
for the majority of tLrs. the ligands of tLr 1–9 and 
11 are now known (Fig. 1). the biological role and the 

specificity of human tLr10 and murine tLr 12 and 
tLr 13 remain unclear [16].

the most common microbial ligands of tLrs are the 
following:
- bacterial lipopeptides, lipoteichoic acid (LtA), and 
peptidoglycans; mycobacterial lipoarabinomannan; and 
zymosan from the fungal cell wall – which bind with 
tLr2 that forms heterodimers with tLr1, tLr6, and 
cD14;
- LPS of Gram-negative bacteria; the tLr4 ligand;
- flagellin, a principal component of bacterial flagella 
that activates tLr5;
- protozoan profilin-like structures binding with 
tLr11;
- DnA (demethylated cpG-islets) recognized by tLr9;
- dsrnA, the tLr3 ligand;
- ssrnA, the tLr7 and the tLr8 ligand.

It was shown recently that tLrs can be activated 
by many endogenous molecules, the so-called alarmins 
(hyaluronic acid, heat shock proteins, etc.), appearing in 
tissue decay. these heterogeneous in their nature and 
structure (PAMP and alarmins) substances recognized 
by tLrs are presently allied to one family called DAMP 
(Damage Associated Molecular Patterns) [35].

SIGNALING CASCADE ACTIVATED FOLLOwING THE 
INTERACTION OF TLRS wITH THEIR OwN LIGANDS
now, after describing the tLr’s structure and its ac-
tions, we can focus on the processes set in motion after 
their binding with their own ligands.

the binding of a ligand with tLr initiates a cascade of 
signals going back to the plasmatic tIr-domains of tLr. 
the signal from the tIr-domain – via the adapter mol-
ecules MyD88 (myeloid differentiation factor 88), tIrAP 
(tIr domain-containing adapter proteins), tIcAM1 
(trIF), tIcAM2 (tIr-containing adaptеr molecule 2) – 
is transmitted to the corresponding kinases (tAK, IKK, 
tBK, MAPK, JnKs, p38, erK, Akt, etc.) that specifical-
ly activate the transcription factors (nF-kB, AP-1, and 
IrF) responsible for the expression of various anti-in-
flammatory and antimicrobial factors. All tLrs, except 
for tLr3, transmit the signal to kinases using MyD88. 
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TLR4/MD-2

ЛПС

TLR1/2

Lipopeptide

Plasma membrane

TRAM MyD88 MyD88

Endosome

Extracellular 
domain

Transmembrane  
domain

TIR-domain

dsRNA
TLR3 TRIF TRAF TAK

RIP

IRF3 NF-kB AP-1

Nucleus

IRF3  NF-kB AP-1

Table 2. TLRs in clinical trials.

cancer tLr

non-small cell lung carcinoma, late stage
Melanoma, stage IV
Melanoma, stage IIIb/c or IV
Incompletely re-sectable pancreatic cancer
recidivism of  non-Hodgkin’s lymphoma
recidivism of  glioblastoma
chronic lymphocytic leukemia

tLr9
tLr7
tLr9

tLr2/6
tLr9
tLr9
tLr7

the tLr3 transmits the signal via tIcAM1, and tLr4 – 
via both MyD88 and tIcAM1 (Fig. 2).

Activation of one or the other factor depends on the 
type of tLr that is transmitting the signal. In particu-
lar, almost all tLrs (tLr2 and its co-receptors tLr1 
and tLr6, as well as tLr4–9 and tLr11) bind with 
their own ligands to activate nF-kB, one of the main 
factors regulating the expression of anti-inflammatory 
cytokines, such as IL-1, -6, -8, etc. Signal transduction 
via tLr3, 4, 7–9 leads to the activation of another fam-
ily of anti-inflammatory transcription factors, IrF. Sig-
nals transmitted via tLr3 or tLr4 lead to the activa-
tion of IrF3, which regulates the expression of IFn-β 
and is regarded as a crucial component of antiviral im-
munity. Signal transduction via tLr7–9 results in the 

activation of IrF-5 and IrF-7, as well as the expression 
of IFn-α, which is of critical importance for the antiviral 
defense. Signaling via tLr2 or tLr5 does not result in 
the activation of IrF family factors [36].

thus, the interaction of the particular tLr with its 
ligand triggers a signaling cascade that leads to the ex-
pression of a specific gene pattern (cytokines, antimi-
crobial factors, etc.).

However, many details of the triggering of tLr-de-
pendent signaling and its downstream effects still re-
main unclear. to the best of our knowledge, there is no 
reported data characterizing the overall transcriptome 
and proteome alterations occurring in response to the 
activation of distinct tLrs.

Fig. 2.  
TLR-dependent 
signaling path-
ways.
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Table 3. Effect of TLRs on tumor growth and development.

tumor-stimulating activity tLr Antitumor activity tLr

Stimulation of angiogenesis 2, 9 Suppression of angiogenesis 7, 9

Stimulation of proliferation 3, 4 Development of apoptosis 3, 4, 7, 9

chemoresistance 4 elevation of chemosensitivity 2, 4, 7

Activation of regulatory t-cells (t
reg

) 4, 5
Inhibition of t

reg
, antigen presentation 4, 5, 7, 8, 9

cytotoxicity 9

TLRS AND TUMORS
Fundamentally different effects of tLrs on tumors 
have been reported to date. On one hand, tLrs (and 
their ligands) can suppress tumor growth, on the other 
hand, they can stimulate tumor progression and influ-
ence tumor resistance to chemotherapy. In order to ex-
plain these contradictory data, we shall consider both 
cases in detail.

ANTITUMOR ACTIVITy OF TLRS
currently, many ТLr agonists are in clinical trials as 
antitumor agents (table 2). Particularly, both natural 
(ssrnA) and synthetic (imiquimod) agonists of ТLr7 
and tLr8 have demonstrated high activity against 
chronic lymphocytic leukemia and tumors of the skin 
[37]. the tLr9 ligand cpG can suppress the growth of 
lymphomas and tumors of the brain, kidney, and skin 
[28]. the tLr3 ligand poly(Ic) possesses a proapoptotic 
effect on both tumor and surrounding cells (for exam-
ple, endothelial cells) [38].

It has been reported that the ТLr4 agonists LPS 
from Gram-negative bacteria and OK-432 (picibanil; 
a lyophilized preparation of a low-virulence strain of 
Streptococcus pyogenes, inactivated by heating with 
penicillin G) possess high antitumor activity, when ad-
ministered intratumorally. However, both LPS and ОК-
432 could not suppress tumor growth upon systemic ad-
ministration [39]. At present, ОК-432 is being tested at 
the second stage of clinical trials as medication against 
colorectal and lung cancer. It has also been shown that 
OM-174, a chemical agonist of tLr2/4, can inhibit the 
progression of melanoma and increase the survival rate 
of animals in experiments when introduced together 
with cyclophosphamide [40]. these experiments have 
shown that tLr2/4 agonists induce the secretion of 
tnF-α and expression of inducible nO-synthase. nO 
is known to induce apoptosis in tumor cells resistant to 
chemotherapy, thus prolonging the lifespan of mice. 
Another known antitumor preparation of microbial 
genesis is BcG (Bacillus calmette-Guérin), which ac-
tivates tLr-dependent reactions (tLr2, 4, 9). this 
preparation has been successfully used in the therapy 

of urinary bladder tumors for over 30 years [41].
Of note, various tLr agonists are presently in clini-

cal trials as potential medications against tumors of dif-
ferent geneses (table 2).

One of the main mechanisms underlying the antitu-
mor activity of tLrs is their capability to activate the 
development of a tumor-specific immune response. the 
activation of tLrs
1) stimulates (directly or indirectly) the migration of 
nK-cells, cytotoxic t-cells, and type I t-helpers into the 
tumor, which causes the lysis of tumor cells via secretion 
of various effectors (perforin and IFn-γ) [42]; and
2) results in the secretion of type I IFns (IFn-α, β) [43].

Another possible mechanism underlying the anti-
tumor effect of tLrs is the tLr-dependent transition 
of tumor-stimulating macrophages (M2 type) into the 
tumor-suppressing type M1. type M2 macrophages are 
characterized by the expression of cytokines, such as 
tGF-β and IL-10 ---components required for tissue re-
pair and remodeling. tGF-β stimulates tumor cell prolif-
eration, while IL-10 directs the development of the im-
mune response to th2, thus blocking the development of 
the cellular antitumor immune response. Alternatively, 
type M1 macrophages express IL-1, -6, -12, tnF-α, and 
IFn-γ, thereby  stimulating the development of the cel-
lular antitumor (th1) immune response [44].

TUMOR-STIMULATING ACTIVITy OF TLRs
chronic infections and inflammations are the most im-
portant factors known to stimulate the development of 
a malignant neoplasm. In particular, stomach cancer can 
be associated with a chronic inflammation induced by a 
pathogen; namely, Helicobacter pylori, and a chronic in-
flammation of the digestive tract is often associated with 
colorectal cancer [45]. Moreover, in some cases the use of 
nonsteroidal anti-inflammatory drugs can decrease the 
risk of malignant neoplasm development [46].

ТLrs are key players in the system of innate immu-
nity in animals, including humans; they participate in 
the mechanisms of inflammatory response when the 
cells come into contact with various pathogens. the role 
of tLrs in the development and progression of vari-
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ous tumors is being studied in detail currently. Several 
mechanisms have been proposed to explain ТLr impli-
cation in the stimulation of tumor formation and devel-
opment (table 3).

nF-κB is one of the major factors that provide the 
interrelationship between chronic inflammation and 
tumor formation [47]. this factor is constitutively acti-
vated in more than 90% of human tumors, such as acute 
and chronic myeloid leukemia, prostate cancer, multi-
ple myeloma, hepatocarcinoma, etc. [48, 49]. In relation 
to this, the agents that are capable of activating nF-κB 
can be directly implicated in tumor development and 
progression. the interaction of pathogens with tLrs 
on the cell’s surface is known to result in the activa-
tion of nF-κB and expression of nF-κB –dependent 
genes, thus determining the participation of tLrs in 
the stimulation of carcinogenesis. the activation of nF-
κB leads to an increase in the level of IL-1, IL-2, IL-6, 
IL-10, and tnF-α cytokine production, migration of 
immune cells to the inflammation’s focus due to the in-
creased production of chemokines, “maintenance”of 
chronic inflammation, increase in the production of 
anti-apoptotic factors, etc. these indicated properties 
can promote tumor survival and progression due to the 
inhibition of apoptosis and cytotoxicity, and induction 
of angiogenesis [50].

An elevated level of tLrs has been reported in vari-
ous tumor cells, and the frequency of induced tumor 
formation is decreased in TLR knockout mice [67]. 
Moreover, the increase in tLr expression on prostate 
cancer or head and neck tumor cell surfaces can stimu-
late their proliferation [51].

Huang and associates [31] have demonstrated that 
Listeria monocytogenes has a direct tumor-stimulating 
effect associated with its ability to activate the tLr2-
dependent signaling pathways in ovary cancer cells. 
Moreover, the tLr2-dependent activation of nF-κB 
caused by L. monocytogenes results in an enhanced re-
sistance of tumor cells to chemotherapeuticals [31]. the 
interrelationship between tLr2 and tumor progression 
has been confirmed in another independent study, in 
which Karin et al, [67] proved this receptor’s key role 
in lung cancer metastasis formation. Metastasis and 
progression of tumors are essentially retarded in TLR2 
knockout mice, compared with wild-type mice. the 
key role in lung cancer progression belongs to myeloid 
cells expressing tnF-α in response to their stimula-
tion by versican (proteoglycan of extracellular matrix, 
ligand for tLr2, the level of which is elevated in many 
tumor cell types). In our research, we also studied the 
role of tLr2 in tumor progression. In particular, infec-
tion with mycoplasma (Mycoplasma arginini) or the 
addition of its structural components (LAMP) to the 
cells expressing tLr2 resulted in the suppression of 

apoptosis and acceleration of tumor growth in vivo [52, 
53]. thus, tLrs have a tumor-stimulating effect that is 
mediated by myeloid cells [54].

Similar data was obtained for tLr4, another member 
of the tLr family. Systemic (intravenous) injection of 
LPS (the ligand of this receptor) stimulated breast aden-
ocarcinoma cell migration, increased their invasion, and 
stimulated angiogenesis in tumors as well [30]. Similar 
results were obtained on another model – colorectal ad-
enocarcinoma; LPS increased the survival of tumor cells, 
stimulated their proliferation, and, when injected intra-
peritoneally, enhanced metastasis [55]. Moreover, Huang, 
et al.  have demonstrated that tumor cells expressing 
tLr4 cause a substantially more aggressive develop-
ment of  a disease, reducing the lifespan of mice in com-
parison with mice of isogenic line with tLr4 inactivated 
by specific sirnA. the obtained data has made possible 
the supposition that endogenous ligands (heat shock pro-
teins, β-defensines, and endogenous LPS thrown from 
the gut) can influence the progression of tLr4-positive 
tumors, partially akin to the tumor-stimulating effects 
of tLr2 and its endogenous ligand versican [56].

However, data illustrating the tumor-stimulating 
effect of tLrs have been obtained not only for tLr2 
and tLr4; elevated expression of tLr5 and tLr9 on 
the cervical epithelial cell’s surface can be associated 
with cervical cancer progression [57] as well. A high 
level of tLr9 expression was observed in clinical sam-
ples of lung cancer and tumor cell lines. In these cells, 
tLr9 stimulation by specific agonists resulted in in-
creased production of tumor-associated cytokines [58]. 
the tLr9 level is also elevated on the surface of hu-
man prostate cancer cells [59]. the treatment of such 
cells with the tLr9 ligands cpG-oligodeoxynucleotide 
(ODn-cpG) or bacterial DnA elevated the invasion 
of tumor cells. the elevation of tumor cell invasion via 
tLr9 activation can be regarded as a new mechanism 
by which chronic infections can stimulate prostate can-
cer cell growth.

However, not only various infectious agents and 
their structural components can stimulate carcinogen-
esis via interaction with the tLrs. DAMP, the nuclear 
and cytoplasmic proteins of necrotic cells, are known to 
serve as trL ligands. DAMP released from damaged 
cells can be recognized by various tLrs on the surface 
of immune cells with subsequent activation of tLr-
dependent signals resulting in the suppression of the 
antitumor immune response and, as a consequence, in 
the stimulation of tumor progression [60].

the molecules that potentially possess a tumor stim-
ulating effect include heat shock proteins (HSP60, 70), 
AtP and uric acid, the ca2+-modulating protein family 
(S100), the protein HMGB1 and nucleic acids, whose 
DnA-binding protein HMGB1 is the most well-studied. 
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HMGB1 released from damaged cells activates the im-
mune system via interaction with tLrs. In cell cultures, 
HMGB1 was shown to stimulate melanoma, as well as 
breast, colon, pancreas, and prostate cancer cell growth. 
HMGB1 can activate tLr2 and tLr4 on the surface of 
tumor and immune cells and, as a result, induce tumor 
progression and metastasis [61].

elevated expression of DAMP proteins, particularly 
S100 family members, is shown in melanoma cells; these 
proteins can stimulate the growth of melanoma cells 
and lymphocytes, peripheral blood lymphocytes, and 
act as an autocrine tumor growth factor. the S100A4 
protein, being a tLr ligand, stimulates the metastasis 
of breast cancer cells, and its elevated expression is an 
indicator of a poor prognosis. In spite of the interrela-
tionship between S100A4 and metastasis, the protein 
can be expressed in macrophages, lymphocytes, and 
fibroblasts. recent studies have shown that the S100A8 
and S100A9 proteins produced by primary tumor can 
activate serum amyloid A (SAA) 3 in lung tissues, 
thereby creating conditions for the formation of a met-
astatic niche. SAA3 is a ligand for tLr4 on the surface 
of lung endothelial cells and macrophages. tLr4 acti-
vation facilitates the migration of tumor cells from the 
primary focus into the lung tissue via the creation of a 
microenvironment favorable to tumor growth. thus, 
the suppression of the S100–tLr4-signaling pathway 
effectively counteracts the formation of metastasis in 
the lung [62].

In summing up the described effects, one can come 
to the conclusion that tLr can, on the one hand, di-
rectly or indirectly participate in tumor progression, 
and, on the other hand, increase tumor cell resistance 
to proapoptotic agents.

the data presented illustrate a complex mechanism 
showing the tumor-stimulating effect of tLrs and 
their ligands, which is to be studied in detail. However, 
despite the complexity of the issue, one can highlight 
some key points that determine the tumor stimulating 
effect of tLrs:

1) tLr interaction with its own ligands induces the 
activation of the nF-κB transcription factor and, as 
a consequence, an increase in the production of vari-
ous pro-inflammatory cytokines (IL-6, McP-1, MIF, 
GrO-α, etc.), as well as a number of anti-apoptotic 
proteins, which facilitates a direct or indirect tumor-
stimulating effect;

2) tLr-dependent activation of myeloid cells and 
their progenitors is apparently the determining factor 
in the formation of metastasis. A series of independent 
works have demonstrated that myeloid cells migrat-
ing from the bone marrow (in response to endogenous 
stimulation) into tissues play a key role in the formation 
of metastasis niches [30, 54]. Since endogenous (versi-

can, fibronectin, etc.) and exogenous (microbial origin) 
tLr ligands are known to be capable of stimulating 
myeloid cells and their progenitors and increasing the 
metastatic potential of the tumor, it is very likely that 
an interrelationship exists between the tLr-depend-
ent activation of myeloid cells and their subsequent in-
volvement in metastasis;

3) tLr activation can stimulate angiogenesis via 
angiogenic factors, such as IL-8, vascular endothelial 
growth factor (VeGF), and matrix metalloproteinases 
(MMP), as well as enhance the adhesive and invasive 
activity of tumor cells, in line with the increase in the 
permeability of blood vessels.

TOLL-LIKE RECEPTORS IN TUMOR THERAPy
Antitumor therapy based on the delivery of tLr lig-
ands into the foci of tumor growth seems promising, 
because tLr agonists can induce an antitumor immune 
response by regulating the function in immune cells 
localized in the microenvironment of the tumor. the 
imiquimod containing the tLr7 agonist may represent 
an example of such therapy. this drug is used against 
actinic keratosis and basal cell carcinoma. the possi-
bility of using this drug as an adjuvant in the therapy 
of melanoma is also under study [63, 64]. Yet another 
tLr7 agonist, 852A, is used in tumor therapy. Pres-
ently, the possibility of using 852A against chronic 
lymphoid leukosis and other solid tumors is under con-
sideration [65]. ODn-cpG, a tLr9 agonist, induces the 
activation and maturation of dendrite cells and stimu-
lates the development of the t-cellular antitumor re-
sponse. clinical trials of tLr9 agonists are presently 
under way in the context of their safety and efficacy 
in the therapy of breast, colorectal, and lung cancers, 
melanoma, glioblastoma, etc. [28]. Macrophage-acti-
vating lipopeptide-2 (MALP-2), a tLr2/6 agonist, has 
shown encouraging results in the therapy of pancre-
atic cancer; the intratumoral injection of MALP-2 with 
gemcitabine during laparotomia substantially increased 
the lifespan of patients with incompletely re-sectable 
cancer (from 9 to 17 months) [66]. the described exam-
ples demonstrating the effective use of tLr agonists in 
tumor therapy are evidence of their potential, as well 
as the reasonableness of further studies directed to-
ward the development of antitumor pharmaceuticals 
with a similar mechanism of action.

However, as mentioned above, many tumor cells 
can express tLrs on their surface, and the direct in-
teraction of these cells with tLr ligands can enhance 
the progression of the tumor and make it less sensitive 
to chemotherapy. thus, it is likely that tLr agonists 
permanently circulating in an organism (pathogenic 
microorganisms that can overcome the immune bar-
rier; LPS of bacteria comprising normal gut microflora, 
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which can be thrown into the bloodstream; and own 
endigenous ligands) can directly or indirectly favor the 
advancement of tumor progression.

In this regard, a promising avenue for the therapy 
of malignant tumors is an approach directed toward 
the suppression of tLr-dependent signaling pathways. 
the employment of nF-κB inhibitors can be distin-
guished as a known approach that is already used in 
the therapy of malignant tumors.

the constitutive activation of nF-κB is observed in 
tumors, such as Hodgkin’s lymphoma (Hodgkin’s dis-
ease), acute lymphoblastic leucosis, multiple myeloma, 
breast, colon, lung, ovary, and prostate cancers, various 
lymphomas, liver cancer, and melanoma, amongst oth-
ers [48, 49].

the following pharmaceutical groups are used for 
the suppression of nF-κB activity: nonsteroidal anti-
inflammatory agents; substances-inhibiting IKK and 
cOX-2 activities; natural and bioavailable inhibitors of 
IKKβ, such as flavonoids, prostaglandins, BMS-345541, 
PS1145, Sc-514, and SPc839; as well as proteasome 
inhibitors that inhibit  nF-κB activity by preventing 
IkB degradation, such as bortezomib (PS-341), irinote-
kan, gemcitabine, and other drugs widely used in the 
therapy of tumors of the colon, small intestine, stom-
ach, pancreas, etc. [67].

Since nF-κB is a key component of the tLr-depend-
ent signaling pathway, the use of its inhibitors seems 
promising for the suppression of tLr-dependent stim-
ulation of tumor growth.

In our opinion, other promising targets are tLrs 
themselves. Since tLr2 and tLr4 (receptors implicat-
ed in the stimulation of tumor growth) are expressed 
on the cell’s surface, specific molecules (antibodies, 
chemical inhibitors) suppressing their functional activ-
ity seem usable. Antibodies that inhibit tLr activities 
are currently available; however, data on their clinical 
use have not been reported yet.

CONCLUSION
ТLrs are members of the Prr family. the actions asso-
ciated with their activation go beyond reactions of the 
innate immune response. Participation in dendritic cell 
activation, regulation of specific t- and B-cellular im-
mune responses, elevation of IFn expression, etc., pro-
vide for the tLr’s implication both in the development 
of effective innate and adaptive immune reactions in 
response to the penetration of various pathogens into 
the organism, and in supporting tissue homeostasis. the 
reported data in abundant research is evidence that 
it is possible to use tLr ligands as adjuvants for the 
immune therapy of malignant neoplasms. It is known, 
however, that tLr activation on the surface of tumor 
cells can result in enhanced progression of tumors of 

various origins.
Such a difference in effects primarily depends on 

the ligand type. As shown in table 1, tLr can be di-
vided into two groups: inducing and noninducing IFn 
production. As a rule, the addition of tLr3, 4, 7, 8, and 
9 agonists that activate Ire considerably suppresses 
tumor growth. However, there is currently no data in-
dicating any anti-tumor effect of the agonists of tLr2, 
which, unlike the listed receptors (tLr3, 4, 7, 8, 9), 
cannot activate the production of IFn type I. the way 
they are introduced is yet another feature leading to 
differences in the effects of tLr agonists on tumors. 
Intratumoral introduction of tLr3, 4, 7, 8, 9 ligands in-
duces tumor cell death and, in most cases, a decrease 
in the tumor’s size. the most probable explanation for 
the anti-tumor activity of these tLrs is their capabil-
ity to (A) induce local expression of IFn types I and II, 
which are known to induce tumor cells death, and (B) 
activating cell immunity in response to the interaction 
with ligand. the death of tumor cells, their phagocy-
tosis, and subsequent presentation of tumor-specific 
antigens cause additional stimulation of specific anti-
tumor immunity. However, a series of works [30, 55, 
56] have demonstrated that a systemic introduction of 
tLr4 ligands is often associated with the stimulation of 
tumor growth. In our opinion, this difference is related 
to the fact that intratumoral injection of tLr4 ligand 
(LPS), compared with its systemic introduction, results 
in substantially higher IFn accumulation directly in 
the tumor. Since IFns are short-distance effector pro-
teins acting at sufficiently high concentrations, their 
production outside the tumor (at systemic introduction) 
does not result in tumor cell death and, hence, in the 
development of anti-tumor immunity. Inflammatory 
cytokines and chemokines can play a dual role after a 
local or systemic introduction of LPS: they either favor 
the development of anti-tumor immunity after intra-
tumoral injection of LPS, or positively influence the 
growth of the tumor, resistance of its cells, and metas-
tasis potential after the systemic introduction of LPS in 
the absence of targets for the immune system.

thus, the available data suggest that tLr agonists 
have a dual effect on tumor growth. this dual tLr ef-
fect is indicative of the more complex functional role 
of tLrs in tumor biology. Such a role by tLrs is obvi-
ously beyond the frame of a simple nF-κB activation. 
the influence of various tLr ligands on tumors must 
be studied taking into account multiple factors, includ-
ing the tLr expression level, type of tissue from which 
the tumor originates, the tumor’s microenvironment, 
and many others. the systemic study of tLr’s role and 
functions in tumor cells can contribute substantially to 
the development of new antitumor pharmaceuticals 
with a tLr-dependent mechanism of activity. 
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ABSTRACT Mammalian embryonic stem cells (ESC) have a number of specific properties that make them a unique 
object of fundamental and applied studies. In culture, ESC can remain in an infinitely undifferentiated state and dif-
ferentiate into descendants of all three germ layers – ectoderm, endoderm, and mesoderm – that is, they can poten-
tially produce more than 200 cell types comprising the body of an adult mammal. These properties of ESC are refered 
to as self-renewal and pluripotency. In this review, the basic signal pathways implicated in the maintenance of ESC 
pluripotency are considered. The major genes comprising a subsystem of “internal regulators of pluripotency,” their 
protein products and regulators, are characterized, and interaction with other factors is described as well. The role of 
epigenetic mechanisms and microRNAs in the system of ESC self-renewal and pluripotency, as well as the relationship 
between pluripotency and X-chromosome inactivation in female mammals, is discussed.
KEywORDS: embryonic stem cells, pluripotency, transcription factors, X-chromosome inactivation
ABBREVIATIONS: ESC – embryonic stem cell, mESC – murine ESC, hESC – human ESC, TSC – trophoblast stem cell, 
iPSC – induced pluripotent stem cell, ICM – inner cell mass, HCNE – highly conserved non-coding element

MAMMALIAN EMBRyOGENESIS AND STEM CELLS . 
PLURIPOTENT CELLS in vivo AND in vitro
Development of any mammal begins from a single cell, 
called the zygote. Its successive division and differen-
tiation of daughter cells eventually results in the for-
mation of an organism composed of more than 200 cell 
types, each executing a specific function via the forma-
tion of tissues and organs in which different cell types 
interact with each other. these functional, biochemi-
cal, and physiological specificities of distinct cell types 
depend on the characteristic pattern of gene expres-
sion. All the diverse forms of rnA transcribed in the 
cell nucleus are called “transcriptome,” which (unlike 
genome) is distinctive of the cell type and differs in dif-
ferent cell types within the body. the cell transcrip-
tome is determined by a tight interaction between the 
genetic and epigenetic systems. the former includes 
transcription factors, the proteins modulating expres-
sion of target genes at the transcription level. the latter 
includes proteins providing differential gene transcrip-
tion via the changing and maintenance of the chroma-
tin structure by a chemical modification of the DnA in 
promotor regions, particularly the 5′-methylation of 
cytosines in cpG islets, and methylation and acetyla-
tion of histones, amongst other modifications. regula-
tion of gene transcription also involves the micrornAs 

(mirnAs) controlling gene expression at the posttran-
scriptional level [1].

Detached cell types, the so-called stem cells, are 
present at different stages of mammalian ontogenesis. 
these cells are characterized by a unique transcriptome 
and a complex of genetic and epigenetic components al-
lowing self-renewal; i.e., sustaining the stem status for 
a short or long time (depending on the stem cell type) 
and maintaining the capability of differentiation into 
various secondary cell types [2]. Stem cells may be sub-
divided into several subtypes, depending on how wide 
the daughter cell type spectrum is [2].

totipotent cells can differentiate into all the possible 
cell types that a mature mammalian body consists of. 
these cells are also implicated in the formation of ex-
traembryonic tissues and organs, particularly placenta. 
In mammals, the only totipitent cells are the zygote and 
early cleavage stage blastomers.

Pluripotent cells can differentiate into descendants 
of all three germ layers: ectoderm, mesoderm, and en-
doderm. During ontogenesis, pluripotent cells can form 
a mature mammal body. However, they cannot produce 
extraembryonic tissues and organs. Pluripotent cells are 
in the inner cell mass and epiblast of mammal embry-
os, as well as their descendants, embryonic stem cells 
growing in vitro. Besides, embryonic germ cells that 
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originate from gamete precursors and epiblast stem 
cells isolated from postimplantation mouse embryos are 
also pluripotent [3–5]. In recent years, methods allow-
ing to make mature differentiated cells pluripotent by 
the introduction of exogenous factors have been devel-
oped. these cell types are called induced pluripotent 
stem cells (iPScs). to date, iPSc lines of human, mouse, 
and some other mammals have been isolated [6–8].

Multipotent cells are region-specific stem cells (those 
of a mature body, which are located among differenti-
ated cells of various tissues) that can differentiate into 
several cell types. examples of such cells are hemat-
opoietic stem cells differentiating into blood cells.

unipotent cells are precursors of only one cell type. 
For instance, spermatogonial stem cells are precursors 
of male gametes.

As already mentioned, mammalian embryo blastom-
ers are totipotent up to an eight-cell stage. each blas-
tomer of an 8-cell embryo possesses the potential to 
form all possible cell types, including the cells compris-
ing extraembryonic organs. this property of mamma-
lian blastomers was confirmed in experiments on the 
construction of aggregation chimeras. However, a tran-
sition to the 16-cell stage (morula) is associated with the 
first differentiation event. each of the eight blastomers 
undergoes either a symmetrical division to form two 
polar outer cells of morula or an asymmetrical divi-
sion to form a polar outer cell and a nonpolar, relatively 
small, cell localized within the embryo. thus, the fourth 
division of zygote produces an embryo composed of two 
first-specialized cell groups: the outer polar and the in-
ner nonpolar cells [9]. Following the next two-cell divi-
sions, the outer polar cells of morula form the outer cell 
layer called trophectoderm. It is required for the im-
plantation of the embryo into the uterine endometrium 
and formation of placenta. the trophectodermal cells 
form a sphere with the inner cavity, the blastocele. the 
inner nonpolar cells of the morula are transformed into 
the embryo inner cell mass (IcM) located at one end of 
the blastocyst on the inner side of the trophectodermal 
layer. Preceding implantation into the uterus, IcM is 
divided into two layers: the epiblast (primitive embry-
onic ectoderm) and the hypoblast (primitive embryonic 
endoderm). throughout the course of its development, 
the epiblast gives rise to the embryo body (all tissues 
and organs), whereas the hypoblast forms the yolk sac. 
thus, the mammalian preimplantation embryo (blasto-
cyst) is composed of three compartments: the trophec-
toderm, the hypoblast, and the epiblast, two of which 
(trophectoderm and hypoblast) produce extraembry-
onic tissues and organs and one that forms all the fetal 
tissues during further development [10]. the structure 
of preimplantation embryos is very similar in different 
mammalian species. the blastocysts of primates closely 

resemble those of rodents, featuring a greater number 
of cells and morphology after implantation. However, 
despite their similar structures, the blastocysts of pri-
mates differ from those of rodents in the time of com-
partmentation (into the trophectoderm, hypoblast, and 
epiblast) and are characterized by a longer preimplan-
tation development (7-10 days in primates compared 
with four days in mice) [11].

All three compartments of preimplantation em-
bryos (the epiblast, trophectoderm, and hypoblast) are 
sources of stable stem cell lines called embryonic stem 
cells, trophoblast stem cells, and extraembryonic stem 
cells, respectively. cultured stem cells keep most of the 
features characteristic of their precursors, such as the 
gene expression pattern, epigenetic features, and many 
biochemical and physiological parameters. the stem 
status and correspondence of cell lines to their precur-
sors existing in vivo is best demonstrated by injecting 
the cells into a recipient blastocyst. After eSc injec-
tion, both tSc and extraembryonic ectodermal cells 
become involved in embryogenesis, contributing to the 
formation of the corresponding embryonic or extraem-
bryonic tissues and organs. All three cell types isolated 
from preimplantation embryos require specific culture 
conditions, such as the medium composition and pres-
ence of growth factors, in order to maintain their stem 
status. Sometimes, co-cultivation is necessary with 
other cell types synthesizing the factors required for 
maintenance of the undifferentiated state of stem cells 
[12–18].

embryonic stem cells that possess self-renewal and 
pluripotency features are of particular interest. Self-
renewal implies the capability of infinite symmetrical 
division leading to the appearance of two pluripotent 
cells. As mentioned above, pluripotency is the capabil-
ity of a stem cell to differentiate into cell derivatives 
of all three germ layers, but not extraembryonic tis-
sues. Pluripotency is the characteristic that makes eSc 
a unique model for the investigation of the processes 
underlying cell differentiation and opens a broad ave-
nue for eSc use in fundamental research into biological 
events at early stages of mammalian ontogenesis, in-
cluding chromosome X inactivation, epigenetic genome 
changes, etc. Moreover, eScs have practical use. their 
unique features can be used in trials of novel drugs and 
studies of the toxicity of chemical substances. eScs are 
a prominent source of biological material for cell re-
placement therapy in human diseases, although the is-
sue of how safe they are remains unsettled and under 
study.

At the moment, the focus of studies of eSc self-re-
newal and pluripotency is on their molecular basis. to 
date, it is known that a complex system of cell-surface 
proteins, their molecular signaling pathways, and the 
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transcription factors initiating or modulating target 
gene transcription sustain the pluripotency of pre-
implantation embryo cells and eScs. Several signal-
ing cascades/pathways are implicated in maintaining 
pluripotency. these pathways constitute an external 
pluripotency regulation subsystem. A considerable 
body of experimental data suggests that this subsystem 
is not conservative. In particular, some signaling mol-
ecules, such as LIF and BMP4, have opposite effects on 
the self-renewal of mouse and human eScs [19–21].

In addition to the subsystem of external regulators 
of pluripotency, there is a subsystem of internal regula-
tors which includes three transcription factors: Oct4, 
SOX2, and nAnOG. these factors have a broad spec-
trum of target genes in murine and human eScs, and 
their effect, unlike that of signaling pathways, is exclu-
sively directed toward maintaining self-renewal and 
pluripotency in various mammals [22, 23].

recent data suggest a tight link between the two 
subsystems in ensuring a stable functioning of the en-
tire system that sustains self-renewal and pluripotency 
[24] (Fig. 1). the subsystems have also proved to inter-
act with proteins comprising the system of epigenetic 
regulation of gene expression (Polycomb and other pro-
teins) and with mirnAs specific for eScs or various 
differentiated cell descendants.

SIGNALING CASCADES TRIGGERED By INTERLEUKIN LIF
Initially, murine eSc lines were obtained using either 
mitotically inactivated fetal fibroblasts forming a feed-
er layer or a conditioned medium in which teratocarci-
noma cells or fetal fibroblasts were preliminarily grown 
for a given amount of time [12, 13]. Mouse eSc cultur-
ing without a feeder layer or in an unconditioned me-
dium resulted in cell differentiation. the nature of the 
agent secreted by fetal fibroblasts and required for sus-
taining the undifferentiated state of eScs was deter-
mined later: the agent was interleukin LIF (Leukemia 
Inhibitory Factor), a member of the IL-6 family [25]. 
the recombinant LIF protein is currently widely used 
to isolate and culture mouse eScs, in order to avoid the 
use of both a feeder and conditioned medium [26, 27]. 
the LIF protein, via interaction with a heterodimeric 
receptor LIFrβ-gp130 localized on the cell membrane, 
can activate three signaling cascades: JAK (tyrosine 
kinase Janus)-StAt3 (signal transducer and activa-
tor of transcription-3), the PI3K (phosphatidylinositol 
3-kinase)-mediated pathway, and the MAPK (mitogen-
activated protein kinase) cascade. Only JAK-StAt3 is 
activated solely by LIF, whereas the other two cascades 
are triggered by multiple molecular signals [24].

In the JAK-StAt3 cascade, LIF is the initial mo-
lecular signal that activates the transcription factor 

Fig. 1. System of “exter-
nal and internal regulators 
of pluripotency” in human 
ESC. Signal molecules 
and receptors on the cell 
plasmatic membrane are 
indicated by dark circles 
and blue rectangles, 
respectively. Gray, red, 
and green ovals indicate 
molecules involved in 
signal transmission from 
receptors to the cell’s 
nucleus and regulation of 
gene expression, togeth-
er with the transcription 
factors OCT4, SOX2, and 
NANOG in the cell’s nu-
cleus. Arrows represent 
activation and stoppers – 
repression as well and 
activity of SMAD1/5/8 
which induces hESC dif-
ferentiation.

cytoplasm

nucleus
regulation of gene expression

β-catenin

β-catenin

β-catenin
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StAt3. Its binding with the LIFrβ-gp130 receptor 
causes the activation of phosphoprotein kinases. Both 
the Janus tyrosine kinase and immunoreactive phos-
photyrosine kinase phosphorylate the tyrosine resi-
dues of the cytoplasmic part of the LIFrβ-gp130 het-
erodimer. the transcription factor StAt3 binds to the 
phosphotyrosine residues of the activated LIFrβ-gp130 
heterodimer and undergoes subsequent phosphoryla-
tion and dimerization. Phosphorylated StAt3 dimers 
are transported into the cell nucleus, where they inter-
act with the target genes [25, 28].

the important role of the LIF-StAt3 signaling 
pathway in sustaining the self-renewal of murine eScs 
has been convincingly shown [29]. On the other hand, 
abundant data suggest a LIF-StAt3-independent 
mechanism sustaining eSc pluripotency in humans 
and other primates [21, 30].

up until recently, not much data was available re-
garding the mechanisms of LIF implication in the 
maintenance of murine eSc pluripotency. recent data 
provided by niwa and colleagues [24] suggests the 
integration of LIF-triggered molecular cascades into 
the subsystem of internal regulators of pluripotency, 
whose components are the genes Oct4, Sox2, and Na-
nog (Fig. 1). this integration takes place via two path-
ways: JAK-StAt3 and PI3K-mediated. StAt3 acti-
vates the expression of KLF4 (Krüppel-like factor 4), 
which, in turn, is a positive regulator of the Sox2 gene. 
In parallel, the PI3K signaling cascade activates a gene 
encoding another transcription factor, tBX3, which 
then activates the Nanog gene. Moreover, inhibitors of 
MAPK that mediate the third, LIF-activated signaling 
cascade cause the accumulation of the tBX protein in 
the cell’s nucleus and the activation of the Tbx3 and 
Nanog genes (Fig. 2). Moreover, LIF can indirectly (via 
MAPK) activate tBX3 transport (Fig. 2), but this path-
way seems to be inhibited by some third factor.

TGFβ/ACTIVIN/NODAL, BMP, AND BFGF 
(FGF2) SIGNALING PATHwAyS
the tGFβ (transforming growth factor-β) superfamily 
includes a large number of signaling molecules (about 
40 putative protein ligands of tGFβ are found in hu-
mans). this superfamily may be subdivided into two 
large groups of activators:

1) tGFβ/ActIVIn/nODAL activating the tran-
scription of SMAD2/3 (similar to mothers against de-
capentaplegic homologue) transcription factor genes 
via receptors of ALK4 (activin-like kinase 4), ALK5, 
and ALK7;

2) BMP (bone morphogenic protein)/GDF (growth 
differentiation factor) activating SMAD1/5 via the re-
ceptors of ALK1, ALK2, ALK3, and ALK6. Also, two 
proteins of the SMAD family are inhibitors of the same 

family members: SMAD6 selectively inhibiting the 
SMAD1/5 and SMAD7 suppressing protein activators 
in both branches of the tGFβ superfamily [31].

the tGFβ/ActIVIn/nODAL signaling pathway 
plays an essential role in sustaining human eSc (heSc) 
pluripotency. the ActIVIn and nODAL proteins act 
via the same receptors to suppress heSc differentia-
tion [32–34]. Human eScs express both the AcVr1B 
and AcVr1B receptors and the tDGF1 (crYPtO) 
coreceptor of nODAL, as well as nODAL itself [35]. In 
heSc cultures, nODAL and ActIVIn can act in con-
cert with other protein factors, such as bFGF (FGF2) 
and Wnt, in the maintenance of heSc self-renewal 
[32, 34, 36, 37]. ActIVIn can activate the production 
of bFGF, which is necessary for sustaining the self-re-
newal of heSc cells cultured in the absence of a serum 
[36]. Both ActIVIn and nODAL can be replaced with 
tGFβ in heSc cultures.

the protein factor nODAL plays many different 
roles during the early embryogenesis of mice. It is nec-
essary for the normal development of embryo epiblast 
and the maintenance of human OCT4 and NANOg 
gene expression. A high level of activity of nODAL/

Fig. 2. Interplay between transcription factors and LIF-
mediated signaling pathways in mouse embryonic stem 
cells [24].

e
ffe

ct
 o

f t
ra

ns
cr

ip
ti

o
n 

 
fa

ct
o

rs
si

g
na

l t
ra

ns
m

is
si

o
n 

 
in

 t
he

 c
e

ll’
s 

nu
cl

e
us



34 | ActA nAturAe |  VOL. 2  № 3 (6)  2010

reVIeWS

ActIVIn/tGFβ directed toward the activation of 
SMAD2/3B transcription factors (Fig. 1) is observed 
in undifferentiated heScs. the transcription factors 
SMAD2 and SMAD3 are implicated in NANOg tran-
scription activation. undifferentiated heScs exhibit a 
high level of phosphorylated (active) forms of SMAD2 
and SMAD3. Inhibition of SMAD2/3 phosphorylation 
by specific inhibitors results in a lowered OCT4 and 
NANOg gene expression level [32]. During differentia-
tion, the activity of SMAD2 and SMAD3 decreases with 
an increase in the level of SMAD1/5/8 activating BMP 
(Fig. 1). SMAD1/5/8 proteins suppress NANOg gene 
transcription. Moreover, SMAD2 and SMAD3, as well 
as the signaling pathway triggered by FGF2 (bFGF), 
inhibit the expression of BMP4, thus blocking the spon-
taneous differentiation of heScs [37].

the GDF protein, a member of the tGFβ super-
family, not only inhibits BMP, but also potentiates the 
effect of nODAL (Fig. 1). the gDF gene is expressed in 
pluripotent cells of humans and mice, through implica-
tion in the suppression of the BMP-mediated differen-
tiation. eventually, GDF influences eSc self-renewal 
by establishing a balance between SMAD2/3 and 
SMAD1/5/8 [38, 39] (Fig. 1).

the protein factors of the BMP group have the oppo-
site effect on the self-renewal of murine eScs (meScs). 
BMP4 suppresses neural differentiation and, taken in 
combination with LIF, sustains the symmetrical self-
renewal of meScs in the absence of both the feeder 
layer and serum. Murine BMP4 activates the expres-
sion of the transcription factor SMAD4 that, in turn, 
activates the transcription of genes belonging to the 
Id (inhibitor of differentiation) family. It is likely that 
the expression of the Id1, Id2, and Id3 genes in eScs 
suppresses the effects of the early expression of genes 
encoding proneuronal transcription factors (bHLH), 
particularly Mash members, thus preventing differ-
entiation [40]. However, BMP4 in the absence of LIF 
can have an opposite activating effect on SMAD family 
factors (SMAD1/5/8), which inhibit the expression of 
Id family genes [40].

thus, the signaling pathways and cascades triggered 
by BMP and LIF-JAK-StAt3 have opposite effects on 
heSc and meSc self-renewal. this is not a solitary ex-
ample of the species-specific effect of signal molecules. 
For instance, bFGF is critical in sustaining the undif-
ferentiated state of heSc, but it causes the differentia-
tion of meScs [41, 42]. Human eScs express both the 
receptor and bFGF itself [43, 44]. the effect of bFGF 
is mediated by tyrosine kinase receptors (erK1 and 
erK2), and inhibition of this signaling pathway results 
in heSc differentiation (Fig. 1). It is worth noting, how-
ever, that the mechanism of bFGF action on heScs has 
yet to be understood in detail.

wNT SIGNALING PATHwAy
recent studies show that the signaling pathway, of 
which Wnt is a key element, is involved in the short-
term maintenance of the pluripotent state of both 
meScs and heScs [45]. the inhibition of glycogen syn-
thase kinase 3 (GSK-3) results in the activation of the 
Wnt signaling pathway and leads to the accumula-
tion of β-catenin in the cells’ nuclei and the activation 
of a series of target genes. However, the expression of 
the Oct4, Rex1, and Nanog genes, which is specific to 
pluripotent cells, is retained even in the absence of LIF 
[46] (Fig. 1). nevertheless, it was shown later that re-
taining heSc self-renewal for longer requires tGFβ 
and bFGF, and that the action of Wnt is restricted to 
intensifying proliferation [47, 48].

TRANSCRIPTION FACTORS OCT4, NANOG, AND SOx2
the transcription factors Oct4, nAnOG, and SOX2 
play a central role in the subsystem of internal regula-
tors of pluripotency. unlike a system of species-spe-
cific signaling pathways, the functions of these tran-
scription factors essentially intersect in sustaining the 
pluripotency of heScs and meScs. Both the genomic 
organization of the Oct4, Sox2, and Nanog genes and 
the domain structure of the Oct4, nAnOG, and SOX2 
proteins are conserved, and the spectra of the target 
genes of these factors are similar in meScs and heScs. 
Both in mice and humans, Oct4, nAnOG, and SOX2 
act collectively to form an integrated system regulat-
ing gene transcription, including the autoregulation of 
their own genes.

TRANSCRIPTION FACTOR OCT4
the Oct4 protein is a POu (Pit, Oct, unc) class V fam-
ily of transcription factors. the POu-domain is a bi-
partite domain composed of two subunits separated 
by a nonconserved region whose length varies. the n-
terminal subunit (75 aa) is known as the POu-specific 
(POus) domain, while the c-terminal subunit (60 aa) is 
a homeobox domain [49–51]. Oct4 expression is char-
acteristic of early embryogenesis in humans, mice, and 
other mammals [52–56]. In mice, its expression is traced 
above the two-cell stage and is restricted to the pluripo-
tent cells of IcM and epiblast. In postimplantation em-
bryos, Oct4 is only expressed in germ cells. In human 
blastocyst, Oct4 is found not only in IcM, but also in 
the trophoblast [57]. the role of Oct4 in embryogenesis 
was demonstrated in experiments with Oct4 knock-
out mice (the gene Oct4 is also known as Pou5f1, Oct3, 
Oct3/4, OTF3, and OTF4). Homozygous (Oct4-/-) mouse 
embryos died at the stage of implantation due to their 
inability to form IcM (composed of pluripotent cells), 
while the development of trophoblast was normal [53]. 
Later, niwa and colleagues demonstrated the effect of 
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the Oct4 expression level on meSc self-renewal [58]. A 
variation in the Oct4 transcription level by 50% results 
in the differentiation of meScs into either trophoblas-
tic or endodermal derivatives [58]. Moreover, Oct4 ac-
tivity is necessary for the normal life of murine germ 
cells [59]. Inhibition of Oct4 gene expression in murine 
and human eScs by means of rnA-interference also 
results in their differentiation into different derivatives 
expressing trophoblastic and endodermal markers, 
such as Cdx2, gata6, and AFP [60, 61]. Studies of the 
Oct4 genomic structure, the structure of the regulatory 
region, and chromosomal localization in humans and 
other mammals have shown a highly conserved mo-
lecular organization of this gene. Besides, it was shown 
that in a series of mammal species the Oct4 gene maps 
onto a similar syntenic group [62–65]. In mice and other 
animals, Oct4 is composed of five exons and localized 
in the main histocompatibility complex (MHc) region 
[62, 63, 65, 66]. the human OCT4 gene is also localized 
within the MHc region; however, three variants of 
its alternative splicing, OCT4A, OCT4B, and OCT4B1, 
were demonstrated [62, 67]. the proteins encoded by 
these isoforms are involved to different levels in the 
maintenance of pluripotency. Oct4B, which is largely 
localized in the cytoplasm, cannot sustain the pluripo-
tency of eScs [68]. In humans, Oct4A is expressed at 
the stage of compact morula and blastocyst, whereas 
Oct4B is expressed in all embryonic cells above the 
four-cell stage. Moreover, Oct4B is not expressed in 
heScs [69]. unlike the Oct4 of other animals, human 
OCT4 has four exons. the second exon is subdivided 
into four subexons (2a, 2b, 2c, and 2d) that differently 
combine with each other in three different variants of 
transcript splicing. the variant OCT4A is composed of 
exons 1, 2b, 2d, 3, and 4; OCT4B – 2a, 2b, 2d, 3, and 4; 
OCT4B1 – 2a, 2b, 2c, 3, and 4. thus, the human OCT4 
gene transcripts are identical in 3’-area (exons 3 and 
4), and the difference only concerns exons 1 and 2. the 
OCT4A transcript encodes a protein with a length of 
360 aa. the size of Oct4B is 265 aa; however, in some 
parts of the population this protein type is not trans-
lated because of the polymorphism of its start codon 
(AU/gg) [62, 70]. Another two isoforms, Oct4B-190 
and Oct4B-164 composed of 190 and 164 aminoacid 
residues, respectively, can be translated from the re-
cently found alternative ribosome-binding site local-
ized in the area of the OCT4B transcript subexons 2a-b. 
the protein product of OCT4B1 was not found, maybe 
because of the UgA stop codon in the subexon 2c that 
is absent in OCT4B [67]. It was shown earlier that the 
protein encoded by the OCT4A isoform is localized in 
the cell nucleus and involved in the regulation of gene 
transcription, while the Oct4B protein is localized in 
the cytoplasm and cannot maintain pluripotency [57, 

68]. Later, it was found that both OCT4B products, 
Oct4B-190 and Oct4B-164, are dispersed in both 
the nucleus and cytoplasm [70]. In heScs, the level of 
Oct4B-190 considerably increases in response to stress 
conditions and can inhibit apoptosis. no expression of 
Oct4B-265 and Oct4B-164 was found in heScs [70].

TRANSCRIPTION FACTOR NANOG
the transcription factor nAnOG is a homeodomain 
protein that shares a very high degree of homology and 
structural resemblance with nK family proteins [71]. 
the expression of the NANOg gene is characteristic of 
preimplantation embryo pluripotent cells (IcM and epi-
blast), as well as murine and human eScs [72–74]. Na-
nog overexpression can lead to the retention of meSc 
pluripotency, even in the absence of interleukin LIF 
[72]. the mutation analysis of Nanog has shown how 
necessary this gene expression is for normal embryonic 
epiblast development and maintenance of meSc self-
renewal. eScs with the genotype Nanog-/- differentiate 
into extraembryonic derivatives [73]. Suppression of 
NANOg expression in heScs results in differentiation 
accompanied by elevated expression of endodermal 
(gATA4, gATA6, LAMININ B1, and AFP) and trophec-
todermal (CDX2, gATA2, hCg-α, and hCg-β) markers.

the murine nAnOG molecule in mice has several 
functional elements involved in transactivation. these 
include the homeodomain, which occupies a central po-
sition in the protein, and three c-terminal elements: 
cD1 (c-terminal domain 1), cD2, and the tryptophan 
repeat (W-repeat) localized between cD1 and cD2. 
Homeodomain, cD2, and the W-repeat chiefly con-
tribute to the transactivation of murine nAnOG [75, 
76]. recent studies have shown that the murine nA-
nOG W-repeat provides transactivation; it is involved 
in nAnOG protein dimerization that is necessary for 
LIF-independent maintenance of meSc pluripotency 
[77, 78]. In all likelihood, tryptophan residues are the 
most essential. their replacement by alanines results 
in a substantial decrease in the murine nAnOG trans-
activation capability, whereas the replacement of any 
other aminoacid residue in the W-repeat monomer has 
no significant effect on this activity [76]. Another im-
portant transactivation element of nAnOG is cD2 [79]. 
this element is required for the nAnOG-mediated 
self-renewal of meScs. cD2 domain activity depends 
on aromatic residues (phenylalanine and tyrosine). re-
placement of these aminoacids leads to a decrease in the 
cD2 and entire nAnOG activity and, as a result, leads 
to eSc differentiation [79]. nevertheless, a compari-
son of different mammalian cD2 sequences has shown 
that the majority of aromatic aminoacid residues are 
not conserved to a high level [80].
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TRANSCRIPTION FACTOR SOx2
transcription factor SOX2 (SrY-related HMG box) 
contains the DnA-binding HMG (high mobility group)-
domain. expression of SOX2, as well as Oct4, is char-
acteristic of the IcM, epiblast, and germ cells of mice 
embryos [81].

Homozygous SOX2 mutant embryos die at the stage 
of implantation because of the epiblast hypoplasia. It 
is impossible to obtain stable eSc lines from mutant 
embryos, but both tSc and extraembryonic endoder-
mal lines are easily prepared [81]. In addition, a normal 
expression of Sox2 gene is necessary for sustaining the 
self-renewal of murine and human eScs [82, 83]. Both 
suppression and overexpression of SOX2 cause troph-
ectodermal differentiation of heScs [83].

GENE TARGETS FOR OCT4, NANOG, AND 
SOx2 TRANSCRIPTION FACTORS
Oct4, nAnOG, and SOX2 are the proteins whose ex-
pression is necessary for sustaining murine and human 
eSc pluripotency under standard culturing conditions. 
It is evident that their function as transcription factors 
determines general eSc features. At present, much 
data exist concerning the spectrum of target genes for 
these proteins.

the transcription factor Oct4 can serve as the ac-
tivator and repressor of many target genes, such as 
Fgf4, Opn, Utf1, and the genes encoding human cho-
rionic gonadotropin α- and β-subunits, most of them 
participating, in one way or another, in early embryo 
development [84–88]. the regulatory forms of Oct4 
are mono-, homo-, and heterodimer, depending on the 
target gene [89]. For instance, the Oct4 homodimer 
regulates the transcription of Opn. the enhancer el-
ement of Opn contains a palindromic sequence called 
POre (palindromic-oct-regulatory-element), which 
contains the octameric ATgCAAAT motif (octamer-
ic site for the docking of the Oct monomer) and the 
ATTTg sequence separated from the octameric motif 
by two nucleotides. the SOX2 docking site is localized 
near POre; however, it exerts a suppressing effect on 
Opn transcription [84].

the Oct4 and SOX2 factors can act in conjunction. 
they positively regulate Fgf4 and Utf1 genes, and their 
docking sites are localized in the enhancers localized in 
the 3′-nontranslated regions of these genes [85, 86, 90]. 
Aside from POre, another element exists which in-
teracts with Oct monomers and dimers; it was named 
MOre (more of POre, ATgCATATgCAT) [91, 92]. 
MOre and POre elements are substantially different 
in the relative localization of the POu-specific domain 
and POu-homeodomain. Despite an initially artificial 
synthesis of MOre, similar elements were found in the 
regulatory regions of natural genes [91–93]. Oct1 and 

Oct4 transcription factors can influence the target 
gene’s transcription via MOre elements in response to 
genotoxic and oxidative stresses [93].

the development of high-performance methods for 
the distribution analysis of transcription factors at the 
whole genome level has substantially broadened our 
knowledge of the spectrum of Oct4, nAnOG, and 
SOX2 target genes. two research groups have localized 
Oct4, nAnOG, and SOX2 in the human and mouse 
eSc genomes using chIP-on-chip and chIP-Pet 
(chromatin immunoprecipitation – pared-end ditag) 
methods [22, 23].

the distribution of binding sites for the Oct4, nA-
nOG, and SOX2 transcription factors in human H9 
eScs was analyzed by Boyer and colleagues [22]. the 
genes encoding transcription factors and the compo-
nents of signaling pathways which, as determined 
earlier, are implicated in early embryogenesis, cell dif-
ferentiation, organogenesis, and maintenance of eSc’s 
self-renewal and pluripotency in culture are a major 
part among the genes associated with these transcrip-
tion factors. Particularly, they are OCT4, SOX2, NA-
NOg, LEFTY2/EBAF, CDX2, HAND1, DPPA4, gJA1/
CONNEXIN43, FOXO1A, CRIPTO/TDgF1, and ZIC3 
[94–102]. then, the distribution of binding sites for 
the nAnOG and SOX2 factors was determined in the 
same way. the OCT4, SOX2, and NANOg transcrip-
tion factors jointly regulate 353 genes in heScs; they 
can act as transcription activators or repressors [22]. 
the transcription factor genes, such as OCT4, NANOg, 
and SOX2, as well as genes encoding components of 
the signaling pathways implicated in the sustenance of 
self-renewal, such as tGFβ (tDGF1, LeFtY2/eBAF) 
and Wnt (DKK1, FrAt2), make up a large portion 
of the genes positively regulated by Oct4, nAnOG, 
and SOX2 [22]. Also, transcription factor genes, such 
as Rcor2, Esrrb, and Phc1, were revealed in meScs 
among the genes positively regulated by the Oct4 and 
nAnOG factors [23]. In addition, Pou5f1 (encoding the 
Oct4 transcription factor) and Sox2 are on the list of 
the genes positively regulated by nAnOG in meScs. 
early experimental data also suggest the involvement 
of the Oct4 and SOX2 factors in the regulation of the 
Pou5f1, Sox2, and Nanog genes [97, 99, 100, 103]. It ap-
pears that autoregulation is the general property of the 
system maintaining pluripotency in mice and humans. 
the abundance of genes encoding transcription factors 
(such as reSt, SKIL, HeSX1, and StAt3) among the 
positively regulated genes suggests that Oct4, nA-
nOG, and SOX2 are only the tip of an iceberg, hiding 
a far more complex system of transcription regulation 
in eScs. Many genes encoding the transcription factors 
(for instance, eSX1I, HOXB1, MeIS1, PAX6, LHX5, 
LBX1, MYF5, Onecut1) involved in differentiation 
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during embryo development are found among the neg-
atively regulated genes [22]. It is very likely that the 
Oct4, nAnOG, and SOX2 factors participate in the 
repression of these genes both in vivo and in vitro.

Data published in two studies seem to indicate that 
the binding sites for the Oct4, nAnOG, and SOX2 
transcription factors are associated with the genes en-
coding mirnAs [22, 23]. In heScs, the docking sites for 
Oct4, nAnOG, and SOX2 are found in the promotors 
of 14 mirnA genes; they are all present in the mir-137 
and mir-301 promotors. In meScs, the binding sites for 
nAnOG are localized within a distance of 6 kbp from 
four mirnA genes: mir-296, mir-302, mir-124a, and 
mir-9-2. Moreover, no other genes are found in close 
vicinity to the nAnOG site in the case of the mir-296, 
mir-124a, and mir-9-2 genes. the docking site for nA-
nOG is found within a 30-kbp region for the mir-135 
gene, while Oct4 binds in close vicinity to the nAnOG 
site near the mir-296 and mir-302 genes.

A comparison of data on the revelation of target 
genes for the Oct4 and nAnOG transcription factors 
in mouse and human eScs demonstrates that only a 
minor portion of these genes are simultaneously found 
in the genomes of both species. So, only 9.1% Oct4-
associated genes and 13% nAnOG-associated genes 
overlap in these two species. this may be evidence of 
an essential difference in the composition of the gene 
nets controlled by Oct4 and nAnOG. However, a 
group of 32 genes is regulated by Oct4 and nAnOG 
in both mouse and human, 18 of them encoding tran-
scription factors, including Oct4, SOX2, and nAnOG, 
suggesting the importance of these genes in sustaining 
pluripotency [23]. the difference in the compositions of 
the target genes found in these two studies may have 
a technical origin, because two different methods were 
employed in the works (chIP-on-chip and chIP-Pet, 
respectively) to obtain data and process them.

thus, the Oct4, nAnOG, and SOX2 transcription 
factors are in the center of a broad regulatory net in-
cluding transcription factors (whose genes are posi-
tively or negatively regulated), components of signaling 
pathways, and mirnAs. the stable functioning of this 
net is evidently necessary for sustaining self-renewal 
and pluripotency in both human and murine eScs.

PROTEIN-PROTEIN INTERACTIONS IN THE PLURIPOTENCy 
MAINTENANCE SySTEM IN EMBRyONIC STEM CELLS
recent studies provide much evidence pointing to the 
fact that the transcription factors involved in the main-
tenance of eSc self-renewal not only exert joint control 
on target gene transcription, but they are also in physi-
cal contact with each other [104–108]. For instance, 
nAnOG can suppress BMP-initiated mesodermal dif-
ferentiation in meScs via binding with SMAD1 and 

physically interact with the SALL4 transcription factor 
to execute joint positive regulation of the Nanog and 
Sall4 gene enhancers [104, 106]. However, these were 
only particular examples of protein-protein interac-
tions of nAnOG directed toward the maintenance of 
eSc self-renewal. A wider analysis of nAnOG inter-
actions on meScs has demonstrated a broad spectrum 
of interactions. the set of interacting proteins includes 
not only transcription factors, but also the proteins im-
plicated in chromatin structure regulation [105]. Wang 
and colleagues [105] applied a method based on the 
expression of the nAnOG protein containing FLAG-
epitope and a short amino acid sequence serving as the 
substrate for BirA, the Escherichia coli biotin ligase. 
A nAnOG containing two additional epitopes was ex-
pressed (at the level of about 20% of the endogenous 
level) in meScs that also expressed BirA, and the cells 
retained self-renewal and pluripotency. nAnOG com-
plexes were isolated from the nuclei extract either by 
using streptavidin-agarose or by immunoprecipitation 
with antibodies against FLAG, followed by purifica-
tion on streptavidin-agarose. the proteins interacting 
with nAnOG were identified using mass-spectrome-
try (whole-lane liquid chromatography–tandem mass 
spectrometry, Lc–MS/MS).

Several regularities can be detected from the data 
obtained in this experiment. In the first, the group of 
proteins interacting with nAnOG is much enriched in 
the factors required for the normal viability and dif-
ferentiation of IcM cells (pluripotent embryo compart-
ment) in mouse blastocyst. Besides, according to data in 
the literature, more than 80% of nAnOG-interacting 
proteins, such as Oct4, DAX1, nAc1, ZFP281, and 
SALL4, are required for the acquisition and mainte-
nance of general eSc properties [105].

Secondly, most of the revealed proteins possess a 
similar expression pattern, which is typical of pluripo-
tent cells, and their expression is suppressed under eSc 
differentiation, likely suggesting their involvement 
in similar processes or in the same regulatory system 
[105].

thirdly, in human and murine eScs a large portion 
of genes encoding the proteins interacting with nA-
nOG represents putative targets for Oct4 and nA-
nOG [22, 23, 63]. the system sustaining eSc self-re-
newal and pluripotency in mice and humans undergoes 
autoregulation with positive and negative feedbacks, 
a feature that is necessary for both the stability of the 
undifferentiated state and the realization of a strict dif-
ferentiation program in a distinct direction [97, 99, 100, 
103]. It is likely that the maintenance of pluripotency or 
direction of cell differentiation depends on the stoichio-
metric ratio between the molecules of different factors. 
this hypothesis is supported by experimental data on 
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eSc multidirectional differentiation depending on the 
transcription levels of the Oct4, Nanog, and Sox2 genes 
[58, 83, 109].

Fourthly, nAnOG can interact via its partners with 
multiple proteins involved in the epigenetic regula-
tion of gene expression. nAnOG – via interaction with 
Oct4, DAX1, nAc1, ZFP281, or SALL1/4 – can form 
complexes with components of the nurD complex 
(P66B and HDAc2) possessing histone acetylase activ-
ity, Polycomb proteins (YY1, rnF2, and rYBP), and 
components of the SWI/SnF (BAF155) chromatin re-
modeling complex [105]. the interaction of nAc1 and 
SALL1 with histone deacetylases has been experimen-
tally proved [110, 111].

complexes formed by nAnOG and other proteins 
are apparently functional, rather than occasional short-
live intermediates observed in a single experiment. For 
instance, the complex formed by nAc1, ZFP281, and 
nAnOG interacts with the gata6 promoter (the mark-
er of endodermal differentiation) to inhibit it.

Interaction between Oct4 and other protein mol-
ecules was also reported in a series of works [85, 
112–114]. Particularly, these are interactions between 
Oct4 and transcription factors with the formation of 
heterodimers that are necessary for regulating target 
gene transcription. In addition, proteins interacting 
with Oct4 and inhibiting this factor were found using 
the yeast two-hybrid system and co-immune precipita-
tion [115]. SuMO-ligase PIASy, as well as PIAS1, and 
PIAS3 proteins belonging to the same family interact 
with Oct4. Despite PIASy being a known SuMO-ligase 
and the Oct4 protein containing sumoylation sites, 
the inhibitory effect of the ligase was experimentally 
proved to be independent of this activity. PIASy exerts 
the inhibitory effect on the transactivating capability 
of Oct4, acting as a monomer, homo-, or heterodimer, 
whereas PIAS1 and PIAS3 do not exhibit this action. 
Also, the PIASy, PIAS1, and PIAS3 proteins induce 
the relocation of Oct4, pushing it to the nucleus’s pe-
riphery [115].

two research groups recently carried out a study 
on the patterns of protein-protein interactions of the 
Oct4 factor, as well as its known partners: SALL4, 
tcFcP2L1, DAX1, and eSrrB in meScs [107, 108]. 
the authors employed an approach based on the ex-
pression of a chimeric protein (Oct4 in this case) con-
taining known epitopes, which are necessary for the 
isolation of its complexes with other proteins from cel-
lular or nuclear extracts. expression of Oct4 under its 
natural promotor was used in one of these works [107]. 
Like in the work by Wang and colleagues [105], com-
ponents of the nurD, SWI/SnF, and Prc1 complex-
es involved in the regulation of the chromatin struc-
ture were found among the proteins interacting with 

Oct4 [107, 108]. Also, some enzymes participating in 
the epigenetic regulation of gene expression, such as 
MYSt2 (histone acetyltransferase H4), DnMt3A (de 
novo DnA-methyltransferase), and some other pro-
teins, were found in Oct4 complexes. Some proteins 
involved in the posttranslational modification of Oct4 
itself, particularly OtG (enzyme attaching O-bound 
n-acetyl glucosamine), modifying Oct4 in heScs were 
also found [107, 108, 116]. the transcription factors nec-
essary for the maintenance of eSc self-renewal, such 
as KLF4, SOX2, SALL4, and ZFP281, are found among 
the partners of Oct4. Analysis of the functions of Oct4 
partners using information from databases has shown 
that they are mostly involved in early development 
and cell differentiation and that their knockout induc-
es death during the early development of the embryo 
[107]. All genes determined as Oct4 partners in meScs 
have human homologues. Moreover, the aminoacid se-
quences of the proteins encoded by these genes show 
a very high, more than 94%, homology between mice 
and humans (the average level is 77%). these genes are 
closely associated with the development of inherited 
diseases in humans (mostly with developmental disor-
ders) and cancer [107].

thus, gene regulation directed toward the mainte-
nance of self-renewal and pluripotency appears more 
complex than was earlier thought. not just the sup-
pression or activation of target genes by distinct protein 
molecules of the transcription factors is involved in the 
regulation. there are molecular complexes implicated 
in the regulation which contain not only transcription 
factors, but also proteins remodeling the chromatin 
structure. the quantitative ratio of the molecules in 
each separate cell can directly or indirectly influence 
its self-renewal and direction of differentiation.

EPIGENETIC REGULATION OF CELL PLURIPOTENCy
eScs possess a virtually unlimited potential for self-
renewal and differentiation into a very broad spectrum 
of cell types. Global changes in morphology, physiol-
ogy, division rate, and other parameters occur dur-
ing cell differentiation. these changes are caused and 
accompanied by a global change in the gene expres-
sion pattern. currently, gene expression is known as a 
process that is strictly regulated at the epigenetic level. 
epigenetic regulation includes covalent modification 
of histones (nucleosome-forming proteins) and DnA 
methylation in gene promotor regions. numerous types 
of histone modifications, such as acetylation, methyla-
tion, phosphorylation, ubiquitinylation, etc., are known, 
consisting in the attachment of chemical groups and 
regulatory peptides (ubiquitin, SuMO) to the aminoac-
id residues of histones. Histone modifications alter the 
physical properties of nucleosomes, thus making chro-
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matin more or less accessible to the factors providing 
gene transcription. the modifications associated with 
active chromatin and actively transcribed genes and, 
alternatively, the modifications associated with inac-
tive chromatin and often associated with transcription 
suppression have been distinguished. In particular, the 
acetylated forms of the histones H3 and H4 and his-
tone H3 trimethylated at position K4 (H3K4me3) (K 
is lysine, according to the single-letter nomenclature) 
are “active” modifications. Alternatively, histone H3 
di- and trimethylation at position K9 (H3K9me2 and 
H3K9me3) and histone H3 di- and trimethylation at po-
sition K27 (H3K27me2 and H3K27me3) are “inactive” 
chromatin modifications. Moreover, inactive chromatin 
is characterized by histone deacetylation.

In mammals, DnA methylation touches cytosines 
within the cpG-dinucleotide islets. these islets are 
often observed in promotor regions, and their hyper-
methylation is commonly associated with transcription 
suppression.

Studies on the localization of modified histones in the 
genomes of embryonic stem cells demonstrate that the 
distribution of active and inactive modifications is rath-
er unusual and specific to pluripotent cells. the pres-
ence of bivalent domains simultaneously containing the 
labels of active and inactive chromatin (H3K4me3 and 
H3K27me3) was discovered in the meSc genome [117]. 
A distribution analysis of histone H3 active and inac-
tive modifications has been carried out for 56 regions 
enriched with highly conserved noncoding element 
(Hcne) sequences. Hcne-enriched regions generally 
not contain many genes: however, they do encompass 
a relatively large number of genes encoding the tran-
scriptional factors implicated in the regulation of devel-
opment. For instance, all four clusters of the HOX gene 
family are localized in these regions. Within Hcne, 
Bernstein and colleagues [117] have demonstrated the 
presence of 343 H3K4me3-enriched regions averaging 
3.4 kb; 63% of them are co-localized with the transcrip-
tion initiation points of known genes. In addition to this, 
192 regions enriched with H3K27me3 were found with-
in Hcne sequences with a maximum length of 18 kb in 
the gene clusters of the HOX family. A comparison of 
data on the H3K4me3 and H3K27me3 distributions has 
revealed domains containing both modifications. nine 
similar domains were found in HOX clusters; 95, in oth-
er Hcne-enriched regions; whereas only five bivalent 
domains were identified in control loci [117].

Most bivalent domains in Hcne-enriched regions 
are associated with the transcription initiation points of 
the genes encoding transcription factors. these genes 
are members of the SOX, FOX, PAX, IrX, and POu 
families, whose distinct members play important roles 
in cell differentiation during development. However, 26 

bivalent domains were found beyond the transcription 
initiation points; they are also associated with the genes 
implicated in development. For instance, bivalent do-
mains are found in the 3′-regions of the Npas3, Meis2, 
Pax2, and Wnt8b genes. Bivalent domains are present 
in the Fgf8 and Prok1 genes that do not encode tran-
scription factors but participate in the development of 
the nervous system [117].

An extremely small number of bivalent domains 
were found in the differentiated cells studied by the 
authors, such as embryonic fibroblasts, primary lung 
fibroblasts, c2c12 myoblasts and neuro2a neuroblas-
toma cells. At the same time, extended regions enriched 
separately with H3K4me3 or H3K27me3 were found. In 
differentiated cells, the overwhelming majority of the 
domains among the bivalent ones revealed in meScs 
contained extended regions represented by only one 
modification, depending on cell type [117].

the genes, whose transcription start points are as-
sociated with bivalent domains, are characterized 
by a low transcription level, despite the presence of 
H3K4me3, the active chromatin label, thus suggesting 
a “predomination” of H3K27me3 over H3K4me3. the 
authors studied the distribution of the modifications in 
the bivalent domains associated with gene transcrip-
tion start points during a directed eSc differentia-
tion into neural cell progenitors. the genes with a high 
transcription level after the differentiation lost the 
H3K27me3 modification, while the genes transcribed 
at a low level enhanced enrichment in H3K4me3, in 
line with the preservation of H3K27me3, and nontran-
scribed genes preserved H3K27me3 and lost H3K4me3 
[117].

thus, a specific system of epigenetic gene regula-
tion exists in the eScs involved in cell differentiation. 
Apparently, it enables pluripotent cells to keep distinct 
genes in the “low start” state and rapidly start their 
transcription depending on differentiation programs 
and type of the formed differentiated cells.

the molecular mechanisms underlying the epige-
netic regulation of gene expression in eScs are being 
studied in detail. Polycomb group proteins are one of 
the main actors in the epigenetic regulatory system 
in embryo development in organisms and eScs [118]. 
numerous biochemical and genetic studies show that 
Polycomb proteins form two independent complexes: 
Prc1 (Polycomb repressive complex 1) and Prc2. the 
main components of these complexes are highly evo-
lutionarily conserved and necessary for a normal em-
bryonic development of various organisms, from dro-
sophila to mouse and humans [118–122].

Boyer and colleagues have analyzed the localization 
of the main components of Prc1 (PHc1, rnF2) and 
Prc2 (SuZ12, eeD) complexes in the regions flank-
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ing the transcription start points (from –8 to +1 kb) of 
about 16,000 genes in meScs [123]. the authors have 
found that Prc1 and Prc2 proteins are mostly localized 
within 1 kb of the transcription start point of 512 genes, 
thus suggesting their involvement in the regulation of 
these genes. earlier, Prc2 was shown to be responsible 
for the establishment of H3K27me3, the label of inactive 
chromatin. the study has demonstrated that H3K27me3 
enrichment takes place in all 512 genes whose 5′-regions 
can carry Prc1 and Prc2 proteins. the genes encoding 
homeodomain-containing transcription factors represent 
a significant portion of them. Previously known targets 
of Polycomb proteins – factors of the HOX family and 
other transcription factors belonging to DLX, IrX, LHX, 
POu, PAX and SIX families – belong to this group. A 
common feature of the factors belonging to these fami-
lies is their implication in cell differentiation and regula-
tion in embryo development and organogenesis. Genes 
whose products are implicated in the regulation of de-
velopment despite the absence of a homeodomain were 
also revealed. these are proteins of FOX, SOX, GAtA, 
and tBX families. In cells bearing homozygous eeD mu-
tation (one of the Prc2 components), a high expression 
level of genes belonging to various families is observed, 
although these genes are silenced in normal eScs [123].

thus, multiple genes implicated in differentiation 
and embryo development in meScs are targets for Prc. 
Hence, Prc1 and Prc2 can play a substantial role in the 
maintenance of eSc self-renewal and pluripotency.

Similar results were obtained in a study on the lo-
calization of the SuZ12 protein (another Prc2 com-
ponent) in heScs [124]. the authors also succeeded 
in proving that Prc2 components are localized in the 
vicinity of the transcription start points of the genes 
implicated in many processes associated with cell dif-
ferentiation during embryo development. Besides, in 
heScs the SuZ12 protein is localized in the promoters 
of genes encoding the protein components of the signal-
ing pathways involved in gastrulation, differentiation 
during ontogenesis, as well as in the self-renewal and 
differentiation of eScs in culture. Among these genes, 
there are components of signaling pathways triggered 
by tGFβ, BMP, Wnt, and FGF. SuZ12 is localized in 
distinct promotor regions, as well as in extended sites 
encompassing several genes belonging to one signal-
ing pathway, such as Wnt (Wnt1, Wnt2, Wnt6) and 
tGFβ (BMP2, GDF6). earlier, these signaling pathways 
were proven to participate in the regulation of self-
renewal and pluripotency in murine and human eScs 
[46]. Hence, Prc2 can directly influence eSc properties 
by regulating the components of these signaling path-
ways. However, the later data suggest maintenance of 
pluripotency in meScs bearing the mutant eeD [125]. 
eScs bearing the homozygous eeD mutation express 

Oct4 and nAnOG and form chimeras. Although this 
work was a failure in its attempt to obtain adult chi-
meric mice, a large extent of chimerization was ob-
served in 12.5 day-old embryos. An attempt to obtain 
a culture of embryonic fibroblast descendants of the 
mutant eScs failed, likely due to the low viability of 
differentiated mutant cells. chimeric embryos (with a 
high percentage of chimerization) also had several de-
fects, such as hypertrophy of allantois and underdevel-
oped neuroectoderm and embryonic mesoderm, which 
possibly caused embryo death at the stage of about 10.5 
days after fertilization [125].

A high frequency of SuZ12 co-localization with the 
already-mentioned Hcne (bivalent chromatin domains 
are localized in Hcne-enriched regions) is an interest-
ing regularity described by Lee and colleagues [124]. 
Approximately 8% of the 14,000 Hcnes discovered 
earlier [126] are enriched in SuZ12, and the more evo-
lutionary conserved the element, the higher the level 
of enrichment [124].

Besides, one-third of the genes regulating develop-
ment and binding to Prc2 are also under the control 
of at least one of the three transcription factors, Oct4, 
SOX2, or nAnOG, which are the key factors in the sys-
tem of murine and human eSc pluripotency mainte-
nance [22, 124]. these genes (such as ESX1L, ONECUT1, 
HAND1, and HOXB1) are involved in the development of 
extraembryonic tissues, as well as the ecto-, meso-, and 
endoderm. the transcription factors comprising the sys-
tem of pluripotency maintenance can directly regulate 
the genes encoding Prc2 components. So, the transcrip-
tion factors Oct4 and StAt3 (the activity of the latter 
depends on the presence of interleukin LIF) are positive 
regulators of the Eed gene in meScs [127]. At the same 
time, Oct4 is a negative regulator of the Hdac4 gene 
encoding histone deacetylase in meScs [128]. these fac-
tors are examples of collaboration between the system of 
epigenetic regulation of gene expression and the system 
of eSc pluripotency maintenance.

the genes implicated in the maintenance of eSc 
pluripotency and self-renewal are subjected to epige-
netic alterations during differentiation in embryogen-
esis and during induced or spontaneous differentiation 
in vitro. the Oct4 gene slightly differs from other genes 
(Dppa3/Stella/PgC7, Nanog, and Sox2) with expres-
sion typical of pluripotent cells in its mechanism of epige-
netic silencing during differentiation [129]. the labels of 
inactive chromatin, namely H4K9 methylation, and the 
presence of the HP1 heterochromatin protein are typi-
cal of the Oct4 promotor region in differentiated cells of 
P19 embryonic carcinoma and post-implantation murine 
embryos. the same type of epigenetic silencing is ob-
served in the Rex1 gene, whose transcription is positive-
ly regulated by Oct4 (this mechanism was not observed 



reVIeWS

 VOL. 2  № 3 (6)  2010  | ActA nAturAe | 41

in the Nanog and Sox2 genes). the presence of H3K9me 
and HP1 favors the de novo recruiting of DnMt3A and 
DnMt3B, two DnA-methyltransferases methylating 
the promotor region of the Oct4 gene, which is neces-
sary for complete and stable transcription suppression. 
DnA methylation is the secondary process in relation 
to H3K9 methylation; a fact proven when studying the 
differentiation of meScs bearing homozygous mutations 
of the gene encoding G9a histone methyltransferase and 
the genes Dnmt3a and Dnmt3b encoding DnA-methyl-
transferases. It was also shown recently that mutations 
interferring with H3K9 and DnA methylation inhibit 
eSc differentiation [129].

the necessary presence of euchromatin proteins in 
the sustenance of meSc pluripotency was established 
recently [130]. repression of Chd1 gene transcription 
suppresses both eSc cell culture growth and Oct4 gene 
promotor activity. this gene encodes the euchromatin 
protein, which is co-localized with the H3K4me3 label 
of active chromatin and rnA-polymerase II in meScs. 
Suppression of Chd1 transcription results in elevated 
expression of neural markers in eScs and impairment 
of cell differentiation into primitive endoderm and, as 
a consequence, into cardial mesoderm descendants. At 
that stage, the ectodermal type of differentiation oc-
curs normally. Besides, Chd1 suppression drastically 
reduces the efficacy of iPSc production from embry-
onic fibroblasts [130]. note that the transcription fac-
tors, such as Oct4, SOX2, nAnOG, SMAD1, ZFX, and 
e2F1, required for the maintenance of cell pluripotency 
are localized within the Chd1 gene in eScs [131].

the link between pluripotency and epigenetic mech-
anisms can be tracked in experiments on murine and 
human iPSc production. Several studies have demon-
strated that specific inhibitors of the enzymes implicat-
ed in the epigenetic modification of histones and DnA 
substantially increase the efficacy of iPSc production 
and can even substitute some “factors of pluripotency.” 
currently, similar properties are known for the inhibi-
tors of histone deacetylases (valproic acid (VPA), tri-
chostatin A (tSA), and suberoylanilide hydroxamic 
acid (SAHA)) [132, 133], G9a histone methyltransferase 
inhibitor BIX-01294 [134, 135], and DnA methyltrans-
ferase inhibitors 5-azacytidine and rG108 [132–136]. 
Besides, the use of rnA interference against Dnmt in-
creases the efficacy of reprogramming due to the en-
hancement of partially reprogrammed cell transitions 
to a completely reprogrammed state [136]. numerous 
studies devoted to the production of iPScs of human 
and other animals have demonstrated that reprogram-
ming somatic cells to the pluripotent state is accompa-
nied by DnA demethylation in the promoter regions of 
Oct4 and Nanog, whereas they are hypermethylated in 
murine somatic cells and tScs [137, 138].

miRNAs AND PLURIPOTENCy
numerous studies indicate that mirnAs play an impor-
tant role in the regulation of the expression of multiple 
genes during embryo development. In particular, a mu-
tation in the Dicer gene encoding the rnAse involved 
in small noncoding rnA processing cause early death 
of murine embryos [139]. A similar effect is observed in 
mutants bearing the Dgcr8 gene mutation (its protein 
product comprises the Microprocessor complex, which 
is also implicated in mirnA biogenesis). eScs with mu-
tations in the Dicer and Dgcr8 genes are characterized 
by the disturbance of both the cell cycle and ability to 
differentiate [140–142].

to date, more than 500 various mirnAs with their 
expression typical in various tissues and types of dif-
ferentiated cells are known. the expression of some 
mirnA families is restricted to undifferentiated eScs. 
In murine eScs, these families are mir-290 (mir-290, 
mir-291a, mir-291b, mir-292, mir-293, mir-294, and 
mir-295) and mir-302 cluster (mir-302a, mir-302b, 
mir-302c, mir-302d, and mir-367). In human eScs, ex-
pression of mir-302 family mirnAs occurs, as well as 
mir-371 (mir-371, mir-372, and mir-373), whose repre-
sentatives are homologous to those of murine mir-290 
[143].

to date, the data in numerous experiments support 
the notion of a tight interaction between the system of 
mirnA-mediated regulation of gene expression and 
the system of transcription factors of pluripotency, in-
cluding Oct4, nAnOG, and SOX2. transcription fac-
tors can regulate the transcription of distinct genes and 
whole mirnA clusters, whereas mirnAs are capable 
of regulating Oct4, Nanog, and Sox2 expression at the 
posttranscriptional level [22, 23, 143]. For instance, mir-
134, mir-296, and mir-470, whose expression is elevated 
under induced differentiation of meScs, can regulate 
Oct4, Nanog, and Sox2 in various combinations, causing 
a decrease in the levels of the corresponding proteins 
[144]. An increase in the mir-134 transcription level 
can induce meSc differentiation via the ectodermal 
pathway. the mrnAs of the Nanog and LRH1 genes, 
whose protein products positively regulate the Oct4 
gene, are the targets of mir-134 [145]. It was shown 
later that mir-200c, mir-203, and mir-183 mirnAs can 
co-repress Sox2 and Klf4, which is also required for the 
maintenance of meSc pluripotency [146]. Induction of 
this mirnA decreases the capability of self-renewal 
and leads to the induction of differentiation markers. 
In heScs, the mirnA named mir-145 is also found. 
Its activation induces differentiation. the Oct4 tran-
scription factor represses the transcription of mir-145 
in nondifferentiated heScs [147].

Localization of transcription factors in the human 
and murine eSc genomes has demonstrated that the 
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genes encoding mirnAs are among the targets of 
Oct4, SOX2, and nAnOG [22, 23].

Highly precise distribution mapping of the transcrip-
tion factors Oct4, SOX2, nAnOG, and tcF3 in meScs 
has shown that these transcription factors are co-local-
ized within 55 mirnA loci, including three polycistron-
ic clusters comprising 20% of all annotated mammalian 
mirnAs [143]. these mirnAs include both those that 
are actively transcribed in eScs, as well as silencing 
forms. Hence, the transcription factors of pluripotency 
can act as activators and repressors of mirnA tran-
scription in eScs. Besides, polycomb proteins execut-
ing di- and trimethylation of histone H3 at position K27 
(the label of inactive chromatin) are found in the pro-
moter regions of the mirnA genes repressed by Oct4, 
SOX2, nAnOG, and tcF3 (Fig. 3). transcription rear-
rangement occurs under cell differentiation, resulting 
in the formation of specific patterns of mirnA expres-
sion in each of the differentiated cell types [143].

Apparently, mirnA can be implicated in cell repro-
gramming as well. It was shown that eSc-specific mir-
291-3p, mir-294, and mir-295 mirnAs can increase the 
efficacy of murine iPSc production without the use of 
c-Myc [148]. Besides, human iPScs have been success-
fully produced using ectopic expression of the OCT4, 
SOX2, KLF4, and LIN28 genes. the protein product of 
the LIN28 gene inhibits the production of let-7 family 
mirnA, which participates in cell differentiation [149].

TRANSCRIPTION FACTORS OCT4, Sox2, AND 
NANOG AND x-CHROMOSOME INACTIVATION
the system that sustains cell pluripotency self-renew-
al with Oct4, SOX2, and nAnOG playing the central 
role is associated with the fundamental genetic proc-
esses that occur in early embryogenesis in mammals, 
particularly, X-chromosome inactivation.

In females of higher mammals, one of two geneti-
cally equivalent X-chromosomes undergoes inactiva-
tion, which is heterochromatinization and transcription 
silencing of most of its genes. the inactivation process 
consists of several studies and is managed by a complex 
genetic locus, the inactivation center, localized in the X-
chromosome [150]. Imprinted inactivation is observed 
in all murine embryo blastomers at very early devel-
opmental stages; i.e., exclusively the male-derived X-
chromosome undergoing inactivation. reactivation of 
the inactivated X-chromosome occurs after separation 
from IcM, a pluripotent compartment of the blastocyst. 
the imprinted inactivation is retained in extraembry-
onic tissues, whereas random inactivation of the X-
chromosome becomes established in epiblast cells under 
differentiation. Xist and Tsix, which are transcribed an-
tisenses to Xist from a complementary DnA strand, are 
two genes of the inactivation center that play a crucial 

role in X-inactivation [151–153] (Fig. 4). Both genes en-
code nontranslated nuclear rnAs. the rnA of the Xist 
gene spreads along the X-chromosome, triggering the 
inactivation. Tsix transcription has a suppressing effect 
on the transcription of the Xist gene [152].

Both X-chromosomes are active in both eScs and 
IcM cells, in which the level of Xist rnA is extremely 
low [154]. Fluorescence in situ hybridization (FISH) al-
lows to visualize the Xist transcript as a shining dot on 
each X-chromosome. random inactivation of one par-
ent X-chromosome occurs during eSc differentiation, 
like in embryonic epiblast cells after the implantation 
into the uterus. therefore, an obvious correlation be-
tween pluripotency and X-chromosome inactivation 
exists in female mammal cells. the molecular origin of 
this correlation was not elucidated until recently.

A link was recently found between Oct4, SOX2, and 
nAnOG. It appears to play a key role in the mainte-
nance of eSc pluripotency and X-chromosome inacti-
vation [155]. Oct4, SOX2, and nAnOG proteins collec-
tively bind to a DnA site in the first intron of the Xist 
gene, followed by the suppression of its transcription 

Fig. 3. miRNA genes associated with transcription factors 
OCT4, SOX2, NANOG, and TCF3 (indicated by arrows) 
and co-regulated by these factors and PRC2 (SUZ12) in 
murine and human embryonic stem cells [143].
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cluster

cluster



reVIeWS

 VOL. 2  № 3 (6)  2010  | ActA nAturAe | 43

in undifferentiated meScs (Fig. 4). reversible, limited 
activation of the Xist gene is observed in eScs bearing 
a homozygous mutation of the Nanog gene, while nor-
mal binding of Oct4 and SOX2 proteins occurs with 
the first intron of Xist. repression of all three factors–
Oct4, SOX2, and nAnOG–is accompanied by rapid 
accumulation of Xist rnA in eSc nuclei. thus, the fac-
tors of pluripotency can directly repress the Xist gene 
via a Tsix-independent mechanism.

However, Oct4 and SOX2 have been shown to par-
ticipate in Xist gene regulation via activation of its re-
pressors, Tsix and Xite [156] (Fig. 4). A bioinformatic 
analysis has revealed one site for SOX2 binding and 
two sites for Oct4 binding in the inactivation center of 
the murine X-chromosome. One site of Oct4 binding 
is mapped to the vicinity of the ctcF and YY1 (e site) 
binding sites, at a distance of 1 kb from the DXPas34 
regulatory element, which also contains several sites 
for ctcF and YY1 binding (D site). A composite site for 
the binding of the Oct4 and SOX2 transcription factors 
was found within the region of 1.2 kb, which is known 
as the Xite enhancer (Fig. 4). the fact of Oct4 binding 
with the sequence of the e site, as well as the Oct4 and 
SOX2 factors binding to the Xite nucleotide sequence, 
was confirmed in vitro by gel-retardation and in vivo 
by chromatin immunoprecipitation methods. the Xite 
enhancer region containing the native Oct4 and SOX2 
sites can substantially enhance the activity of the major 
promoter of the Tsix gene within the luciferase report-
er gene constructs temporarily transfected into meScs. 
Mutations in the Oct4 and SOX2 sites substantially 
decrease the capability of the Xite enhancer of Tsix 
promotor activation. Suppression of Oct4 gene expres-
sion by rnA-interference causes a substantial decrease 
in the levels of Tsix and Xite rnA in female-derived 
meScs. Suppression of Sox2 expression also slightly 
increased the levels of Tsix and Xite rnA. Apparently, 
SOX2 plays a substantially less significant role in Tsix 
transactivation, compared to Oct4. 

Apart from protein-DnA interactions, the transcrip-
tion factors Oct4 and SOX2 are characterized by pro-
tein-protein interactions, which are directly associated 
with the X-chromosome inactivation process: Oct4 
interacts with the ctcF protein, while SOX2 interacts 
with the YY1 protein (Fig. 4). It was shown earlier that 
ctcF and its cofactor YY1 are involved in X-chromo-
some pairing at the stages of counting and choosing of 
the future inactive chromosomes. Suppression of Oct4 
expression in meScs disturbs the X-chromosome pair-
ing in the same way as was observed under Ctcf re-
pression, where the fall in the level of Sox2 expression 
has no significant effect on this process. Aberrant bial-
lelic Xist expression was observed during the formation 
of embryoid bodies from eScs, with suppressed Oct4 
expression; this might be a result of the impairment of 
the X-chromosome counting process. Biallelic expres-
sion of Xist was not observed under suppression of Ctcf 
and Sox2 expression [156].

taking into account the data in the two studies men-
tioned above, one could assume that Oct4 regulates 
the Xist gene in two ways: direct repression – together 
with SOX2 and nAnOG – of Xist transcription and ac-
tivation of the Tsix gene. During cell differentiation, 
the Oct4 factor, in cooperation with ctcF, mediates 
normal X-chromosome pairing in the Tsix/Xite region, 
providing counting and choice of the future active and 
inactive X-chromosomes. the decrease in the Oct4 gene 
transcription level results in the loss of Oct4 binding 
with one of the X-chromosomes, repression of Tsix, 
and activation of Xist, and it is the chromosome that 
becomes inactive. Yet, the residual amount of Oct4 
in the coming active X-chromosome supports Tsix ex-
pression and Xist repression. this model very elegantly 
represents the association between pluripotency and 
the status of the X-chromosome in the cells of female 
mammals. However, a number of unanswered ques-
tions still remain. For instance, how is the difference 
in the binding force or in the amounts of Oct4, SOX2, 

Fig. 4. Scheme of the 
mouse Xist/Tsix locus 
with the binding sites of 
OCT4, SOX2, and NA-
NOG, and YY1 and CTCF 
proteins interacting with 
these transcription fac-
tors. Xist and Tsix exons 
are indicated by blue and 
green rectangles, respec-
tively. The red rectangle 
represents enhancer Xite. 
Arrows indicate the direc-
tions of gene transcrip-
tion.

repression

activation
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and nAnOG in the coming active and inactive X-chro-
mosomes achieved during differentiation. Logically, 
one should expect that, under random X-chromosome 
inactivation, this is a random process as well. But the 
question of what happens with imprinted inactivation 
when only a male-derived X-chromosome becomes in-
active arises. Active and inactive X-chromosomes are 
genetically equivalent; meaning that the difference in 
protein binding cannot be ascribed to the difference 
in nucleotide sequences. there is an evident need for 
a search for additional protein molecules or epigenetic 
factors capable of modulating this process.

Another interesting question is associated with the 
status of the X-chromosome in human eScs. the first 
produced heSc line (H9) possessed two active X-chro-
mosomes, as was observed in meScs [15, 157], and was 
devoid of XIST gene transcription. random inactivation 
of one of the X-chromosome and an increase in XIST 
expression were observed during H9 differentiation. 
However, it was found later that several H9 subclones 
had the ability to express XISt, whose rnA covers the 
inactive chromosome even in nondifferentiated cells 
[158]. Moreover, other heSc lines were found to ex-
press XIST and to bear the inactive X-chromosome 
[157–159]. the data published by the International 
consortium of Stem cell networks demonstrates that 
about half of the analyzed eSc lines produced in differ-
ent laboratories express the XISt gene, simultaneously 
with pluripotency markers, such as Oct4, SOX2, and 
nAnOG [159]. the analysis of eleven human eSc lines 
carried out by Silva and associates [160] has enabled to 
separate eSc into three groups: 1) cells with two active 
X-chromosomes, one of which is inactivated during the 

differentiation process; 2) cells with one inactive chro-
mosome in both the undifferentiated and differentiated 
states; and 3) cells which do not express XIST in both 
the undifferentiated and differentiated states [160]. 
Further experiments have shown that, in spite of the 
lack of XIST transcription, the cells belonging to the 
third group have an inactive X-chromosome [160]. All 
of the examples given above suggest that, in humans, 
XIST transcription and X-chromosome inactivation are 
not directly associated with pluripotency and the activ-
ity of Oct4, SOX2, and nAnOG.

CONCLUSION
embryonic stem cells are a unique object for funda-
mental and applied studies. their uniqueness is rooted 
in two of their properties – self-renewal and pluripo-
tency. Modern methods in cell biology and molecular 
genetic analysis have allowed to look anew at the mo-
lecular basis of and factors controlling self-renewal and 
pluripotency. the basic properties of embryonic stem 
cells are determined by a complex multicomponent 
system including transcription factors, signaling cas-
cades, as well as a system of epigenetic regulation and 
mirnAs. certainly, the obtained information will help 
to better understand the nature of many processes oc-
curring in the embryogenesis of animals, including hu-
mans. Additionally, new knowledge will allow a more 
effective use of eSc in applied research, as well as to 
understand the causes behind many inherited human 
diseases and facilitate the development of therapies. 
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INTRODUCTION .
Penicillin acylase (PA, ec 3.5.1.11) was discovered 60 
years ago as a catalyst of the hydrolysis of the amide 
bond in penicillin antibiotics [1]. this enzyme belongs 
to the class of hydrolases, a subclass of aminohydro-
lases, and represents a group of so-called n-terminal 
nucleophilic hydrolases. PA has been found in bacteria, 
yeast, and fungi. the physiological role of the enzyme 
remains poorly understood. It seems possible that its 
main function is in utilizing heterocyclic compounds as 
a source of carbon. 

PA has been extensively studied for more than 50 
years. In practice, this enzyme is commonly used to 
produce 6-aminopenicillanic acid, which is the main 
synthon in the synthesis of penicillin antibiotics. PA is 
also used for the synthesis of various semi-synthetic 
β-lactam antibiotics. Broad substrate specificity and 
high regio-, chemo- and stereoselectivity of the en-
zyme are used for the production of chiral compounds 
(which are more and more in demand in modern phar-
maceutics), as well as for the protection of hydroxy 
and amino groups in peptide and fine organic synthe-
sis. 

currently, the most commonly used PA is that from 
Escherichia coli (ecPA). this enzyme has been bet-
ter studied and characterized in comparison with the 
other PAs; however, the efficiency of the acyl trans-
fer into β-lactam cores, catalysed by ecPA, is not high 
enough to make the enzyme competitive as compared 
with the out-of-date methods of antibiotic synthesis. 
At the same time, intensive spreading of pathogens re-
sistant to currently available antibiotics has inevitably 
prompted the search for new antimicrobial compounds 
with artificial side chains. the catalytic efficiency of 

wild type PA would be too low for the synthesis of 
these substances: therefore, preparation of new mutant 
enzymes with improved synthetic parameters with ar-
tificial substrates is of great importance for practical 
and fundamental science. Another, equally important 
problem is improving a PA’s stereoselectivity in reac-
tions of amino-alcohols acylation and hydrolysis of n-
acyl derivatives, since a PA’s stereoselectivity in re-
actions of amino-alcohols production is incomparably 
lower than for amino acids. 

new enzymes with improved properties can be ob-
tained by various means: for example, random mu-
tagenesis (directed evolution, gene shuffling, etc.) 
and site-directed mutagenesis based on an analysis 
of 3D protein structures (rational design). the sec-
ond approach has become more widespread; howev-
er, it requires knowledge of the enzyme’s 3D struc-
ture, which can be obtained in an experiment (X-ray 
diffraction, nMr) or by computer modeling. In the 
present review we will discuss the recent achieve-
ments in the production of recombinants PAs with 
improved properties. 

CLASSIFICATION OF PENICILLIN ACyLASES
Penicillin acylases represent a group of β-lactam acy-
lases and can be classified according to the type of 
the hydrolysed substrate. therefore, enzymes can be 
grouped as those that hydrolyse penicillin G, penicillin 
V, or ampicillin. In 1963 it was suggested to divide peni-
cillin acylases into classes I and II [2]. class I enzymes 
basically hydolyse penicillin V (phenoximethylpenicil-
lin), while class II enzymes use penicillin G (benzylpeni-
cillin) as a substrate. Later, the class III, including the 
enzymes which hydrolyse ampicillin, was added [3-6].
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An up-to-date classification of acylases of β-lactams 
according to the preferred substrate core structure and 
side chains [7] is shown in Fig. 1. According to this clas-
sification, class II PAs can be additionally divided into 
two subgroups: class IIa – enzymes that basically hy-
drolyse aromatic amides, and class IIb – enzymes that 
hydrolyse aliphatic amides [7,8].

SOURCES AND LOCALIzATION OF PENICILLIN ACyLASES
the activity of penicillin acylase was described for the 
first time by Japanese scientists in 1950 [1]. they found 
that the mycelium of both Penicillium chrysogenum 
and Aspergillus oryzae was able to convert benzylpen-
icillin into phenylacetic acid and another compound, 
which the authors called “penicin” and which was later 
identified as 6-aminopenicillanic acid (6-APA) [1,9,10]. 
More detailed studies of this enzyme were carried out 
in the 1960s. At the time, a large number of papers on 
the enzyme properties, and its potential application, 
were published. today, the amount of papers devoted 
to penicillin acylases increases with every year.

It should be noted that penicillin acylase activity 
was also detected in bacteria, yeast, and fungi [11-14]. 
At the present time, PAs from more than 40 different 
microorganisms have been described. Many genes of 
penicillin acylases were found in annotated genomes of 
microorganisms. 

Depending on the species of the microorganism, 
the enzyme can dwell either outside or inside the cell. 
Localization in periplasma is chrachteristic for active 
forms of G-class penicillin acylases (class II). extracel-
lular expression is also typical for some strains produc-

ing penicillin acylases V (class I) and penicillin acylases 
G (class II). the physiological role of PAs remains un-
clear despite a 60-year-long history of studying them. 
It is highly probable that PAs are needed for the utili-
zation of aromatic amides as carbon sources [15]. Basic 
properties of some well-studied penicillin acylases are 
presented in table 1.

CHARACTERISTIC FEATURES OF PENICILLIN 
ACyLASE G ExPRESSION
PA-G gene encodes a precursor polypeptide which 
consists of 4 structural elements: a signal peptide, α- 
and β-subunits, and an inter-subunit spacer. the ma-
ture PA-G molecule is a heterodimer with a molecular 
weight of 86 kDa. It consists of two subunits, α- and β-, 
with molecular masses of 23 and 63 kDa, respectively 
[23,24]. In addition, the molecule contains a bound ca2+ 
ion, which, according to data, is important for enzyme 
processing [18]. 

Posttranslational modification of PA-G is a multi-
stage process, which has been well studied for the en-
zyme from E.coli. the first step includes transport of 
the inactive precursor from the cytoplasm to the peri-
plasmic compartment, a process drived by the signal 
peptide, which is then removed after the transport is 
completed. Afterwards, the inter-subunit spacer un-
dergoes two-step proteolysis, which results in the for-
mation of an active heterodimer [23,25,26]. 

In E.coli cells, transport of most of the proteins 
across the membrane is mediated by Sec-translocase. 
Sec-system recognizes signal peptides that do not have 
similar sequences but are quite close in their physico-

β-Lactam acylases

Penicillins Cephalosporins

Penicillin G

Phenylacetyl

Класс I II III IV

Phenoxyacetyl α-Aminoacyl δ-Aminoadipyl Glutaryl

Penicillin V Ampicillin Cephalosporin C Glutaryl 7-ACA

α-Acylamino-β-lactam acylhydrolases

Fig. 1. Modern 
classification 
of β-lactam 
acylases accord-
ing to the type 
of substrate 
[7]. 7-ACA – 
7-aminocepha-
losporanic acid
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chemical properties. SecB-chaperone recognizes a short 
sequence containing aromatic and positively charged 
amino acids, which subsequently is processed by Sec-
translocase [27]. SecB is a basic component that partici-
pates in the translocation of many secretory and peri-
plasmic proteins. In work [28], it was shown that SecB 
is essential for EcPA-G maturation. 

Another pathway of protein secretion is the tat-sys-
tem (twin arginine translocation). this mechanism is 
considered to mediate the transport of folded proteins 
with bound cofactors across the membrane. evidently, 
the tat-system and Sec-system work independently. 
In tat-mediated transport, it is necessary for the sig-
nal peptide sequence to include the SrrXFLK motif, 
which contains two arginine residues [29]. the sequence 
of the signal peptide in the EcPA precursor contains 2 
arginines separated by an asparagine residue (Fig. 2). 
Some literature data indicate that such a signal peptide 
can provide tat-mediated enzyme processing. More re-
cent data directly show that the E.coli signal peptide 
accounts for the enzyme translocation by the tat-sys-
tem [30]. PA from Alcaligenes faecalis is transported via 
the Sec-system [31].

experiments on PA protein precursors lacking the 
signal peptide show that the inter-subunit spacer is 
initially cleaved at the n-terminus of the β-subunit, 
which, as a result, yields a free β-subunit and a 
polypeptide consisting of the α-subunit and the spacer 
[23]. Spacer cleavage occurs similarly in two stages in 
the course of PA maturation in an intracellular medi-
um [23]. the authors of [23] demonstrated that spacer 
cleavage from the n-terminus of the β-subunit could 

take place only in the periplasmic compartment, while 
spacer removal from the c-terminus of the α-subunit 
can also take place in cytoplasm. At the same time, 
work [26] revealed that, at the very beginning, the 
α-subunit acquires a folded structure before begin-
ning to function as a template for the correct folding of 
the β-subunit. Later, it was shown that spacer cleav-
age is an autocatalytic process [25]. Amino acid resi-
dues Lys299 and thr263 of the inactive precursor were 
shown to play the primary role in the correct folding of 
the enzyme. Amino acid substitutions in these positions 
lead to a decreased yield of the active enzyme and ac-
cumulation of the inactive precursor [25, 32].

In summing up the available data, it is important to 
note that all stages of PA-G processing play an impor-
tant role in the production of an active and soluble pro-
tein. the introduction of amino acid substitutions can 
affect any steps in protein processing; therefore, the 
production of active forms of novel mutant enzymes 
requires a careful selection of appropriate conditions 
for cultivation.

ExPRESSION OF RECOMBINANT PAs iN e.coli
Depending on the purposes being pursued, cloning and 
expression of recombinant enzymes can be performed 
in various systems; for example, bacteria [33-36], yeast 
[37-40], plants [41-43], insect cells [44-47], or cell-free 
systems [48-51]. Since PA-G is found only in bacteria, 
E.coli-based expression systems are considered to be 
the most appropriate for recombinant enzyme produc-
tion. Below, we will discuss various approaches of PA-G 
expression in E.coli cells.

Table 1. Main characteristics of penicillin acylases from different sources

class Source Preferable substrate* Induction  
of biosynthesis

cell  
localization references

class I
PA-V

Streptomyces lavendulae Pen-V, Pen-K no outside [3]

Dermatophytes Pen-V yes inside [3]

Penicillium chrysogenum Pen-V, Pen-K yes inside [3]

Bacillus sphaericus Pen-V no data outside [16]

Fusarium sp. Pen-V no data outside [17]

class II
PA-G

E. coli Pen-G, Pen-X yes inside [18]

Bacillus megaterium Pen-G, cephalexin, 
cephaloglycine, cephaloridine no data outside [19]

Alcaligenes faecalis Pen-G no data inside [20]

Providencia rettgeri Pen-G no data inside [21]

class III 
Amp-PA Pseudomonas melanogenum Amp, cephaloglycine, cephadrine, 

cephalexin no data inside [22]

* Amp – ampicillin, Pen-G – penicillin G, Pen-V - penicillin V, Pen-K – penicillin K, Pen-X – penicillin X
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Selection of promoter and expression vector
A substantial amount of information on homo- and het-
erological PA expression in E.coli can be found in the 
literature. In terms of choosing an expression vector, 
both high- and low-copy number plasmids have been 
used. the following promoters have been applied for 
control of protein expression: lac, tac, trc, T7 and araB. 
PA-G genes were cloned from E. coli [52, 53], Actino-

myces viscosus [54], Providencia rettgeri [55], Kluyvera 
citrophila [56], Bacillus megaterium [35, 57], and A. fa-
ecalis [20]. the influence of the promoter type on the 
PA yield is shown in table 2. there is no strong cor-
relation between the type of promoter and the yield of 
the active enzyme. As a rule, stronger promoters (e.g. 
promoter of a t7 phage rnA-polymerase) provided  
higher levels of expression; however, in many cases it 

Table 2. Cultivation conditions and their influence on yields of recombinant PA’s 

enzyme 
source

Producing 
strain

Promo-
ter

Antibiotics 
resistance Inductor Т, °С Medium Additives enzyme yield reference

Orga-
nism Strain

E. coli

E. coli JM109 trc IPtG/
arabinose 30 LB 112 u/L/А

600
, 

193 u/L/А
600

[66]

E. coli
JM109 
BL21 

HB101
Т7 Kn arabinose 30 LB glycerol

330  u/L /А
600

,  
820 u/L ,

440 u/L /А
600

,
690 u/L

[63]

E. coli GM48
HB101

t7 
trc Kn IPtG 30 LB 84 u/L /А

600
[32]

E. coli Mc1000 lacZ Kn IPtG 28 M9 PAA 14–650 u/g [67]

E. coli DH5α tac 
lacI cmr IPtG [68]

E. coli x6212 trc IPtG 1000 u/L , 
700 u/g [69]

E. coli
JM101, 
JM103, 
JM105

lac Kn IPtG
galactose М9

glucose, 
galactose, 
glucose+ 
galactose

20–800 u/L [70]

E. coli SecB-
chaperone 40–126 u/L/А

600
[28]

E. coli cm IPtG 28 М9 ca2+ 1 g/L  
1700 u/g [31]

E. coli
trc 
t7 

araB

Kn 
cm

IPtG, 
arabinose

degP-
chaperone

PA: 20-800 u/L  
PA: 10450 u/L [65]

E. coli BL21 
(De3) t7 [60, 71]

E. coli
HB101, 
JM109, 
Mc4100

araB
cm 
Kn 

Amp

degP-
chaperone

14–470 u/L,  
570 u/L /А

600

[60]

A. faeca-
lis

E. coli cm IPtG М9 ca2+ 2.3 g/L , 14000  
u/g (AfPА) [31]

E. coli HB101 1000 u, 23 mg/L [20]

E. coli JM109 rhaBAD Amp rhamnose M9 
LB

glucose, 
proline

4500 u/L ,  
0.96 u/mg [72]

E. coli JM109 
(De3) t7 Kn IPtG LB (200–270)×103 

u/L [21]

K.  
citrophila E. coli BL21 

(De3) t7 Kn IPtG

Ye 
tH 
M9 
Mr

13460 u/L 
1190 u/L /А

600
  

28056 u/L   
1576 u/L /А

600

[60]
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leads to abnormal protein folding and accumulation of 
an insoluble enzyme as the so-called inclusion bodies. 
the yield of the soluble protein can be increased by 
using less strong promoters. Generally, expression of 
each individual enzyme requires selecting an optimal 
vector.

Factors that affect the level of PA expression are 
transcription and translation [53]. the limiting stage 
depends on the selected vector and the host strain. nev-
ertheless, most researchers choose strong promoters, 
such as tac and T7, and isopropyl-β-D-thiogalactoside 
(IPtG) is used as inducer. the yield of the soluble na-
tive protein is usually increased through the optimiza-
tion of cultivation parameters. 

Influence of the temperature
Work [58] revealed that the yield of active PA strongly 
depends on the temperature of cultivation. the experi-
ments on protein expression were carried out at three 
different temperatures: 22, 28, and 37oc. For all combi-
nations of plasmids and host strains, the highest yield 
of the native protein was observed at 22°С. this effect 
is probably explained by the fact that, at a low temper-
ature, the enzyme undergoes successfully all stages of 
posttranslational modification and acquires the native 
conformation, which leads to an increase in the yield 
of the soluble active enzyme. An increase in tempera-
ture causes an increase in the rate of protein synthesis; 
therefore, the insoluble enzyme is accumulated in the 
cytoplasm.

Influence of the medium composition and various ad-
ditives
numerous studies have shown that the composition 
of the cultivation medium strongly affects the level of 
expression and the yield of the active enzyme. Work 
[59] showed that the highest yield of active PA-G is 
achieved when the minimal medium M9 is used with 
glucose as a carbon source. this approach allows to in-
crease the portion of the periplasmic enzyme nearly 
100-fold, relative to the intracellular enzyme. High en-
zyme yields were also achieved using the richest me-
dium, Ye, of all those studied (Ye, tH, Mr, M9), as de-
scribed in [60]. 

One of the key parameters of PA expression is the 
presence of calcium ions in the cultivation medium. 
ca2+ is important both for cellular growth [61] and for 
the formation of active soluble PA, since calcium ions 
are present in molecules of active PA [24,60]. Accord-
ing to some authors, ca2+ plays an important role in the 
translocation of the protein precursor across the mem-
brane, as well as in the correct folding and maturation 
of the enzyme in the periplasm [31].

Another approach that allows to increase the level of 

soluble PPA in the cell is adding low-molecular carbon 
sources into the medium. It has been shown that ad-
ditional carbon sources allow to increase the biomass, 
as well as diminish the accumulation of the insoluble 
protein in the cell [62]. the most common low-molecu-
lar carbon-containing compounds are lactose, glucose, 
arabinose, and glycerol. Works [62,63] showed that the 
addition of glycerol reduces the level of the insoluble 
protein in the periplasm. Some authors consider glyc-
erol as not only a carbon source, but also a “chemical 
chaperone” that facilitates protein folding and matu-
ration. 

Regulation of the posttranslational modification
Work [59] focuses on selecting the optimal strain for 
expression and optimization of medium compositions, 
as well as modifying the PA translocation system by 
means of alteration of the signal peptides structure. As 
it was previously discussed, the signal peptide of EcPA 
is responsible for the translocation of the precursor by 
the tat-system [31]. However, as is known from the 
literature, Sec-mediated protein transfer occurs more 
rapidly [64]. the alteration of the translocating system 
allowed a substantial increase in the level of the soluble 
protein in the periplasmic fraction.

The use of chaperons for correct PA folding 
An additional, actively developing approach that has 
emerged over the past decade is the use of chaperones 
for the optimization of protein expression. In case of PA, 
most researchers used degP chaperones or the chaper-
ones of the Sec-system, if they participate in the in-
tracellular transport of the enzyme [65]. this approach 
helps to achieve a many-fold increase in the yield of the 
active enzyme. 

In summary, it should be noted that PA-G expres-
sion depends on numerous factors. to create a strain for 
PA overexpression, one should be well aware of the de-
tails of limiting stages of expression, which are specific 
for each organism and expression system. the yield 
of the active enzyme can be improved if proteinases-
lacking strains or strains with an altered translocation 
system are used. 

PA-G STRUCTURE

Primary structure of PA-G
At present, databases (GeneBank, eMBL) contain full 
nucleotide and amino acid sequences of PA-Gs from 
40 organisms. Figure 2 shows the alignment of amino 
acid sequences of PA-Gs from different sources. In or-
der to show comparison, the most distant enzymes are 
presented. the primary structure of E.coli PA is given 
as a full-length amino acid sequence, whereas for the 
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other enzymes only the differing residues are shown. 
Well-conserved residues are marked by dark gray, 
and similar residues are given in light gray.

As is seen in the figure, the signal peptide region 
contains no conserved residues or consensus sequences. 
they all differ not only in the amino acid sequence but 
also in length. Intra-subunit spacers differ as well and 
do not have conserved amino acids in their sequences.

the sequences shown in Fig. 2 contain two impor-
tant conserved amino acid motifs: (D/e)rXXQ(M/L)
(e/D) in the α-subunit and nXXYADXXGnI(G/A)Y 
in the β-subunit. Apart from these two regions, there 
are some well-conserved residues, e.g., first and second 
residues in the β-subunit are serine, which is impor-
tant for catalysis and neighborous asparagine. the total 
amount of highly conserved residues in PA- sequences 
does not exceed 7%. 

Figure 3 shows the phylogenetic tree of PA-Gs. As is 
seen, most of these enzymes occur in proteobacteria. 

Quaternary structure of PA-G.
the first 3D structure of the PA-G molecule was de-
termined in 1995 for a PA from E. coli with a resolution 
of 1.9 Å (PDB 1PnK) [24] (Fig. 4). the active enzyme 
is a heterodimer with a molecular mass of 86 kDa. It 
consists of a smaller α-subunit (24 kDa) and a bigger 
β-subunit (62 kDa). At the n-terminus of the β-subunit, 
there is the Ser catalytic residue (marked red in Fig. 4). 
the average dimensions of the heterodimer are 70 x 50 
x 55 Å. the polypeptide chains of the two subunits form 
a pyramid-like structure with a deep bowl-like cavity in 
the middle, with the active site located on its bottom. 

Like all ntn-hydrolases, PA-G contains the charac-
teristic motif αββα [73]. PA has one αββα - domain which 
consists of α- and β-subunits [24], and the domain is one 
of the biggest αββα ones among all known ntn-hydro-
lases [73]. 

In terms of the structure, the protein globule can 
be divided into three regions - A, B, and c. region c 
includes eight elements of a secondary structure con-
served in all representatives of ntn-hydrolases. these 
elements form three antiparallel layers of four αββα-
motifs, each. regions A and B consist of similar elements 
of a secondary structure whose spatial arrangement is 
quite the same in all representatives of ntn-hydrolases. 
However, these regions might occupy different posi-
tions in polypeptide chains of various ntn-hydrolases. 
For example, in the PA-G molecule, regions A, B, and c 
are arranged in the following order: c-B-A. 

0.1

         H. marismortui

         P. denitrificans

         A. faecalis

           S. wittichii

            S. proteamaculans

        A. xylosoxidans

           P. rettgeri

        S. boydii

          e. coli

             A. baumanii

                       Sphingomonas_sp.

                        O. iheyensis

                     V. eiseniae

                        R. pickettii

                      R. biformata

                      B. mallei

                     T. thermophilus

                     R. xylanophilus

                     G. violaceus

                     C. aurantiacus

                    R. castenholzii

                      C. aggregans

                       N. punctiforme

                       B. weihenstephanensis

                       B. thuringiensis

                       B. cereus

  B. megaterium

  B. badius

Fig. 3. Phylogenetic tree of penicillin acylases G.

Fig. 4. Structure of the active heterodimer of PA-G from 
e.coli (PDB 1PNK) [24]. α- and β-subunits are shown 
in yellow and dark blue, respectively. Catalytic βSer1 
residue and Ca2+ ion are shown in red and green, respec-
tively.
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At the end of 2009, the 3D structure of recombi-
nant PA from A. faecalis (AfPA) expressed in E.coli 
cells was deposited into the protein data bank (PDB), 
although this enzyme was isolated and described ear-
ly in the 1990s. In May 2010, the second structure of 
AfPA obtained from orthorhombic crystals appeared 
in the PDB (PDB 3ML0). AfPA is of particular interest 
due to high thermal stability compared to one for all 
known penicillin acylases G. An analysis of the AfPA 
structure revealed that the elevated thermal stabil-
ity is associated with the presence of a disulfide bond 
between cys492 and cys525 in the β-subunit (marked 
pink in Fig. 5), which are absent in EcPA. the struc-
tures of AfPA and EcPA share a high spatial homol-
ogy. A computer superposition of the structures of 
these two enzymes shows high spatial homology in the 
organization of their polypeptide chains, especially in 
the region of the active site. Some minor deviations are 
observed only in the outer regions of the enzyme mol-
ecule. It should be noted that both AfPA structures 
have a resolution only of 3.3 and 3.5 Å for PDB3K3W.
ent and PDB3ML0.ent, respectively. this resolution 
is considered low in modern X-ray crystallography 
and does not allow to determine exactly the spatial 
arrangement and interactions of residues in the active 
site, which is important for understanding catalytic 
mechanism.

STRUCTURE OF ecPA’s ACTIVE SITE

Structure of the catalytic domain
the early studies of PA revealed the key role played by 
a Ser residue in catalysis. covalent modification of this 
residue by phenylmethylsulfonylfluoride (PMSF) was 
shown to lead to the full loss of the enzyme activity [74]. 
X-ray diffraction data on PA covalently modified with 
PMSF (PDB 1PnM) [18] allowed to determine that the 
catalytically important residue is the n-terminal serine 
of the β-chain. It is worth noting that in the vicinity of 
βSer1 there are no imidazole or carboxyl groups that 
participate in the catalytic processes of acylation and 
deacylation by means of relay proton transfer and are 
usually found in active sites of serine proteases. there-
fore, PAs were classified as so-called hydrolases with 
the n-terminal nucleophile, or ntn-class [75].

Based on the structural data obtained on EcPA, a 
model of the catalytic mechanism of ntn-hydrolases 
was proposed in 1995. n-terminal serine βSer1 functions 
as a nucleophile (marked red in Fig. 6). residue βGln23 
(shown in red in Fig. 6), which is positioned close to 
βSer1, improves the nucleophilic properties of the cata-
lytic serine. During the reaction, the covalent intermedi-
ate is formed trough a transition state, which is stabi-
lized by a so-called oxianionic hole. the hole is formed by 
residues βAsn242 and βAla69 (marked pink in Fig. 6).

Fig. 5. Structure of the active heterodimer of PA-G from 
A .faecalis (PDB 3K3W). α- and β-subunits are shown in 
yellow and dark blue, respectively. Catalytic βSer1 resi-
due and Ca2+ ion are shown in red and green, respective-
ly. Disulfide bond in β-subunit between residues Cys492 
and Cys525 in wild-type enzyme is shown in magenta. 
Insert in right part of figure shows fixation of N-terminus of 
α-subunit and C-terminus of β-subunit due to creation of 
new disulfide bond (shown in orange) after double muta-
tion αQ3C/βP751C.

Fig. 6. Main amino acid residues in the active site of PA 
from e. coli (structure PDB 1AI4). Catalytic βSer1 resi-
due and residue βGln23 are shown in red and orange, 
respectively. Residues from oxyanion hole are presented 
in magenta.  Residues from substrate-binding domain are 
shown in green and yellow for subdomains S1 and S2, 
respectively. Residue αPhe146 belonging to both subdo-
mains is in blue.
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A comparison of the amino acid sequences of PA-
Gs from different sources (Fig. 3) reveals that residue 
βAsn242 is highly conserved in all mentioned enzymes, 
while residue βAla69 occurs only in the half sequences 
presented and Asp residue is present in this position in 
other enzymes.

Structure of the substrate-binding domain
the substrate-binding domain of the active site con-
sists of two subdomains – S1 and S2. Subdomain S1 is 
responsible for interacting with the acyle part of the 
substrate. It exhibits high binding specificity and con-
sists basically of hydrophobic residues. the “closed” 
structure of this domain, as well as its high hydropho-
bicity, makes the enzyme very selective for benzene 
rings with small radicals at cα-atoms or aromatic rings. 
the main residues which form the “closed” structure 
of the S1 subdomain are αMet142, αPhe146, βPhe24, 
βPhe57, βtrp154, βIle177, and βSer67 (marked green 
in Fig. 6) and also βPro22, βGln23, βVal56, βthr68, 
βPhe71, βLeu253, and βPhe256 (not shown in Fig. 6). As 
is seen, only two residues are located in the α-subunit, 
while most of the residues that are essential for binding 
the acyl part of substrate are located in the β-subunit. 
the sterically limited hydrophobic cavity in the “open” 
state has a thermodynamically unfavorable contact 
with the solvent. Hydrophobic interactions between 
the substrate and the enzyme result in a double energy 
gain due to, first, the energy of transfer of a hydropho-
bic substrate into the enzyme hydrophobic cavity from 
the solvent and, second, due to the exclusion of water 
molecules from the active site. 

It is suggested that π-π interactions exist between 
the benzene rings of the phenylacetic acid (PAc) 
and βPhe24, which are located side by side. residue 
αPhe146 is located at the opposite side of the hydro-
phobic pocket. It interacts with PAc and shields the 
active site from the solvent. Another phenylalanine 
residue, βPhe57, is located at the bottom of the hy-
drophobic cavity. the shortest distance between this 
residue and the inhibitor is 4.7 Å, which is insufficient 
for a direct interaction. However, this residue may be 
essential for the proper overall structure maintenance 
of the substrate-binding site, since it is located close 
to βPro22 and βPhe24 (the distances are 3.5 and 3.9 Å, 
respectively), which directly participate in substrate 
binding.

the second subdomain of the substrate-binding site 
(S2) is responsible for the binding of the nucleophilic 
part. this subdomain represents the bottom of the 
bowl-like cavity in the middle of the molecule and ac-
counts for the enzyme’s quite broad specificity for the 
nucleophilic part. Besides, this domain is enantioselec-
tive, which allows to use the enzyme for kinetic separa-

tion of the optical isomers of amines. Domain S2 consists 
of the following residues: αArg145, αPhe146, βPhe71, 
and βArg263 (marked yellow in Fig. 6) [76-80].

According to the analysis of the structure of the 
EcPA inactive mutant βAsn241Ala complex with peni-
cillin [79], at the first stage the antibiotic binds in the 
“open” conformation, which allows the bulky amide 
part of the substrate to enter the enzyme’s active site. 
In the “open” conformation the βPhe71 phenol ring be-
comes parallel to the substrate’s β-lactam ring. More-
over, substrate sorbtion results in Van-der-Waals 
interactions between the methyl group of the peni-
cillin molecule and Сδ1-atoms of αPhe146, which also 
strengthens the bond.

A complex of the native enzyme with a “slow” sub-
strate penicillin G sulfoxide (PDB 1PnM) gives informa-
tion about the enzyme’s structure in pre-catalytic act 
stage [78]. In this case, the positions of residues αArg145 
and αPhe146 correspond to the “closed” conformation, 
and the amide group of βAsn241 forms a hydrogen bond 
with O-atom of the substrate’s carbonyl group.

results of site-directed mutagenesis of residues 
αArg145 and βArg263 show that both of them are es-
sential for catalysis and βArg263 is also essential for 
autocatalytic maturation [77]. Structural and kinetic 
data indicate that βArg263 participates in the stabili-
zation of the transition state, since its positive charge 
increases the polarity of the oxianionic hole. It should 
be noted that both βArg263 and αArg145 are  highly 
conserved and present in PA-Gs of nearly all known 
sources (see Fig. 2).

Another special feature of PA catalytic mechanism 
is that the active site can exist in “open” and “closed” 
conformations, as was shown in [80]. the authors re-
solved the structure of complexes of ecPA with various 
ligands. the “open” conformation is important for sub-
strate binding, while effective catalysis requires pro-
tection of the active site from solvent molecules, which 
is achieved in the “closed conformation.”

PA-G PROTEIN ENGINEERING
In the past, the main approach to increasing the ef-
ficiency of industrial processes had been to optimize 
conditions in the biocatalytic process. Such optimiza-
tion was based on kinetic parameters and the physico-
chemical properties of the reaction medium’s compo-
nents. this approach was successful and led to some 
very good results. today, the approach has practically 
exhausted its potential: actual design of the enzyme is 
becoming increasingly popular.

X-ray diffraction studies on PA, its mutants, and 
complexes with different substrates have provided a 
prospective for understanding the structure-function 
relationship, as well as for rational design, of the active 
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site. the purpose of this design is to improve the en-
zyme’s properties, which could increase the efficiency 
of PA-mediated synthesis of antibiotics and separation 
of enantiomers. 

Because of thermodynamic constraints, the synthesis 
of antibiotics is based not on direct condensation but on 
nucleophilic substitution. the minimal scheme of the 
process is given below:

Scheme 1. A minimal scheme for half-synthetic β-lactam 
antibiotics preparation by nucleophilic substitution. E, S, 
and ES are the enzyme, substrate (donor of acyl moiety), 
and the enzyme-substrate complex, respectively. EA, 
Nu, and EANu are the acyl-enzyme, nucleophile, and 
the double complex of acyl and nucleophile. K

s
, K

n,
 and 

K
p 

- are binding constants of substrate free enzyme E, the 
nucleophile with acyl-enzyme EA, and the product with 
free enzyme E, respectively.

Papers [81, 82] contain a detailed analysis of this 
scheme and its various derivatives. the basic result 
following from this analysis is that the description of 
the process’s efficiency cannot be accomplished by us-
ing such common parameters as catalytic constants, 
Michaelis constants, or constants of inhibition by the 
reaction products. the parameters α, β, and γ are used 
instead. Parameter α = (k

-4
/K

p
)/(k

2
/K

s
) describes the 

specificity of the enzyme for the product and initial 
acyl donor, parameter β

 
= k

4
/(k

3
·K

n
) reflects the maxi-

mum nucleophilic activity of acceptor, and γ = k
5
/k

4 

describes the ability of the triple complex eAnu to 
undergo either synthetic or hydrolytic transformation 
(i.e., the ratio of the rates of synthesis and hydrolysis, 
S/H). therefore, we shall use the above-mentioned 
parameters in estimations of the efficiency of PA engi-
neering and in studies of PA mutant forms, as applied 
to antibiotic synthesis. 

Production of chimeric PAs by means of DNA shuf-
fling
At present protein engineering exploits a broad range of 
approaches based on the introduction of both directed 
and random amino acid substitutions, or even fragments 
of a polypeptide chain. One of these approaches, namely 
DnA shuffling, is now increasingly gaining in popularity 
and is successfully applied in the production of industri-

ally significant enzymes with enhanced properties. this 
method is based on a recombination of genes coding for 
homological enzymes from various organisms, which re-
sults in the production of chimeric proteins that consist 
of fragments of original enzymes. 

DnA shuffling has been applied in engineering PAs 
from E. coli, K. cryocrescens, and P. rettgeri [83]. the 
extent of homology of these enzymes is equal to 77% 
(E. coli – K. cryocrescens), 61% (E. coli – P. rettgeri), 
and 61% (K. cryocrescens – P. rettgeri). Screening of 81 
transformants revealed three chimeric enzymes that 
exhibited higher catalytic activity (v

Ps
) as well as im-

proved synthetic properties (see table 3).
It is noteworthy that in enzyme 6B11 all parameters 

were selectively improved. It was shown in an experiment 
that a decrease in α was caused by a two-fold increase in 
K

P 
for ampicillin (the product), while in 73С4 an increase 

in α was caused by a two-fold increase in K
s 
for D-PGA.

DnA sequencing showed that chimeric mutants 
6B11 and 73С4 were obtained by inclusion of some 
parts of the PA gene from K. cryocrescens into that 
of E.coli. A certain number of random mutations that 
do not occur in the parent genomes and are located 
far from the active site were also described. However, 
these mutations can have a substantial effect on the 
enzyme’s properties. For example, the substitution of 
βGly385, which is positioned 13.5 Å from the active site, 
by serine residue (βGly385Ser) in the hybrid 6G8 can 
affect the availability of the active site. to study the 
influence of such substitution on the catalytic proper-
ties of enzyme, the authors introduced the correspond-
ing mutation into EcPA. the results were amazingly 
unpredictable: the authors reported a 22% increase in 
the maximum yield and a 80% increase in the S/H ra-
tio compared to the wild type enzyme under the same 
conditions. the parameter α did not change. Similarly, 
random mutation of αAsp148Gly works in the same 
way, i.e. it results in a 20% increase in the maximum 
yield and an 80% increase in the S/H ratio. In the case 
of this amino acid change the observed effect can be 

Table 3. Synthetic efficiency of parent and hybrid PA (15 
mM D-PGA, 25 mM 6-APC, рН 7.0)

enzyme α β, 
мМ-1 γ Pmax, 

mM v
Ps

 %

PA E. coli 7.8 78 0.14 2.2 100

PA K.cryocrescens 12.7 98 0.19 2.1 110

PA P.rettgeri 5.8 32 0.30 1.9 59

PA 6G8 11.1 130 0.12 2.6 149

PA 73c4 11.6 120 0.12 2.4 95

PA 6B11 6.4 115 0.13 2.5 115
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explained by the fact that the αAsp148 is located at the 
base of the catalytic α-loop, which is responsible for the 
conformational transitions in the active site. As it was 
shown for residues αArg145 and αPhe146, any changes 
in this loop can lead to the alteration of both the sub-
strate specificity and catalytic activity.

thus, DnA shuffling can be employed not only as a 
tool in the production of enhanced versions of PA, but 
also as a promising approach to the design of site-di-
rected mutations that are impossible to predict based 
on knowledge of the enzyme’s 3D structure.

Combinatory saturating mutagenesis
In work [84], saturating mutagenesis was combined 
with the introduction of random mutations and applied 
to residues αr160, αF161, and βF24, which were jux-
taposed to the enzyme’s active site (single, double, as 
well as triple mutants were obtained). Different amino 
acid changes were introduced in these positions with 
degenerate primers, and a library of 700 various clones 
was obtained. HPLc-based screening was used to test 
mutants for their ampicillin synthetic activity. As a re-
sult, three mutants with improved catalytic properties 
were selected (table 4). Moreover, one of the mutants 
(βF24A) also exhibited good catalytic properties in the 
reaction of cefalexin synthesis.

It should be noted that the method of random muta-
genesis has not found broad application, because of the 
absence of a simple mutant screening procedure. At the 
same time, directed mutagenesis has turned out to be 
the most popular method.

RATIONALE DESIGN

Acyl-binding domain
Processes of preparation of β-lactam cores by hydro-
lysis of natural antibiotics will be more efficient in the 

case of reduced affinity of the enzyme to phenylacetic 
acid, which is a byproduct of the reaction and a com-
petitive inhibitor of PA. A requirement for effective 
synthesis of half-synthetic unnatural antibiotics is a 
high specificity of the enzyme for the FAA derivatives 
carrying substitutions at Сα atom (D-phenylglycine, 
phenyglycolic acid, Сα-methyl-FAA). In case of natural 
PAs, the values of the Michaelis constants for FAA de-
rivatives carrying substitutions at Сα are about 10-100 
mM, which is 100-1,000 times higher than for FAA [85]. 
therefore, production of mutant enzymes with low val-
ues of the Michaelis constant for FAA derivatives car-
rying substitutions at the Сα atom and high inhibition 
constants for FAA is of great interest.

Paper [86] describes point mutations βPhe24Ala 
and αPhe146tyr and their combination βPhe24Ala/
αPhe146tyr meeting these requirements. For exam-
ple, in case of mutant EcPA βPhe24Ala, FAA inhibi-
tion was 18 times lower in comparison with the wild-
type enzyme (K

p
 = 1.1 and 0.06 мМ, respectively), but 

affinity to Сα-substituted FAA derivatives was 5 times 
higher. constructing the mutants, the authors sug-
gested that substitution of the hydrophobic residue 
that forms the base of the acyl-binding domain could 
dramatically change the enzyme’s specificity for both 
Сα-substituted FAA derivatives and the natural sub-
strate.

X-ray analysis of complexes of the mutants with 
FAA derivatives provided structural explanations of 
the observed phenomena. removal of the aromatic ring 
in the mutant βF24A leads to structural perturbations 
in the active site. As a result, in this mutant FAA binds 
in the “open” conformation, as opposed to the wild-type 
enzyme in which FAA binds in the “closed” conforma-
tion. this, in its turn, results in the disappearance of 
hydrogen bonds between the carbonyl O-atom in FAA 
and residues βAla69 and βAsn241 that form the oxian-

Table 4. Catalytic efficiency of mutant  ecPA in reactions of antibiotic synthesis [84]

enzyme Acyl donor
Ampicillin cephalexin

α β, mM-1 1/γ α β, mM-1 1/γ

PAS2
ФГА 13.2 0.5 6 7.3 0.5 59

ФГМ 16.4 0.5 6 9.1 0.5 59

αr160K 
αF161L 
βF24M

ФГА 218 6.3 364 58.8 18.4 69

ФГМ 8.8 6.3 364 2.4 18.4 69

βF24A
ФГА 209 10.2 286 88.8 21.5 154

ФГМ 11.6 10.2 286 4.9 21.5 154

αr160P 
αF161A 
βF24A

ФГА 200 4.9 167 57.2 21.1 58

ФГМ 7.6 4.9 167 2.2 21.1 58
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ionic hole. this explains the multi-fold increase in the 
value of the inhibition constant.

unlike FAA itself, its derivative Сα-methyl FAA 
binds in the “closed” conformation in the mutant EcPA 
βF24A. Simultaneously, cα-cH

3 
takes the place of the 

removed phenyl group, which leads to a 10-fold in-
crease in binding.

notably, the mutation of βPhe24 strongly affects 
the enzyme stereospecificity for (R)-isomers of cα-
substituted FAA derivatives. therefore, βPhe24 can be 
a potential target for alteration of the enzyme enanti-
oselectivity, which can be used for obtaining optically 
pure cα-substituted FAA derivatives.

Substitution of phenylalanine by tyrosine in the 
αF146Ymutant does not cause conformational rear-
rangements in the active site, which explains the FAA 
binding comparable to that in wild type ecPA. Howev-
er, the van der Waals interactions between a cα-group 
of FAA derivatives and OH-group of αtyr146 make 
binding more efficient.

In work [87], the natural specificity of EcPA was al-
tered from penicillini to cephalosporin c, which gave 
the opportunity to create a EcPA-based biocatalyst for 
preparation of 7-aminocephalosporinic acid directly 
form cephalosporine c. An alignment of the amino acid 
sequences of EcPA and cephalosporinacylase (cA) from 
P. diminuta was performed in order to determine the 
binding site for the aromatic hydrophobic acyl part of 
penicillin in PA and that for the linear hydrophilic (glu-
taryl) acyl part of cephalosporin c in cA. As a result, 
seven residues from the hydrophobic pocket of ecPA 
were substituted by the corresponding residues from 
cA. the obtained mutant had a specificity for cepha-
losporin c 8-fold higher than wt-ecPA. unfortunately, 
these results are of little practical use aside from scien-
tific interest, since the activity of the prepared mutant 
enzyme was much lower than that of the native cA. 

Site-directed mutagenesis of the nucleophile-binding 
site
Increasing the acyl part-binding properties is insuf-
ficient for improving the enzyme synthetic efficiency. 
For example, for mutant EcPA βPhe24Ala it was shown 
that increased D-phenylglycinamide binding leads to 
an increase in product (ampicillin) binding, which fi-
nally elevates parameter α. Interestingly, substitutions 
of residues βPhe24 and αPhe146, which are responsible 
for binding the acyl moiety, also account for a two-fold 
increase in the nucleophile properties of 6-APA.

the fact that alterations of the protein structure in a 
particular region can cause structural rearrangements in 
adjacent regions does not contradict the basic principles 
of protein molecule organization. Mutations in the acyl-
binding part (S1) could actually cause structural changes 

Table 5. Kinetic parameters for ampicillin synthesis for 
wild-type enzyme and mutant  ecPA with substitution of 
αArg145 (15mM D-PGA, 25мМ 6-APC, pH 7.0)

enzyme α β.,мМ-1 γ P
max

, 
mM 

EcPA wild-type 7.7 80 0.14 2.2

EcPA αArg145Gly 29 420 0.04 3.6

EcPA αArg145Ser 14 350 0.05 3.3

EcPA αArg145Leu 15 280 0.06 2.8

in the nucleophile-binding site (S2) so long as residues 
βPhe24 and αPhe146 are located in the border region of 
S1 and S2 subdomains and these residues produce the 
hydrophobic neck of acyl-binding domain (Fig. 6).

On the other hand, it is impossible to determine 
whether the increase in nucleophile binding (K

n
) or 

decrease in water reactivity (k
3
, k

5
) plays the key role. 

βPhe24Ala substitution could affect the spatial posi-
tion of the neighboring βGlu23, which coordinates the 
deacylating water molecule and, therefore, decreases 
the rate of hydrolysis. However, using available data, 
it was shown that improving the enzyme nucleophilic 
specificity causes an increase in β: so the effects of 
point mutations in the nucleophile-binding site are 
rather predictable. In work [89], the authors achieved 
a substantial increase in parameter β by mutations of 
αArg145, which interacts with the ampicillin carboxylic 
group in the closed conformation and can affect 6-APA 
binding, according to X-ray analysis. In order to study 
all the possible effects of a substitution of αArg145, 
this residue was subjected to saturating mutagenesis. 
Preliminary results of ampicillin synthesis in diluted 
solutions showed that all 19 mutants have an increased 
ability to transfer an acyl group to 6-APA. three of 
the most promising mutants of EcPA (αArg145Leu, 
αArg145Gly and αArg145Ser) were selected and sub-
jected to a detailed kinetic study (table 5).

the obtained results show that the removal of a pos-
itive charge in position α145 leads to a substantial in-
crease in the nucleophilic properties of 6-APA. A near-
ly synchronized increase in α leads to the conclusion 
that elevated nucleophile binding (Kn

, see the scheme 
above), expressed as an increase in β, inevitably results 
in higher affinity to the reaction product (K

p
, see the 

scheme above), and it is impossible to improve both pa-
rameters simultaneously. However, the negative ef-
fects on α can be mitigated to some extent if ampicillin 
is removed from the reaction medium.

According to X-ray diffraction data, the residue 
αPhe146 interacts with the methyl group of penicillin 
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upon its binding in the open conformation and could af-
fect the binding of the β-lactam ring of 6-APA. In order 
to clarify the role of this residue, saturation mutation 
analysis was also carried out. Preliminary studies of en-
zymatic ampicillin synthesis showed that all 19 mutants 
have an increased ability to transfer the acyl group to 
6-APA, but the catalytic activity of all mutants decreas-
es at least 10-fold, which did not allow the authors to 
study the synthetic abilities of the mutants in detail.

Work [90] represents a good example of employing 
rational design for improving EcPA catalytic properties. 
the authors performed a structural analysis and molec-
ular modeling of ligand binding in the active site of the 
enzyme. the results showed that mutation of βPhe71 
alters the substrate’s orientation and increases the inter-
action of substrates with the oxianionic hole. therefore, 
it would be reasonable to expect the mutation of βPhe71 
to increase the PA catalytic activity and alter both the 
stereoselectivity and specificity of the enzyme for the 
leaving group. Four mutants with amino acid changes  
βPhe71Lys, βPhe71Glu, βPhe71Leu, and βPhe71Arg 
were prepared. three of them showed improved cata-
lytic properties, and two mutants had higher stereose-
lectivity in terms of separation of enantiomers; however, 
the effect of an introduction of a particular amino acid 
was quite opposite. For example, the βPhe71Leu mu-
tant had the best catalytic properties in the antibiot-
ics synthesis reactions, while its enentioselectivity was 
lower than that of the wild type enzyme. the most pro-
nounced increase in enantioselectivity was observed for 
the mutant EcPA βPhe71Lysones for the mutant EcPA 
βPhe71Leu. Based on the obtained data, one made the 
conclusion that a simultaneous improvement of all basic 
catalytic properties of the enzyme seems to be impos-
sible. evidently, particular tasks could be solved only by 
individual fine-tuning of the enzyme based on the sub-
strate’s structure.

Obtaining a permutated enzyme
Another approach to alter the enzyme’s properties is 
preparation of so-called permutated enzymes. As seen 
in Figs. 4 and 5, in PAs from E. coli and A. faecalis, the 
n-terminus of the α-subunit is placed in juxtaposition 
with the c-terminus of the β-subunit, which allows to 
obtain a permutated one-chain enzyme by linking both 
termini by a flexible spacer. engineering such an en-
zyme would allow to obtain the recombinant protein 
directly in the cytoplasm without transportation of the 
precursor to the periplasmic compartment and cleav-
age of the inter-subunit spacer, since these stages were 
shown to be the main reasons of the low yield of the 
enzyme produced in available systems of PA-G expres-
sion. to this day, there is only one work that describes 
preparation of the permutated enzyme [91]. A random 

sequence of 4 amino acid residues was chosen as a link-
er between the subunits. A library of mutant clones 
carrying the gene of the permutated enzyme was cre-
ated. Subsequent screening of the clones revealed 20 
clones that produced the active enzyme; however, all 
the mutants were much less efficient in terms of spe-
cific activity as compared to the wild type enzyme.

AfPA stabilization by formation of disulfide bonds
As it was described earlier, PA from A. faecalis is one 
of the most thermostable penicillin acyllases known to 
this day [20], and this remarkable property is attribut-
ed to the presence of a disulfide bond in the β-subunit 
of AfPA (Fig. 5). Additional disulfide bonds were intro-
duced into the enzyme’s globule in order to further sta-
bilize the molecule [92]. Since 2006, when the experi-
ments were performed, the structure of the enzyme 
has not been determined. the authors constructed a 
computer model using homology modeling based on 
the structure of EcPA. the search for possible sites 
of disulfide location was performed with the MODIP 
program. the computer analysis resulted in 32 possible 
variants of disulfide bonds in different positions. An ad-
ditional analysis yielded two final variants - pairs of 
substitutions αQ3c/βP561c and αt52c/αY64c. the 
first pair of substitutions should lead to the formation 
of the covalent bond between the n-terminus of the 
α-subunit and the c-terminus of the β-subunit (see in-
set in Fig. 5), which is basically unstructured (Fig. 5). In 
the case of the second pair of amino acid changes, the 
disulfide bond should stabilize a loop that connects two 
α-helices. the analysis of the properties of the obtained 
mutants showed that introduction of the point muta-
tions αGlu3cys and βPro561cys did not affect the rate 
of thermal inactivation, while in the case of the double 
substitution, the temperature at which the enzyme 
loses 50% of its activity after 20 minutes of incubation 
increased from 50oc to 53 oc. the second pair of sub-
stitutions did not affect the enzyme’s stability, which 
suggests that the stability of the two α-helices is not 
critical for the stability of the whole protein globule. 
this suggestion corroborates recent X-ray diffraction 
data, which show that the mentioned α-helices form 
additional contacts with the structural elements of the 
β-subunit.

CONCLUSIONS
Despite the large volume of work on the engineer-
ing of penicillin acylases, the problem of altering the 
catalytic properties and stability of PAs is far from be-
ing solved. the data presented show that the catalysis 
is affected by residues located at 15-20 Å around the 
catalytic site of the enzyme. therefore, a detailed in-
vestigation of the roles of amino acid residues located 
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in the active site in catalysis and substrate specificity, 
as well as gaining insight into how they affect catalytic 
parameters, appears to be important for both biotech-
nology and fundamental science. It’s one’s hope that 
isolation and investigation of penicillin acylases from 

other sources could reveal the basic principles of the 
“structure-function” relationship in this enzyme. 

The work was supported by the Russian Foundation 
for Basic Research (grant № 10-04-01334-а)
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ABSTRACT The pigment epithelium-derived factor (PEDF) is a glycoprotein with a molecular weight of 50 kDa be-
longing to the noninhibitory serpin family. It regulates several physiological processes, such as stimulation of retino-
blastoma cell differentiation into neuron cells, and facilitation of the growth and viability of photoreceptor cells and 
neurons of the central nervous system. Moreover, this factor protects neuronal cells against apoptosis. PEDF is not 
only a neurotrophic factor, but also a natural angiogenesis inhibitor. This protein, as well as its biologically active 
fragments, possesses significant neuroprotective, neurotrophic, and antiangiogenic capabilities. The precise molecular 
mechanisms underpinning the effects of PEDF are still not quite clear. However, this protein generates great interest 
as a promising drug for the therapy of a wide range of neurodegenerative, ophthalmological, and oncological diseases. 
This review is a summary of what is known today about the structural features, biochemical properties, and multimo-
dal functions of PEDF.
KEywORDS PEDF (pigment epithelium-derived factor),  serpin,  neurotrophic factor,  angiogenesis.

INTRODUCTION 
PeDF (Pigment epithelium-Derived Factor) was iden-
tified first in 1989 by a group of American researchers 
led by L.V. Johnson. It was purified from the growth 
medium of a culture of retinal pigment epithelium 
cells extracted from a human fetus [1, 2]. this growth 
medium was found to stop unlimited cell division and 
growth in Y-79 retinoblastoma cells. Moreover, 90% of 
the cells acquired the morphological and biochemical 
characteristics of mature neurons [1]. electrophoretic 
and chromatographic means allowed to purify a 50 kDa 
protein from the growth medium, which was responsi-
ble for the observed effects on Y-79 cells. As was shown 
later, human PeDF consists of a single polypeptide 
chain that is 418 a.a. long (Fig. 1) [3].

Practically at the same time, PeDF was extracted 
from a culture of human lung fibroblast-like cells (WI-
38) [4]. the murine analog of PeDF, caspin, was also 
discovered [5]. Human PeDF and caspin cDnA are 
82.7% identical, whereas the amino acid sequences of 
the two are 85.6% identical. 

current research shows that PeDF is expressed in 
almost all mammalian and avian tissues and has nu-
merous important functions. these include a differen-
tiating effect on embryo and tumor cells, a protective 
effect on mature neurons and other neural tissue cells, 
and antiangiogenesis activity – the ability to inhibit the 
formation of new blood vessels. this is why this protein 
is of major interest as a regulatory factor of cell and 
tissue growth. 

PEDF PRIMARy STRUCTURE AND ITS ENCODING GENE

The human PEDF gene and the encoded protein
the pedf gene is localized on the short arm of chromo-
some 17 in its distal region – 17p13.3 [6, 7]. It is approxi-
mately 15 kbp long and includes 8 exons interspersed 
with 7 introns. the exon-intron contacts are all in ac-
cordance with the Gc/AG consensus. the length of the 
exons varies from 92 to 377 bp. the promoter region of 
the gene is located in the 5’-flanking region, and the 
cAAt-box is located in the -43 position from the tran-
scription initiation site. A cluster of Alu-repeats which 
includes 8 complete and 3 partial Alu-repeats is located 
in the 5’-terminal region of pedf, up to -5 kbp [8]. 

the pedf gene encodes a sequence of 418 a.a. [3]. the 
n-terminal region of PeDF, right after the initiatory 
methionine, includes a 17 a.a. stretch of hydrophobic 
amino acids, with a sequence characteristic of a signal-
ing fragment that targets the protein for secretion [3, 
9]. However, according to some reports, the sequence 
of mature PeDF secreted from producing cells begins 
with Asn21, and according to these data the polypep-
tide chain consists of 398 a.a. [10, 11]. Posttranslational 
modifications of blood serum PeDF include an n-ter-
minal residue of pyroglutamic acid, which is formed 
via deamination of the Gln2 residue, and the canonic 
n-glycosylation site Asn-Leu-thr in positions 285-287. 
the added polysaccharides are heterogenic and have a 
molecular weight of approximately 4 kDa; their pres-
ence explains the difference between the calculated 
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and actual masses of the factor [12]. According to 2D 
electrophoresis data, human PeDF secreted by pig-
ment epithelium cells has 4 isoforms, whose isoelectric 
points are 6.0; 6.2; 6.4 and 6.6 [13]. 

PEDF is a member of the noninhibitory serpine family
Based on the analysis of the primary structure of the 
protein and corresponding cDnA, PeDF was included 
into the serpine family (serine proteases inhibitors) [14].  
Amino acid sequences of the factor and a1-antitrypsin 
are 27% identical (42% if equivalent substitutions are 
factored in), and 27 and 26% identical with a1-an-
tichemotrypsin and a2-plasmin inhibitor, respectively 
(44 and 43% if equivalent substitutions are factored in) 
(Fig.2) [3]. It is known that 51 a.a. residues are necessary 
to form a spatial structure of the serpine type [15], in 
PeDF there are 39 coincidences (76%) [16]. Despite the 
high level of similarity with the primary and spatial 
structures of serine protease inhibitors, PeDF does not 
inhibit these enzymes [17]. this may possibly be due to 
the structural characteristics of the exposed reactive 
loop of the factor. even though it is equal in length to 
other serpines (17 a.a. residues Glu366-Leu382) [18,19], 
its content lacks some elements that are characteris-
tic of inhibitor serpines – Ala-rich sequences (in the 
9th and 12th loop positions) and thr in positions 8 and 
14, while also possessing proline residues, which is not 
characteristic of serpines [16]. 

the structure of PeDF is similar to other serpines in 
that it possesses a bond that is especially prone to pro-
teolysis in a loop exposed into the cytoplasm [14], as do 
other serpines. Limited proteolysis of PeDF with vari-
ous serine proteases (chemotrypsin, elastase, subtilisin, 
etc.) reduces its molecular mass by approximately 4 
kDa. It has been determined that these proteases hy-
drolyze the Leu382-thr383 bond, which results in the 
release of a 36-a.a. residue fragment from the c-ter-
minus. unlike inhibitory serpines, no covalent bond is 
formed between the PeDF molecule and the active site 

of the proteinase. PeDF with a truncated c-terminus 
conserves its ability to differentiate Y-79 cells into ma-
ture neurons [20]. 

After the release of the 36-a.a. fragment, the general 
ellipticity of the molecule is reduced, indicating that the 
molecule experiences a reduction in the a-helix struc-
ture. unlike inhibitory serpines, this process lowers 
the thermal stability of the PeDF molecule. However, 
these conformational alterations are not widespread 
and involve only the c-terminal region located near the 
exposed loop. the functional role of the latter and the 

Fig. 1. Amino acid sequence of the PEDF protein. The bond Leu382-Thr383 is marked in bold red. Yellow highlights mark 
the serpine loop, and light blue marks the N-glycosylation site. Green – peptide responsible for the antiangiogenic func-
tion; pink – peptide responsible for the neurotrophic function. Grey – phosphorylation sites. Blue – cluster of negatively 
charged amino acids, brown – positively charged amino acids. 
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Fig. 2. Comparison of the amino acid sequences of human 
PEDF and α1-antitrypsin (HUMA1AT). Colons (:) depict 
identical amino acids, and periods depict conserved sub-
stitutions [3]. 
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released c-terminal fragment of PeDF remain largely 
unstudied. Verified data demonstrate that the residues 
present in this region of the molecule, in conjunction 
with the n-terminal signaling peptide, are needed for 
the secretion of PeDF from the cell. 

removal of the Pro415-Pro418 and Pro373-Ala380 
fragments, as well as point substitutions of Gly376, 
Leu377, Pro393, Phe394, or Phe396 (the first two are 
located in the exposed loop), either results in changes 
of the spatial structure of the molecule or alters its in-
teraction with other proteins, presumably transporters.  
PeDF transfer from the endoplasmic reticulum into the 
Golgi apparatus is disrupted, which prevents PeDF se-
cretion [16, 21]. 

Spatial structure of PEDF. Asymmetrical localization 
of positive and negative charges in the PEDF molecule
A mature molecule of the factor is a globule with a ra-
dius of <3.05 nm. Approximately 60% of PeDF amino 
acid residues are involved in the formation of 10 a-hel-
ices and 3 b-sheets [22]. Ser24, Ser114, and Ser227 are 
phosphorylation sites. the factor includes two impor-
tant amino acid sequences – a 34 a.a stretch (Asp34-
Asn77) and a 44 a.a. stretch (Val78-thr121) – which are 
responsible for the antiangiogenic and neurothrophic 
interactions, respectively (Fig. 3) [23].

An interesting feature of the PeDF molecule is the 
presence of positively and negatively charged amino 
acid clusters, located on opposite sides of the globule. 
these clusters allow the factor to bind with structur-
al elements of the extracellular matrix, namely gly-
cosaminoglycans and collagen, via electrostatic bonds 
[24, 25].

the cluster of negatively charged residues (Asp and 
Glu) is located in two regions of the polypeptide chain, 
which are exposed on the surface of the globule, ad-
jacent to each other: Glu41-Asp64 (residues Glu41, 
Glu42, Glu43, Asp44, and Asp64) and Asp256-Glu304 
(residues Asp256, Asp258, Glu290, Glu291, Glu296, 
Asp300, and Glu304). the presence of this cluster 
determines PeDF affinity to type I, II, and III colla-
gens [25]. PeDF binding to collagens, as well as to gly-
cosaminoglycans, is weakened in high ionic strength 
solutions, since the bonds are electrostatic in their na-
ture. the peptide fragments Val40-Arg67 and Phe277-
Ile301, which are also involved in the formation of this 
cluster, are conserved from fish to mammals [16]. 

the cluster of positively charged amino acids, which 
includes 12 residues of Arg, Lys, and His, is located in 
the Lys 134-Lys214 region. residues Lys134, Lys137, 
Lys189, Lys191, His212, and Lys214 form the “core” 
of the cluster, while residues Arg141, Lys146, Lys147, 
Arg149, Arg165, and Arg167 are located on the pe-
riphery. this local positive charge allows the binding 

of PeDF to polyanionic molecules which are rich in 
charged sulfate groups, such as heparin, chondroitin 
sulfate, etc. this cluster is also involved in the interac-
tion between PeDF and the glycosaminoglycans in the 
interphotoreceptor matrix of the retina [24]. 

Apart from the cytoplasm, PeDF can also be found 
inside the nucleus. It seems that the positively charged 
Lys146-Arg149 fragment can act as a nuclear locali-
zation sequence. notably, only 10 of the studied 6,000 
proteins, including PeDF, possess a c-terminal glyco-
sylation site; all of these proteins are localized in the 
nucleus [16]. In its role as a nuclear protein, PeDF may 
possibly be involved in cell cycle regulation. 

charges on the surface of the PeDF molecule are 
positioned in an asymmetric fashion – the clusters of 
basic and acidic amino acids are on opposite sides of the 
globule. this allows PeDF to simultaneously interact 
with glycosaminoglycans and collagen. Interaction with 
glycosaminoglycans increases PeDF affinity towards 
collagen and vice versa [25]. thus, PeDF can modulate 
cell adhesion processes that involve integrin-collagen 
interactions. Since cell adhesion is one of the key stages 
of angiogenesis, this may indeed be the basis for the 
antiangiogenic activity of the factor [25]. 

Fig. 3. 3D crystal structure of PEDF. This figure shows two 
projections on the vertical axis with a shift of 90°. The pep-
tide responsible for the antiangiogenic function is marked 
in green, and the one responsible for the neurotrophic 
function is marked in orange. Red marks the negatively 
charged amino acids which form the collagen-binding clus-
ter, and purple marks the positively charged amino acids 
which form the “core” of the glycosaminoglycan-binding 
cluster. Phosphorylation sites (Ser114 and Ser227) are 
marked in yellow, and the glycosylation site at Asn285 
with the bound sugar residues is marked in light blue [23]. 
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Phosphorylation of PEDF influences its antiangiogen-
ic and neurotrophic activity 
PeDF purified from human plasma is a phosphopro-
tein. there are three phosphorylation sites on the sur-
face of the PeDF molecule - Ser24, Ser114, and Ser227. 
PeDF possesses and other potential phosphorylation 
sites; however, in normally folded molecules these sites 
are unavailable for kinases. In the seum  factor  is phos-
phorylated mainly by casein kinase 2 on 2 main resi-
dues, Ser24 and Ser114, but also by protein kinase A on 
Ser227  [26]. PeDF is functionally modulated by extra-
cellular phosphorylation. the casein kinase 2 phosphor-
ylated PeDF has a reduced neurotrophic activity, while 
its antiangiogenic activity is significantly increased. On 
the other hand, protein kinase A phosphorylation re-
duces the PeDF antiangiogenic activity but has only a 
slight effect on its neurotrophic activity.  A fully phos-
phorylated factor displays both high antiangiogenic 
and neurotrophic activities.

casein kinase 2 phosphorylation of  Ser24 and Ser114  
prevents further phosphorylation of PeDF by protein 
kinase A, and partial denaturation of protein restores 
its sensitivity to protein kinase A phosphorylation.  ca-
sein kinase 2 phosphorylation is followed by a confor-
mational change in the PeDF molecule, thereby making 
Ser227 inaccessible to protein kinase A phosphoryla-
tion. On the other hand,  protein kinase A phosphoryla-
tion  of PeDF does not affect the conformational state 
of the casein kinase 2 phosphorylation sites and allows 
their further phosphorylation. the inhibitory effect of 
the casein kinase 2 phosphorylated PeDF on its protein 
kinase A phosphorylation may serve as a regulatory 
mechanism of PeDF function under conditions where 
the highly antiangiogenic activity of PeDF should be 
preserved while its neurotrophic activity should be 
eliminated. On the other hand, the protein kinase A 
phosphorylation of PeDF reduces PeDF antiangiogenic 
function. PeDf could be further phosphorylated by ca-
sein kinase 2, and that converts it from a poor to a very 
potent antiangiogenic factor that maintains its neuro-
trophic activity [27]. this is a novel role of extracellular 
phosphorylation that completely changes the nature of 
the physiologic activity of a circulating protein. thus, 
differential phosphorylation induces variable effects 
of PeDF and therefore contributes to the complexity 
of PeDF action. 

Occurrence and evolutional conservation of PEDF
the pedf gene is conserved and can be found in the ge-
nomes of various animal species, ranging from fish to 
humans (Fig. 4, 5) [16]. through DnA-rnA hybridi-
zation methods, researchers discovered that PeDF 
mrnAs were present in nearly all 44 of the examined 
tissues of adult humans and human embryos. It is pre-

sumed that PeDF is expressed mainly by cells that 
have not lost their ability to divide in vivo [28]. In vari-
ous regions of the eye and layers of the retina in human 
adults and embryos, antibodies to the PeDF polypep-
tide interacted with the cytoplasm of developing pho-
toreceptors, the glial layer, single cells in the neuroblast 
layer, and pigment granules in pigment epithelium cells 
(starting from the 8th week of embryo development). In 
the organism of an adult, the antibodies interacted with 
the nuclei of rods (but not with those  of cones), with 
the cytoplasm of certain cells in the nuclear and glial 
layers, with pigment epithelium cells, choriocapillaris 
of the cornea, the pupil, and ciliated epithelium [29]. 

the most conserved species-specific peptide frag-
ments are the following sequences [16]. the leading 
n-terminal region of the factor responsible for the se-
cretion of PeDF from the cell was conserved during 
the course of evolution [30]. Another highly conserved 
sequence, Asn285-X-thr287, is an n-glycosylation 
site. Four other peptide fragments are also conserved:  
two of which are unique to PeDF and form a cluster 
of negatively charged amino acids, and two others (in 
positions Val78-Gly95 and Phe384-Pro415) which are 
similar to other serpines. It seems that the functions of 
the latter two are similar for all serpines. 

EFFECTS OF PEDF ON CELLS AND 
TISSUES OF VARIOUS ORIGINS

Differentiation effect of PEDF and its effect on me-
tabolism
the differentiation  effect of the neurotrophic PeDF 
factor was shown and studied on neuronal cells  – both 
on embryonic (immature neurons, developing photore-
ceptors) [31,32] and tumor cells (neuroblastoma, retino-
blastoma, and carcinoma) [3,33,34]. Human and bovine 
PeDF has a differentiation effect on in vitro cell cul-
tures of immature motor neurons obtained from chick-
en embryo (5.5 days old) spinal cords [35]. PeDF is the 
main factor that controls normal morphogenesis and  
metabolism of photoreceptor and glial cells during the 
embryonic development of the retina [32, 36, 37]. 

PeDF has differentiation and antiproliferative ef-
fects on Y-79 retinoblastoma cells [1, 3]. the antitumour 
effect can also be observed on neuroblastoma cells. For 
this type of tumour, clinical prognosis  is usually bet-
ter when the population of cells is rich in differentiated 
neurons and Schwann cells, whose cultural  medium 
has antitumor properties [38]. PeDF, which is one of 
the secreted products of Schwann cells, mediates the 
antitumor effects observed for these cultural  media 
[33]. 

PeDF also has an antitumor effect on ovarian epi-
thelial carcinoma, which is the most lethal type of  can-
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Fig. 4. Compari-
son of the amino 
acid sequences of 
PEDF proteins of 
different origins. 
14 sequences of 
the factor from 
different biological 
species (human, 
Homo sapiens; 
chimpanzee, Pan 
troglodytes; 
domestic cow, 
Bos taurus; pig, 
Sus scrofa; dog, 
Canis canis; 
mouse, Mus mus-
culus; rat, Rattus 
norvegicus; 
chicken, Gallus 
gallus; Western 
clawed frog, 
Xenopus tropica-
lis; African clawed 
frog, Xenopus 
laevis; Japanese 
ricefish, Oryzias 
latipes; fugu, Tak-
ifugu rubripes; 
rainbow trout, 
Oncorhynchus 
mykiss; zebra fish, 
Danio rerio) were 
analyzed using 
ClustalW soft-
ware. Asterisks 
mark the positions 
of fully conserved 
residues. Colons 
indicate that a 
“strong” func-
tional group is 
conserved; peri-
ods indicate that 
a “weak” group 
is conserved. The 
blue line marks 
the PEDF leader 
sequence. The 
double red line 
marks regions that 
are highly con-
served in all the 
PEDF sequences. 
Dashes are used 
for the maximal 
alignment of the 
sequences [16]. 
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cers. the level of PeDF expression in ovarian tumors 
and their cell lines is significantly lower in comparison 
with normal ovarian epithelium. exogenous PeDF in-
hibits the growth of both normal and tumour  ovarian 
epithelium, while a decreased activity of endogenous 
PeDF accomplished through the injection of inhibitors 
results in increased proliferation  of these cells. 

the effect of PeDF on ovarian epithelial cells is 
mainly regulated by estrogens. treatment of cell lines 
with 17β-estradiol lowers the production of PeDF and 
its mrnA by repressing the transcription of the pedf 
gene. estrogen receptors play a role in this regulation. 
17β-estradiol promotes the growth of normal and can-
cerous tumour  ovarian epithelium cell lines, while si-
multaneous treatment with 17β-estradiol and PeDF 
negates the stimulating effect [34]. Some lines of ovarian 
carcinoma bear a deletion in the 17 chromosome at locus 
17p13.3. this deletion is 15 kbp long and includes most of 
the pedf gene [39]. Proliferation of these cell lines cannot 
be stimulated by 17β-estradiol, which seemingly indi-
cates that its effector region in the 5’-flanking region 
of pedf is also deleted. epigenetic modifications, such as 
hypermethylation of the promoter, may act as alterna-
tive mechanisms for regulating pedf expression [34]. 

In pigment epithelium cells, PeDF stimulates the 
synthesis and accumulation of melanin [40].  the impor-
tance of melanin in the development of retinal neurons 
is suggested by the fact that, irrespective of the causa-
tive factors for albinism, all mammal albinos display 

impaired visual signals [41]. the factor boosts the activ-
ity of the promoter of the tyrosine kinase gene, whose 
product is involved in the synthesis of melanin [42]. 

Neuroprotective effect of PEDF
PeDF was shown to prevent apoptosis of cells in a cul-
ture of retinal neurons after H2

O
2
 treatment [43]. Pre-

treatment with PeDF protects the pigment epithelium 
from the disruptions in the barrier function caused by 
H

2
O

2
. It also protects the cells from other effects of hy-

drogen peroxide: redistribution of the synaptic proteins 
occludin and n-cadherin in cell membranes of the pig-
ment epithelium; reorganizations of actin and activa-
tion of the signaling cascade mediated by the p38/27 
kDa heat chock protein [44].  

the factor also has a protective effect on cultures of 
primary cerebellum granular cells extracted from baby 
rats (8 days old). It considerably slows spontaneous and 
serum deprivation-mediated apoptosis in this culture 
[45, 46]. PeDF also protects cerebellum granular cells 
[47], hippocampus neurons [48], and spinal motor neu-
rons [49] from the toxic effects of glutamate. According 
to certain data, the main mechanism responsible for 
the protective effect of PeDF on granular cells is the 
activation of the nF-κB transcription factor [50]. 

Antiangiogenic effect of PEDF
PeDF is one of the most potent antiangiogenic factors. 
It inhibited vessel growth in rat corneas that were stim-

 Hs Chimp Bt Pig Dog Mm Rt Chick Xt Xl Fugu Trout Zebra 

Hs 100             

Chimp 99 100            

Bt 87 88 100           

Pig 88 88 90 100          

Dog 90 90 87 88 100         

Mm 86 85 84 84 87 100        

Rt 83 83 82 82 87 93 100       

Chick 63 63 63 63 62 63 63 100      

Xt 55 55 55 56 56 56 56 55 100     

Xl 56 57 57 58 57 57 56 53 89 100    

Fugu 34 35 36 36 36 36 35 35 34 35 100   

Trout 37 37 39 38 36 37 37 39 38 38 64 100  

Zebra 40 40 41 41 41 40 39 42 41 40 56 65 100 

Fig. 5. Interspecies 
identity of the ami-
no acid sequences 
of PEDF in percent-
age points. The 
table was gener-
ated using PSI-Blast 
software [16]. 
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ulated with bFGF, which is a very potent angiogenic 
factor. the effective concentration of PeDF is much 
lower than that of the most potent, previously known 
antiangiogenic factors – angiostatin, endostatin, and 
thrombospondin [51]. the factor is involved in the com-
plex and balanced control of angiogenesis, acting in op-
position to angiogenic factors such as VeGF ((vascular 
endothelial growth factor) and bFGF (basic fibroblast 
growth factor) [52–55]. 

Saturation of tissues with oxygen affects the concen-
tration of PeDF. Hyperoxygenation causes the forma-
tion of retinas with decreased amounts of blood vessels, 
while (though) the level of PeDF expression in these 
conditions was shown to be high [56]. Hyperoxygena-
tion stimulates factor production; hypoxia, on the other 
hand, has a repressive effect.

the mechanism responsible for the antiangiogenic 
effect of PeDF is currently under study. endothelium 
cells display positive chemotaxis towards angiogenic 
factors. thus, one of the mechanisms of PeDF action 
is the inhibition of the chemotaxis of endothelial cells, 
which form the walls of blood vessels. this effect in-
hibits chemotaxis towards all of the studied angiogenic 
factors – VeGF, PDGF, IL-8, etc. [51].

According to other data, the reason for the antian-
giogenic effect of PeDF is the apoptosis of endothelial 
cells [57]. A characteristic trait of the factor is its selec-
tive effect on growing vessels; it does not damage any 
functioning vessels [58]. the reason for such a selective 
effect is the mode of apoptosis induction, mediated by 
the Fas-ligand [59]. Angiogenic agents stimulate en-
dothelial cells towards producing a range of anti-ap-
optotic molecules, which increase their viability [60], 
and they also stimulate Fas-receptors. Vessels that are 
already functioning have their endothelium cells in a 
state of “arrested growth,” with the cells in tight con-
tact with each other.  Fas-receptor expression is also 
decreased [61]. these factors protect cells from the ap-
optotic effect of PeDF. 

nonetheless, besides PeDF having a stimulating ef-
fect on Fas/FasL expression and Fas-mediated apop-
tosis, there must be alternative pathways for the apop-
totic activity of the factor, since Fas and FasL knockout 
mice are still sensitive to PeDF-mediated apoptosis [57, 
62, 63]. It has been shown that PeDF can activate p38 
MAPK in a culture of epithelial cells extracted from 
a human umbilical vein (HuVec) by promoting their 
phosphorylation. Activation of p38 results in the activa-
tion of caspases 3, 8, 9 and, ultimately, in cell apoptosis 
[64]. 

It is notable that VeGF also promotes p38 phospho-
rylation, and this effect is potentiated during co-treat-
ment with PeDF. One of the most important functions 
of VeGF is to protect endothelial cells from apoptosis 

in various conditions, including medium depletion. Ac-
tivation of the p38 kinase by VeGF is accomplished by 
regulation of its transcription [65, 66] and cytoskeleton 
reorganization, as well as cell migration [67]. It seems 
likely that the threshold concentration of phosphor-
ylated p38 MAPK needed for the proangiogenic effect 
to manifest is lower than the concentration needed for 
the activation of the apoptosis pathway. the PeDF-
mediated increase in the level of activated p38 can re-
sult in concentrations of p38 that exceed the threshold 
concentration and, thus, cause apoptosis [64].

even though PeDF stimulates the apoptosis of en-
dothelial cells, it prevents the apoptosis of various cells 
of neural origin. PeDF can have the opposite effects on 
endothelial cells of differing phenotypes [68]. In these 
cases, it is possible that the factor’s action is effected 
via different unrelated mechanisms. 

PEDF RECEPTOR
the multiple functions of PeDF are obviously realized 
through different mechanisms. However, it seems like-
ly that in most cases the interaction between PeDF and 
cells takes place via a ligand-receptor mechanism. the 
effects of the factor can be blocked by antibodies which 
prevent the factor from binding to the cell’s surface 
[47,69,70]. 

not long ago, researchers managed to identify a gene 
whose product acted as a PeDF receptor. the gene was 
thus named PeDF-r. this discovery was made using 
a two-hybrid system in retinal cells [72]. the gene is 
localized in region 11p15.5 in chromosome 11 and con-
sists of 10 exons and 9 introns. the mrnA transcript 
of pedf-r is 2122 bases long. It encodes a protein mol-
ecule which consists of 504 amino acids (molecular mass 
of 55.315 kDa). the sequence contains 4 consensus n-
glycosylation sites. When expressed in eukaryotic sys-
tems, the receptor has a mass of approximately 81 kDa, 
which is similar to the mass of PeDF-binding proteins 
on the cell’s surface. the latter were identified previ-
ously in cell lines of human retinoblastoma (Y-79), in 
rat cerebellum granular neurons, and in cells extracted 
from bovine retinas [70,71]. 

the receptor is mainly produced in retinal pigment 
epithelium cells, the inner segments of photoreceptors, 
and neuronal cells of the retina. However, the recep-
tor is not detected in the outer segments of rods. Apart 
from normal pigment epithelium cells, PeDF-r is also 
present in a number of other tissues and organs – in the 
optical nerve, uvea, retinoblastoma cells, other tumors 
of various origins, as well as animal brain cells that 
were in a state of serotonin and catecholamine deple-
tion. the gene encoding this receptor has been evolu-
tionarily conserved in mammals. the highest degree 
of similarity was observed between human PeDF-r 
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and that of mice (89% identical) and rats (89% identical). 
Genes homologous to PeDF-r have also been found in 
the genomes of nematodes (Caenorhabditis elegans) and 
mosquitoes (Anopheles gambiae). 

PeDF-r is a transmembrane protein with four 
transmembrane, two extracellular and three intracel-
lular domains; the n- and c-termini of the molecule are 
exposed into the intracellular environment (Fig. 6) [72]. 

PeDF-r can bind PeDF with a Kd ~ 3.03 ± 0.716 nM 
both in solution, as well as after immobilization of one of 
the proteins. It retains this ability even after denatur-
ation and refolding. Posttranslational modifications, in-
cluding n-glycosylation, are not required for the factor 
to bind to the receptor – PeDF-r expressed in bacteria 
interacts with PeDF with a Kd nearly identical to that 
observed under normal conditions. the factor-bind-
ing domain of PeDF-r has been identified as Gln250-
Arg383 and is called 12c. this fragment was shown to 
be highly similar to type I rat collagen. It seems likely, 
however, that this is not the only fragment that plays a 
role in PeDF binding, since the factor’s affinity towards 
a full-sized receptor is higher. the dissociation constant 
of the latter is nearly two orders of magnitude larger 
than that of the 12c fragment ((Kd.12с ~ 134 nM).

the factor-receptor interaction involves the Val78-
thr121 fragment of the PeDF molecule. A synthetic 
analog (44-a. a. residues long) retains the ability to bind 
to the receptor [70]. 

Apart from the ability to bind PeDF, PeDF-r also 
manifests phospholipase activity and has been classified 
as a member of the calcium-independent, A2

 phospholi-
pase family. Another feature of the PeDF-r sequence 
is two spatially adjacent patatin-like fragments (Asn39-
Ala54 and Ser158-tyr177) that form a Ser47/Asp166 
catalytic dyad, which is present in the active sites of 
patatin B2 and human cytosolic A

2
 phospholipases [73]. 

A
2
 Phospholipases release lysophospholipids, which 

play a role in cell signaling and affect the development 

and functioning of all mammalian organ systems [74]. 
A

2
 phospholipases also release biologically active fatty 

acids from the cell’s membrane. these acids act as mes-
sengers or as precursors of eicosanoids, which mediate 
signal transduction [75]. Arachidonic and docosahex-
aenoic acids, which are abundant in the membranes of 
cells in the retina and the central nervous system, can 
influence the viability of retinal and central nervous 
system cells [76, 77] and demonstrate antitumor and 
antiangiogenic effects, similar to PeDF [78,79]. 

PeDF-r can hydrolyze arachidoinoyl-sn-glycerin-
3-phosphocholine, thus releasing arachidonic acid [80].  
even though there is currently no data on the release 
of docosahexaenoic acid by PeDF-r, it has been shown 
that PeDF in subnanomolar concentrations can acti-
vate the synthesis and release of its derivatives from the 
ArPe-19 human cell line [81, 82]. these data indicate 
that PeDF can facilitate the survival of retinal cells by 
influencing the lipid signaling pathways that are con-
nected with PeDF-r. Interaction of PeDF with its re-
ceptor, PeDF-r, results in the release of fatty acids and 
lysophospholipids from cell membranes. these entities 
act both para- and autocrinally, by raising the viabil-
ity and differentiation potential of neuronal cells, or by 
causing the death of tumor and endothelial cells [72].

PEDF AS A SUBSTRATE OF MMP-2 AND MMP-9
As previously mentioned, regulation of angiogenesis 
is very dependent on the quantitative ratio between 
the differentiation factors VeGF and PeDF. It has 
been shown that increasing the concentrations of ex-
ogenous PeDF in a model of choroidal neovasculariza-
tion stimulates the production of VeGF by endothelial 
cells. In turn, increased concentrations of VeGF induce 
the production of matrix metalloproteases MMP-2 and 
-9 (or the corresponding gelatinases A and B). the ac-
tivated proteinases hydrolyze the components of the 
extracellular matrix and the PeDF previously bound 
to these components. However, they do not influence 
VeGF. thus, increased concentrations of PeDF result 
in elevated inactivation of this factor by MMP, which 
increases the VeGF/PeDF ratio and stimulates ang-
iogenesis. 

the region of PeDF most accessible for proteolysis 
by MMP-2 and -9 is the exposed loop that contains the 
Leu382-thr383 bond. However, apart from this bond, 
the PeDF sequence also has several sites for MMP-2 
and -9 proteolysis, which are partially or completely 
“masked” by a tertiary structure. these sites are less 
accessible to the activity of matrix metalloproteinases. 
It is possible that the activity of MMP-2 and/or -9 re-
sults in a gradual loss of its tertiary structure by the 
PeDF molecule, making the inner bonds more accessi-
ble to metalloproteinases. complete proteolysis creates 

N1

С
504

Extracellular 
environment

Membrane

Cytoplasm

Fig. 6. Topology of PEDF-R predicted according to its 
amino acid sequence. The thick lines indicate the trans-
membrane domains [72].
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a multitude of peptide fragments, which manifest no 
antiangiogenic or neurotrophic activity even though 
they retain the ability to bind components of the extra-
cellular matrix. thus, matrix metalloproteinases can 
inactivate PeDF through the same mechanism as the 
one effected by inhibitory serpines (such as antitrypsin 
and antithrombin III). they affect the reactive site of 
the loop and are thought to form a stable inactive com-
plex with the factor molecule (although the existence of 
such a complex has yet to be proven). However, there is 
still a possibility that the loss of biological activities by 
PeDF is achieved by the complete gradual proteolysis 
of the protein [83]. 

CONCLUSION
the PeDF protein has been the subject of intensive 
studies for several years, and the amount of PeDF-

related research increases with every year. It has 
been shown that the protein regulates a wide range of 
processes in the cells and tissues of various eukaryo-
tic organisms, including in those of humans. PeDF is 
a key player in high-level intracellular interactions, 
though it is possible that some of its functions in the 
metabolic pathways of the cell have yet to be identi-
fied. the antiproliferative, antiangiogenic, protective, 
differentiative and other activities of PeDF are very 
promising not only from the viewpoint of basic scien-
tific research, but also for the use of this protein in the 
treatment of various diseases, such as neurodegenera-
tive damage to the optical and nervous systems and 
cancerous processes. 

This work was supported by the program of the RAS 
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ABSTRACT Ankylosing spondylitis (AS) belongs to a group of autoimmune diseases affecting the axial skeleton. Beside 
the hla-b*27 allele, several other human genes that control the variety processes of immune homeostasis are considered 
to be associated with AS manifestation in different human populations.  Among strong associated non-MHC genes 
erap1 encoding the endoplasmic reticulum aminopeptidase 1 isoform was recently identified by single nucleotide poly-
morphisms (SNPs) meta analysis. In our study we inspected the genetic association of five non-synonymous coding 
SNPs from erap1 with AS in Caucasians. We implemented the SSP-PCR system for precise genotyping of 87 hla-b*27 
positive AS patients and 77 hla-b*27 healthy donors from the Russian population. Considerable differences in allele’s 
frequencies within patients vs control cohort were shown for 3 of 5 SNPs under investigation. Using the EM-algorhitm 
we reconstructed 3-marker haplotypes that distinguish with high probability two cohorts due to differences in the 
haplotypes frequencies. In such a way both the sensitive, CCT, haplotype and the protective, TTC, one were predicted.  
To verify the calculation we determined genuine frequencies of  5-marker haplotypes in AS cohort by haplotyping of 
individual cDNA samples using improved SSP-PCR primer set. We demonstrated that the frequencies of in silica re-
constucted haplotypes and the frequencies of experimentally detected haplotypes are in a good agreement. Frequency 
of the risk haplotype CCT (rs17482078/10050860/2287987) detected within AS cohort reaches 88%, as well as the 
frequency calculated by EM-algorhitm.
KEywORDS  aminopeptidase ERAP1, human single nucleotide polymorphism, allele-specific PCR, human haplotypes, 
ankylosing spondylitis.
ABBREVIATIONS  AS -  ankylosing spondylitis, ER - endoplasmic reticulum, MHC - major histocompability complex, 
TNF - tumor necrosis factor, TNFR - tumor necrosis factor receptor, IL - interleukin. 

INTRODUCTION
Ankylosing spondylitis (AS) is one of autoimmune dis-
eases belonging to spondyloarthropathy. the disease 
is characterized by an inflammation of axial skeleton 
joints and a resulting formation of ossified regions in 
the joints. the first symptoms of the disease appear 
at the age of 20-25, and then it slowly progresses. re-
cently several genetic loci have been found to be as-
sociated with the desease. the products of these genes 
are involved in various stages of the immune response. 
According to results of twins studies the concordance 
in monozygote twins varies from 26 to 60%, whereas for 
dizygote twins the concordance varies from 4 to 20%. 
this evidence underlies the importance of the genetic 
background for AS development [1-3]. 

the strongest association was observed for the hla 
B*27 allelic variant of the MHC-I gene. Approximately 
90% of patients of european descent suffering from AS 
bear this allele; however, only 5% of europeans car-
rying the allele are affected by the desease [4]. Large-

scale full-genome comparisons of diagnosed patients 
cohorts with healthy people show that several other 
SnPs in non-MHc-I genomic loci are also associated 
with the disease. these loci have a weaker association 
with the risk of developing AS. Among the non-MHc 
loci, the strongest association was observed for the 
erap1 aminopeptidase gene [5, 6]. 

erAP1 aminopeptidase acts in a variety of immune 
response stages. the difference of erAP1 functioning 
probably exists due to its different intracellular locali-
zations. erAP1 is mainly located in the endoplasmic re-
ticulum (er) in human and murine cells. However, the 
protein also might be expressed on the outer surface 
of the cytoplasmic membrane or be secreted into the 
extracellular environment [7]. One of the functions of 
erAP1 is the n-terminal proteolysis of peptides, which 
are formed during the proteasome-dependent degrada-
tion of cellular proteins. the formed peptides are then 
exposed on the cell’s surface by MHc-I molecules. Also 
erAP1 might be involved in the formation of the solu-
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ble form of the type I tumor necrosis factor receptor 
(tnFr-1), along with the soluble forms of interleukin 
1 and 6 (IL) receptors. erAP1 thus plays an important 
role in the regulation of the immune response [8-10]. 

Studies of cohorts of different ethnicities and vary-
ing genetic homogeneities in terms of the hla-b allele 
content reveled in identification of several non-syn-
onymous SnPs in the coding region of the erap1 gene 
which are associated with an increased risk of AS [11-
15]. the sets of AS-associated polymorphisms detected 
in these studies are different. It is probably due to the 
genetic properties of the cohorts under investigation. 

the presence of amino acid substitutions and/or 
their combinations in erAP1 variants may result in 
changes in the aminopeptidase activity. these substi-
tutions may also result in the deregulation of peptide 
processing and control over immune cells via tnF or 
IL-1 and -6. the putative ability of erAP1 variants 
bearing substitutions to form inappropriate peptides 
on MHc-I is considered as the aminopeptidase impact 
on AS progression. the hypothesis assumes a misrec-
ognition of the presented peptides as alien signals, and 
it leads, in turn, to an increase of empty MHc-I or its 
dimmers consisting exclusively of heavy chains on cell’s 
surface. Finaly these processes could result in the for-
mation of nonspecific immune responses against cells 
that expose the misfolded MHc-I [16]. Dysfunction of 
erAP1 activity aimed at IL receptors could be another 
explanation of the mutant aminopeptidase involvment 
in AS progression. 

In our research, we have determined the frequencies 
of erap1 allele variants and corresponding genotypes 
for 5 non-synonymous SnPs  in cohorts of AS patients 
and healthy individuals from the russian population. 
Both the AS patients cohort and healthy group consist 
of hla-B*27 positive individuals. Markers rs2287987 
(Met349Val), rs30187 (Lys528Arg), rs10050860 (As-
p575Asn), rs17482078 (Arg725Gln), and rs27044 
(Glu730Gln) were selected for the genotyping. each of 
the markers have been previously associated with AS 
by other authors [11-15]. the location of these non-syn-
onymous substitutions within the coding region of the 
erap1 gene allows us to imply the existence of functional 
effects of the corresponding amino acid substitutions. 

We used the genotyping results for haplotypes re-
construction and for association analysis of the  erap1 
allele variants with AS.

MATERIALS AND METHODS

Genomic DNA and RNA samples
the samples of genomic DnA were purified from the 
peripheral blood of 77 hla-B*27 positive healthy donors 
aged 21-63, and of 84 hla-B*27 positive patients with 

the axial form of AS. Genomic DnAs were extracted 
from the peripheral blood mononuclear cells using a 
Diatom Prep 100 kit (Izogen Laboratory, Moscow) ac-
cording to the manufacturer’s protocol. 

Samples of total rnA were extracted from periph-
eral blood mononuclear cells using trIzol® reagent 
(Invitrogen Lifetechnologies, uSA), according to the 
manufacturer’s protocol. 

cDNA synthesis
1-2 micrograms of total rnA were used for cDnA syn-
thesis. the first strands of cDnAs were synthesized us-
ing the “Mint-universal cDnA synthesis kit” (eurogen, 
russia) according to the manufacturer’s protocol. 

Geno- and haplotyping
Genotyping was performed using a set of allele-specific 
Pcr primers (table 1). each pair consisted of an allele-
specific primer complementary to the allele variant and 
a primer specific to the nearest intron. the presence of 
the distinct allele in a sample was determined by the 
presence/absence of the specific Pcr products. Allele-
specific Pcr on cDnA templates using subsets of four 
allele-specific primers corresponding to each pairs of 
SnPs was performed for haplotyping. 

to enhance the allele discrimination ability a mismatch 
was introduced in the third position of the primer 3’-end 
of each of the allele-specific primers. Geno- and haplo-
typing results have been independently reproduced at 
least twice for each sample. Additionally concordance of 
the geno- and haplotyping results was inspected.

“HS taq-DnA-polymerase kit” (eurogen, russia) was 
used for Pcr amplification; the final volume of the reac-
tion mixture was 15 microliters; the annealing tempera-

Table 1. Sequence of the primers used in this study

Primer Sequence of nucleotides (5’–3’)

30-A For AtGAAcActtGGAcActGcAcAA
30-G For AtGAAcActtGGAcActGcAcAG
27-c rev cAcAcAGGcGAGGAGtAGtAGAtc
27-G rev cAcAcAGGcGAGGAGtAGtAGAtG
100-G For cAttcAtcAccAGcAAAtGcG
100-A For cAttcAtcAccAGcAAAtGcA
174-t rev tAGtAGttSActccGcAGcAAtt
174-c rev tAGtAGttSActccGcAGcAAtc
228-A For AtcAAGtAAGcttGGcAtcAGAA
228-G For AtcAAGtAAGcttGGcAtcAGAG

228 int AAcAAAttAAcctcAAAtGtGAAG
30 int cctccttAAtcctActGGGAAGAt

100 int GGccAtAcAtAtGAtAtAAcccAGtA
174&27 int ctGGGActcttcAtGGtActtGAG
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ture was set at 65°c; 30 and 33 cycles of Pcr were im-
plemented to amplify DnAs and cDnAs, respectively. 

Statistical analysis
Haploview 4.1 (http://www.broadinstitute.org/
haploview/haploview) and Genetic Data Analysis 
(Lewis, P. O., and Zaykin, D. 2001. Genetic Data Analy-
sis: computer program for the analysis of allelic data. 
http://lewis.eeb.uconn.edu/lewishome/software.html) 
software was used to analyze the results of geno- and 
haplotyping.

Hardy-Weinberg equilibriums for erap1 alleles were 
tested using Fischer exact test, as well as the exact test 
described by G. Abecasis and J. Wigginton [17].

the statistical significance of the differences in the 
allele frequencies were analyzed using the χ2 test with 
Yate’s correction. the value of the risk factor (Or) and 
the confidence interval (cI 95%) were calculated using 
an online calculator: www.openepi.com. 

expectation-maximization algorithm (eM-algorithm) 
of  Haploview 4.1 software was used to detect linkage 
disequilibrium (LD) of tested SnPs and to calculate the 
frequencies of reconstructed haplotypes. Strong LD 
was defined as D’ ≥ 0.8 cI95% 0.7–0.99 [18].

Bayesian algorithm of PHASe 2.1 software was im-
plemented to confirm the frequencies of reconstructed 
haplotypes.

RESULTS AND DISCUSSION

The frequencies of minor allelic variants of the erap1 
gene are decreased in AS patients
By using a set of allele-specific primers (table 1, Fig. 
1), we identified the frequencies of 10 allelic variants 
of the erap1 gene and the corresponding genotypes 
in hla-B27 positive cohorts of 84 AS patients and 77 
healthy donors. the allelic variants of the erap1 gene 
were distinguished by the set of non-synonimous SnPs: 
rs2287987 (c/t, Met349Val), rs30187 (c/t, Lys528Arg), 
rs10050860 (c/t, Asp575Asn), rs17482078 (c/t, Ar-
g725Gln), and rs27044 (c/G, Glu730Gln). these pol-

ymorphysms code the amino acid substitutions in 
erAP1. the protein variants bearing the substitutions 
might be functionally different and therefore play a 
positive or protective role in AS progression. Associa-
tion of each of 5 markers with ankylosing spondylitis 
was published recently by several authors [11-15]. two 
of the five SnPs are “located” near the putative active 
sites of the aminopeptidase; rs2287987 – is located near 
the Zn2+ ion-binding site [11], while rs30187 is located 
near the putative substrate-binding pocket. 

Distribution of 5 allele pairs in both the AS patients 
and the control cohorts showed no significant devia-
tions from the Hardy-Weinberg equilibrium. 

Analysis of the genotyping results showed that the 
frequencies of three minor alleles of rs2287987 (p< 
0.002, Or = 0.35), rs10050860 (p < 0.004, Or = 0.39), and 
rs17482078 (p < 0.05, Or = 0.52) markers are signifi-
cantly lower among AS patients compared to healthy 
donors in the russian population (table 2). An asso-
ciative analysis test shows that three allelic variants 

228 For A 30 For A  100 For A  174&27 int

228 int  30 int 100 int 

500 bp 297 bp 315 bp

G G G

C 27 Rev
C  174 Rev
T G

~450 bp

1 2 5 6 10 11 12 13 14 15 21

Fig. 1. Scheme of sequence-specific primer positions for erap1 allele detection Introns and exons of erap1 and size of 
PCR-products are shown.

D575N

K528L

M349V

Q730E R725Q

Figure 2. Ribbon model of putative human ERAP1 struc-
ture (modified from [11]). Amino acid substitutions 
encoded by SNPs studied in this work are highlighted. 
Corresponding amino acid residues are marked by blue 
balls. The putative active site of ERAP1 is denoted by 
cyan circle with a red sphere representing a Zn atom.
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of erap1 are associated with an increased risk of AS 
(rs2287987 [t] (Or = 2.86), rs10050860 [c] (Or = 2.54), 
and rs17482078 [c] (Or = 1.91). However, our results 
also show a lack of a significant association of rs30187 
and rs27044 polymorphisms with AS in the russian 
population. 

Decreased frequencies of minor alleles of rs2287987, 
rs10050860, and rs17482078 markers are accompanied 
by a decreased number of heterozygous individuals and 
an increased number of homozygous for the major al-
lele individuals in the AS patient group as compared to 
the control group. Heterozygocity for the rs30187 and 
rs27044 markers, which are not associated with AS in 
the russian population, increases in AS patients, al-
though the minor allele frequencies do not differ sig-
nificantly AS patients from healthy individuals. 

In general our data are in a good agreement with 
those reported by other researchers. Several studies 
have shown that all five of the inspected markers are 
associated with the risk of AS [5, 6, 11], although the co-
horts of AS patients and healthy individuals included a 
considerable number of hla-B27-negative donors. two 
other studies [14, 15] were performed on cohorts consist-
ing of  hla-B27-positive donors exclusively or mostly (77-
85%). no association with AS was found for the rs30187 
and rs17482078 markers, while rs2287987, rs10050860, 
and rs27044 proved to be associated with the AS risk 
[14]. In another study [15] it was demonstrated that al-

lelic variants for the markers rs10050860 and rs30187, 
but not rs27044, were associated with the AS risk.

Statistically significant association of rs27044 
and rs30187 but not of rs2287987, rs10050860, and 
rs17482078 markers with AS was reported for the Ko-
rean population [12].

the differences between the results of the associa-
tive analyses are most likely due to considerable differ-
ences between the studied populations in erap1 allele 
frequencies. Another reason for the incongruence be-
tween the cited results might be the different presenta-
tion of hla-B27 positive individuals in the cohorts under 
comparison. In our study, special attention was focused 
on the genetic homogeneity of the cohorts in terms of 
the hla-b27 carriership and on the uniformity of clini-
cal manifestations of the disease. Such considerations 
helped us avoid risk of false positive associations. 

Haplotype reconstruction based on obtained genotype 
data
the genotyping results for both cohorts were used 
to calculate haplotype frequencies. We searched for 
haplotypes whose frequencies increased statistically 
significantly in AS patients and could, thus, be associ-
ated with AS risk. We used Haploview 4.1 software to 
identify the linkage disequilibrium between the pairs 
of the studied markers. Polymorphisms rs2287987, 
rs10050860, and rs17482078 proved to be in statistically 

Table 2. Frequencies of allelic variants and genotypes for the studied genetic markers in two cohorts

Marker, 
polymorphic 

nucleotide

AS patients, n = 84 Healthy donors, n = 77 

p Or
(95%cI)

MAF*
[nucleotide in minor 

allele]

number of 
genotypes 

(frequency)

MAF*
[nucleotide in minor 

allele]

number  
of genotypes 
(frequency)

rs2287987 [c/t] 0.09
[c]

СС 1 (0.01)
0.22
[c]

СС 3 (0.04)

0.002 0.35
(0.18–0.68)ct 13 (0.15) ct 26 (0.36)

tt 70 (0.84) tt 44 (0.60)

rs30187 [c/t] 0.37
[t]

СС 29 (0.35)
0.33
[t]

СС 35 (0.45)
0.55 1.18

(0.75–1.87)ct 48 (0.57) ct 33 (0.43)
tt 7 (0.08) tt 9 (0.12)

rs10050860 
[c/t]

0.11
[t]

СС 66 (0.78)
0.23
[t]

СС 46 (0.60)

0.004 0.39
(0.21–0.73)ct 18 (0.21) ct 26 (0.34)

tt - tt 5 (0.06)

rs17482078 
[c/t]

0.13
[t]

СС 65 (0.77)
0.21
[t]

СС 47 (0.61)

0.046 0.52
(0.29–0.95)ct 17 (0.20) ct 27 (0.35)

tt 2 (0.02) tt 3 (0.04)

rs27044 [c/G] 0.33
[G]

GG 7 (0.08)
0.29
[G]

GG 9 (0.12)

0.47 1.23
(0.76–1.97)Gc 42 (0.5) Gc 26 (0.34)

cc 35 (0.42) cc 42 (0.55)

*MAF – minor allele frequency



76 | ActA nAturAe |  VOL. 2  № 3 (6)  2010

reSeArcH ArtIcLeS

significant pairwise linkage disequilibrium (D’ ≥ 0.85, 
95%cI 0.76–0.99, according to [18]) and were grouped 
into a single block. the theoretical haplotype frequen-
cies in both AS patients and healthy cohorts were cal-
culated for markers belonging to this block. Haplotypes 
with theoretical frequencies below 5% were discounted 
from further analysis.

the cct haplotype was found to be statistically sig-
nificantly associated with AS risk (p < 0.03, Or = 1.96). 
the calculated frequency of the ttc haplotype was 
to be lower in AS patients as compared to the healthy 
individuals (p <0.003, Or = 0.33) (table 3). 

Haplotyping of AS patients in Russian population 
using paired combinations of allele-specific primers 
and cDnA samples we identified erap1 gene haplotypes 
in the same cohort of AS patients. table 4 lists the fre-
quencies of the identified 5-marker haplotypes in the 
patients cohort. Haplotypes consisting of only 3 mark-
ers associated with AS in the russian population were 
listed specifically. the table does not list haplotypes 
with frequencies of less than 5%, with the exception of 
ttc haplotype, which was determined as a putative 
protective haplotype based on theoretical calculations.

the determined frequency of the putative risk hap-
lotype cct among AS patients was approximately 
88%. the percentage is in agreement with the calcu-
lated frequency value. the frequency of the putative 
protective ttc haplotype is approximately 1%, while 
the calculated value is approximately 8% (table 3). this 
difference could be attributed to the insufficient size of 
the AS patients cohort for a statistically representative 
identification of the actual frequency of the protective 
haplotype. 

the identified risk haplotype includes mostly those 
SnP variants that were demonstrated to be risk-asso-
ciated in other cohorts of eropeans (table 5). 

notably recent researchs has yielded controversial 
data regarding the risk-associated haplotypes for the 
markers rs27044 and rs30187 in different populations. 
Maksymowych et al. [14] reported a risk association for 
the c-allele (marker rs27044), while a study by Pazar 
et al. [15] showed that both identified risk haplotypes 
include G-allele of the same marker. Moreover, the two 

risk haplotypes identified in the cited study [15] are in-
variant for the rs30187 marker. these results, as well as 
the controversial data on the association of erap1 gene 
allele variants for markers rs27044 and rs30187 with 
AS risk, may indicate that the amino acid substitutions 
encoded by these polymorphisms do not affect the ac-
tivity of the aminopeptidase, nor its role in AS. the de-
scribed associations may be due to the heterogeneity 
of the patient cohorts or/and genetic linkage of these 
polymorphisms with other non-synonymous substitu-
tions which result in changes of aminopeptidase func-
tion that is essential for AS. 

the published results of the few in vitro studies in-
dicate that a Lys528Arg substitution, encoded by the 
SnP rs30187, has a strong effect on erAP1 aminopepti-
dase activity. Goto et al. [19] demonstrated that the 
erAP1 variant, which has Arg in position 528, displays 
low peptidase activity to synthetic substrates as well to 
the natural substrates (angiotensin II and kallidin). In 
the cited study [19] it was also shown that substitution 
Gln730Glu, encoded by the polymorphism rs27044, and 
substitution Asp575Asn, encoded by the polymorphism 
rs10050860, have almost no effect on peptidase activ-
ity to synthetic and natural substrates. transient ex-

Table 3. Calculated frequencies of reconstructed haplotypes including markers rs17482078/10050860/2287987, as-
sociated with risk of AS in Russian population. 

Haplotype Frequency in AS patients,  
n = 84

Frequency in healthy donors, 
 n = 77 р Or

(95%cI)

ССТ 0.86 0.75 0.026 1.96
(1.12–3.46)

ТТС 0.08 0.2 0.003 0.33
(0.17–0.67)

Table 4. Distribution of identified haplotypes in a AS pa-
tient cohort of the Russian population

Haplotype* number of haplotypes in AS patient  
(frequency), n = 69

rs27044/17482078/10050860/30187/2287987

cCCcT 70 (0.51)
GCCtT 36 (0.26)
GCCcT 8 (0.06)
cCCtT 7 (0.05)
GttGt 7 (0.05)
СТТСС 2 (0.01)

rs17482078/10050860/2287987
ССТ 121 (0.88)
ttt 7 (0.05)
ТТС 2 (0.01)

*Nucleotides which are a part of the predicted protective 
and risk –associated haplotypes are underlined and bold.
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pression of erap1 in a melanoma cell line demonstrated 
that the amino acid substitution Met349Val (polymor-
phism rs2287987) increased erAP1 peptidase activ-
ity to a synthetic substrate [20]. comparison of amino 
acid substitutions characterized in the previously cited 
articles with our associative analysis data, and other 
similar findings by other authors (table 5), suggests 
that some of the AS-associated non-synonymous sub-
stitutions can alter erAP1 peptidase activity. However, 
most of the desease-associated alleles are likely to have 
other functional manifestations, since the correspond-
ing amino acid substitutions do not affect the enzyme’s 
activity on synthetic substrates. 

Seemingly disagreement between the results of 
functional tests and the associative analysis can be 
overcomed by identification of haplotypes specific for 
healthy cohorts of patients. In our study, we have iden-
tified risk-associated cct and protective ttc haplo-
types for the markers rs17482078/10050860/2287987. 
the frequency of both haplotypes is statistically signif-
icantly increased in the corresponding cohort (table 4). 
One of the substitutions encoded by the protective hap-
lotype (Met349Val) increases erAP1 activity on sev-

Table 5. Allelic variants of erap1, associated with increased risk of AS development in various populations

rs27044 rs17482078 rs10050860 rs30187 rs2287987 reference

С - С t - [14]
G c c t t [15]
G c c c t [15]
G c c t - [12]
G - - t - [13]
- c c - t this study

eral substrates [20]. this fact suggests that increased 
erAP1 activity might prevent AS. the protective ef-
fect of the ttc haplotype may be due to the activity 
of erAP1 towards receptors of proinflammatory cy-
tokines or due to the correct presentation of peptides 
on MHc-I molecules. In contrast, the non-synonymous 
substitutions included in the risk haplotype cct could 
lead to increased levels of membrane-bound forms of 
tnFr-1 and receptors for IL-6 and -1. 

considering that AS is a multigene disease, further 
research for the erAP1 role in AS should be focused on 
both identification of the function features of different 
erap1 allele variants and study of the putative interac-
tions between the enzyme and the products of other 
genes associated with the disease. these interactions 
may indeed be affected by the non-synonymous sub-
stitutions in the risk haplotype of the erap1 gene which 
we have identified in the russian population. 

This study was supported by the Molecular and 
Cellular Biology program of Presidium of RAS and 

by grants from the Russian Foundation for Basic 
Research (№ 10-04-01771-а and 11-04-01585-а). 
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ABSTRACT We performed a comparative analysis of Mycobacterium avium transcriptomes (strain 724R) in infected 
mice of two different strains- resistant and susceptible to infection. Sets of mycobacterial genes transcribed in lung 
tissue were defined, and differentially transcribed genes were revealed. Our results indicate that M. avium genes 
coding for enzymes of the Krebs cycle, oxidative phosphorylation, NO reduction, fatty acid biosynthesis, replication, 
translation, and genome modification are expressed at high levels in the lungs of genetically susceptible mice. The 
expression of genes responsible for cell wall properties, anaerobic nitrate respiration, fatty acid degradation, synthesis 
of polycyclic fatty acid derivatives, and biosynthesis of mycobactin and other polyketides is increased in the resistant 
mice. In the resistant host environment, Mycobacterium avium apparently transitions to a latent state caused by the 
deficiency in divalent cations and characterised by anaerobic respiration, degradation of fatty acids, and modification 
of cell wall properties.
KEywORDS Mycobacterium avium, transcriptome analysis in vivo, coincidence cloning, RNA-seq.

INTRODUCTION
Infectious diseases caused by intracellular pathogen-
ic bacteria represent a significant challenge in health 
care. the course of the infection depends not only on 
the protective mechanisms (native and acquired im-
mune response, and mucous barriers), but also on the 
specific expression of bacterial genes. Altered expres-
sion as a response to the immune reaction of the host 
organism is critical for the survival and functioning of 
pathogenic bacteria. An analysis of these changes is 
important for understanding how infectious diseases 
proceed and developing effective approaches towards 
their treatment.

Mycobacterium avium are widespread mycobacte-
ria that become intracellular pathogens in humans in 
the absence of normal t-cell-mediated immunity [1, 2]. 
these bacteria are found in approximately 70% of in-
curable AIDS patients and are believed to be the main 
cause of death in such patients [3]. In patients with 
weakened immunity (older people and children), M. 
avium may cause chronic lung diseases [4–6]. experi-
ments modelling the infection in mice of the c57BL/6 
(B6) and derivative strains with knockout mutations in 
genes essential for immunity showed that t-cell-medi-
ated immune response to M. avium had both defensive, 

as well as pathogenetic functions. In such an infection, 
the balance between the immune response and patho-
genic processes in lung tissue is very similar to that of 
tuberculosis [7–9]; therefore, we can assume that the 
diseases caused by these mycobacteria are similar not 
only in their immune system mechanisms, but also in 
the mechanisms employed by the pathogens to over-
come this defence.

It has been shown that mice of the I/St (I/StSnegY-
cit) and В6 strains differ in their ability to resist an M. 
avium-induced infection [10]. respiratory infection in 
В6 mice leads to a prolonged infiltration of lung tissue 
by macrophages and neutrophils, leading to the forma-
tion of necrotic lung granulomas and death. In contrast, 
in the I/St mice the infection is controllable, produces 
moderate infiltration of lung tissue, leading to small and 
medium granulomas without a necrotic centre, and the 
animals survive. the susceptibility of B6 mice to the 
M. avium-induced infection was shown to result from 
the presence of the nonfunctional allele of the Nramp1 
(natural resistance-associated macrophage protein-1) 
gene in their genome. the protein coded for by that 
gene consists of 12 transmembrane domains and is ex-
pressed at the membranes of late lysosomes and phago-
somes. nramp1 functions by removing divalent cations 
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(Fe2+, Mn2+, etc.) from phagosomes, thus depriving the 
mycobacteria of important metabolites [10].

the B6 immune response is characterized by an in-
creased production of IFn-γ, tnF-α, and, especially, 
IL-12. We suppose that the differences in the immune 
response to M. avium infection are manifested in the 
differences in the pathogen expression in the lungs 
and lymphoid organs of mice of the susceptible strain 
versus those of the resistant strain, showing that the 
mechanisms essential for resistant host survival may 
not activate during infection of the susceptible host.

this work endeavoured to study the biochemical 
processes involved in the adaptation of M. avium to 
genetically different host organisms. We compared se-
quences transcribed in mice of the I/St and В6 strains 
in the 13th week of infection.

ExPERIMENTAL
Standard DnA and rnA procedures were carried out 
according to ref. [11]. Genomic DnA of the M. avium 
724r strain was isolated according to the procedure de-
scribed in ref. [12].

Infection
Mice of inbred strains I/StSnegYcit (I/St) and 
c57BL/6Ycit (B6) were bred and maintained under 
conventional, non-specific-pathogen-free conditions at 
the Animal Facilities of the central Institute for tuber-
culosis (Moscow, russia) in accordance with guidelines 
from the russian Ministry of Health (guideline 755) and 
the nIH Office of Laboratory Animal Welfare (assur-
ance A5502-06). Female mice, 2.5–3.0 months old, were 
infected by the respiratory route with 1-2 × 103 viable 
cFu of M. avium 724r strain, characterized in ref. [13], 
using an inhalation exposure system (Glas-col, uSA) 
according to the procedure described in ref. [10].

RNA isolation and cDNA synthesis
rnA was isolated from the lungs of mice of both strains 
in the 13th week after infection, using the rnA Isola-
tion System kit (Promega, uSA). rnA samples were 
treated with Dnase I (MBI Fermentas, Lithuania) to 
remove DnA traces. the first cDnA strand was con-
structed using oligonucleotide primers Br (5’-AAGc
AGtGGtAtcAAcGcAGAGtAc (n)

9
) and SMArt 

Table 1. Oligonucleotides and primers used for coincidence cloning.

name 5’–3’ structure

Suppressive adapter 1A 
(resulted from anneal of equi-
molar mixture of 1A long and 

1A short )

1A long GtAAtAcGActcActAtAGGGcAGcGtGGtcGcGGccGAGAG

1A short ctctcGGccG

Suppressive adapter 1B
1B long GtAAtAcGActcActAtAGGGcAGGGcGtGGtGcGGAGGGcGGc

1B short GccGccctcc

Suppressive adapter 2A
2A long GtAAtAcGActcActAtAGGGcAGGcAGGcGGtGGtGGGcAGGc

2A short GcctGcccAc

Suppressive adapter 2B
2B long GtAAtAcGActcActAtAGGGcAGcGGAGGcGGtAGGAGGcGGA

2B short tccGcctcct

external primer t7 GtAAtAcGActcActAtAGGGc

Internal primers

pr 1A AGcGtGGtcGcGGccGAGAG

pr 1B AGGGcGtGGtGcGGAGGGcGGc

pr 2A AGGcAGGcGGtGGtGGGcAGGc

pr 2B AGcGGAGGcGGtAGGAGGcGGA
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(5’-AAGcAGtGGtAtcAAcGcAGAGtAcGcrGr
GrG). Both primers (at 12 µM) were annealed with 2 
µg of total rnA in 11 µl of solution. the mixture was 
incubated for 2 minutes at 70°С and then placed in ice 
for 10 minutes. cDnA was synthesised using reverse 
transcriptase PowerScript II (clontech, uSA). In paral-
lel with reverse transcription (rt+), a reaction used as 
a control (rt-) without reverse transcriptase was per-
formed. the rt+ and rt- mixtures were incubated at 
37oС for 10 minutes, then for 40 minutes at 42°С. cDnA 
was synthesised in 30 Pcr cycles (95oc for 20 sec, 64oc 
for 20 sec, and 72oc for 2 min) using 5S primers (5’-Gt-
GGtAtcAAcGcAGAGt). then, cDnA was purified 
using QIAquick Pcr Purification kit (Qiagen, uSA).

Coincidence cloning was carried out following the 
procedure described in ref. [14]. Genomic DnA of the M. 
avium 724r strain and total cDnA samples (synthesised 
using total rnA) were fragmented with restrictases 
rsaI and AluI. the obtained genomic DnA fragments 
were ligated with suppressive adaptors  1A for hybrid-
isation with the I/St cDnA sample, and adapters 1B 
for hybridisation with the В6 cDnA sample (table 1).  
Suppressive adapters 2A and 2B were ligated to cDnA 
fragments from the lung tissues of I/St and B6 mice, 
respectively. A mixture of 100 ng of the genomic DnA 
sample and 100 ng of one of the cDnA samples in 2 µl 
of the hybridisation buffer (50 mM HePeS, pH 8.3; 0.5 
M nacl; 0.02 mM eDtA, pH 8.0) was incubated at 99oc 
for 5 minutes (denaturation) and then at 68oc for 18 
hours (renaturation). After this procedure, 100 µl of the 
hybridisation buffer at 68oc was added to the mixture, 
and 1 µl of the resulting solution was used as a template 
for Pcr. the first Pcr stage was performed in a 25 µl 
reaction volume containing 10 pmol of Т7 primer. After 
incubation for 5 minutes at 72oc (filling-in sticky ends), 
20 amplification cycles were carried out (94oc for 30 
sec, 66oc for 30 sec, and 72oc for 90 sec). the second 
stage of amplification was performed with 10 pmole 
of internal primers pr1А/pr1B and pr2A/pr2B, and it 
consisted of 25 cycles (94oc for 30 sec, 68oc for 30 sec, 
and 72oc for 90 sec), using the Pcr product of the first 
stage, diluted ten-fold. the amplification product was 
purified using the QIAquick Pcr Purification kit (Qia-
gen) and then used for 454 sequencing.

454 SEqUENCING
nucleotide sequences of cDnA libraries were deter-
mined by massive parallel pyrosequencing using the 
genetic analyser GS FLX (roche, Germany) and a 20 
x 75 cm picotitration plate. the sequences of 83,000 in-
dependent reactions were determined. the sequences 
were mapped to the genome sequence of the M. avium 
strain 104, since the M. avium 724r genome has not 
yet been sequenced. the number of cDnA fragments 

corresponding to each gene was determined using the 
BLAStn algorithm (http://blast.ncbi.nlm.nih.gov/
Blast.cgi). A sequence was considered to belong to a 
certain gene if a fragment of that sequence had more 
than 95% homology with the gene segment longer than 
40 nucleotides. the M. avium genes, the expression of 
which in samples I/St and B6 is significantly different, 
were determined following the procedure described in 
ref. [15].

RESULTS AND DISCUSSION
the course of the pathology and immune response to 
M. avium infection in mice from the susceptible (В6) 
and resistant (I/St) strains are discussed in detail in 
refs. [10] and [16]. the airborne infected susceptible 
B6 mice died after 7 months, while the resistant I/St 
mice survived for longer than 11 months. In the suscep-
tible В6 mice, the lung pathology developed quickly, 

Total cDNA from 
infected tissue

Ligation of 
suppressive 
adapters

1. Denaturation/renaturation
2. Fill-in of sticky ends

Homoduplexes

Host cDNA
Pathogen genomic DNA

Pathogen cDNA

Homoduplexes

PCR  
with primers

No amplification

Fig.1. Coincidence cloning. Suppressive oligonucleotide 
adapters are ligated to fragments of bacterial genomic 
DNA and total cDNA. The samples are mixed, denatured, 
and slowly renatured, which leads to the formation of two 
types of duplexes. Due to selective suppression of PCR, 
only heteroduplexes containing fragments of bacterial 
genomic DNA and bacterial cDNA are amplified.
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accompanied by enhanced infiltration of lung tissue 
by immune system cells and increased production of 
pro-inflammatory cytokines IFn-γ, tnF-α, IL-6, and 
IL-12. two parameters showing the susceptibility to 
infection correlated well: in the susceptible B6 mice, M. 
avium grew faster in lungs, and the lung pathology was 
deeper than in the resistant I/St mice.

We studied transcribed sequences in vivo using the 
coincidence cloning method we had developed previ-
ously [14, 17]. From the lungs of infected mice, we iso-
lated total rnA, a mixture of the mice and bacterial 
rnA, with the amount of bacterial rnA being very 
small (less than 0.1–0.2% according to [18]). using the 
total rnA from the I/St and B6 mice, total cDnA was 
synthesized. In the coincidence cloning method (Fig. 1), 
total cDnA and M. avium genomic DnA were dena-
tured and renatured in one mixture. After a two-step 
selective Pcr amplification, a set of fragments enriched 
with the bacterial cDnA fragments was obtained.

Qualitative (determination of nucleotide sequences 
of specifically expressed genes) and quantitative (the 
level of their expression) analyses of the sets were per-
formed using parallel pyrosequencing.

the sequencing produced two libraries of M. avium 
cDnA sequences expressed in the lung tissue of infect-
ed I/St and B6 mice. We selected a series of genome 
loci, the expression of which was higher in sample I/
St than in sample В6, and a series of loci, the expres-
sion of which was higher in sample В6 than in sample 
I/St (table. 2). Locus annotation was performed using 
the KeGG (www.genome.jp/kegg) database. We antici-
pated that differential gene expression in the samples 
could be a manifestation of the microorganism’s envi-
ronmental adaptation; therefore, the products of the 
genes we found could be potential virulence factors.

We found the differential expression of the РРЕ 
gene family (MAV_0118, MAV_2514, MAV_2924, and 
MAV_2926). these proteins play an important role in 
the course of the mycobacterial infection because of 
both their antigen and immune functions. these acidic 
proteins, rich in glycine, are identified by the specific 
Pro-Pro-Glu (PPe family) and Pro-Glu (Pe family) 
domains; they often contain polymorphic Gc-rich se-
quences (PGrSs) and multiple copies of basic polymor-
phic tandem repeats. It is believed that these proteins 
are expressed on the cell’s surface and are responsible 
for antigen variability, inducing different immune re-
sponses depending on the type of РЕ/РРЕ proteins ex-
pressed on the cell’s surface [19]. thus, the MAV_0118 
gene is expressed in the resistant mice, while the 
MAV_2514, MAV_2926, and MAV_2924 genes are ex-
pressed in the susceptible mice. Since the mechanism 
of РРЕ protein action remains unknown, the above-
mentioned observation is hard to explain; however, it 

Table 2. M. avium genes differentially transcribed in the 
lungs of infected I/St and B6 mice.

Gene coded protein

Increased expression in the lungs of the I/St mice

MAV_2015 MbtG; mycobactin lysine-n-oxygenase

MAV_1696 Glutamate dehydrogenase

MAV_1304 narH; nitrate reductase, β-subunit

MAV_2379 MetH; vitamin B12-dependent methionine 
synthase

MAV_2385 Mce protein

MAV_2063 Mce protein

MAV_2386 Mce protein

MAV_0118 PPe protein

MAV_3109 rifB; polyketide synthase 7

MAV_0880 3-Ketosteroid-δ-1-dehydrogenase

MAV_3000 Acyl-coA dehydrogenase

MAV_4019 Assumed acyl-coA dehydrogenase

MAV_4679 cyclopropane fatty acid synthase

Increased expression in the lungs of the B6 mice

MAV_2514 PPe protein

MAV_2924 PPe protein

MAV_2926 PPe protein

MAV_2244 GlnA; glutamine synthetase

MAV_4011 nO-reductase, β-subunit

MAV_1074 Succ; succinyl-coA-synthase, β-subunit

MAV_3303 AcnA; aconitate hydratase

MAV_1130 nADH-dehydrogenase I, H-subunit

MAV_4040 nADH-dehydrogenase I, H-subunit

MAV_1524 AtP-synthase F
1
F

O
, δ-subunit

MAV_5034 transposase

MAV_1059 transposase
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is possible that the differential PPe expression is due 
to the differences in the immune responses.

the expression of the MAV_2244 locus is increased 
in the В6 sample. this gene is an ortholog of the glnA1 
M. tuberculosis gene; it codes for glutamine synthetase, 
a key enzyme for nitrogen assimilation. It has been 
shown that this enzyme is important for M. tubercu-
losis persistence in macrophages. It is possible that in 
infected B6 mice M. avium enters into an environment 
auxotrophic for L-glutamine [20]. the MAV_4011 locus 
that codes for the cytochrome b-containing subunit of 
nO-reductase is also worth mentioning. this enzyme 
reduces nO to n

2
O, and it participates in the denitrifi-

cation process in some soil microorganisms. However, 
no denitrification is observed in the M. avium from the 
susceptible B6 mice. It is speculated that M. avium use 
nO-reductase to get rid of the nO released by the mac-
rophage into the endosomes and thus avoid the harm-
ful effects of nO [21]. this could be the reason why M. 
avium are resistant to nO [22]. the expression of nO-
reductase in M. avium from the lungs of the susceptible 
mice could be a result of the stronger immune response 
and increased nO production by macrophages.

In sample B6, we observed a more active and diverse 
expression of genes coding for the Krebs cycle enzymes: 
MAV_1074 and MAV_3303 coding for succinyl-cоА–
synthesase and aconitate hydratase, respectively; and 
of genes coding for the proteins important for oxidative 
phosphorylation, as well as the respiratory electron-
transport chain proteins: MAV_1130, MAV_4040, and 
MAV_1524. It is likely that in the susceptible mice, res-
piration is increased during persistent infection in or-

der to supply the pathogen. the MAV_4040 locus codes 
for one of the nADH-dehydrogenase I subunits, which 
is typical for the M. tuberculosis virulent form, during 
exponential proliferation of the pathogen [23].

the expression of the MAV_5034 and MAV_1059 
genes coding for transposases in sample B6 indicates 
an enhanced level of gene rearrangements. Also, in 
sample B6, we detected an increased expression of the 
MAV_5024 and MAV_5027 genes coding for type II re-
striction-modification enzymes that protect cells from 
foreign DnA.

the increased expression of the MAV_0382 (subu-
nits of DnA-polymerase III) and MAV_4450 (ribosomal 
protein) genes in sample B6 indicates an increase in the 
DnA replication level due to a more frequent mitosis, 
as well as a higher translation level.

In sample I/St, there was a very high level of expres-
sion of the MAV_2015 gene that codes for mycobactin 
lysine-n-oxygenase (MbtG). this enzyme is responsible 
for one of the last stages of mycobactin synthesis; it is an 
iron-chelating agent that supplies the microorganism 
with iron from the environment [24]. It has been shown 
for M. tuberculosis that the activation of the mbt B-H 
gene cluster involved in mycobactin synthesis occurs ei-
ther when the environment is depleted in iron [25] or in 
an anaerobic environment [26]. the expression of this 
gene is high in M. avium from the resistant I/St mice, 
but it is very low in the B6 mice. As mentioned above, 
these two mice strains differ in the Nramp1 gene allele 
that codes an ionic pump which is assumed to pump out 
divalent cations from the endosomal region, where M. 
аvium is located [16]. there is the functional allele of this 
gene in the I/St mice, as opposed to a nonfunctional one 
in the В6 mice. Apparently, the M. avium endosomes 
from the resistant mice are iron-deficient, and the mi-
croorganism synthesizes vast amounts of mycobactin in 
order to compensate for the deficiency.

In M. avium from the I/St mice, an increased ex-
pression of the MAV_1696 gene coding for nAD+-de-
pendent glutamate dehydrogenase is observed. It is 
believed that, in contrast to nADP+-dependent gluta-
mate dehydrogenase, which is responsible for nitro-
gen assimilation, in microorganisms the former enzyme 
takes part in the glutamate catabolism, and this gene 
expression is independent of the nH

4
+ concentration. 

On the other hand, it has been shown recently that in 
M. smegmatis the expression of the msmeg_4699 gene, 
an ortholog of MAV_1696, increases in response to nH

4
+ 

deficiency [27]. In addition, there is no gene coding for 
nADP+-dependent glutamate dehydrogenase in the M. 
avium genome [28]. Some researchers speculate that, in 
mycobacteria, nitrogen assimilation involving nAD+-
dependent glutamate dehydrogenase may be more en-
ergy-efficient than via the GS/GOGAt pathway; this 

Fe2+

I/St (resistant strain)

– Anaerobic environment—tran-
sition to nitrate respiration
– Decrease of cell wall perme-
ability
– Synthesis of mycobactin to 
compensate for Fe2+ deficiency

LATENT INFECTION

B6 (susceptible strain)

– Frequent cell division
– NO-reductase inactivates NO, 
secreted by macrophages

HOST DEATH

Fig. 2. M. avium metabolic state in the lungs of the I/St 
and B6 mice
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being important, for example, when the pathogen is in 
a latent state [27].

the MAV_2379 gene coding for В
12

-dependent me-
thionine synthase MetH is expressed at a high level in 
M. аvium from the I/St mice. this protein is involved 
in the final stage of methionine synthesis. In the M. 
аvium genome, this reaction is controlled by Mete-
В

12
-independent methionine synthase, which is not ex-

pressed in the presence of vitamin В
12

 [29]. the regula-
tion of the metH gene expression has not been studied 
in detail, so the reason for the increase in its expression 
in the resistant mice is not quite clear.

the MAV_1304 locus coding for the β-subunit of 
nitrate reductase is of particular interest. this gene 
is orthologous to the narH gene of M. tuberculosis. Its 
product is a subunit of anaerobic nitrate reductase 
narGHJI, an enzyme enabling nitrate respiration in 
the absence of oxygen. Mutants lacking narH cannot 
reduce nitrogen under anaerobic conditions [30]. When 
this gene was deleted in M. bovis, BcG bacteria demon-
strated normal growth in vitro with sufficient oxygen 
supply; however, they appeared significantly less viru-
lent when used for infecting mice [31]. the expression 
of the MAV_1304 gene in M. avium from the lungs of 
the I/St mice might be an indication that, due to the 
harmful effects of the host’s defence systems, the mi-
croorganism is subjected to anaerobic conditions and 
has to switch to nitrate respiration.

the MAV_2063, MAV_2385, and MAV_2386 genes 
coding for proteins from the Mce family are expressed 
in the resistant mice. the function of the Мce proteins 
has not been clarified, although it is known that they 
enable invasiveness. these proteins supposedly repre-
sent a new group of АВС-transporters participating in 
the remodeling of the cell’s membrane [32].

the MAV_4679 locus coding for an enzyme involved 
in the synthesis of mycolic acids is expressed at a high 
level in M. avium from the I/St mice. An ortholog of 
this gene in M. tuberculosis is important for persistence 
in mice lungs. Mutants of this gene cannot cause lung 
infection in mice [33].

the MAV_3109 locus codes for the rifB protein and 
is an ortholog of the M. tuberculosis pks7 gene. An in-
creased expression of the gene is observed in infected 
mice of the resistant strain. the protein product of this 
gene codes for an enzyme involved in the synthesis of 
phthiocerol dimycocerosate, one of the components of 
the mycobacterial cell wall, which ensures its imper-
meability [34].

the MAV_0880 locus codes for 3-ketosteroid-δ-1-
dehydrogenase, one of the enzymes involved in choles-
terol catabolism. During the M. tuberculosis-induced in-

fection, cholesterol provides the pathogen with energy 
for persistence in macrophages [35]. In M. avium from 
the I/St mice, we observed an increased expression of 
the MAV_3000 and MAV_4019 genes coding for en-
zymes degrading fatty acids: acyl-cоА-dehydrogenase 
and acyl-cоА-synthase. During persistence in macro-
phages, the catabolism of fatty acids is the primary en-
ergy source for M. tuberculosis [36].

CONCLUSION
this paper contains the first description of the M. avi-
um transcriptome during infection in vivo. until now, 
only a single publication on the M. avium paratubercu-
losis transcriptional response to various factors in vitro 
[37] has been available.

We employed the model of genetic control of sus-
ceptibility to M. avium infection and disease severity 
in mice in order to detect the sequences that are tran-
scribed differently in infected mice from the geneti-
cally resistant and genetically susceptible strains, i.e. 
when the pathogen persists in genetically different 
microenvironments. We obtained data on the qualita-
tive and quantitative differences in the transcription 
profiles of genes of bacteria persisting in the resistant 
and susceptible mice, which indicate some changes in 
the metabolism of M. avium (Fig. 2).

In the course of the infection in the genetically sus-
ceptible organism (В6 strain), we found an increased 
expression of several genes responsible for nitrogen as-
similation, nO reduction, the Krebs cycle, and oxidative 
phosphorylation, as well as  replication and translation. 
the infection proceeds with active division of the my-
cobacteria and death of the host organism.

In the course of infection in the genetically resistant 
organism (I/St strain), we found an increased expres-
sion of several genes responsible for the modification 
of the cell surface’s properties, switching to anaerobic 
nitrate respiration, degradation of fatty acids, synthesis 
of polycyclic derivatives of fatty acids, and biosynthesis 
of mycobactin and other polyketides. In general, the 
changes in the M. avium metabolism are an indication 
that, in the resistant mice, the bacterial pathogen tran-
sitions to the latent state, because of the deficit in diva-
lent metal ions. 
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ABSTRACT This paper discusses the selection of mini-antibody (nanoantibody, nanobody® or single domain antibody) 
sequences of desired specificity by phage display-based method using a generated library of antigen-binding domains 
of special heavy-chain only antibodies (single-stranded antibodies) of immunized camel. A comprehensive comparison 
of the efficiency of parallel selection procedures was performed by using the traditional (M13KO7) and modified (with 
N-terminal deletion in the surface gIII protein) helper phages. These two methods are partly complementary, and 
by using them in parallel one can significantly improve the selection efficiency. Parallel restriction analysis (finger-
printing) of PCR-amplified cloned sequences coding for mini-antibodies (HMR-analysis) is proposed for identifying 
individual clones, as a replacement to sequencing (to a certain extent). Using this method, unique data were collected 
on the selection of mini-antibody variants with the required specificity at various stages of a multi-stage selection 
procedure. It has been shown that different sequences coding for mini-antibodies are selected in different ways, and 
that, if this feature is not taken into account, some mini-antibody variants may be lost.
KEywORDS immunisation, phage display, helper phage, recombinant mini-antibody, fingerprinting.
ABBREVIATIONS ELISA—enzyme-linked immunosorbent assay, BSA—bovine serum albumin, hp—helper phage, 
PCR— polymerase chain reaction, HA-tag – antigenic determinant, a fragment of 9 amino acids (YPYDVPDYA) from 
the hemagglutinin protein of the influenza virus, this epitope can be efficiently detected by commercially available 
antibodies, HMR-analysis—a method proposed in this paper of parallel restriction analysis (using three restriction en-
zymes - HinfI, MspIand, and RsaI) of PCR-amplified cloned mini-antibody sequences, TNF (TNF-α)—tumour necrosis 
factor, a multifunctional anti-inflammatory cytokine, PBS—phosphate buffered saline (137 mM NaCl, 2.7 mM KCl, 10 
mM Na2HPO4, 2 mM KH2PO4, pH 7.4).

INTRODUCTION
this work was performed in the framework of projects 
aimed at developing new methods for passive immu-
nisation for preventive care and immunotherapy of 
infectious diseases, particularly rabies and anthrax, 
in humans and animals. In this paper, we put special 
emphasis on an analysis of sequences encoding specific 
mini-antibodies at various stages of selection that is 
based on the phage display technology [1–3].

Starting from the establishing in 2003 of collabo-
ration work with Prof. S. Muyldermans’ laboratory 
at Vrije universiteit Brussel, Belgium, we have been 
developing and using a novel technology for generat-
ing specific camel single domain mini-antibodies (also 
called nanoantibodies or nanobodies®) in the Institute 
of Gene Biology, Moscow, russia.

nanoantibodies are antigen recognition molecules 
that are fragments (variable domains) of unusual an-
tibodies found in nature, along with classic antibodies, 
only in Camelidae family animals and in some carti-
laginous fishes such as sharks and ratfish [4, 5]. these 

“camel-specific” antibodies consist of dimers of a single, 
short (without the first СН1 domain) immunoglobulin 
heavy chain and are fully functional in the absence of 
the immunoglobulin light chain. Only a single variable 
domain of this antibody is necessary and sufficient in 
order to specifically recognize an antigen and bind to it. 
In contrast to the majority of recombinant antibodies, 
generated single-stranded antibodies usually demon-
strate a rather high affinity to a given antigen, because 
the first stage of their formation takes place in the ani-
mal’s organism (Camelidae), via affinity maturation in 
vivo. nanoantibodies have several advantages over tra-
ditional antibodies and may have great prospective use 
in the future in research and in new biotechnological 
devices, as well as in clinical diagnostics and treatment. 
the advantages of nanoantibodies include their smaller 
size, new structural features (better penetration into 
tissues and the ability to recognize epitopes hidden, in-
accessible to conventional antibodies), the possibility 
to be economically and efficiently mass-produced (in 
bacteria and yeast), good solubility, resistance to sig-
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nificant changes in temperature and рН, and simplicity 
when used for various genetic engineering operations 
[5, 6]. It is important to note that these camel-variable 
domains do not cause an evident immune response in 
primates, and their structure is closely homologous to 
the variable domains of one subclass of human IgG im-
munoglobulins (IgG3). It has been shown that these 
camel mini-antibodies can be “humanized” without 
significant loss of their specific activity, via few point 
amino acid substitutions [7]. this indicates a potential 
for the broad use of mini-antibodies as a passive im-
munisation treatment to prevent various dangerous 
infections [5, 7–9].

In our method, the first critical stage of nanoanti-
body production is inducing specific antibodies in the 
camel’s (or llama) organism by immunisation, and the 
second critical stage is selecting the clones of the nu-
cleotide sequences of the required nanoantibodies by 
phage display from the generated library of the entire 
repertoire of variable domains of special antibodies of 
the immunised animal. the latter stage is quite nontriv-
ial and has not been studied extensively. In this work, 
we have carefully studied the selection of the required 
sequences and compared the techniques using two dif-
ferent helper phages. recently, we proposed a modified 
helper phage for a more efficient selection of the anti-
gen recognition domains of the special single-stranded 
camel antibodies (nanoantibodies) by phage display 
based on the filamentous phage М13 [10]. the use of 
a mutant M13KO7 phage called hp∆MBpIII (with n-
terminal deletion in the M13 phage gIII protein, which 
makes the phage unable to infect the bacterial cells but 
does not stop the formation of the phage particle) as a 
helper phage can in some cases significantly increase 
the selection efficiency. this has been demonstrated 
on a model system in the final (third) selection stage 
of nanoantibodies binding to the tumour necrosis fac-
tor, tnF-α. the nanoantibodies were selected from a 
library that had been specifically pre-enriched in two 
traditional selection procedures. In this work, we per-
formed a comprehensive comparison of the selection 
efficiency using both the traditional and mutant helper 
phages.

ExPERIMENTAL

Antigens and camel immunisation
A preparation of the rabies virus and a recombinant 
protein corresponding to the Bacillus antracis lethal  
factor synthesized in a bacterial expression system 
were used as antigens for camel immunisation. the 
anthrax lethal factor was kindly provided by Dr. A. 
Kolesnikov, Laboratory of Biocatalysis, Institute of 
Bioorganic chemistry, rAS. A rabies vaccine based 

on an inactivated attenuated rB 71/10 strain of ra-
bies virus, produced at the Pokrov bioplant (Vladimir 
region), was kindly provided by Prof. B. S. naroditsky 
(n.F.Gamaleya research Institute of epidemiology and 
Microbiology). this vaccine was used to make the ra-
bies virus preparation. Virus particles were separated 
from the culture medium proteins by ultrafiltration 
through a membrane that is permeable to particles 
smaller than 300 kDa (Vivaspin 20 ml concentrator, 
VS 2051, Vivascience, uSA) but not to much larger 
virus particles. In parallel, the virus preparation was 
concentrated (approximately to 107 virus particles in 10 
ml of standard PBS solution). the obtained preparation 
was divided into six equal parts and frozen at –70°c for 
storage (five parts were used for five successive im-
munisation injections, and the sixth part was used for 
the selection and analysis of mini-antibodies). Before 
each immunisation stage, one of the aliquots stored at 
–70°c was thawed, then combined with 650 µg of the 
Bacillus anthracis lethal factor and mixed with an equal 
amount of Freund adjuvant. thus, a five-stage immu-
nisation of a 6-year-old female Camelus bactrianus was 
performed by using the two antigen preparations de-
scribed above, mixed with equal amounts of Freund 
adjuvant (complete—only for the first injection, and 
the other 4 times—with incomplete). the second injec-
tion was made 4 weeks after the first, while the other 
three injections were made in 10-day intervals, one af-
ter another. Blood samples were taken 5 days after the 
last injection.

Construction of a nucleotide sequence library of na-
noantibodies
DnA cloning of the entire set of variable domains of 
specific single-stranded antibodies from the B-lym-
phocytes of immunised camel peripheral blood was 
performed in accordance with the standard  procedure 
(rnA isolation, cDnA synthesis, two-stage Pcr with 
specific primers, insert restriction and purification, and 
insertion into phagemid vector [11–14]). this procedure 
resulted in a new specific nucleotide sequence library 
of mini-antibodies in the pHen4 phagemid vector [11]. 
this library consisted of two sub-libraries, which were 
different in the restriction sites used for insertion into 
the phagemid vector of sequences coding for antigen 
recognition domains, (i) ncoI + notI and (ii) PstI + notI. 
Escherichia coli cells (strain tG1) were transformed by 
electroporation with recombinant plasmid DnA ob-
tained by ligation of the two insert sub-libraries and 
two corresponding vector sequences. Standard cloning, 
bacterial and bacteriophage M13 procedures were per-
formed following the techniques described in ref. [15, 
16]. the “Basic library of immunised camel nanoanti-
bodies” satisfied the criteria of 107 clones and about 80% 
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of inserts of the expected size. nanoantibodies with the 
required specificity were selected from the library.

Selection of nanoantibodies by phage display
the selection of camel mini-antibodies (nanoantibodies) 
by phage display, production of nanoantibodies in the 
bacterial periplasm, and the analysis of the nanoanti-
bodies’ ability to recognize a given antigen were per-
formed using the described techniques [11–14], with 
the following modifications. For selection and eLISA, 
MIcrOLOn 600 (Greiner Bio-One) high binding poly-
styrene microtiter plates were used. Five percent Skim 
milk (Bio-rad) and 1% BSA (Sigma-Aldrich) in PBS 
were used as blocking agents. the working concentra-
tions of ampicillin and kanamycin were 100 µ g/ml and 
70 µ g/ml, respectively.

E. coli  K12 / tG1 {supE thi-1 (lac-proAB) 
(mcrB-hsdSM)5(rK- mK-) [F’ traD36 proAB lacIqZ 
M15]} (Stratagene) and E. coli K12 / WK6 {∆(lac-pro), 
galE, strA, nal; F’ lacIq Z∆M15, pro+} strains were used 
[17], as well as M13KO7 bacteriophage (new england 
Biolabs) [18] and pHen4 phagemid [11]. the E. coli 
strains and phagemid were provided by Prof. S. Muyl-
dermans (Vrije universiteit Brussel, Belgium). We 
had previously prepared hp∆MBpIII modified bacte-
riophage [10] by deleting a region between the MspAI 
(1634) and BamHI (2221) sites from the М13КО7 ge-
nomic DnA. the helper phage corresponding to the 
mutant bacteriophage was produced by a two-stage 
sequential transformation of E. coli cells (strain tG1). 
At the first stage, the cells were transformed with 
pHen4∆f1ori mutant DnA with a deleted fragment 
coding for replication initiation of the f1 filamentous 
phage (between the ecorI (1650) and Alw44I (2345) 
sites). this deletion preserves the plasmid’s ability to 
replicate as a two-stranded DnA (by still having the 
corresponding section for replication initiation), but it 
is no longer capable of either phagemid single-stranded 
replication nor of packing to a phage particle. At the 
second stage, the cells containing pHen4∆f1ori, and 
therefore resistant to ampicillin, were transformed with 
mutant genomic DnA (hp∆MBpIII) of the М13КО7 
bacteriophage (replicative two-stranded form) con-
taining the kanamycin resistance gene. then, the cells 
were cultured with both antibiotics. One of the cell col-
onies was used to produce the modified helper phage. 
the phage was grown overnight in 2xtY medium 
containing kanamycin and 1 mM of isopropyl-β-D-1-
thiogalactopyranoside (used for activating the synthe-
sis of the wild-type gIII protein, coded for by pHen4). 
then, the phage was purified via the traditional PeG 
precipitation technique [15, 16]. the resulting phage is 
effective in infecting bacterial cells; however, its ge-
nomic DnA only codes for the gIII mutant protein. As 

a result, the daughter phages cannot infect bacteria in 
the absence of an additional plasmid coding for either 
the wild-type gIII or gIII with a mini-antibody inserted 
sequence.

nanoantibodies binding to the rabies virus prepa-
ration or antrax lethal factor were selected from the 
same library using two different methods in parallel. 
the first method was traditional phage display with 
the M13K07 helper phage in three selection/amplifi-
cation cycles. the blocking agents used for the cycles 
were 5% Skim milk (Bio-rad Laboratories, uSA) in 
PBS in the first cycle, 1% BSA (Amresco, uSA) in PBS 
in the second cycle, and the 5% milk again in the third 
cycle. On average, ~1011 phage particles from the orig-
inal library were introduced into a well with an im-
mobilized antigen; after incubation and washing, ~106 
phage particles were eluted and remained active after 
the first selection stage, while 10 times more (~107 out 
of ~1011) amplified phage particles remained active af-
ter the second selection stage. As a result of the third 
stage, ~108 out of loaded ~1011 phage particles were 
selected, which is, similarly, about 10 times more than 
after the previous stage. this is usually an indication 
that the selection proceeds well and that specifically 
binding phage particles proliferate, with mini-anti-
bodies getting exposed on the particle’s surface, pre-
sumably ensuring its specific binding properties. After 
the last elution and neutralisation, the phage particle 
solutions at various dilution levels were used to infect 
E. coli cells (WK6 strain), then separate colonies were 
prepared on a Petri dish for the final analysis.

In parallel to the traditional procedure, nanoanti-
bodies able to bind to the rabies virus preparation 
or anthrax lethal factor were selected from the same 
library, using the mutant hp∆MBpIII helper phage 
with n-terminal deletion on the surface gIII protein 
[10]. the selection procedure was analogous to that 
described for the traditional helper phage. We should 
note that, in this case, the number of colonies grown 
after each selection stage (which corresponds to the 
number of active phage particles with nanoantibod-
ies) was significantly smaller than in the case when 
the traditional helper phage was used (100 times less 
after the first stage and 10 times less after the sec-
ond stage). Helper phage was less reliable for subse-
quent infection of bacteria and amplification of eluted 
phage particles, which sometimes resulted in the loss 
of selected clones. Infecting the WK6 strain cells with 
the modified phage after elution is apparently inef-
fective (and almost impossible); therefore, in the case 
of the modified helper phage, E. coli cells of the tG1 
strain were only used for infection with eluted phage 
particles, after all selection stages, including the final 
one.
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A periplasmic extract containing a mini-antibody 
with a c-terminal НА tag was used to estimate the 
specificity and efficiency of the nanoantibody binding 
to the preparation of the antigen immobilised in the im-
munological plate with traditional eLISA [13, 14]. An-
ti-HA-monoclonal antibodies (cHGt-45P-Z, IcL, Inc., 
uSA) conjugated with horseradish peroxidase were 
used as secondary antibodies to the НА-tag. Horserad-
ish peroxidase activity was determined by using ABtS 
(2,2’-azino-bis(3-ethylbenzothiasoline-6-sulphonate) 
as a chromogenic substrate. the absorbance was meas-
ured with a plate fluorimeter at 405 nm. there was no 
antigen in the control wells, but they were also blocked 
and  processed in parallel with the experimental wells 
containing the antigen. the number of “+” signs in the 
“eLISA signal” column in tables 1 and 2 corresponds to 
the relative eLISA absorbance value (reflects the sum-
marized efficiency of expression/availability and bind-
ing of the nanoantibody from the periplasmic extract to 
the antigen immobilised in the well).

RESULTS AND DISCUSSION

HMR analysis of nanoantibody cloned nucleotide se-
quences
For interim analysis of the mini-antibody clone sam-
ples, Pcr-amplification (on a given colony directly, col-
ony Pcr) is usually performed. A nucleotide sequence 
coding for the mini-antibody with small adjacent sec-
tions of the pHen4 vector phagemid is to be ampli-
fied. the Pcr product is then subjected to restriction 
endonuclease (restrictase) treatment, usually HinfI. 
In the sequences coding for the nanoantibodies, there 
are both relatively conservative regions, which contain 
conservative HinfI recognition sites, and rather long 
hypervariable regions (the third region, cDr3, is the 
longest one). In the hypervariable regions, the number 
and location of the sites recognized by restrictases vary 
remarkably, hence the strong variation in the number 
and size of the split DnA fragments. We have found 
that in order to identify a given clone (a mini-antibody 
sequence variant), parallel digestion of the Pcr prod-
uct with three different restrictases (HinfI, MspI, rsaI) 
yields the most reliable results.

A forward primer, rP (5’-cacacaggaaacagctatgac-3’), 
and a reverse primer, GIII (5’-ccacagacagccctcatag-3’), 
were used for Pcr amplification of the cloned sequence 
coding for the nanoantibody with small adjacent seg-
ments of the pHen4 phagemid. Pcr was carried out 
in a volume of 20 µl, then the mixture was distributed 
into three tubes (6 µl of mixture into each tube), where 
parallel treatment of the Pcr product was done (in 
15 µl total volume)  with three different restrictases, 
one in each tube: HinfI (Fermentas, Lithuania), MspI 

(Fermentas, Lithuania), and rsaI (Sibenzyme, rus-
sia). the three hydrolysates were loaded into adjacent 
2.5–3% agarose gel wells for electrophoresis. the “low 
range” mixture (Fermentas) was used as a DnA frag-
ment marker. the resulting electrophoretogram (three 
gel lanes with DnA treated with the HinfI, MspI, and 
rsaI restrictases, respectively, and the fourth lane with 
marker DnA) is a reliable fingerprint image of a given 
mini-antibody coding sequence cloned in the pHen4 
phagemid. We called this extended fingerprint analy-
sis technique, which can identify a variant of a cloned 
mini-antibody sequence, “HMr analysis.” We used the 
HMr analysis to study the selection results (samples of 
mini-antibody clones).

Figure 1 shows the HMr analysis data of some (pre-
sumably the most common) clones of the initial mini-
antibody library obtained as a result of immunisation 
and subsequent cloning. We selected and analysed all 94 
clones grown after 10-5 dilution of the base library con-
sisting of two sub-libraries. We found 85 fingerprints, 
with only 9 of them repeating twice in this sample, 
which meant that the library was very heterogeneous 
without dominating sequences. the majority of the fin-
gerprints (61) corresponded to the clones in which the 
sequences coding for the nanoantibody were inserted 
into the PstI–notI vector restriction sites. the minority 
of the fingerprints (33) denoted with the letter “n” cor-
responded to the clones in which the sequences coding 
for the nanoantibody were inserted into the ncoI–notI 
vector restriction sites. Very similar fingerprints found 
in both sub-libraries are underlined. Figure 1 confirms 
that the parallel use of three restrictases instead of one 
reveals the differences in many more clones. thus, if 
we had used only HinfI, we would not have been able 
to distinguish the following clone groups: 1) 3, 38, 52, 
53, and 66 and 2) 55, 56n, 60n, 62n, 74, and 75n. Analo-
gously, much fewer clones could have been differenti-
ated using only one of the other two restrictases: MspI 
or rsaI.

this result indicates a rather wide diversity of clones 
in the original library and the high-resolution capabil-
ity of the HMr analysis. We should note that when only 
one restrictase is used (out of the three: HinfI, MspI, 
and rsaI), the number of different fingerprints is much 
smaller and, hence, the analysis less reliable; therefore, 
we decided that it was essential to use the full version 
of the HMr analysis at all further stages of the mini-
antibody clone analysis.

We used the following algorithm for nanoantibody 
sampling. With the HMr analysis, we studied a series 
of the most represented clones (those that formed no 
fewer than 24 colonies at the highest dilution of the 
library or of the eluted phage particles). All clones 
with unique fingerprints were used to produce the 
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Fig. 1. HMR analy-
sis data (HMR 
fingerprints) of 
clones from the 
original library 
of cloned mini-
antibody nucle-
otide sequences. 
Ninety-four clones 
were selected and 
analysed. Eighty-
five different 
fingerprints were 
identified with only 
9 of them twice 
as repeats  in this 
set (marked as 
2x). The majority 
of fingerprints cor-
respond to clones 
with PstI-NotI in-
sertions of adapt-
ed nanoantibody 
sequences. The 
smaller part of fin-
gerprints (marked 
by the letter N) 
corresponds to 
clones with NcoI-
NotI insertions of 
adapted nanoan-
tibody sequences 
into the plasmid 
vector. Finger-
prints found in 
both sub-libraries 
are underlined. 
Each HMR finger-
print is an elec-
trophoretogram 
consisting of three 
gel lanes with 
separated DNA 
fragments ob-
tained after paral-
lel treatment of the 
PCR product (an 
amplified nanoan-
tibody sequence) 
with one of three 
restrictases, HinfI 
(H), MspI (M) or 
RsaI (R), and the 
forth lane with 
marker DNA (the 
sizes of the marker 
DNA fragments are 
shown at the bot-
tom of the figure).

marker
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corresponding nanoantibodies in the host bacteria’s 
periplasm. the periplasmic extracts were then tested 
with eLISA for the presence of a nanoantibody that 
binds to a given antigen. the same preparations of the 
rabies virus and anthrax lethal factor that were used 
for camel immunisation were used as antigens for the 
selection procedures and eLISA. the increase in the 
absorbance value at 405 nm in the plate wells reflect-
ed two processes: the level of expression/availability 
of the nanoantibody and the strength of its interaction 
with the immobilized antigen. Information pertaining 

to the selection of the final nanoantibody clones bind-
ing to a given antigen is presented in Figs. 2 and 3 and 
in tables 1 and 2.

It is necessary to exert caution when interpreting 
the data. It is possible that some clones differing in 
nucleotide and amino acid sequences will have simi-
lar fingerprints, especially when sampled clones are 
compared to random clones from the original library. 
Sequencing can, naturally, provide more information. 
Our experience, however, shows that in most cases 
of clone identification the HMr analysis can replace 

Fig. 2. HMR 
fingerprints of the 
selected nanoan-
tibody clones 
that bind in ELISA 
to immobilised 
recombinant 
anthrax lethal fac-
tor. These clones 
are designated 
as “alf” with a 
number.

Table 1. Relative representation of fingerprint variants of selected nanoantibody clones recognizing the anthrax lethal 
factor (alf), at various selection stages.

alf clone 
number

1st stage, 
normal helper 

phage

1st stage, 
mutant helper 

phage

2nd stage, 
normal helper 

phage

2nd stage, 
mutant helper 

phage

3rd stage, 
normal helper 

phage

3rd stage, 
mutant helper 

phage

eLISA 
signal

1 3/28 0/27 3/30 0/43 3/42 5/43 ++
2 0/28 1/27 3/30 0/43 0/42 0/43 +++
3 1/28 0/27 0/30 0/43 3/42 3/43 ++
4 2/28 0/27 0/30 0/43 1/42 0/43 +
5 2/28 0/27 0/30 1/43 0/42 1/43 +
6 3/28 0/27 12/30 0/43 12/42 13/43 ++
7 0/28 0/27 0/30 0/43 0/42 1/43 +++
8 0/28 0/27 0/30 0/43 0/42 2/43 ++
9 1/28 0/27 0/30 1/43 1/42 1/43 ++

10 1/28 0/27 3/30 0/43 2/42 1/43 +++
11 0/28 0/27 0/30 0/43 0/42 1/43 ++
12 0/28 0/27 0/30 0/43 1/42 1/43 ++
13 1/28 0/27 2/30 0/43 6/42 2/43 ++
14 0/28 0/27 2/30 1/43 2/42 2/43 +++

note: Here and in table 2 the clones used for the production and eLISA of corresponding nanoantibodies are in bold font. 
the number of “+” signs correlated with the relative increase in the eLISA signal (absorbance).



reSeArcH ArtIcLeS

 VOL. 2  № 3 (6)  2010  | ActA nAturAe | 91

sequencing; therefore, it makes it a more economical 
technique.

HMR analysis of nanoantibodies recognizing anthrax 
lethal factor
Figure 2 shows the HMr fingerprints of 14 variants of 
the selected nanoantibody samples (alf) that recognize 
the anthrax lethal factor. there were only 5 out of the 
14 for which we could find similar fingerprints among 
the 85 variants from the original library - the corre-
sponding pairs being alf3—68n, alf6—59, alf8—62n, 
alf9—58, and alf10—64. even though these 5 pairs are 
similar, that doesn’t necessarily make them identical. 
thus, the alf8 clone fingerprint variant was not found 
among 28–30 analyzed clones after the first and sec-
ond selection stages; it appeared only after the third 

selection stage and only when the mutant helper phage 
was used. On the other hand, the alf6 clone fingerprint 
variant may well correspond to one of the most rep-
resentative variants in the original library, since this 
variant remains one of the most represented after each 
selection stage.

We would like to note here a rather unexpected 
phenomenon related to the modified selection method 
using the hp∆MBpIII helper phage. When nanoanti-
bodies to each of the two antigens were being selected 
(tables 1 and 2), enrichment of specific clone variants 
was observed during the first two selection stages, 
which were different from the 85 variants presented 
in Fig. 1 and those enriched using the traditional helper 
phage. unfortunately, the nanoantibodies coded for by 
those clones did not bind to the corresponding antigens 

Table 2. Relative representation of fingerprint variants of selected nanoantibody clones recognizing Rabies virus prepa-
ration (aRv), at various selection stages.

arv clone number 2nd stage, normal 
helper phage

2nd stage, mutant 
helper phage

3rd stage, normal 
helper phage

3rd stage, mutant 
helper phage eLISA signal

1 0/67 3/45 1/30 2/58 +
2 7/67 1/45 5/30 2/58 +
3 13/67 0/45 8/30 11/58 ++
4 0/67 0/45 2/30 0/58 +++
5 4/67 1/45 1/30 0/58 +
6 0/67 0/45 1/30 0/58 +
7 0/67 0/45 0/30 1/58 +++
8 2/67 0/45 0/30 0/58 +
9 1/67 1/45 0/30 0/58 +

10 1/67 0/45 0/30 0/58 +
11 1/67 0/45 0/30 0/58 ++
12 2/67 0/45 0/30 0/58 +++
13 4/67 0/45 0/30 2/58 ++
14 0/67 2/45 0/30 0/58 ++
15 1/67 0/45 0/30 0/58 +
16 1/67 0/45 0/30 0/58 +++
17 3/67 1/45 2/30 1/58 ++

Fig. 3. HMR 
fingerprints of 
the selected 
nanoantibody 
clones that bind 
in ELISA to im-
mobilised Rabies 
virus. These 
clones are des-
ignated as “aRv” 
with a number.
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in eLISA. those clones were effectively sorted out at 
later selection stages. We believe that those temporar-
ily selected clones bind to the blocking agent and are 
then sorted out when the blocking agent is replaced. 
Apparently, some nanoantibodies, more easily availa-
ble on the surface of the mutant phage, can either bind 
to a component of Skim milk (at the first stage) or to 
BSA (at the second stage). At the third selection stage, 
when Skim milk was used again, a sharp clearing of 
the nonspecific background occurred. the nonspecific 
clones enriched at the first and second stages were dis-
appearing, and the fingerprints of the sought specific 
clones appeared, many of them identical to the clones 
selected in the parallel traditional procedure (table 1, 
clones alf1, alf3, alf6, alf9, alf10, alf12, alf13, and alf14). 
Interestingly, similar to our previous work [11], some 
nanoantibody variants could only be selected with the 
modified selection procedure (table 1, clones alf5, alf7, 
alf8, and alf11). there were also variants that could 
only be selected with the standard procedure (clone 
alf2 at the second stage and clone alf4). Interestingly, 
the nanoantibody clones that produce the strongest 
eLISA absorbance signal were not necessarily the most 
represented among the selected clones and could even 
disappear after the subsequent selection stages (alf2). 
the most enrichment was observed for the clones that 
produced medium intensity eLISA absorbance signal.
HMR analysis of nanoantibodies recognizing Rabies 
virus preparation
the findings described above were reaffirmed during 
the selection of nanoantibodies (arv) recognizing the 
rabies virus preparation (Fig. 3, table 2).

In that case, a similar fingerprint could only be 
found for 5 out of the 17 finally selected clones among 
the 85 variants in the original library: arv2—32, 
arv3—12n, arv5—75n, arv13—76n, and arv17—
46n. the arv3 clone fingerprint may well be one of 
the most represented variants in the original library, 
since this variant remains the most represented af-
ter (repeating) each selection stage with the stand-
ard helper phage. When the mutant helper phage 
was used for the selection of this fingerprint vari-
ant, it was clear that, as in the case of selection of 
nanoantibodies recognizing the anthrax lethal fac-
tor, the nonspecific background cleared after the 
third stage with blocking agent replacement. In this 
case, the parallel use of the traditional and the modi-
fied selection methods also ensured a wider variety 
of selected nanoantibody clones. thus, in using only 
the traditional procedure, the fingerprint variants 
corresponding to the following clones were selected: 
arv4, arv6, arv8, arv10, arv11, arv12, arv15, and 
arv16. But while using the modified procedure alone, 

variants arv7, arv13, and arv14 were selected. the 
arv13 variant was also selected after the second 
stage of the traditional procedure, but it disappeared 
after the third stage.

It is interesting that in this case as well, the nanoan-
tibody clones producing the strongest eLISA absor-
bance signal were not the most represented among the 
selected clones. Only a small number of the arv4, arv7, 
arv12, and arv16 clones were selected, and by using 
only one of two selection methods. Some of these clones 
(arv12 and arv16) can be easily lost at the third selec-
tion stage.

CONCLUSION
Parallel selection using the traditional helper phage 
and a modified helper phage with n-terminal dele-
tion in the gIII surface protein is recommended for 
improving the efficiency of phage display selection of 
nanoantibodies with a required specificity. the modi-
fied procedure should take into account the higher 
nonspecific background, which is apparently due to 
the selection of phage particles containing nanoan-
tibodies that bind to the blocking agents or to other 
nonspecific components. We cannot exclude a possibil-
ity of specific binding to the antigen of a special kind 
of nanoantibody, which is happening only when it is 
exposed on the phage’s surface and which disappears 
in the case of stand-alone nanoantibody. the sequen-
tial use of different blocking agents in combination 
with the proposed mutant helper phage reduces the 
nonspecific background significantly after three selec-
tion stages. One should be aware that some important 
nanoantibodies might be lost during additional ampli-
fication/selection stages. We recommend analyzing 
selected clones after the second and third selection 
stages when performing the traditional procedure, 
and after the third stage when performing the modi-
fied procedure. Good results are also obtained when 
the modified method is used after the initial stage of 
the traditional selection procedure. 
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ABSTARCT Store-operated channels are major calcium influx pathways in nonexitable cells. Homer scaffold proteins 
are well known for their role in regulating calcium signaling. Here we report on a detailed single-channel level char-
acterization of native store-operated channels regulated by Homer scaffold proteins in A431 carcinoma cells. By ap-
plying the single-channel patch-clamp technique, we found that different types of store-operated calcium channels 
have different sensitivities to Homer proteins.
KEywORDS  SOC, Homer, A431
ABBREVIATIONS  SOC - store-operated calcium channels, mGluR - metabotropic glutamate receptors, IP3 - inositol 
1,4,5-trisphosphate, IP3R - the inositol 1,4,5-trisphosphate receptor, RyR - ryanodine receptors, UTP - uridine triphos-
phate, GST - glutathione S-transferase.

INTRODUCTION
currently, calcium signaling in nonelectroexcitable cells 
is arousing substantial interest from researchers, be-
cause alterations of cytoplasmic ca2+ regulate a pleth-
ora of intracellular events. the calcium concentration 
in cytosol increases upon the release of ca2+ ions from 
intracellular stores either when extracellular ca2+ en-
ters the cell. In nonelectroexcitable cells, the entrance 
of ca2+ is basically mediated by store-operated chan-
nels (SOc) [1]. these channels get activated upon the 
depletion of intracellular ca2+ stores. SOcs from vari-
ous tissues were shown to have different biophysical 
properties, indicating that there is a difference in their 
molecular composition [1]. Although the basic proteins 
which mediate store-operated ca2+ influx are known, 
the mechanism underlying the colocalization of these 
proteins remains undiscovered.

Homer proteins that are found in neural tissue medi-
ate the formation of the intermolecular complex, which 
includes the metabotropic glutamate receptor (mGlur) 
of the plasma membrane and inositol-1,4,5-trisphos-
phate receptor (IP

3
r) [2]. It was shown later that Hom-

er interacts with trPc proteins [3,4], the ca2+-At-
Pase, ryanodine receptor (ryr), and other proteins [5]. 
Moreover, in neural cells, Homer and Shank proteins 
were shown to form a meshlike structure which acts 
to organize postsynaptic proteins [6]. Homer proteins 
contain the eVH1 domain, which is located on the n-
terminus of the polypeptide chain and accounts for the 
interaction between Homer and its targets by binding 
to the consensus amino acid sequence PPXXF (proline, 
proline, any two amino acids, and phenylalanine). there 

are short and long isoforms of Homer proteins (Fig. 1A). 
the long isoform has a coiled-coil domain on its c-ter-
minus which mediates oligomerization. the short iso-
form, which is produced by alternative splicing, lacks 
this domain [5]. the long isoforms were shown to form 
tetramers with the parallel arrangement of c-termini 
and four eVH1 domains, which makes it possible to me-
diate the colocalization of proteins of ca2+ signaling [7]. 
Short Homer isoforms are believed to act as the nega-
tive regulators of the long one, since they are not able 
to form oligomers. It was shown that Homer proteins 
not only regulate protein colocalization, but they can 
also modulate the activity of mGlur [8], ryr [9], and 
trPc [3, 4].

It was hypothesized that Homer proteins participate 
in the regulation of SOc. Previous studies confirming 
this suggestion were carried out by means of patch 
clamp in a whole-cell configuration and fluorescent im-
aging of ca2+ signaling [3, 4]. However, these approach-
es make it possible to determine the net ca2+ influx 
only. Since the cell contains various types of calcium–
SOc, it has been unclear which of them are regulated 
by Homer proteins. In this study we set out to elucidate 
the role that Homer proteins play in the regulation of 
store-operated calcium channels in A431 cells.

ExPERIMENTAL PROCEDURES

Cells
Human epidermal carcinoma A341 cells (cell lines col-
lection, cytology institute, russian Academy of Scienc-
es) were cultivated in a DMeM medium supplemented 
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with 10% fetal calf serum and antibiotics (100 µg/ml 
penicillin and 100 u/ml streptomycin). the cells were 
grown on microscope cover glasses 2–4 days prior to 
the experiment

Materials
DMeM medium (Icn), fetal calf serum (FcS, GIBcO 
BrL, united States), fetal bovine serum (FBS, GIBcO 
BrL, united States), and geniticin G-418 (Geniticin, 
GIBcO BrL, united States) were used in cell cultiva-
tion. Glutathion-sepharose and 1,5-isopropylthio-β-
D-galactoside (IPtG) were from Pharmacia, Sweden; 
inositol-1,4,5-trisphosphate (IP

3
) was from Lc Labora-

tories, united States; uridine triphosphate (utP) was 
from cabiochem, Germany; eGtA was from Fluka, 
Switzerland; HePeS, triton X-100 anti-GSt antibod-
ies, and secondary rabbit and mouse antibodies were 
purchased from Sigma, united States; and anti-Homer 
1 bc antibodies were from Santa cruz, united States. 
Anti- IP

3
r t443 polyclone antibodies were described 

earlier [10]. PPKKFr and PPKKrr peptides were syn-
thesized by Diapharm, russia.

Patch Clamp
In all the experiments, the potential of extracellular so-
lution was taken as zero.

In inside-out configuration experiments, the intra-
cellular solution (chamber) contained (mM) 140 K-
glutamate, 5 nacl, 1 Mgcl

2
, 10 HePeS-K, pH 7.4, 2 

eGtA-K, and 1.13 cacl
2
 (pca 7). the pipette solution 

contained (mM) 105 Bacl
2
 and 10 tris-Нcl (pH 7.3). the 

presence of Ва2+-ions led to the inhibition of voltage-
dependent ca2+ channels and ca2+-dependent channels. 
the electric resistance of solution-filled pipettes was 
8-20 MOm.

In whole-cell configuration experiments, the pipette 
solution contained (mM) 145 nMDG aspartate, 10 cs-
eGtA, 10 cs-HePeS, pH 7.3, 1.5 Mgcl

2
, and 4.5 cacl

2
 

(pca 7.0). the intracellular solution contained (mM) 
140 nMDG aspartate, 10 Bacl

2
, 10 cs-HePeS, and 

pH 7.3. In these experiments we used pipettes which 
had resistances of 3–5 MOm. In all the whole-cell ex-
periments, the membrane potential was equal to 0 mV. 
the potential was changed according to the following 
scheme: in the beginning, the –100 mV potential was 
applied for 60 ms, which was followed by a voltage 
ramp in a –100- to 100-mV interval for 600 ms; after 
that, the 0 mV potential was restored. the whole-cell 
currents were normalized with respect to cellular ca-
pacity, which reflects the size of the cell. the average 
capacity value was 21±4 pF (25 experiments).

currents were registered by means of an Axopatch 
200B intensifier (Axon instruments, united States). 
the signal was digitized at a frequency of 5000 Gz with 

ADc L305 board (L-card, russia). For an analysis and 
presentation of data on currents of individual channels 
of low conductivity, additional filtration was performed 
(80–100 Gz). Amplitudes of currents through individu-
al channels of low conductivity were determined from 
registered currents and an amplitude histogram. the 
level of channel activity was characterized by the nPo 

value, which is the product of the number of conduct-
ing channels (n) and the probability of the open state 
(P

o
), which is equal to P

0 
= I/(iN), where I is the aver-

age value of a current in the given membrane fragment 
at a certain time interval and i is the open channel cur-
rent amplitude.

the registered data were digitized and analyzed by 
means of software developed by V.A. Alexeyenko, as 
well as pclamp 6.0.4, Microcal Origin 6.0, and Microsoft 
excel.

Electrophoresis and Immunoblotting
Protein samples were analyzed in 8% polyacrylamide 
gels under denaturing conditions. Gels were stained 
with coomassie or, alternatively, proteins were trans-
ferred to the membrane and visualized by specific an-
tibodies against the proteins of interest.

Expression and Purification of Recombinant GST-
Homer 1c and Homer 1a Proteins
Escherichia сoli BL-21(De3) cells were transformed 
with pGeX-2t-Homer1A and pGeX-2t-Homer1c 
plasmids (courtesy of M.M. Solovyev, university of 
Oxford, Great Britain). the expression of recombinant 
proteins was induced by the addition of 1 mM IPtG; 
then, bacterial cells were lysed, and chimeric GSt-
Homer proteins were purified on glutathion-sephar-
ose. Proteins were stored at 4oc. the purity of protein 
preparations was checked by electrophoresis and im-
munoblotting with polyclone antibodies against GSt 
and Homer.

Cellular Lysate
A431 cells were lysed for 10 min at 4oc in a 10-cm plate 
in 1 ml of solution containing 150 mМ nacl, 20 mМ 
tris-Hcl (pH 7.6), 1 mМ eDtA, 1 mМ eGtA, 1% tri-
ton X-100, 0.5% nP40, 10% glycerol, and 0.5 mМ PMSF 
with the addition of a protease-inhibiting cocktail (PIc, 
Hoffmann–La roche AG, Switzerland). the lysates 
were passed through a syrynge three times and spun 
at 22 000g for 30 min at 4oc. the supernatant was with-
drawn and used in subsequent experiments.

Pull-Down Assay (PD)
Glutathione-sepharose (25 µl) with bound chimeric 
GSt-Homer was mixed with A431 cellular lysates and 
incubated on a rocking platform for 12–24 h. the re-
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action was carried out in a PBS buffer containing 1% 
triton X-100. In some cases, the incubation was con-
ducted in the presence of IP

3
; after that, sepharose was 

rinsed three times with 1 ml PBS containing 1% triton 
X-100. the presence of IP

3
r in the samples was con-

firmed by immunoblotting with polyclone antibodies 
against IP

3
r.

RESULTS AND DISCUSSION

Uncoupling of Homer-Target Protein Interactions 
Caused by PPKKFR Interaction Activates Ca2+ Influx 
in A431 Cells
the results of immunoblotting show that A431 cells 
express long isoforms of Homer proteins (Fig. 1B). 
the eVH1 domain in Homer proteins recognizes the 
PPXXFr motif in target proteins, where X stands for 
any amino acid (Fig. 1A) [2]. In order to reveal the roles 
which Homer proteins play in regulating receptor-op-
erated or store-operated calcium channels, we used a 
synthetic peptide PPKKFr, since it has been shown to 
promote the dissociation of the Homer-mGlur complex 
[2].

In control experiments we used peptide PPXXrr in 
which the substitution of phenylalanine with arginine 

cancelled the peptide’s interaction with the eVH1 do-
main. In order to elucidate the role that Homer proteins 
play in the regulation of the ca2+ influx in A431 cells, 
we applied a patch clamp technique in the whole-cell 
configuration. the net ca2+ influx, which was measured 
under conditions of intracellular dialysis against PP-
KKFr and PPKKrr-containing solutions, was com-
pared with the net store-operated ca2+ influx, which 
was induced by uridine triphosphate.

Intracellular dialysis with a solution containing 1 µM 
PPKKFr led to the selective activation of a ca2+ cur-
rent with an average maximal amplitude of 1.3 ± 0.1 
pA/pF (n = 5) (Fig. 2A). the absence of PPKKrr in 
the pipette solution led to no current (n = 10), but the 

А
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EVH1  Coil-coiled

Homer 1a

Homer 1c

PPXXF

kDa

Homer 1c
50

37

20

Fig. 1. Homer 1bc long isoform is expressed in the human 
epidermal carcinoma cell line A431. A – Domain organiza-
tion of Homer 1 proteins. B – The immunoblotting of whole 
cell lysates from A431 cells was performed with polyclonal 
anti-Homer 1bc antibodies. The positions of molecular 
mass markers are shown on the right.
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Fig. 2. Whole-cell recordings of currents induced by 
PPKKFR or PPKKRR peptides. A   The  development in 
time of a current from a cell dialyzed with 1 μM PPKKFR 
peptide at –80 mV potential (gray squares) and with 
1 μM PPKKRR (black squares). The arrow at the top 
indicates when 100 μM UTP was added. Arrows a and b 
indicate the maximum amplitudes of the current. B   Aver-
age current–voltage relationships of currents induced by 
dialysis with PPKKFR peptide or by the addition of UTP. 
The current–voltage relationships were measured when 
the inward currents reached the maximum (indicated by 
arrows a and b in panel A).
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addition of 100 µM utP caused the current to appear 
(n = 5) (Fig. 2A). the amplitude of the utP-induced 
current was equal to approximately 1.8 ± 0.3 pA/pF 
and, therefore, was bigger than that of the PPKKFr-
induced current (Fig. 2B). the reversal potential of PP-
KKFr-induced currents was more positive  than that 
of utP-induced currents. thus, PPKKFr-activated 
channels are more selective for ca2+ than utP-activat-
ed channels.

Our data are in agreement with previously published 
works by other authors who suggested an interconnec-
tion between Homer proteins and store-operated ca2+ 
influx in nonelectroexcitable cells [3, 4].

In previous works we described several types of 
utP-sensitive ca2+ channels with different reversal 
potentials of the currents [11]. We assumed that the 
difference in amplitudes of currents and channel selec-
tivity in the response of PPKKFr and utP has the fol-
lowing explanation: utP treatment activates various 
types of channels, whereas PPKKFr activates  par-
ticular channels.

Imin (but Not Imax) Channels are Sensitive to PPKKFR-
Induced Homer Dissociation from Protein Targets
In order to investigate which ca2+ channels from A431 
cells account for the currents induced by the disso-
ciation of Homer proteins from their targets, we per-
formed patch clamp experiments in an inside-out con-
figuration. these experiments show that, in A431 cells, 

there are two types of store-operated channels (I
min

 and 
I

max
)

 
[11]. these channels have different electrophysi-

ological characteristics, making it possible to identify 
them based on the registration of currents through 
them. I

min
 channels have low conductivity (1.2 pS) and 

high selectivity for bivalent cations. In comparison with 
I

min
 channels, I

max 
have higher conductivity (18 pS) but 

lower selectivity.
In an inside-out configuration, the addition of a 

100-nM PPKKFr peptide from the cytoplasmic side 
of the membrane fragment led to the activation of the 
influx current (Fig. 3A). It turned out that the basic 
electrophysiological properties of the activated chan-
nels (kinetics, conductivity, and reversal potential) co-
incide with those of previously described I

min 
channels 

[11–18]. this observation leads to the conclusion that 
uncoupling Homer proteins and their protein targets 
activates I

min 
channels in A431 cells, which is in agree-

ments with the results obtained in our laboratory on 
HeK293 cells [12]. I

min 
channels were activated by PP-

KKFr peptide in 43% of cases (n = 60) (Fig. 3A). control 
peptide PPKKrr (which should not uncouple interac-
tions between Homer and target proteins) did not acti-
vate channels in any of the 36 experiments, though the 
subsequent addition of PPKKFr led to the activation 
of I

mim 
channels in 42% of experiments (n = 26) (Fig. 3B). 

PPKKFr did not activate I
max 

channels, which are an-
other group of store-operated channels in A431 cells 
(n = 60).

А B
100 nM PPKKFR

-70 mV

50 s0.6 pA

0

-0.18 pA

-0.36 pA 400 ms

100 nM PPKKRR

100 нM PPKKRR
-70 mV

20 s0.5 pA

0
-0.18 pA

500 ms

C
2.5 μM IP

3
-70 mV

0.5 pA

40 s

0
-0.18 pA

500 ms

D
2.5 μM IP

3-70 mV

2 pA

20 s

0

-1.65 pA

2 s

Fig. 3. Homer dissociation 
led to I

min
 activity, but it 

didn’t lead to I
max

 activ-
ity. A– The application of 
100 nM PPKKFR to the 
cytosolic surface of an 
inside-out patch held at a 
−70mV membrane poten-
tial activated I

min
. The frag-

ment of the current record 
is shown at the bottom on 
the expanded time scale. 
B – The application of 100 
nM of the control peptide 
PPKKRR did not activate 
I
min

, whereas the subse-
quent addition of 100 nM 
PPKKFR to the same patch 
induced I

min
 activity. C, D – 

The application of 2.5 μM 
IP

3
 induced (C) I

min
 and (D) 

I
max

 activity. Examples of 
single-channel recordings 
from the isolated mem-
brane at –70 mV potential. 
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the addition of 2.5 µM inositol-1,4,5-trisphosphate 
from the cytosolic side of the plasma membrane in 
inside-out experiments activated I

min 
channels in 32% 

and I
max 

channels in 8% of experiments (n = 80) (Figs. 
3c, 3D), which is in agreement with our previous data 
[11]. At potential values of –70 mV, the amplitudes of 
I

min 
currents were 0.18 pA, while in case of I

min 
currents 

they were equal to 1.7 pA (Figs. 3A–3D).
these data allowed us to conclude that PPKKFr-

induced uncoupling of interactions between Homer 
proteins and their protein targets leads to the activa-
tion of I

min 
channels, while I

max 
channels in A431 cells are 

insensitive to this peptide. It is unknown whether two 
other store-operated channels of A431 cells – I

nS 
and 

I
crAc 

– are regulated by Homer proteins, since these 
channels are not present (or are indistinguishable) in 

an inside-out configuration.
Data on the activity of single channels are in good 

agreement with the results of the whole-cell experi-
ments. utP activates all kinds of store-operated chan-
nels in A431 cells, and PPKKFr peptide does not acti-
vate at least I

max 
channels, hence the peptide causes a 

partial activation of calcium channels in the whole-cell 
configuration. this fact explains the difference in val-
ues of the registered net currents. Since I

max 
channels 

are less selective than I
min 

channels, a utP-induced net 
current exhibits lower selectivity.

Imin Channels Are Activated by Homer 1a, but Not 
Homer 1c
Homer proteins fall into two different groups [5]. Long 
isoforms (e.g., Homer 1c) have a coiled-coil domain on 
their c-termini and so are able to form homo-oligomers. 
the lack of a coiled-coil domain in short isoforms (e.g., 
Homer 1a) prevents the formation of oligomeric com-
plexes (Fig. 1A). In order to investigate the effects that 
long and short isoforms have on the activity of store-
operated calcium channels in A431, we used recom-
binant Homer proteins produced in E.coli transformed 
with a GSt-Homer plasmid. the functional activity of 
Homer 1a- and Homer 1c-purified proteins was judged 
by their ability to bind IP3r1 in a pull-down assay. 

the monomer isoform Homer 1c at a concentration 
of 100 nM activated ca2+ channels in 30% of inside-out 
experiments (n = 101) (Fig. 4A). the current-voltage 
characteristics of Homer 1a-activated channels co-
incided with those of I

min 
channels activated by utP, 

store depletion, or IP
3
 in A431 and HeK293 cells [11, 

13–18]. the conductivity of Homer 1a-activated chan-
nels was equal to 1.3 pS. the long isoform Homer 1c 
at a concentration of 100 nM did not lead to channel 
activation (n = 58), while the subsequent addition of 
Homer 1a activated I

min 
channels in 27% of cases (n = 

44) (Fig. 4B). neither Homer 1a nor Homer 1c activated 
I

max 
channels.

the present data indicate that various Homer iso-
forms differ in their action on I

min 
channels in A431 

cells: the monomeric Homer 1a protein causes activa-
tion, while Homer 1c does not. Various Homer isoforms 
similarly affect mGlur [8] and trPc channels [3, 4], 
but not ryr channels [19, 20], which are activated by 
both long and short isoforms of Homer proteins, long 
isoforms being stronger activators of type-I ryr than 
short ones.

One explanation, which was suggested in the case of 
trPc channels, is probably applicable to I

min 
channels 

as well. Since Homer 1c proteins can form oligomers 
and Homer 1a cannot because they are devoid of the 
coiled-coil domain, it was hypothesized that the oligo-
meric complexes block the channels, while uncoupling 

А

B

100 nM Homer 1a

-70 mV

0.5 pA

30 s

0

-0.18 pA

-0.36 pA

200 ms

100 nM Homer 1с 100 nM Homer 1a
-70 mV

50 s
1 pA

0

-0.18 pA

300 ms

Fig. 4. Homer 1a protein activates I
min

 channels. A  The 
application of 100 nM Homer 1a to the cytosolic surface of 
an inside-out patch held at a – 70mV membrane potential 
activated I

min
 channels. The fragment of the current record 

is shown at the bottom on the expanded time scale. B  
Homer 1c (100 nM) did not activate store-operated chan-
nels, whereas the subsequent application of Homer 1a 
was effective in the same experiment. The fragment of the 
current record is shown at the bottom on the expanded 
time scale.
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Fig. 6. IP
3
 decreased the Homer interaction with IP

3
R1. A, 

B - Results of pull-down experiments.  IP
3
 was incubated 

with GST-Homer 1c (A) or GST-Homer 1a (B) in the pres-
ence or absence of 10 μM IP

3
. 

А 2.5 μM IP
3

100 nM PPKKFR
-70 mV

1 pA

50 s

B
2.5 μM IP

3

100 nM PPKKFR
-70 mV

1 pA

80 s

C
2.5 μM IP

3

100 nM Homer 1a
-70 mV

0.5 pA

5 s

Fig. 5. Detachment of native Homer proteins and the IP
3
 

effect are not additive for I
min

-channel activation. A – The 
subsequent application of 2.5 μM IP

3
 to patches did not 

increase I
min

-channel activity induced by 100 nM PPKKFR 
peptide. B – The application of 100 nM PPKKFR to the 
cytosolic surface activated I

min
 channels. The subsequent 

application of 2.5 μM IP
3
 activated I

max
. C – I

min
-channel ac-

tivity, induced by 100 nM Homer 1a, did not change after 
the addition of 2.5 μM IP

3
. 

with Homer oligomers activates them [3, 4]. Our experi-
ments with peptides and recombinant proteins show 
that it is not Homer 1a itself but the uncoupling of the 
interaction of Homer oligomers and their protein tar-
gets that is necessary for the activation of I

min- 
channels. 

We can suggest that the dissociation of Homer oligo-
meric complexes from their targets leads to the altera-
tion of interactions of the ca2+ channel and other pro-
teins, including IP

3
r. this uncoupling can be caused by 

the PPKKFr peptide, short isoform Homer 1a, and IP
3
 

(see below). It is known that Homer 1 proteins do not 
affect the phosphoinosotide metabolism. In particular, 
they do not cause the elevation of the IP

3
 concentra-

tion and cannot promote the release of ca2+ from IP
3
-

sensitive ca2+ stores [21]. therefore, we can conclude 
that Homer activates store-operated ca2+ channels by 
means of direct interaction with the channel and not 
through releasing ca2+ from the intracellular stores. 
thus, despite the fact that I

min 
channels are store-op-

erated in A431 cells, they apparently can also exploit a 
store-independent mechanism, which happens if com-
plexes of Homer and its protein targets are dissociated.

The Effects That IP3 and the Uncoupling of Native 
Homer Proteins with Their Protein Targets have on 
Imin Channels Are Nonadditive
Since I

min 
channels are regulated by both IP

3
 and Homer 

proteins, the question arises as to whether their action 
is additive. Adding 2.5 µM IP

3
 to membrane fragments 

with PPKKFr-induced activity most of the time did 
not lead to any further increase in channel activity (in 
10 out of 13 experiments) (Fig. 5A). In similar experi-
ments with recombinant Homer 1a, the protein appli-
cation of IP

3
 also did not alter the I

min
 channel activity 

(Fig. 5B). However, in several experiments, the addition 
of IP

3
 activated I

max 
channels (Fig. 5B). When PPKKFr 

or the recombinant protein Homer 1a did not activate 
I

min 
channels, IP

3
 also did not show any activation effect 

either. therefore, we had demonstrated that the effects 
of IP

3 
and the uncoupling of native Homer proteins with 

their protein targets on I
min 

channels are nonadditive. 
these data led us to suggest that the regulation of I

min 

channels by IP
3 

and Homer proteins exploits the same 
signal pathway.

IP3 Impairs Homer–IP3R1 Interaction
A431 cells basically express type-1 IP

3
r [Glushankova, 

unpublished data]. It has been reported that, in these 
cells, I

min
 channels are apparently regulated by means 

of conformational coupling with type-1 IP
3
r [15, 17]. 

Here we show that Homer proteins participate in the 
regulation of I

min
 channels. X-ray diffraction data re-

veal that, in the IP
3
r molecule, the Homer-recognizing 

motif and the IP
3
-binding domain are positioned closely 

А

-  +  10 μM IP
3

kDa
IP

3
R1250

IB: pAb-IP
3
R1

GST-Homer 1c75
50

IB: pAb-GST

B

-      +  10 μM IP
3

kDa
IP

3
R1250

IB: pAb-IP
3
R1

50 GST-Homer 1а

IB: pAb-GST

PD: GST-Homer



100 | ActA nAturAe |  VOL. 2  № 3 (6)  2010

reSeArcH ArtIcLeS

[22]. It was also shown that IP
3
 causes the dissociation 

of Homer from its complex with type-3 IP
3
r [4]. Our 

pull-down experiments show that IP
3
 can impair inter-

actions between type-1 IP
3
r and Homer 1a or Homer 1c 

proteins (Figs. 6A, 6B). these results are in good agree-
ment with the data obtained in inside-out experiments, 
which show that the effects of IP

3
, Homer 1a, and PP-

KKFr peptides are nonadditive.
thus, the Homer-mediated regulation of native 

store-operated channels in A431 cells has been inves-
tigated in our work for the first time. these results 

deepen our knowledge of the organization of the com-
ponents that mediate store-operated influx. 
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ABSTRACT This work is a report on the development of a method of hybridization analysis on DNA microarrays for 
the simultaneous identification and typing of carbapenemase-encoding genes. These enzymes are produced by the 
microorganisms that are responsible for causing infectious diseases. The method involves several steps, including DNA 
extraction from clinical samples and amplification of carbapenemase genes by multiplex PCR with simultaneous la-
belling by biotin. Following that, hybridization of the labeled PCR products with oligonucleotide probes immobilized 
on the surface of a nitrocellulose-based DNA microarray occurs. The biotin molecules attached to the DNA duplexes 
are detected by using conjugates of streptavidin-horseradish peroxidase, which is then quantified by colorimetric 
detection of the enzyme. We have designed the required oligonucleotide probes and optimized the conditions of the 
membrane microarray-based hybridization analysis. Our method allows to identify 7 types of carbapenemase genes 
belonging to the molecular classes A, B, and D, and it also allows additional typing into genetic subgroups. The micro-
arrays have been tested with the control strains producing the carbapenemase genes which have been characterized 
by sequencing. The developed method of hybridization analysis was employed to investigate clinical strains of Pseu-
domonas spp. and Acinetobacter spp., which produce carbapenemases of different classes based on phenotypic testing. 
All strains of Acinetobacter baumanii resistant to carbapenems were producers of two carbapenemase OXA-type genes 
(OXA-51, in combination with OXA-23 (1 strain), OXA-40 (5 strains), or OXA-58 (4 strains)). The metallo-β-lactamase 
VIM-2 type gene was detected in all Pseudomonas aeruginosa strains resistant to carbapenems. Testing of carbapenem-
sensitive strains did not detect any carbapenemase genes. The microarray method for the identification of carbapen-
emase genes is very accurate and highly productive. It can be employed in clinical microbiological laboratories for the 
identification and study of carbapenemase epidemiology.
KEywORDS DNA microarrays, horseradish peroxidase, colorimetric detection, antibiotic resistance, carbapenemases

INTRODUCTION
During the last 20 years β-lactam antibiotics have been 
one of the drugs of choice for the treatment of a wide 
range of severe infectious diseases caused by gram-
negative microorganisms. Among these antibiotics, car-
bapenems are one of the most successful drug groups 
(chemical structure shown in Fig. 1). this group of an-
tibiotics is characterized by a wide spectrum of sensi-
tive organisms, low toxicity, and good pharmacokinet-
ics [1]. However, their efficiency has recently begun to 
show limitations with the emergence of drug-resistant 
strains. carbapenem-resistant strains are most often 
found among nosocomial (in-hospital) infections be-
longing to the Pseudomonas spp. and Acinetobacter spp. 
genera. Healthcare facilities in the russian Federation 
are, for example, noting a considerable increase in the 
number of pathogens resistant to carbapenem treat-

ment. 38% of the observed Pseudomonas aeruginosa 
strains are now resistant to these drugs [2]. 

the emergence of β-lactam resistance in gram-nega-
tive bacteria can happen through several mechanisms, 
which include alteration of membrane permeability 
due to defective porine channels [3, 4],  or activation of 
efflux systems [5]. However, the most clinically and epi-
demiologically important mechanism is the production 
of bacterial enzymes β-lactamases which hydrolyze the 
β-lactam ring of the antibiotic drug - β-lactamases [6, 
7]. the β-lactamases are currently divided into 4 mo-
lecular classes – А, B, c, and D, based on their primary 
structure. the А-, c- and D-class enzymes are serine-
type hydrolases, while the B-class enzymes are metal-
lo-hydrolases, which bear one or two zinc atoms in their 
active site [8]. Several molecular classes of β-lactamase 
possess carbapenemase activity: however, the most of-
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ten found and clinically important carpbapenemases 
are KPc-type A-class enzymes [9], 5 groups of metallo-
β-lactamases (VIM, IMP, SPM, GIM, SIM) [10], and a 
number of OXA-type D-class enzymes (subgroups 
OXA-23, OXA-40, OXA-51, OXA-58) [11]. 

Of all the numerous β-lactamases, carbapenemases are 
the most dangerous; they display high catalytic activity 
and wide substrate specificity, which includes practically 
every class of β-lactam antibiotics. Since carbapenemase-
encoding genes are located on a plasmid, they can spread 
among pathogenic microorganisms at a rapid pace. Be-
cause of the variety of carbapenemases and the danger 
of their spreading, there is a need for robust methods for 
the detection of enzyme production, which can then be 
used for choosing the best suited treatment and for epi-
demiological control over the spreading of specific drug-
resistant types. this is currently accomplished by using 
microbiological tests [6, 12, 13]. However, these tests take 
time and are ineffective for the identification of carba-
penemase types. Identification of ОХА-type enzymes by 
phenotype-based tests is virtually impossible [14].

Several Pcr-based methods have been suggested 
for the identification of metallo-β-lactamase genes of 
the most spread VIM and IMP types [15, 16], and the 
main ОХА-type carbapenemase subgroups [17]. A 
method for the identification of 5 groups of metallo- 
β-lactamases, involving multiplex real-time Pcr with 
subsequent analysis of the melting curves of the ob-
tained amplicons, has recently been developed [18]. 
However, the multiplex capacity of Pcr is usually lim-
ited, which makes simultaneous detection of a large 
number of genes impossible. 

Hybridization analysis based on a microarray-tech-
nology is a promising method of identification that 
yields quick results of high informative value. this 
technique has considerable advantages over tradition-
al methods, since it allows a multi-parametric analysis 
and also uses a miniscule sample, which reduces cost 
and the time needed to obtain results [19, 20].

 the goal of this work was to develop a method for 
the identification of A-, B-, and D-class carbapenemase 
genes involving hybridization analysis on membrane-
based DnA microarrays which could be visualized by 
colorimetric detection. 

ExPERIMENTAL PROCEDURES
the collection of primers for the amplification of car-
bapenemase genes and the amino-modified oligonu-
cleotide probes were synthesized by Synthol (Moscow, 
russia). Samples of the bacterial DnA extracted from 
control strains of A. baumanii, Ps. aeruginosa, Es-
cherichia coli, and Klebsiella pneumonia were provided 
by the Institute of Antimicrobial chemotherapy of the 
Smolensk State Medical Academy. these samples pro-
duced carbopenemases VIM-1, VIM-2, VIM-4, VIM-
7, IMP-1, IMP-2, SPM-1, OXA-23, OXA-40, OXA-51, 
OXA-58, and KPc-3. cell cultures of microorganisms 
from the Enterobacteriaceae family and A. baumanii 
and Ps. aeruginosa strains, either sensitive or resist-
ant to carbapenems, according to phenotypic tests per-
formed on a VIteK automatic analyzer (BioMerieux, 
France), were provided by the Burdenko Institute of 
neurosurgery. 

Bacterial DNA extraction
extraction of bacterial DnA from a cell suspension with 
no less than 105 cFu/ml was performed using temper-
ature lysis in a buffer. 500 µl of suspension was placed 
in centrifuge tubes, and the cells were pelleted by cen-
trifugation at 10,000 g for 1 minute. After removing the 
supernatant, 100 µl of buffer (10 мМ tris-Hcl, 1 мМ 
eDtA, рН 7.5) was added to the pellet, which was then 
re-suspended with a shaker. the tubes were then incu-
bated on a solid-medium thermostat for 20 minutes at a 
temperature of 990 С. After heating, the samples were 
centrifuged for 1 minute at 10,000 g. A Pcr sample 
used 1 µl of the obtained supernatant. 

Amplification of carbapenemase genes using multiplex 
PCR with simultaneous biotin labeling
Amplification of carbapenemase (A-, B-, and D-class) 
gene-fragments, with simultaneous biotin labeling, was 
performed in two multiplex Pcr reactions (one reac-
tion amplified the genes of all the metallo-β-lactamases 
and the other amplified the ОХА- and КРС-type 
β-lactamase genes). each multiplex Pcr sample was 
25 µl in volume and contained the following: 10 mМ 
tris-НСl-buffer with 2.5 mМ of magnesium acetate, 50 
mМ Kcl рН 8.3, 2.5 units of Taq-DnA-polymerase, 100 
µМ dAtP, dGtP, dctP, 60 µМ dttP, 40 µM dutP-
11-biotin (Fermentas, Germany), 0.4 µМ each of the 
direct and reverse primer for each group of carbap-
enemase, and 1 µl of the template DnA solution. Am-
plification was performed in a Mastercycler gradient 
amplifier (eppendorf, Germany) according to the fol-
lowing protocol: initial denaturation at 94˚С (2 min), 25 
cycles of amplification (20 sec – denaturation at 94˚С, 
30 sec – annealing of the primers at 65°С, 1 minute – 
elongation at 72˚С), and a final elongation step at 72˚С 

Fig. 1. Chemi-
cal structure of 
carbapenemes. 
β-Lactam ring in 
dashed lines. 
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(6 min). Horizontal electrophoresis of the Pcr products 
was performed in a 1% agarose gel with ТАЕ buffer 
(40 mМ Тris, 20 mМ acetic acid, 1 mМ eDtA, рН 8.5) 
with etidium bromide added to a final concentration of 
1.6 µg/ml. Visualization was performed on a uV-tran-
silluminator at a wavelength of 260 nm.

Fragmentation of the PCR-products
the DnA was fragmented at room temperature for 5 
minutes. Amplified DnA was diluted to a concentra-
tion of 30 ng/microliter with the reaction buffer (40 mМ 
tris-Hcl, 10 mМ MgSO

4
, 1 mМ cacl

2
, pH 8.0), and the 

mixture was then supplemented with DnAase I (Pro-
mega, Germany). the reaction was stopped by the addi-
tion of 3 mМ eDtA and 10-minute incubation at 65˚С.

Immobilization of the oligonucleotide probes on a 
membrane-based DNA-microarray
Biotrace nt nitrocellulose (Pall corporation, uSA) was 
used as a support for DnA-microarray. Modification of 
the membranes was performed according to [21], using 
1-ethyl-3-(3-dimethylaminopropyl)carboimide (Sigma, 
uSA). the oligonucleotides were diluted in a buffer 
(160 mМ na

2
SO

4
, 130 mМ na

2
HPO

4
) to a final concen-

tration of 20 µМ and then applied onto the membranes 
by an XactIItM Arrayer robot (LabneXt Inc., uSA) us-
ing 300 µm pins. After the procedure, the membranes 
were incubated at 60˚С for 30 minutes.

Hybridization on the DNA microarray
Prior to hybridization, the microarrays were washed 
with PBSt buffer (0.01 М К

2
НРО

4
, 0.15 М nacl, 0.05% 

tween-20, рН 7.0) twice, 10 minutes each time at room 
temperature, and then blocked in a solution of 1% bo-
vine serum albumine (BSA) and 1% casein (Sigma, 
uSA) in PBS buffer (0.01 М К

2
НРО

4
, 0.15 М nacl, рН 

7.0) at 37˚С for 30 minutes. 500 ng of fragmented and la-
beled DnA was then diluted in the hybridization buffer 
- 2х SSPe (0.3 М nacl, 0.02 М naH

2
PO

4
, 2 mМ eDtA, 

рН 7.4), which also included 1.6 pmol/ml of the control 
biotin-labeled oligonucleotide (positive hybridization 
control). the microarray was then placed into the hy-
bridization mixture (300 µl per 1 array) and incubated 
at 45˚С for 1 hour in a thermomixer comfort apparatus 
(eppendorf, Germany). After hybridization, the mem-
branes were washed with PBSt twice for 15 minutes at 
room temperature. 

Detection and hybridization data analysis
the microarrays were incubated in a solution of 
streptavidine-peroxidase conjugate (Imtek, russia) 
(0.2 µg/ml) in PBSt for 30 minutes at 37˚С. then they 
were washed in PBSt for 10 minutes and placed into a 
substrate solution containing 3,3´,5,5´-tetramethylben-

zydene (tMB), Н
2
О

2
 (nVO Immunotech, russia) and 

sodium dextransulphate (M
r
 = 8000, Pharmacia, Swe-

den) (final concentration - 0.5% (by mass)) for 10 min-
utes, after which the arrays were washed in distilled 
water and air-dried. the membrane microarrays were 
scanned on a Perfection V750 Pro (epson, Germany) 
scanner at a resolution of 4,800 dpi. the obtained im-
ages (in tIFF format) were analyzed using Scan Array 
express (Perkinelmer, version 3.0, Germany) software, 
and the intensity values of the analytic signals at vari-
ous spots of the microarray were determined. the ab-
solute values of the signals were then recalculated into 
relative signals, using the mean intensity of the positive 
hybridization control used in each array. 

RESULTS AND DISCUSSION

Molecular design of the oligonucleotide probes
the Genbank database currently has information on 
10 KPc-type enzymes, 52 metallo- β-lactamases (23 
from the IMP group, 26 from the VIM group and one 
member of each of the following groups - SPM, SIM 
and GIM), and also 70 carbapenemases from the ОХА 
group. Alignment of the amino acid and encoding se-
quences of these enzymes shows that only enzymes 
from the KPc group display a high degree of similarity 
within their group (differ by 1-2 amino acid substitu-
tions), while the numerous members of the IMP, VIM, 
and OXA groups differ considerably  from their group 
members. Because of this, each group was split into sep-
arate subgroups, which included enzymes whose genes 
were highly similar. thus, the VIM group was divided 
into 3 subgroups (VIM-1, VIM-2, and VIM-7); the IMP 
group, into 6 subgroups (IMP-1, IMP-2, IMP-5, IMP-
11, IMP-12, and IMP-14); while carbapenemases from 
the OXA groups were divided into 4 subgroups (ОХА-
23, OXA-40, OXA-51 and OXA-58). Group and sub-
group classification of carbapenemases based on their 
amino acid sequence alignments and their β-lactamase 
molecular classification are shown in Fig. 2. 

One of the main stages of DnA microarray develop-
ment was the design of the oligonucleotide probe se-
quences required to detect various groups of carbapen-
emase genes. the selection of an oligonucleotide probe 
for the identification of a group of genes is based on the 
alignment of the coding sequences of all the carbapene-
mase genes in this group. What is needed is a sufficiently 
long fragment of the gene that is conserved in all of the 
members of this group and is no less than 18 nucleotides 
long. these regions were then analyzed in terms of melt-
ing temperature, G/c content and secondary structure 
formation. In order to perform microarray-based hy-
bridization analysis, we selected the oligonucleotides 
that were unlikely to form secondary structures and 
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whose melting temperature differed by no more than 
10°С. Based on the selected sequences, we synthesized 
two oligonucleotide probes which were complementary 
to the direct and reverse strands of the gene. For ad-
ditional typing of IMP, VIM, and ОХА carbapenemase 
gene-subgroups, we chose regions with high similarity 
which bore no mutations inside a given subgroup and 
had low similarity with genes from other subgroups. In 
order to increase the specificity of the analytical pro-
cedure, we chose two oligonucleotide probe variants 
which corresponded to different regions of the gene. In 
this case, we synthesized the probes which were comple-
mentary to the reverse strand of the gene. 

the sequence of the chosen oligonucleotide probes 
and their characteristics are presented in table 1. the 
length of the probes varied from 18 to 27 nucleotides, 
the G/c-content was 30- 60%, and the melting temper-
ature was 63–72°С. each probe was supplemented by 
additional spacers at the 5’-terminus, which helped to 
distance the probe from the array surface, thus remov-
ing steric barriers for hybridization and increasing the 
availability of the probe for the DnA-target. Optimiza-
tion procedures showed that the best spacer contained 
13 thymidine residues. the additional thymidines did 
not have any significant effects on the intensity of the 
hybridization signals, or on the specificity of hybridiza-
tion (data not shown).

Amplification of carbapenemase genes of various mo-
lecular classes with simultaneous labeling
Amplification of A-, B-, and D-class carbapenemase 
genes utilized multiplex Pcr with simultaneous bio-
tin labeling. Biotin-labeled deoxyribouridine triphos-

phate (dutP) was used as a labeling reagent and was 
incorporated into the DnA, along with unlabeled de-
oxyribothymidine triphosphate (dttP). the templates 
for the Pcr reaction were bacterial DnA samples 
extracted from the control strains of microorganisms 
producing β-lactamases VIM-1, VIM-2, VIM-7, IMP-1, 
IMP-2, SPM-1, OXA-23, OXA-40, OXA-51, OXA-58, 
and KPc-3. 

Design of primers for the amplification of various 
carbapenemase genes was based on an alignment of 
the coding regions of these genes. Primers for ampli-
fication of the full-size carbapenemase genes from the 
KPc group and metallo-β-lactamase groups SPM, SIM, 
and GIM were chosen from regions which were con-
served in this group, namely the gene termini. We could 
not find conserved regions longer than 20 bp for met-
allo- β-lactamases from the IMP and VIM groups, nor 
could we find any for OXA-type carbapenemases, since 
these groups showed a low degree of in-group similar-
ity, which is why separate primers had to be selected 
for each subgroup. 

the length of the primers (20 – 28 nucleotides) was 
chosen so as to push their melting temperature to 62 – 
680С, which would allow simultaneous amplification of 
all the types of genes simultaneously and with equal ef-
ficiency. Primer selection also factored in G/c-content, 
and we chose structures that had a G/c content of 30 – 
60%. We also estimated the possibility of primer-dimer 
and secondary structure formation and favored the 
sequences which were least likely to do so. As a result, 
each group was fitted with several direct and reverse 
primers with various parameters. Various combinations 
of these primers were tested in Pcr reactions in order 

β-Lactamases

Serine Metalloenzymes (Zn2+)

Molecular classes  
of enzymesА ВС D

Groups of  

carbapenemases
KPC OXA IMP SPM VIM SIM GIM

Subgroups of  

carbapenemases

OXA-23

OXA-40

OXA-51

OXA-58

IMP-1

IMP-2

IMP-5

IMP-11

IMP-12

IMP-14

VIM-1

VIM-2

VIM-7

Fig. 2. Classification 
of carbapenemases 
into groups and 
subgroups based 
on the alignment of 
amino acid se-
quences and their 
correspondence to 
molecular classes of 
β-lactamases. 
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to test the specificity of gene amplification. the primers 
which showed the highest specificity with a good out-
put were used for the multiplex procedure. the primer 
sequences are presented in table 2.

In order to determine the optimal primer-anneal-
ing temperature for the multiplex amplification of all 
the carbapenemase gene types, we first calculated the 
optimal annealing temperature for each pair of prim-
ers in a specific reaction and then selected the lowest 
temperature value for the multiplex Pcr reaction. the 
range of the studied primer Т

а
 ‘s was 52 – 68оС. the 

optimal Т
а
 turned out to be 60ºС. reactions at this tem-

perature resulted in the efficient synthesis of specific 
Pcr-products. 

After determining the optimal carbapenemase gene 
amplification conditions, we evaluated the possibility of 
performing multiplex Pcr with 16 pairs of primers in 
order to amplify the genes of all of the studied groups 
simultaneously. However, under these conditions the 
specific product for most of the carbapenemase groups 
was either absent or the yield was very low, which made 
further microarray hybridization analysis impossible. 
Because of this, we decided to amplify the carbapen-
emase genes using a two step multiplex Pcr procedure: 
the first used a mixture of primers specific to metallo-β-
lactamases (11 pairs of primers), and the second used a 
mixture of primers specific to ОХА and КРС carbapene-
mases (5 pairs of primers). the results of electrophoretic 
analysis of the Pcr-products obtained during the am-
plification of various carbapenemase genes from control 
microorganism strains are presented in Fig. 3.

the yield of labeled specific products from the mul-
tiplex Pcr procedure was approximately 40-50 ng/µl 
for each type of carbapenemases gene, which was suffi-
cient for further microarray-based hybridization anal-
ysis. Amplification of nonspecific products was detected 
only for genes from the VIM-1 and VIM-2 subgroups: 
however, these products had low yields and, as it fol-
lows from later experiments, their presence did not af-
fect the specificity of the hybridization analysis. 

Oligonucleotide microarray for detecting A-, B-, and 
D-class carbapenemase genes 
the DnA microarray for the identification of the ma-
jor types of carbapenemases is made on a support of  
nitrocellulose and has a size of 6.0 х 9.5 mm. On its sur-
face there are 40 immobilized oligonucleotide probes 
(14 probes for the identification of 7 distinct groups of 
carbapenemases and 26 probes for additional typing 
of these genes into subgroups). each microarray also 
includes 3 types of control oligonucleotides: an immo-
bilization control (a biotin labeled oligonucleotide), a 
positive hybridization control (an oligonucleotide whose 
sequence is complementary to a biotin-labeled oligonu-
cleotide which is added to the hybridization mixture), a 
negative hybridization control (an oligonucleotide with 
a random base sequence). In order to increase the re-
producibility of this procedure, each oligonucleotide 
probe is present on the microarray in three copies. A 
schematic of the layout of the specific and control oligo-
nucleotide probes on the surface of the DnA microar-
ray is presented in Fig. 4. 

the carbapenemase gene identification procedure 
involved hybridization analysis on a DnA microarray 
and included the following stages: 1) amplification of 
the β-lactamase gene from DnA isolated from the clini-
cal strain (by two multiplex Pcr reactions); 2) hybrid-
ization of the biotin-labeled DnA with oligonucleotide 
probes on the surface of the microarray; 3) visualization 
of the hybridization results using a streptavidin-per-
oxidase conjugate followed by colorimetric detection 
of the enzyme.

We also optimized hybridization conditions. We ana-
lyzed hybridization efficiency at temperatures rang-
ing from 40 to 50°С; the temperature could not be 
higher than the melting temperature (tm

) of any oli-
gonucleotide probe and was limited by the high level 
of nonspecific hybridization at lower temperatures. 
Hybridization at 40°С displayed strong signals: how-
ever, most of the probes showed cross-hybridization 
with the genes of various carbapenemases. Hybridiza-

а bKPC-3 OXA-23 OXA-40 OXA-51 OXA-58 Markers

2000 2000

1000 1000

1500 1500

750 750

500 500

250

250

VIM-1 VIM-2 VIM-7 IMP-1 IMP-2 SPM-1 Markers

Fig. 3. Electrophoretic separation of multiplex PCR products after amplification of OXA-, KPC-type carbapenemases (a) 
and metallo-β-lactamases (b). 
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Table 1. Sequences of the specific and control oligonucleotide probes

name nucleotide sequence, 5’→3’ Length, 
nucleotides

G/c,
%

Тm

°С

control oligonucleotides

Immobilization control tctAGAcAGccActcAtA-Biotin 18 44.4 60.4

Positive hybridization control GAttGGAcGAGtcAGGAGc 19 57.9 66.1

negative hybridization control tctAGAcAGccActcAtA 18 44.4 60.4

Oligonucleotide probes for determining the carbapenemase group

KPc_direct GcttcccActGtGcAGctcAttc 23 56.5 72.0

KPc_reverse GAAtGAGctGcAcAGtGGGAAGc 23 56.5 72.0

VIM_direct GGAGAttGAAAAGcAAAttGGAct 24 37.5 66.6

VIM_reverse AGtccAAtttGcttttcAAtctcc 24 37.5 66.6

IMP_direct GGAAtAGAGtGGcttAAttctcG/A 23 41.3 64.7

IMP_reverse c/tGAGAAttAAGccActctAttcc 23 41.3 64.7

SPM_direct GAtGGGAccGttGtcAttG 19 52.6 64.9

SPM_reverse cAAtGAcAAcGGtcccAtc 19 52.6 64.9

SIM_direct ccttGGcAAtctAAGtGAcGcAA 23 47.8 69.7

SIM_reverse ttGcGtcActtAGAttGccAAGG 23 47.8 69.7

GIM_direct cAcActGGGAAAtGGGcttAtA 22 45.5 66.7

GIM_reverse tAtAAGcccAtttcccAGtGtG 22 45.5 66.7

OXA_direct ccAcAA/GGtG/AGGc/ttGGttG/AAc 20 55.0 67.0

OXA_reverse Gtc/AAAccAG/Accc/tAct/ctGtGG 20 55.0 67.0

Oligonucleotide probes for determining the carbapenemase sub-group

VIM-1_568 tcAGcGAAcGtGctAtAcGG 20 55.0 68.3

VIM-1_590 GttGtGccGttcAtGAGttGt 21 47.6 67.9

VIM-2_568 tctGcGAGtGtGctctAtGG 20 55.0 67.9

VIM-2_590 GttGtGcGAtttAtGAGttGt 21 38.1 63.7

VIM-7_127 GttcGGctGtAcAAGAttGGcG 22 54.5 70.0

VIM-7_181 ctcGGtGAcAcGGtGtAc 18 61.1 65.8

IMP-1_135 GtGGGGcGttGttcctAAAcAtG 23 52.2 70.2

IMP-1_387 GGttcAAGccAcAAAttcAtttAGc 25 40.0 67.8

IMP-2_264 tcAAAGGcActAtttcctcAcAtttc 26 38.5 68.2

IMP-2_497 tAcctGAAAAGAAAAttttAttcGGtG 27 29.6 65.7

IMP-5_506 AAtAGAGttttGttcGGtGGtt 22 36.4 65.0

IMP-5_459 tGGtccAGGGcAcActcc 18 66.7 70.4

IMP-11_570 tGttGAAGcAtGGccAcAtt 20 45.0 67.6

IMP-11_621 tGcAAAActGGttGttccAAGcc 23 47.8 70.9

IMP-12_226 AAAttAGttGcttGGtttGtAGGG 24 37.5 66.4

IMP-12_495 GctAcctGAAAAcAAAAttttAttcG 26 30.8 64.8

IMP-14_292 GGtGAcAGtAcGGctGGAAtAG 22 54.5 68.4

IMP-14_374 AAAAAGAcAAtAAGGtAcAAGctA 24 29.2 63.4

OXA-23_225 AAAtAcAGAAtAtGtGccAGcctct 25 40.0 68.8

OXA-23_309 GAAGGGcGAGAAAAGGtcAtttAc 24 45.8 68.0

OXA-40_225 AAAtAAAGAAtAtGtccctGcAtcA 25 32.0 65.6

OXA-40_329 GAActtAtcctAtGtGGGAGAAAG 24 41.7 64.8

OXA-51_225 ttcGAccGAGtAtGtAcctGcttcG 25 52.0 71.7

OXA-51_578 GcccAAAAGtccAAGAtGAAG 21 47.6 65.8

OXA-58_225 AAAAAcAGcttAtAttcctGcAtct 25 32.0 66.0

OXA-58_206 GcAcGcAtttAGAccGAGc 19 57.9 67.7
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Table 2. Primer sequences for the multiplex PCR-amplification of carbapenemase genes 

type Sequence 5’→3’ Length, 
nucleotide

G/c,
%

Тm,
°С

Length of  
Pcr-product, bp

KPc
direct ttctGctGtcttGtctctcAtGG 23 47.8 64.7

801 
reverse cctcGctGtGcttGtcAtcc 20 60.0 65.7

IMP-1
direct GGcGtttAtGttcAtActtcGtttG 25 40.0 64.4

584 
reverse GtAAGtttcAAGAGtGAtGcGtctcc 26 46.2 65.6

IMP-2
direct GGtGtttAtGttcAtAcAtcGttcG 25 40.0 63.8

584 
reverse GtAcGtttcAAGAGtGAtGcGtcccc 26 53.8 67.8

IMP-5
direct GGtGtttAtGttcAtActtcGtttG 25 36.0 62.5

584 
reverse GtAcGtttcAAGAGtGAtAcAtctcc 26 42.3 63.4

IMP-11
direct GGtGtttAtGttcAtAcAtcGtttG 25 36.0 62.6

584 
reverse GtAAGcttcAAGAGcGAcGcAtctcc 26 53.8 67.8

IMP-12
direct GGtGtttAtcttcAtAcAtcttttG 25 32.0 60.5

584
reverse GtAAGtttcAAGAGtGAtGcGttccc 26 46.2 66.0

VIM-1
direct GtAGtttAttGGtctAcAtGAccGcGtc 28 46.4 66.9

743 
reverse cGctGtGtGctGGAGcAAGtc 21 61.9 68.1

VIM-2
direct GtAAGttAttGGtctAtttGAccGcGtc 28 42.9 65.9

743 
reverse cGttGtGtGcttGAGcAAGtc 21 52.4 64.7

VIM-7
direct AGcAtAttccGcAcAGcctGG 21 57.1 67.5

685 
reverse ccGGGcGGtctGGAAttGctc 21 66.7 67.7

SPM
direct cGttttGtttGttGctcGttGcGGG 25 52.0 67.4

648 
reverse ccttcAcAttGGcAtctcccAGAtAAc 27 48.1 67.2

SIM
direct GtttGcGGAAGAAGcccAGcc 21 61.9 68.6

613 
reverse ctccGAtttcActGtGGcttGGG 23 56.5 67.6

GIM
direct cttGtAGcGttGccAGctttAGctc 25 52.0 67.8

638 
reverse ctGAActtccAActttGccAtGcc 24 50.0 66.9

OXA-23
direct GAAAccccGAGtcAGAttGttcAAG 25 48.0 65.8

686
reverse GGcAtttctGAccGcAtttcc 21 52.4 64.8

OXA-40
direct GtttctctcAGtGcAtGttcAtc 23 43.5 62.3

714 
reverse cAtttctAAGttGAGcGAAAAGGGG 25 44.0 64.6

OXA-51
direct cGAAGcAcAcActAcGGGtG 20 60.0 65.4

649 
reverse ctcttttcGAAcAGAGctAGGtAttc 26 42.3 63.4

OXA-58
direct cttGtGctGAGcAtAGtAtGAGtc 24 45.8 63.3

684 
reverse ccActtGcccAtctGccttttc 22 54.5 66.5

Table 3. Results on clinical sample testing on DNA microarrays

type  
of microorganism

carbapenemase sensitivity as 
determined by phenotypical tests

number of 
samples

Detected carbapenemase types

OXA-23 OXA-40 OXA-51 OXA-58 VIM-2

A. baumanii
resistant

10 1 5 10 4 -

Ps.aeruginosa 11 - - - - 11

A. baumanii

Sensitive

2 - - - - -

K. pneumonia 3 - - - - -

E. coli 2 - - - - -
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Fig. 4. Layout of specific and 
control oligonucleotide probes 
on the surface of the DNA micro-
array for the identification of the 
A-, B-, D-class carbapenemase 
genes. 

tion at 50°С displayed weak signal intensities for some 
of the probes. For these reasons, we chose 45°С as the 
optimal temperature. the hybridization buffer con-
sisted of 2х SSPe supplemented by 0.2 % sodi dodecyl-
sulphate (SDS) in order to improve the membrane’s 
wetting properties. 

the size of the labeled DnA-target proved to be a 
critical parameter for hybridization. Hybridization of 
labeled Pcr-products whose size was 580–800 nu-
cleotides with the appropriate oligonucleotide probes 
proved to yield weak signals. Additional fragmentation 
by DnAase (yielding fragments of 50–150 nucleotides) 
proved to increase hybridization signal intensity for 
most of the probes. 

Hybridization duration was assayed within a range 
of 0.5 to 4.0 hours. It was observed that the hybridiza-
tion of biotin-labeled DnA onto immobilized probes 
reaches equilibrium after two hours of incubation with 
active mixing. We also noticed that conducting the re-
action in kinetic conditions (1 hour) does not dramati-
cally weaken the signals as compared to the equilibrium 
state (about 10 – 20% depending on the probe). It also 
did not lower the specificity of the analytic procedure, 
which allowed the positive identification of all types of 
carbapenemase genes in the hybridization mixture. 

Figure 5 shows the results of an experiment in 
which control microorganism strains producing VIM-1 
and IMP-1 metallo- β-lactamases and carbapenemases 

OXA-51 and ОХА-40 were tested on our DnA microar-
ray. Identification of the β-lactamase group was assayed 
by the hybridization intensity with a group-specific 
probe, while additional typing was assayed by the hy-
bridization intensity with subgroup-specific probes. the 
advantage of the microarray-based hybridization analy-
sis is the possibility of simultaneously detecting several 
genes, which is demonstrated by testing the control A. 
baumanii strain for ОХА-type carbapenemases. 

Testing clinical strains of microorganisms resistant to 
carbapenems
the DnA microarray developed was tested on clini-
cal strains of gram-negative microorganisms, either 
resistant or sensitive to carbapenems, as assayed by 
a phenotypical test. table 3 shows the results for 28 
clinical strains of Ps. aeruginosa, A. baumanii and En-
terobacteriaceae spp., which display various levels of 
carbapenem sensitivity (strains were provided by the 
n.n. Burdenko Institute of neurosurgery and Institute 
of Antimicrobial chemotherapy of Smolensk State 
Medical Academy). All the A. baumanii strains which 
proved resistant to carbapenems (as assayed by pheno-
typing) expressed two carbapenemase genes (ОХА-51 
and ОХА-23 (1 strain), ОХА-40 (5 strains), ОХА-58 (4 
strains)). All the carbapenem-resistant Ps. aeruginosa 
strains happened to possess a VIM-2-type metallo-
β-lactamase gene. testing of carbapenem-sensitive 
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strains revealed no carbapenemase genes. thus, the 
results of the microarray-based hybridization analysis 
are in accordance with the phenotyping tests. More-
over, the structure of the observed carbapenemases 
was confirmed by gene sequencing for two carbapen-
em-resistant samples - one strain of A. baumanii and 
one strain of Ps. aeruginosa, which expressed ОХА-40, 
ОХА-51 and VIM-2 genes.

thus, our method of hybridization analysis based on 
DnA microarray for the identification and typing of 
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Fig. 5. Results of a DNA microarray-based hybridization 
analysis for control Ps. aeruginosa (a, b) and A. baumanii 
(c) strains, producing carbapenemases VIM-1 (a), IMP-
1(b), OXA-51 and OXA-40 (c).

carbapenemase genes is highly accurate, productive, 
and can be used in clinical microbiological laboratories 
for the identification of carbapenemases and for study-
ing their epidemiology. the phenotyping tests currently 
being used take time (from 24 to 48 hours) and are not 
always effective for determining carbapenemase types, 
such as ОХА-type carbapenemases. Identification of 
carbapenemase genes on DnA microarrays allows rap-
id diagnostics, with the whole procedure taking only 
4.5 hours, including 0.5 hours for bacterial DnA extrac-
tion, 1.5 hours for amplifying the carbapenemase genes 
and fragmenting the Pcr-products, 1.5 hours for the 
hybridization and washing steps, and 1 hour for colori-
metric detection of the hybridization results. An impor-
tant feature of this method is the possibility of simulta-
neously identifying several genes in one sample. 
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New Test System for  Serine/Threonine 
Protein Kinase Inhibitors Screening: 
e. coli APHVIII/Pk25 design.
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ABSTRACT An efficient test system for serine/threonine protein kinase inhibitors screening has been developed based 
on the E. coli protein system APHVIII/Pk25. Phosphorylation of aminoglycoside phosphotransferase VIII (APHVIII) 
by protein kinases enhances resistance of the bacterial cell to aminoglycoside antibiotics, e.g. kanamycin. Addition 
of protein kinase inhibitors prevents phosphorylation and increases cell sensitivity to kanamycin. We have obtained 
modifications of APHVIII in which phosphorylatable Ser146 was encompassed into the canonical autophosphorylation 
sequence of Streptomyces coelicolor Pk25 protein kinase. Mutant and wild-type aphVIII were cloned into E. coli with 
the catalytic domain of pk25. As a result of the expression of these genes, accumulation of corresponding proteins was 
clearly observed. Extracted from bacterial lysates, Pk25 demonstrated its ability to autophosphorylate. It was shown 
that variants of E. coli containing both aphVIII and рк25 were more resistant to kanamycin than those carrying only 
aphVIII. Protein kinase inhibitors of the indolylmaleimide class actively inhibited Pk25 and reduced cell resistance 
to kanamycin. Modeling of APHVIII and Pk25 3D structures showed that pSer146 is an analog of phosphoserine in 
the ribose pocket of protein kinase A. Pk25 conformation was similar to that of РknB of Mycobacterium tuberculosis. 
Potential indolylmaleimide inhibitors were docked into the ATP-binding pocket of Pk25. The designed test system can 
be used for the primary selection of ATP-competitive small molecule protein kinase inhibitors. 
KEywORDS serine/threonine protein kinases, indolylmaleimides, protein kinase inhibitors screening, bacterial test 
system, Streptomyces 

Serine/threonine protein kinases (StPK) are 
a group of universal regulators of the cellular 
metabolism in eukaryotes [1-3]. they play lead-

ing roles in the regulation of apoptosis, proliferation 
and differentiation, cellular transport, etc. It has been 
shown that kinase malfunction can be associated with 
various human diseases, such as diabetes [4], schizo-
phrenia [5], cardiovascular disorders [6,7], and immune 
dysfunctions [8]. Over the past decades, the search for 
new targeted modulators (inhibitors) of protein kinases, 
that are considered as potential drugs, has been inten-
sive [9-11]. 

eukaryotic type serine/threonine protein kinases 
were found in bacteria, including human pathogens 
[12]. It was shown that StPKs participate in virulence, 
bacterial biofilm formation, tolerance, and persistence 
of pathogenic microorganisms. StPKs were shown 
to play the key role in the virulence of Streptococcus 
pneumonia, Mycobacterium tuberculosis, Staphylococ-
cus aureus, Pseudomonas aeruginosa, and certain other 
pathogens [12-14]. It is  established that StPKs par-

ticipate in the modulation of antibiotic resistance in M. 
tuberculosis [15]. Intensive StPK inhibitors screening is 
currently under way [16-19]. 

We have developed a test system [20] for prescreen-
ing of StPK inhibitors based on the newly constructed 
strain Streptomyces lividans TK24 (66) APHVIII+. the 
key part of this test system is type VIII aminoglycoside 
phosphotransferase (APHVIII), an enzyme that inacti-
vates aminoglycoside antibiotics. Gene aphVIII, which 
is isolated from  Streptomyces rimosus , was cloned into 
S. lividans TK24 (66) and expressed. Importantly, the 
activity of APHVIII S. rimosus is dependent on phos-
phorylation by endogenous StPKs [21]. Phosphoryla-
tion of APHVIII confers Streptomyces cells resistance 
to aminoglycoside antibiotics, while inhibitors of StPK 
render cells more sensitive to aminoglycosides [20]. Al-
teration of the cellular sensitivity to aminoglycoside 
antibiotics in the presence of StPK inhibitors allows 
to perform primary screening of these inhibitors. upon 
annotation of the genome of the S. coelicolor A3(2) 
strain (nc_003888), which is close to S. lividans TK24 
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(66) (AceY01000000), 34 StPKs were identified. At 
least one of them – Pk25 (ncBI reference Sequence: 
Protein nP_628936.1) – is able to phosphorylate APH-
VIII [22]. In order to rule out a nonspecific action of 
StPK inhibitors on the other StPKs of S. lividans 
TK24 (66) that are presumably able to phosphorylate 
APHVIII, the catalytic domain of Pk25 kinase and 
APHVIII were hosted in Escherichia coli. the genome 
of E. coli does not contain its own eukaryotic StPKs, 
which makes the test system more sensitive and allows 
the screening of inhibitors that are specific to Pk25 and 
its homologous enzymes [23].

ExPERIMENTAL PROCEDURES
Strains: S. coelicolor A3(2) (russian collection of Patho-
genic Microorganisms, Moscow), S. lividans TK24 (66) 
APHVIII+ (GenBank AceY01000000), E. coli DH5α: 
F-, Ф 80 ΔlacZΔM15, Δ(lacZYA-argF), u169 (Promega); 
BL21(DE3): F-, dcm, ompt, hsdS(r

B
-m

B
-), galλ(De3) 

(novagen).
Plasmids: pet16b, pet22b and pet32а (novagen). 
Media: S. coelicolor A3(2) and S. lividans TK24 (66) 

APHVIII+ strains were grown on YSP and YeMe me-
dia [24]. E.coli strains were grown on Luria broth (L-
broth), nZcYM, M9 supplemented with 1.5 % glycerol 
(1 L): 6 g na

2
HPO

4
, 3 g KH

2
PO

4
, 0.5 g nacl, 1 g nH

4
cl, 

рН 7.4, 2 mL 1 М MgSO
4
, 15 mL glycerol. Ampicillin 

(100 µg/ml) was added to the media to ensure the sur-
vival of plasmid-containing cells. Protein expression 
was induced by IPtG (1 mM). 

Molecular cloning: total DnA was isolated from S. 
coelicolor A3(2) and S. lividans TK24 (66) APHVIII+ 
strains according to [24]. Isolation of plasmid DnA, 
preparation of competent E.coli cells, transformation 
and analysis of recombinant plasmids was performed 
according to standard protocols [25]. DnA amplifica-
tion by Pcr was carried out by the “Amplification” 
kit (Dialat Ltd.) on the tertsik tP4-Pcr01 amplifica-
tor (DnA-tekhnologiya). the temperature cycle was 
designed according to primer length and composition. 
Oligonucleotides were purchased from Syntol (see ta-
ble 1). the DnA sequence was determined according 
to Sanger. nucleotide sequences were compared with 
BLASt (http://www.ncbi. nlm.nih.gov/blast).

Protein electrophoresis was carried out in 12% poly-
acrylamide gels under denaturing conditions, as de-
scribed earlier [21]. Bacterial cells containing construct-
ed plasmids were grown on a nZcYM liquid medium 
supplemented with ampicillin (150 µg/ml) at 34oc up 
to an optical density equal to 0.6 (~1,5 h). expression of 
the Pk25 catalytic domain was induced by the addition 
of IPtG (final concentration 1 mM). cells were grown 
at 28oc for 4 h, harvested and re-suspended in a buffer 
containing 62.5 mМ trisHcl, pH 6.8; 5% glycerol; 2% 

β-mercaptoethanol; 0.1% SDS; and Bromophenol Blue. 
cells were lysed by boiling for 10 min in the above-
mentioned buffer and subjected to electrophoresis in 
polyacrylamide gels. Approximately 25 µg of the pro-
tein was loaded into each well in the gel. electrophore-
grams were scanned by laser densitometer ultroscan 
2205 LKB. A protein fraction of E.coli BL21(De3) cells 
transfected with the empty vector was used as control.

Isolation of the catalytic domain of Pk25 cloned into 
E.coli cells. cells were destroyed by sonication in a buf-
fer containing 20 mМ trisHcl, рН 7.8, 10 mМ 2-mer-
captoethanol, 300 mМ nacl, and 1 mM PMSF, or in the 
same buffer supplemented with 8 M urea. cell debris 
and other undissolved material was removed by cen-
trifugation at 20,000g in 20 min. Fractions of soluble 
proteins were loaded onto a ni-ntA agarose column 
(Qiagen) which was washed by the above-described 
buffer containing 50 mM imidazole pH 6.0. the protein 
was eluted by the buffer with imidazole concentration 
increasing from 0.05 M up to 0.5 M [20]. Protein frac-
tions were analyzed by SDS-PAGe.

Analysis of autophosphorylation of isolated protein 
by catalytic domain of Pk25 in situ was performed af-
ter separation of the protein under denaturing condi-
tions. re-naturation of the kinase in gel was carried out 
according to Kashemita and Fujisawa [26]. Gels con-
taining the protein were intensively washed in 50 mМ 
trisHcl, pH 7.8, with 25% 2-propanol and 8 М urea in 
order to remove SDS. Following that, protein re-na-
turation was carried out by washing gels in buffer A: 
50 mМ trisHcl, pH 7.8 and B: 50 mМ trisHcl, pH 7.8, 
100 mМ nacl, 6 mМ β-mercaptoethanol, 5 mМ Mgcl2

, 
and 1 mМ cacl

2
. After re-naturation, the gels were in-

cubated in the presence of 50 µci/ml [γ-32P]AtP (7000 
ci/mM, Phosphor, russian Federation) in the buffer 
for the analysis of kinase activity [21]. the gels were 
fixed and stained in 40% tcA, washed in 5% acetic acid, 
dried and autoradiographed by exposure to a Kodak 
X-Omat Ar film. 

Cloning into expressional vectors pet32a, pet22b, 
and pet16b. Gene pk25 of the S. coelicolor A3(2) strain 
and the gene of S. lividans ТК24 (66) were cloned into 
E.coli in pet32a plasmid at ecorI and HindIII (primers 
Pk25en and Pk25c) (table 1). the gene of the cata-
lytic domain of pk25 of the S. coelicolor A3(2) strain 
was cloned into E.coli in pet22b plasmid at ndeI and 
HindIII (primers Pk25cn and Pk25cc). the modified 
gene aphVII was cloned into E.coli in pet16b plasmid 
at ndeI and XhoI (primers Aphn and Aphc). the gene 
of the catalytic domain of pk25 of the S. coelicolor A3(2) 
strain was cloned into E.coli in pet16b + aphVIII146-S 
with the non-modified phosphorylation site of APH-
VIII, pet16b + aphVIII146-1, pet16b + aphVIII146-2, 
and pet16b + aphVIII146-3 with modified phospho-
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rylation sites at the BamHI (primers Pk25nBgl and 
Pk25СBgl).

cloning of the nucleotide sequence of the pk25 cata-
lytic domain was performed in the рЕТ22b vector at 
ndeI–HindIII restriction sites (primer Pk25cn homol-
ogous to the n-terminal region of the catalytic domain, 
and primer Pk25cc homologous to the c-terminal re-
gion of the catalytic domain). the DnA sequence of 
the catalytic domain was amplified using total DnA 
of S. coelicolor as a template. the Pcr product was 
purified from the agarose gel, then sequenced and 
cloned into the рЕТ22b vector at the ndeI and HindIII. 
E. coli DH5a cells were transformed by the resulting 
ligase mix, and screening of recombinant clones was 
carried out by Pcr using standard primers t7prom 
and t7term. Plasmid DnA was isolated from selected 
transformants, and the obtained recombinant plasmids 
were sequenced and subjected to restriction analysis 
to verify the presence of the insert. then, the plasmids 
were used for the transformation of E. coli BL21 (De3) 
cells.

Site-directed mutagenesis of Ser146 in aminogly-
coside phosphotransferase APHVIII was carried out 
according to nelson [27]. In order to obtain the mu-
tant variant 1 (amino acid substitutions Ser146thr, 
Glu144thr, Asp148Ser), the primers APH 146-1(+) 
and APH 146-1(-) (table 1) were used. the primers 

APH146-2(+) and APH146-2(-) were used to obtain the 
mutant variant 2 (Glu144thr, Asp148Ser, Glu150S-
er). the mutant variant 3 represents substitution 
Ser146thr, which was introduced using the APH146-
t(+) and APH146-t(-)primers.

Aphn and Aphc corresponding to the 5’- and 3’-ter-
minal fragments of the aphVIII gene were used as 
flanking primers.

the obtained mutant Pcr fragments were se-
quenced to verify the nucleotide substitutions and 
cloned at the ndeI and BamHI restriction sites into 
the high-copy number plasmid рЕТ16b containing t7 
phage transcriptional and translational regulatory ele-
ments in the same reading frame with the AtG codone 
of the gene of interest. this plasmid was used for the 
transformation of E. coli DH5a cells, and screening of 
the recombinant clones was carried out by Pcr us-
ing t7prom and t7term primers. the selected trans-
formants were used for purification of plasmid DnA, 
which was re-sequenced to ensure the substitutions. 

Determination of resistance to kanamycin in se-
lected transformants of E. coli BL21(DE3). E. coli 
BL21(DE3) clones containing genes of either native or 
modified aphVIII or aphVIII and рk25 in the pet16b 
vector were used for the analysis. the clones resistant 
to ampicillin (100 µg/ml) were transferred on the plates 
with the LB-medium containing various concentrations 

Table 1. Primers which were used in the present work*

Primer restriction 
site Primer structure, 5’–3’

Pk25en ecorI AtccGAATTAtGGcAcGGAAGAtcGGcAG

Pk25c HindIII ccGcAAGCTTGGtGccGttGccGGAAccG

Pk25cn ndeI tcGtCATATGcGttAccGGctccAtGAGcGGc

Pk25cc HindIII ccGcAAGCTTcAtccGctGGGccGAcGccG

Pk25nBgl Bgl II ttttAGATCTAAtAAGGAGAtAtAcAtGtAccGGctccAtGAGcGGct
                                 rBS                                      beginning of pk25 catalytic domain

Pk25СBgl Bgl II ccG cAG ATC TAt ccG ctG GGc cGA cGc cGc 

t7prom — ttAAtAcGActcActAtAGG

t7term — ctAGttAttGctcAGcGG

APH 146-1(+)  — GctGtcGctAcAGGGAcGGtcAGcttGGAGGAtctGGAc

APH 146-1(-) — GtccAGAtcctccAAGctGAccGtccctGtAGcGAcAGc

APH 146-2(+) — GctGtcGctAcAGGGAGcGtcAccttGtcGGAtctGGAcGAG

APH 146-2(-)  — ctcGtccAGAtccGAcAAGGtGAcGctccctGtAGcGAcAGc

APH 146-t(+)  — GtcGctGAAGGGAccGtcGActtGGAG

APH 146-t(-)  — ctccAAGtcGAcGGtcccttcAGcGAc

Aphn ndeI ttttCATATGGAcGAtGcGttGcGtGc

Aphc BamHI ttttGGATCCtcAGAAGAActcGtccAAc

**Restriction sites are given in bold, nucleotide substitutions are underlined.
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of aminoglycoside antibiotic kanamycin and IPtG as 
the inductor. the growth of colonies was monitored af-
ter 25 hours of incubation at 37°С.

Determination of activity of protein kinase inhibi-
tors in the bacterial test system. Inhibitor activity was 
determined using paper discs. the paper discs soaked 
with antibiotic or an antibiotic/inhibitor mixture were 
placed on the surface of agar plates, and  the size of the 
zone of bacterial growth suppression was measured. 
test system: E. coli BL21(De3)APHVIII/Рk25. Bacte-
ria grown on agar plates supplemented with ampicillin 
were washed off into a liquid LB-medium and grown 
overnight at 37оС. then the cells were pelleted (4,000 
rpm, 10 min) and re-suspended in a liquid M9 medium. 
Bacterial suspension was mixed up in a 1:1 ratio with 
a melted M9-agar medium containing ampicillin and 
IPtG as the inductor. the mixture was poured onto 
Petri dishes with a M9-agar medium containing ampi-
cillin and IPtG. Ampicillin is necessary for maintaining 
the plasmid in the E.coli cells. Paper discs containing 
kanamycin or kanamycin plus the kinase inhibitor were 
placed on the surface of the agar plates and incubated 
for 16 hours at 37оС.

Modeling of Pk25 catalytic domain structure. X-
ray structures of kinase from M. tuberculosis PknB 
(PDB entries PDB [28]: 1Mru [29], 1O6Y [30], 2FuM 
[31], 3F61 [32], 3F69 [32]) were used as templates for 
the model building. Amino acid sequences of the tem-
plate protein were extracted directly from structural 
files; the sequence of S. coelicolor A3(2) was taken from  
GenBank (access code 21223157 [33]). the catalytic do-
main was annotated according to homology. Alignment 
of amino acid sequences was carried out using the clus-
talX 2.0.11 [34] software. the modeling was performed 
with the Modeller 9v5 [35] program. thirty-five mod-
els of the catalytic domain were generated, and each 
of them was optimized by simulated annealing. the 
best model was selected according to the DOPe scoring 
function (Modeller software) and  PrOcHecK valida-
tion score [36]. Further optimization was performed in 
SYBYL 8.0 [37]; all hydrogen atoms were added to the 
models, and the energy was minimized in the tripos 
force field [38] by the Powell method.

Modeling of the APHVIII catalytic domain structure 
was based on the X-ray structure of its closest homo-
logue APH(3’)-IIa (PDB entry 1nD4 [39], 36% identity 
of amino acid sequence) in complex with kanamycin. 
the modeling method is similar to the one described 
above: the only difference was that 50 models were 
generated in each case.

Docking of inhibitors into the  Pk25 model was per-
formed using the Autodock 4.1 [40] software. the struc-
tures of the inhibitors were drawn by SYBYL 8.0 and 
optimized with the MMFF94 force field [41]. Docking 

preparation was carried out in MGLtools 1.5.4 [42] ac-
cording to standard recommendations. Generation of 
the grids and docking were performed using default 
parameters, while the position of the docking grid was 
chosen to include all essential amino acid residues of the 
AtP-binding site. During docking of each ligand, 100 
runs of the genetic algorithm were performed. Dock-
ing results were grouped into clusters using a threshold 
value of rMSD  equal to 2.0 Å. The results were analyzed in 
MGLtools 1.5.4.

RESULTS
Cloning and comparison of full-size genes of serine/
threonine protein kinase pK25 from S. coelicolor and 
pK25 S. lividans.
According to genome sequencing data, the gene of the 
pk25 kinase from S. lividans TK24 (AceY01000000) and 
the gene of pK25 kinase from S. coelicolor share 99.8% 
homology and differ only in 6 base pairs, including an 
insertion of c at position 664. the presence of this inser-
tion leads to the shift of the reading frame in the cata-
lytic domain sequence. In order to compare the kinases 
of interest from our collection of S. coelicolor A3(2) and 
S. lividans TK24 (66) strains, we cloned and sequenced 
the genes of these kinases. to isolate pK25 kinase genes 
from the genomes of S. coelicolor and S. lividans, two 
oligonucleotides containing HindIII and ecorI were syn-
thesized (pK25en, homologous to the n-terminal part of 
the gene; and Pk25c, complementary to the c-terminal 
part of the gene, table 1). Amplification from total DnA 
of S. coelicolor and S. lividans yielded the needed DnA 
fragments, which were cloned into the pet32a vector 
at the HindIII and ecorI and introduced into E. coli 
DH5a cells. Sequencing verified that the obtained DnA 
fragments contained the pK25 gene. comparison of the 
genes from S. coelicolor and S. lividans revealed nucle-
otide substitutions at positions 123, 237, 279, 435, and 963 
starting from the first AtG of the structural region of 
the S. lividans pK25 gene. these nucleotide substitutions 
do not lead to amino acid substitutions in the correspond-
ing proteins. therefore, the amino acid sequences of the 
full-size pK25 genes from S. coelicolor and S. lividans 
were shown to be identical.

Cloning and expression of the S. coelicolor Pk25 cata-
lytic domain nucleotide sequence into pET22b vector. 
two oligonucleotides (Pk25cn and Pk25cc) containing 
ndeI and HindIII were synthesized for the cloning (ta-
ble 1). the fragment obtained during amplification was 
digested with the relevant restriction endonucleases 
and cloned into the pet22b vector that was introduced 
into E. coli DH5a cells. After resequencing, the obtained 
vectors were introduced into the E. coli BL21(De3) 
strain used for protein overexpression. 
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In order to study the expression of the catalyti-
cal domain of Pk25 kinase in E.coli cells, we set up gel 
electrophoresis of a fraction of soluble cellular proteins 
under denaturing conditions. A protein fraction from 
E. coli BL21(De3) transformed with an empty pet22b 
vector were used as a control. electrophoresis showed 
that E.coli cells transformed with the plasmid carry-
ing the gene of the pk25 catalytic domain containing an 
additional protein fraction of 28 kDa (Fig 1a) as com-
pared with the control cells. this value coincides with 
the calculated molecular weight (27.8 kDa) of the cata-
lytic domain of Pk25 kinase from the S. coelicolor A3(2) 
strain. Scanning revealed that the additional fraction 
represents about 3.5% of the total cellular protein.

Modeling of the Pk25 catalytic domain 3D structure.
the key structural features of Pk25 are revealed by the 
model, which is very close to the structure of the tem-
plate protein PknB M. tuberculosis due to the close simi-
larity of the sequences (Fig. 2a). the net charge of the 
catalytic domain is equal to -3. the most obvious differ-
ences between the model and the template are observed 
in the region of helix c (an insertion of four amino acid 
residues in Pk25), in the loop between fragments β4 and 
β5 (deletion of four amino acid residues in Pk25), and 
in the region of the η3 helix (deletion of five amino acid 
residues in Pk25). conformation of the activation loop 
differs from that in the template due to its flexibility. 
However, the mentioned differences do not affect the 
orientation of amino acid residues in the AtP-binding 
site. there are five amino acid residues in the AtP-bind-
ing pocket of Pk25 that differ from the corresponding 
residues of PknB (Fig. 2b): Val72Ile, Ile90Met, tyr94Leu, 

Met145Leu, and Met155thr (numeration of the PknB 
sequence is used). the former three substitutions are 
relatively conserved and should not seriously affect the 
interaction with the inhibitor. Substitution tyr94Leu is 
located in the hinge region, so ligands interact with the 
backbone of this residue but not with its sidechain. the 
latter two substitutions are not conservative and, there-
fore, should influence the interaction with the inhibitor. 
In particular, these substitutions increase the accessible 
volume of the binding pocket. Finally, an additional hy-
droxy group appears in this region due to the introduc-
tion of a threonine residue at position 155. 

Analysis of autophosphorylation of the Pk25 activa-
tion loop.
A protein fraction of the Pk25 catalytic domain was iso-
lated from lysed E.coli cells by means of chromatography 
on a His-binding resin under either native conditions or 
in the presence of 8M urea. After electrophoresis, we 
were able to analyze its intracellular localization and au-
tophosphorylation in situ. the catalytic domain of Pk25 
was absent in the fraction of salt-soluble cellular pro-
teins. this recombinant protein is present in the frac-
tion of insoluble cellular proteins and can be dissolved in 
the presence of urea, as was done. After separation by 
electrophoresis, the molecular mass of the studied frag-
ment was determined as equal to 28 kDa, which is very 
close to the calculated value. In the presence of [γ-32Р]
АТP, the protein accumulates labeled phosphate (Fig. 
1b). Separation of the protein components by gel electro-
phoresis excludes any possible interfering influences of 
other proteins. Over all, the obtained data indicate that 
the isolated catalytic domain of Pk25 kinase is an enzy-

28 kDа*

а b

1 2 3 4 5 6 7 8 9 10 1 2

Fig 1. a – Electrophoresis 
of soluble protein fraction 
of e.coli Bl21(De3). 1 – 
marker, 2 – control protein 
fraction of e.coli Bl21(De3) 
рЕТ22b, 3-10 - e.coli 
clones containing рЕТ22b-
рk25. (*- protein fraction of 
Рk25 catalytic domain).
b – Electrophoresis of 
isolated protein fraction of 
S.coelocolor Рk25 catalytic 
domain in PAAG: 1 – auto-
radiogram autophosphori-
late Рk25 catalytic domain, 
2- coloring coomassie 
brilliant blue.
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matically active protein and undergoes autophosphory-
lation. Localization of the Pk25 catalytic domain in the 
fraction of insoluble cellular proteins does not contradict 
the possibility of its autophosphorylation during expres-
sion and, likewise, does not exclude its activity towards 
both soluble and insoluble proteins. these results are in 
agreement with the data obtained on the catalytic do-
mains of Streptomyces and Mycobacterium protein ki-
nases [43-45]. It was shown that phosphorylation in the 
activation loop of StPK occurs at a Ser residue. Analysis 
of the substrate specificity of StPK from M. tuberculosis 
showed that the highest phosphorylation efficiency was 
observed at the regions that are similar to the autophos-
phorylation sites of the kinase [46].

Modeling of the aminoglycoside phosphotransferase 
VIII 3D structure
the model of the APHVIII catalytic domain structure 
closely resembles the template protein APH(3’)-IIa (Fig. 
3a). the two structures are most similar in the sites of 
the AtP and kanamycin binding, as well as in the ac-
tivation loop. the small insertions  in the APHVIII se-
quence are located in the structurally nonconserved re-
gions of the loops, and between various elements of the 
secondary structure they are unlikely to seriously af-
fect the 3D pattern of the polypeptide chain. the physi-
co-chemical properties and conformations of the crucial 
amino acid residues that form the AtP and kanamycin 
binding sites also correspond within the template and 

а b c

а б

Fig 2. The model of Pk25 3D structure. а – Superimposition of the template structure РknB M. tuberculosis (green) and 
Pk25 model (colored by secondary structure type). b – ATP-binding pockets of PknB (colored by atom type) and Pk25 
(orange); nonconservative amino acid residues are shown as sticks. c – binding mode of LCTA-1425 with Pk25. The kinase 
VdW surface is colored according to hydrogen bond donor/acceptor properties (red — donor, blue — acceptor). 

Fig 3. The model 
of APHVIII 3D 
structure. а – 
Superimposition 
of the template 
structure APH(3’)-
IIa (PDB ID 1ND4, 
orange) and 
APHVIII model 
(colored by sec-
ondary structure 
type). b – Amino 
acid residues in 
the activation loop 
of wild-type APH-
VIII (carbons are 
colored orange) 
and 146-1 mutant 
(grey carbons).
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the model. the structure of APHVIII146-1 almost fully 
matches that of wild-type protein. Differences are ob-
served in the activation loop and are unlikely to affect 
the global conformation of the protein (Fig. 3b).

the phosphorylation site of APHVII (Ser146) is an 
homologue of phosphoserine in the ribose pocket of 
PKA-type serine/threonine kinases [47]. A molecular 
dynamics simulation of unphosphorylated APHVIII in 
complex with kanamycin (with bound AtP and two 
Mg2+ ions) revealed pronounced alterations of the en-
zyme’s structure, such as weakening of the contact be-
tween the n- and c-terminal domains. [48, 49].

Modification of Ser146 region of aminoglycoside phos-
photransferase APHVII – the site of phosphorylation 
by Pk25 kinase
the autophosphorylation site in the Pk25 activation 
loop was determined through a comparison with the 
corresponding region of M. tuberculosis PknB [50]:

PknB DFG I ArAIAD SGNSVTQTAAVGtAQYLSPe
Pk25 DFGV AQVAGA tTLTESGSFVGSPeYtAPe

to optimize the test system E.coli APHVIII/
Pk25, we modified the potential phosphorylation site 
AVAeGS

146
VDLeD in the APHVIII activation loop. 

the objective was to make site Ser146 APHVIII more 
structurally similar to the Pk25 autophosphorylation 
site ttLteSGSFVG. to achieve that, we modified the 
amino acid residues in the vicinity of APHVIII Ser146 
(table 2), introducing the underlined amino acid sub-
stitutions. the obtained mutant variants of the gene 
aphVIII146-1, aphVIII146-2, aphVIII146-3, and aph-
VIII146-4 were ligated into the pet16b vector at the 
ndeI-BamHI and introduced into E.coli DH5a. After re-
sequencing, the plasmids pet16baphVIIIm1 (Fig. 4a) 
were used for the transformation of E. coli BL21(De3). 

expression of all variants of APHVIII in E.coli was 
checked by gel electrophoresis of soluble cellular pro-
teins under denaturing conditions. 

E.coli cells containing pet16baphVIII plasmid ex-
pressed a 31 kDa protein, which corresponded to the 
calculated molecular mass of APHVIII equal to 31.5 
kDa.

Creation of a construct containing genes of aminogly-
coside phosphotransferase aphVII and protein kinase 
pk25
Amplification of pk25 was performed with the primers 
Pk25nBgl and Pk25СBgl (table 1) from the DnA of the 
plasmid vector pet22b-pk25. the Pk25nBgl primer 
contained a ribosome-binding site (rBS) and an AtG 
codone for the catalytic domain of protein kinase Pk25. 
the nucleotide sequence of pk25 was amplified and di-
gested by BglII and then ligated into the pet16baph-
VIIIm1 containing the previously described variants 
of aphVIII at the BamHI. At the first stage, the pres-
ence of the insert was checked by amplification with t7 
primers. At the second stage, the clones were selected 
by amplification with Aphn and Pk25cc primers (table 
1) according to the presence and the size of the insert. 
After resequencing, pet16APc plasmids (Fig. 4b) were 
used for the transformation of E. coli BL21(De3). ex-
pression of genes aphVIII and рk25 after induction was 
checked by gel electrophoresis. In the first four vari-
ants (Fig. 5) (lanes 2-5), additional fractions of APH-
VIII are observed. Lane 6 contains an additional frac-
tion of pk25, while lanes 7-10 contain both a 31.5 kDa 
fraction and a 28 kDa fraction, which are APHVIII and 
Pk25, respectively. Mass-spectrometry was used to 
verify the protein fraction on lane 7. It was shown that 
the heavier fraction contains APHVIII (AAY27879.1 
aminoglycoside-O-phosphotransfe rase VIII). the other 
fraction contains the catalytic domain of Рk25 (1100219 

Table 2. Modifications of phosphorylation site Ser-146 in APHVIII

native enzymes and modified species of APHVIII Phosphorylation sites and their modifications*

Рk25 AtTLTeSGSFVG

APHVIII AVAeGS
146

VDLeD

APHVIII146-1 AVATGT146 VSLeD

APHVIII146-2 AVATGS146 VSLSD

APHVIII146-3 AVAeGT146VDLeD

APHVIII146-4 AVAeGA
146

VDLeD

*Amino acid substitutions are underlined.
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nP_628936.1 serine/threonine protein kinase S. coeli-
color A3(2)).

Analysis of kanamycin resistance in E.coli BL21(DE3) 
variants containing different modifications of aphVIII 
and their combinations with pk25.
resistance of all constructs to  aminoglycoside antibi-
otic kanamycin was studied (table 3). the BL21(De3) 
strain containing the plasmid pet16b encoding gene 
aphVIII was resistant to kanamycin (325 µg/ml).

the substitutions contained in the APHVIII146-1 
variant led to a 48% decrease in resistance. In APH-

VIII146-2, resistance underwent a 54% decrease. the 
level of resistance in APHVIII146-3 containing the 
Ser(146)thr substitution remained unchanged. In the 
case of the Ser(146)Ala substitution (APHVIII146-4), 
which causes the full inactivation of phosphorylation 
at Ser146, a 70% decrease in kanamycin-resistance was 
observed. the level of activity of APHVIII146-4 in vitro 
corresponds to the obtained data - the mutant variants 
exhibited a level of activity equal to 30% of that in wild 
type [51]. All constructs containing APHVIII with Рk25 
showed a higher level of activity. We observed a 91% 
increase in kanamycin resistance in the case of APH-
VIII146-1/Pk25, an 83% increase in the case of APH-
VIII146-2/Pk25, and a 23% increase in the case of the 
initial construct APHVIII/Pk25, as well as in that with 
the Ser(146)thr substitution.

Docking of indolylmaleimide inhibitors into the Pk25 
model
the constructed test system S. lividansAPHVIII+ has 
been used earlier for the screening of various chemical 
substances such as benzodiazines, benzophtalazines, cy-
clopentendions, indolylmaleimides, pyrazoles, thiazoles, 
thiazoltetrazines, etc. (unpublished data). A number of 
indolylmaleimide compounds that exhibit inhibitory ac-
tivity towards protein kinases were identified. In order 
to propose the binding mechanisms of these substances, 
we carried out a molecular docking study. the results 
suggest that the inhibitors selected in the S. lividans 
TK24 (66) APHVIII/StPK test system (LctA-1385, 
LctA-1398, LctA-1425 [20], bis-indolylmaleimide-1 
[52]) can potentially interact with the AtP binding site 
of Pk25.

Docking of these inhibitors into the Pk25 model re-
veals conservative interactions between the maleimide 

ColE1 pBR322 origin

PstI (5778)

bla(Ap) sequence

ecoRI (6526)

HindIII (30)

T7 terminator

BamHI (320)

aphVIII

RBS
Factor Xa
His tag

NcoI (1209)
lac operator

T7 promoter

lac I

pET16baphVIII m1
6527 bp

а

ColE1 pBR322 origin

PstI (6590)

bla(Ap) sequence

ecoRI (7338) HindIII (30)
T7 terminator

BamHI (731)
catPk25

BamHI (1132)

RBS

aphVIII

RBS
Factor Xa

His tag

NcoI (2021)
lac operator

T7 promoter

lac I

pET16APC
7339 bp

b

Fig 4. Vectors: a - pET16baphVIIIm1 containing aphVIII mutant variants: aphVIII146-1, aphVIII146-2, aphVIII 146-3, 
aphVIII146-4 and primary aphVIII146-S. b – pET16APC containing pk25 and aphVIII mutant variants aphVIII146-1, 
aphVIII146-2, aphVIII146-3, and primary aphVIII146-S.

31.5 kDа
28 kDа

1 2 3 4 5 6 7 8 9 10

Fig 5. Electrophoresis of e.coli Bl21(De3) proteins 
including Рk25 catalytic domain, APHVIII: 1 – marker, 2 - 
primary APHVIII146-S fraction, 3 - APHVIII146-1 fraction, 
4 – APHVIII146-2, 5 – APHVIII146-3, 6 – Рk25 catalytic 
domain, 7 – APHVIII146-S /Pk25 fractions, 8 – APH-
VIII146-1/Pk25, 9 – APHVIII146-2/Pk25, 10 – APH-
VIII146-3/Pk25. e.coli Bl21 (De3) pET22b/рk25 and 
e.coli Bl21 (De3) pET16baphVIII protein fractions ana-
lyzed as a negative control.
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moiety and the backbone of the kinase (Fig. 2c). the 
inhibitors bis-indolylmaleimide-1 (Bis-I) and LctA-
1425 form two hydrogen bonds – one between the car-
bonyl oxygen atom of the maleimide moiety and the 
amide hydrogen of Val96, and another one between the 
imide hydrogen atom of the maleimide moiety and the 
carbonyl oxygen of Glu94. Inhibitors LctA-1385 and 
LctA-1398 were shown to form only the former hy-
drogen bond, since the hydrogen atom of the maleim-
ide moiety is substituted in their molecules. therefore, 
the estimated energy of interaction between Pk25 and 
the latter two inhibitors is 1 kcal/mol less than that for 
the first two compounds. However, in both cases the 
interaction between the kinase and inhibitor is consid-
ered favorable.

Choice and validation of E.coli APHVIII/Pk25-based 
test system
earlier we constructed and validated [20, 53, 54] a test 
system based on S. lividans TK24 (66) APHVIII/StPK 
[20]. the effect registered in this system was based on 
the cumulative action of the antibiotic kanamycin and 
a StPK modulator in a sub-inhibiting concentration 
[20] that resulted in the appearance of or increase in a 
zone of growth inhibition of the indicator culture. the 
size of the no-growth zone allowed to roughly estimate 
the efficiency of the StPK inhibitor [20]. that is why 
the range of changes of the resistance level to kana-
mycin, which is determined by various constructions 
of APHVII, is of crucial importance. Based on this con-
sideration, APHVIII146-1 is more favorable; so, in fur-

Inactive  
Bis-5

Bis-5+  
Kanamycin

Active  
Bis-1

Kanamycin

Bis-1+  
Kanamycin

а b

signal

pk inhibitor Pk25

not phosphorylation

AphVIII Ser146-1, KanS (170 mkg/ml)

Sensitivity to Kanamycin

signal

Pk25 

phosphorylation

AphVIII Ser146-1, KanR (325 mkg/ml)

Resistance to Kanamycin

Table 3. Kanamycin resistance of e. coli BL21(DE3) strain containing various APHVIII species.

name Modified constructs APHVIII
Kanamycin resistance of E. coli, , µg/ml

APHVIII APHVIII+Pk25

146-S AVAeG
 
S

146 
VDLeD 325±5 400±10

146-1 AVAtG
 
t

146 
VSLeD 170±10 325±5

146-2 AVAtG
 
S

146 
VSLSD 150±10 275±10

146-3 AVAeG
 
t

146 
VDLeD 325±5 400±10

146-4 AVAeG
 
А

146 
VDLeD 100±5 -

Fig. 6. Bacterial test-system e. coli aphVIII /Pk25 for screening of inhibitors of serine-threonine protein kinases. a – The 
principle of the test-system: phosphorilation of Ser-146 Pk25 in APHVIII leads to kanamycin-resistance in e.coli; ad-
dition of inhibitor prevents phosphorylation and reduces kanamycin resistance. b – Validation of the test-system with 
application of Bis-1 and Bis-5 as classical inhibitors [52]: addition of Bis-1 leads to the increase in the zone’s size.



reSeArcH ArtIcLeS

 VOL. 2  № 3 (6)  2010  | ActA nAturAe | 119

ther studies we used E.coli APHVIII146-1/Pk25 cells. 
For test system validation, we employed the previously 
described indolylmaleimide StPK inhibitors LctA-
1385, LctA-1398, LctA-1425 [20], and Bis-1 [52] (ta-
ble 4). the standard concentration of kanamycin was 
5 mg/disc, causing the appearance of a 10-mm zone of 
growth inhibition. All investigated compounds lowered 
kanamycin resistance. Substances from the indolylma-
leimide library (LctA-1033, LctA-1196, Bis-5) that 
did not exhibit inhibitory activity in S. lividans TK24 
(66) APHVIII/StPK [20] showed no effect in the E. coli 
APHVIII146-1/Рk25-based test system that confirms 
the relevance of the latter. 

DISCUSSION
Perspectives of application of E. coli APHVIII146-1/
Рk25-based test system in screening for STPK inhibi-
tors
the proposed test system can be used in prescreening 
for AtP-competitive low molecular weight inhibitors 
[2] that are able to diffuse in an agar-based medium, 
permeate through the E.coli cell wall, and interact with 
the adenine binding site of Pk25. the selectivity of the 
inhibitors depends on their affinity to  adenine binding 

pocket of the kinase. IFunctional similarity of the amino 
acid sequences leads to the similarity of the three-di-
mensional structures. this is also applicable in the case 
of the ligand binding sites that are responsible for the 
selectivity of inhibitors [55, 56].

the alignment of the amino acid sequence of the 
Pk25 catalytic domain with the catalytic domains of 
other bacterial StPKs, including those from patho-
genic microorganisms performed in Genomic BLASt 
(http://www.ncbi.nlm.nih.gov/sutils/genom_table.
cgi), revealed 13 proteins that share more than 35% 
identity. Among them are StPKs from Mycobacteri-
um, Staphylococcus, Streptococcus, and Pseudomonas. 
comparison of Pk25 with human StPKs revealed 19 
proteins with more than 30% identity, including kinas-
es from the SAD, Br, nuAK (SnF), DAPK3, PncK, 
cAMKII, cAMKI, Zip, PKA, HunK, PAK2, Mark-
PAr1, SIK2, and OPK nimA families.

StPK inhibitors compete with AtP for the binding 
site and interact with the adenine binding pocket of the 
AtP binding site, which contains conservative and vari-
able amino acid residues. We classified StPKs of gram-
positive bacteria [23, 57] based on the physico-chemical 
properties of the sidechains of 9 variable amino acids in 

Table 4. Dependence of e. coli APHVIII146-1/Рk25 kanamycin resistance on various STPK inhibitors.

Known indolylmaleimide 
inhibitors of StPKs. Structure Subinhibiting  

concentration, nmol/disc

Inhibition zone in  
E. coli APHVIII146-1/Рk25 test-system In 

the presence of kanamycin and inhibitor, mm

Bis-1 700 13.0

LctA-1425 125 12.0

LctA-1398 250 13.0

LctA-1385 125 12.0

Note. Kanamycin-caused inhibition (5 mg/disc) zone size is 10 мм. Kanamycin resistance of e. coli strain containing 
APHVIII146-1 and Рk25 was determined by means of the paper disc method as described in “Experimental procedures”. 
Indolylmaleimides of LCTA series, provided by Prof. M.N. Preobrazhenskaya, were described earlier [20].
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Table 5. Ligand-binding amino acid residues of adenine-binding pocket of bacterial and human serine-threonine protein 
kinases.

Protein kinase Functions of kinases in pathogenesis 
and physiology

Amino acids of the 
binding pocket

effect  
of substitution

Bacterial StPKs

Pk25 S. coelicolor Modulation of resistance of aph-gene  L V A V M L V L t Original

PknA M. tuberculosis Synthesis of cell wall  I V A I M L V L t non-essential

PknJ M. tuberculosis Persistence in the host  L V A I M F V L S »

Stk1 Streptococcus agalactiae Gerulation of intracellular segregation of 
GBS and virulence  I V A I M Y V L t »

StkP S. pneumonia A fragment of signal pathway involved in 
lung and blood invasion  I V A I M Y V L t »

SP-StK  S. pyogenes cell division, colony morphology, virulence  I V A I M Y V L t »

PpkA P. aeruginosa regulation of expression of virulence factors  L V A t M Y L L S essential

PknB/Stk1 Staphylococcus 
aureus subsp. aureus

regulation of purine biosynthesis, autolysis, 
core metabolism pathways  L V A I M Y I L F »

PknB  M.  tuberculosis cell division, inhibition of lysosome fusion  L V A I M Y V M M »

Homo sapiens StPK

РКА H. sapiens Allergy, myocardial disorders  L V A L M Y V L t non-essential

caMK ID H. sapiens type II diabetes  L V A I M L V L S »

Pac2 H. sapiens uV-caused epidermis diseases  I V A I M Y L L t »

Br kin1 H. sapiens regulation of cellular homeostasis  L VA V L H V L A essential

nuAK SnF1-l1 H. sapiens Modulation of tnF-alpha in cancer cells  L V A I M Y A L A »

caMКII H. sapiens Induction of long-termed synaptic memory  L V A I M Y A L A »

Note. Table represents serinen-threonine kinases containing no more than four amino acid substitutions in ligand-binding 
sequence LVAVMLVLT Рk25. Non-essential amino-acid substitutions are marked (–), while essential substitutions are 
marked (=), substitutions in the gatekeeper region are marked (   ). Selectivity of inhibitors is determined by their affinity 
to the 9 amino acid motifs of the adenin-binding pocket of STPKs.

the adenine binding pocket of the catalytic domain. In 
this work, we used this classification to select StPKs of 
pathogenic bacteria that can be inhibited by the com-
pounds selected in the proposed E. coli APHVIII/Рk25 
test system. table 5 contains 9 of the 13 potential ligand 
binding motifs of StPKs from pathogenic bacteria and 
6 of the 19 motifs of human StPKs. the selection was 
based on the presence of no more than 4 out of 9 ami-
no acid substitutions in variable positions of the ade-
nine-binding pocket of Pk25 S. lividans (S. coelicolor) 
LVAVMLVLt. Substitutions of nonpolar amino acids by 
polar ones at the first four positions, as well as in position 

8 (double underlined), were considered essential. All sub-
stitutions (except for the introduction of a similar amino 
acid) in position 9 (double underlined), and any substi-
tutions in position 5 gatekeeper (underlined), were also 
considered essential. Substitutions in the hinge region 
(position 7 and in position 6) are less essential. nonessen-
tial substitutions were underlined. the presence of two 
out of four nonessential substitutions does not alter the  
interaction mode of inhibitors with the adenine binding 
site of the protein kinase. therefore, Pk25 can serve as a 
tool for the selection of inhibitors for 5 of the 13 StPKs 
from pathogenic bacteria and 3 of the 19 human StPKs. 
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the principle of structural similarity of the adenine 
binding pockets is a more reliable criterion than homol-
ogy of the sequences of the whole catalytic domain.

In conclusion, the proposed test system can be used 
in prescreening for inhibitors of StPKs from some 
pathogenic microorganisms such as PknA, PknJ from 

M. tuberculosis, StkP from S. pneumonia, SP-StK 
from S. pyogenes, as well as some human StPKs, e.g. 
РКА, СаМkinase1, and Pac2. 

This work was supported by the Russian Foundation 
for Basic Research (grant № 09-04-12025).
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ABSTRACT A somatic cell genome was recently resequenced for a patient with renal cancer. The data were submitted 
to the NCBI Sequence Read Archive under the accession number SRA012240. Here, we have performed SNP calling 
for the genome and compared it with several published genomes. We have found 2, 921, 724 SNPs, including 1, 472, 679 
newly described ones. Among them, 63, 462 SNPs have been mapped to the Y chromosome and, based on 18 markers, 
the genome has been ascribed to the R1a1a haplogroup predominant in Russian males. The mitochondrial haplogroup 
has been determined as U5a, which is also common in the European part of Russia. Short reads unmapped to the hu-
man genome were used for the de novo assembly of DNA sequences. This resulted in genome-specific contigs (more 
than 100 bp in length) with an overall length of 154 kbp (for GAII) and 4.7 kbp (for SOLiD).
KEywORDS human genome, sequencing platform, single-nucleotide polymorphism, bioinformatics
ABBREVIATIONS SNP – single-nucleotide polymorphism, RCS – reconstructed consensus sequence

INTRODUCTION
the implementation of modern sequencing platforms 
has allowed widely accessible sequencing of individu-
al genomes. In August 2010, the 1000 Genomes project 
[1] published (at http://www.1000genomes.org/) pre-
liminary data on the resequencing of 2,500 individual 
genomes from various ethnic groups. A detailed re-
port is expected. the general purpose of these stud-
ies is to identify frequent (with a frequency of more 
than 1% of the population) genome variations in hu-
man populations. Apart from fundamental problems 
of population genetics, the medical aspect of these 
studies is obvious. For example, at the end of 2009, 
the International cancer Genome consortium (IcGc) 
was established to investigate tumor-cell genomes 
[2]. russia is affiliated with this consortium through 
the russian research centre Kurchatov Institute, 
the Bioengineering center of the russian Academy 
of Sciences, and the Blokhin cancer research center 
of the russian Academy of Medical Sciences, which 
are involved in studies on renal cancer-cell genomes. 
the first successful resequencing of the human ge-
nome in russia was done at the end of 2009 [3]. Li-
braries of short DnA reads were obtained from the 
genome of patient n, a russian man suffering from 
renal cancer, using two sequencing platforms (SOLiD 
and GAII). thus, the first genome from the Slavic 
population, which was never been present in the 

population sampling of the 1000 Genomes project, 
was resequenced. On the other hand, it was the first 
step within the framework of the renal cancer-cell 
genome sequencing project.

In this study we have performed a bioinformatics 
analysis of the data on patient n’s genome resequenc-
ing directed at SnP calling. In addition, we have assem-
bled long DnA contigs specific to patient n.

MATERIALS AND METHODS

SNP calling
Short DnA sequences that had been read on a GAII 
sequencer were mapped using a SOAPaligner/soap2 
v.2.20 alignment program [4] with default parameters; 
except for the paired-end reads’ insert size. the ac-
ceptable insert size range was specified as 100−700 
nucleotides, based on previous data [3]. then, SnPs 
were identified using the SOAPsnp v.1.02 resequenc-
ing utility [5] with default parameters. the short DnA 
sequences that were read on a SOLiD sequencer were 
mapped using a Bowtie build 0.12.5 short-read aligner 
[6] in a quality-aware colorspace, specifying the max 
mismatches in the seed as two. the acceptable insert 
size range was specified as 600−1,400 nucleotides, which 
is also in accordance with the previous data [3]. SnP 
calling was carried out with a SAMtools 0.1.7 package 
[7] using only the uniquely mapped reads.
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Determination of mitochondrial and Y-chromosomal 
haplogroups 
to determine the mitochondrial haplogroup, we used 
reads that were obtained using the SOLiD sequencer 
and processed with a corona Lite package [3]. the list of 
mitochondrial genome SnPs, with coordinates and al-
lele values, was acquired from the Phylotree database 
(updated in August, 2010; http://www.phylotree.org/). 
In ascent to the mitochondrial haplogroup phylogenetic 
tree taken from it, we determined the allele of each dis-
tinct SnP as follows: (1) we found an allele by the spec-
ified coordinates in the rcS of mitochondrial genome, 
and (2) we verified these coordinates by comparing 
flanking sequences (no less than 10 bp from each end).

the haplogroup of the Y chromosome was deter-
mined from the reads obtained on both the GAII and 
SOLiD platforms and processed using the Illumina 
Genome Analyzer Pipeline and corona Lite program 
packages, respectively [3]. the SnP list for the Y chro-
mosome was acquired from the website http://isogg.
org/ (updated in August 2010), excluding the markers 
that were absent in dbSnP. In ascent to the Y chromo-
some haplogroup tree, which was also taken from the 
site mentioned above, we determined the allele of each 
distinct SnP as follows: (1) We identified the allele in 
mapped nucleotide sequences from the GAII library 
by the coordinates of that SnP in the hg18 reference 
genome specified in dbSnP and verified these coordi-
nates by comparing flanking sequences (no less than 10 
bp from each end or no less than 20 bp from one end). 
(2) For the data from SOLiD, the allele in the Y chro-
mosome rcS was identified by a comparison with the 
SnP flanking sequences acquired from dbSnP, if their 
size was no less than 100 bp, and rcS coverage by reads 
had no more than 50% gaps. the ancestral status of al-
leles was determined by SnP description in dbSnP.

De novo reconstruction of genome texts 
We chose those reads primarily from both platforms 
which were not mapped to the human genome (hg18, 
excluding unmapped sites). the number of these se-
quences was 291.57 and 628.86 million for GAII and 
SOLiD, respectively. they were used as input data for 
the ABySS v.1.1.0 short read assembler [8], which offers 
a distributed implementation of the de Bruijn graph 
for the search for overlaps between k-mers (sequences 
whose length is k). ABySS was started several times 
for the optimization of the k-mer length. the optimum 
length of k-mer providing the longest contigs (≥200 bp) 
was 23 for the data from GAII and 16 from SOLiD.

then, the sequences obtained de novo were mapped 
to the reference human genomes Grch37 (hg19), cel-
era, and Huref using the ncBI BLASt v.2.2.23 [9] 
with the megablast search algorithm and with enabled 

filtering of repeats (simple and human-specific). Se-
quences that were not found in any of these three ref-
erence genomes were mapped again, both to the same 
reference genomes and to the genomes of primates, us-
ing the discontigous megablast search algorithm.

RESULTS AND DISCUSSION

Identification of SNPs in patient N’s genome
the data of patient n’s genome resequencing, which 
was obtained using SOLiD and GAII sequencing plat-
forms, are presented as a set of reads at the site of the 
national center for Biotechnology Information (ncBI), 
Acc. no. SrA012240. the data had been statistically 
processed earlier [3]. Another immediate task of this 
study was to identify SnP coordinates by comparing all 
readings mapped to a distinct genome region (SnP call-
ing). SnP calling was carried out separately for GAII 
and SOLiD data. the allele number was 1, 824, 006 and 
410, 383 SnPs, respectively. the data from SOLiD were 
converted from the colorspace to FAStQ and combined 
with those from GAII, followed by the repetition of 
SnP calling. the total number of SnPs (2, 921, 724) ex-
ceeds the sum of SnPs identified in separate analyses 

2 921 724

814 751

3 074 097

Yang

2 921 724

892 529

3 439 107

Korean 

2 921 724

841 279

3 049 749

2 921 724

805 127

3 359 375

2 921 724

588 131

2 060 544

European 

Venter Watson

2 921 724

747 617

3 828 046

African

Unique and common SNPs in different individual genomes 
(blue circles) compared with those of patient N (red 
circles).
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of the data from each platform. this is indicative of the 
mutual supplementation of these two datasets in the 
coverage of genome regions. A comparison of allele co-
ordinates and values was performed with the following 
genomes: craig Venter [10], James Watson [11], and 
Huanming Yang [12], as well as genomes of a Korean 
[13], an African [14], and a european (ceu trio Father 
nA12891 from the 1000 genomes project). the data are 
shown in table 1.  A comprehensive datasheet of coor-
dinates and allele values of SnPs is shown on the site 
http://www.russiangenome.ru/. the figure summa-
rizes the number of common and unique SnPs found in 
patient n’s genome and the genomes of other individu-
als. We found no correlation between the resemblance 
of one or two equal SnP alleles (see table. 1, rows “one 

allele is the same” and “both alleles are the same”) and 
the distance between the nominal habitat of the cor-
responding person and Moscow, which is taken as the 
nominal habitat of russians (Venter and Watson are 
considered Western europeans). However, the Princi-
pal component analysis arranged individuals in accord-
ance with the distance between their birthplaces (data 
not shown). the correlation is 0.89 at p-value = 10-5.

Determination of mitochondrial and Y-chromosomal 
haplogroups of patient N
the identified coordinates and allele values of SnPs 
have made it possible to determine the mitochondrial 
and Y-chromosomal haplogroups of patient n’s ge-
nome. Initially, we collected all reads obtained from 

Table 1. Comparative numbers of SNPs found in different individual human genomes and the genome of patient N.

Venter Watson Yang Korean european African

total SnP number 3359375 2060544 3074097 3439107 3049749 3828046
SnPs in russian genome 1824006

common SnPs 510444 365955 518294 570937 532194 479420
One allele is the same 427096 285913 425024 457469 431977 384934
Both alleles are the same 81957 79797 92752 113042 99967 89402

SnPs in russian genome, SOLiD 410383
common SnPs 179948 141703 187675 204235 192773 178744
One allele is the same 116376 73735 119837 130518 125589 111031
Both alleles are the same 27202 57292 30423 34023 33756 32133

SnPs in russian genome, SOLiD+GAII 2921724
common SnPs 805127 588131 814751 892529 841279 747617
One allele is the same 508066 411521 486809 513621 481542 424153
Both alleles are the same 276881 171052 307802 357562 341765 301925

Note: The data were obtained using two sequencing platforms separately and in combination

Table 2. Allele values of patient N’s mitochondrial DNA known polymorphisms characterizing his affiliation with the hap-
logroup U5a

Haplogroup Position reference  
allele (H2)

Diagnostic  
allele

SOLiD  
allele

L3 3594 c c c
n 10398 A A A
n 10400 c c c
n 10873 t t t
r 12705 c c c

uK 12308 A G G
u 11467 A G G

u5 9477 A A A
u5 16270 c t t

u5-sub 16399 A G G
u5a 14793 A G G
u5a 16256 c t t
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Table 3. Allele values of patient N’s Y-chromosomal SNPs characterizing his affiliation with the haplogroup R1a1a

Haplogroup SnP GA allele SOLiD allele Ancestral  
allele

r rs2032658 n/A G A
r rs17307398 t t c
r rs4481791 c n/A G
r rs9786261 n/A A G
r rs891407 G G c

r1 rs17307070 n/A t G
r1 rs9786232 G G t
r1 rs9785959 G n/A c
r1 rs9786197 n/A c t
r1 rs7067478 A n/A G

r1a rs17222573 n/A G A
r1a rs17307677 n/A c t
r1a rs17306692 A n/A c

r1a1 rs17222202 n/A A t
r1a1 rs17316227 n/A G A
r1a1 rs2534636 n/A t t*

r1a1a rs17222146 n/A t С
r1a1a rs17315926 t t c
r1a1a rs17221601 n/A A t

Note: The markers found using both sequencing platforms are drawn in bold. *rs2534636 is the back mutation for the 
haplogroup R1a1.

Table 4. Summary of the de novo reconstructed contigs that were unequivocally attributed to one of three human refer-
ence genomes.

not found Found in unplaced 
genomic contig

Found in unlocalized 
genomic contig on known 

chromosome
Found

GA SOLiD GA SOLiD GA SOLiD GA SOLiD
hg19 292 3 31 6 0 15 154 1

celera 147 10 47 4 0 3 307 0
Huref 125 9 69 8 0 0 300 0

Table 5. General statistics on de novo assembled contigs specific for patient N. The length of the contigs in kilobases is 
given in parentheses.

GA SOLiD

univocally found in hg19 146 (44.7) 1 (0.3)

Simultaneously found in less than three human referense genomes 93 (27.4) 3 (0.7)

not found in any human genome 72 (21.3) 0 (0)

Found in genomes of primates 51 (15.4) 2 (0.5)

Of them with homology > 95% 22 (6) 1 (0.2)

total number of contigs 495 (154) 17 (4.7)
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SOLiD and mapped them to the reference mitochon-
drial DnA (revised cambridge reference Sequence 
(rcrS); Acc. no. in GenBank: nc_012920) [15]. On the 
basis of these reads, an rcS was constructed and pub-
lished at http://www.russiangenome.ru/. the mean 
coverage of the mitochondrial genome was 291. A com-
parison of this rcS with the reference one has shown 
that the mitochondrial genome of patient n belongs to 
the u5a haplogroup (table. 2), one of the most common 
in european russia.

the Y-chromosomal haplogroup was determined as 
r1a1a by four markers identified using both SOLiD 
and GAII and 19 markers coinciding with the data of 
one of two sequencing platforms (table. 3). the coinci-
dence of the SnP allele rs2534636 of patient n with the 
ancestral allele confirms the haplogroup r1a1, because 
this polymorphism is considered to be a result of back 
mutation. Since the Y chromosome is not recombinant, 
we can expect a high nonequilibrium coupling degree 
of its genetic markers. therefore, all 63 462 SnPs iden-
tified in this work as belonging to the Y chromosome 
can implicitly characterize the haplotype of most men 
born in european russia because of the prevalence of 
the r1a1a haplogroup in this region. the datasheet of 
all Y-chromosomal SnPs is also available at the site of 
the project.

De novo reconstruction of genome texts specific to pa-
tient N 
the certain possibility of reconstructing a complete in-
dividual genome makes it possible to identify specific 
sites for a given individual. Despite the current inac-
cessibility of these data in the framework of the 1000 
Genomes project, studies conducted by a group led by 
Prof. Huanming Yang at the Beijing Genomics Insti-
tute have shown that his own genome contains about 
7,200 unique contigs covering about 5 million bp [16]. 
We have reconstructed de novo the unique texts of pa-
tient n’s genome. All collected contigs exceeding 100 

nucleotides were divided into two groups: those giving 
an unequivocal search result in the BLASt program 
(table. 4) and those requiring additional analysis (see 
general statistics in table. 5). the nucleotide sequences 
obtained using the SOLiD platform were insignificant 
both in amount and summary length. In all likelihood, 
this is because of the impropriety of short 25-nucleotide 
sequences for the reconstruction of complex genomic 
texts. Among the contigs collected using the GAII se-
quencer, the most interesting are the regions with no 
homology with reference human genomes, as well as 
those strikingly similar to genomes of primates (which 
have a slight difference). We can (with some degree of 
probability) attribute the first group of sequences to 
possible errors in assembling de novo by ABySS; how-
ever, the second group of sequences apparently can-
not be the assembling errors and are characteristic of 
patient n. the search for open reading frames in these 
contigs has not revealed long (more than 30 aminoac-
ids) coding sequences. All contigs assembled de novo are 
available at the website of the project. the difference 
in the number and length of contigs in the genomes of 
patient n and Huanming Yang can be explained by the 
different genome coverage (7 and 30, respectively).

Here we characterize patient n’s genome compared 
with the reported data on other human genomes. to es-
timate the significance of the polymorphous and unique 
differences in (1) the formation of ethnic diversity and 
(2) the predisposition of patient n to various diseases, 
we need additional data on individual genomes from 
various ethnic groups, as well as the data obtained in 
associative studies using both high-density DnA chips 
and pangenomic sequencing. 
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software options (table → Insert table) or MS excel. 
tables that were created manually (using lots of spac-
es without boxes) cannot be accepted. 
Initials and last names should always be separated by • 
a whole space; for example, A. A. Ivanov. 
throughout the text, all dates should appear in the • 
“day.month.year” format, for example 02.05.1991, 
26.12.1874, etc. 
there should be no periods after the title of the ar-• 
ticle, the authors' names, headings and subheadings, 
figure captions, units (s – second, g – gram, min – 
minute, h – hour, d – day, deg – degree).
Periods should be used after footnotes (including • 
those in tables), table comments, abstracts, and ab-
breviations (mon. – months, y. – years, m. temp. – 
melting temperature); however, they should not be 
used in subscripted indexes (t

m
 – melting tempera-

ture; t
p.t

 – temperature of phase transition). One ex-
ception is mln – million, which should be used with-
out a period. 
Decimal numbers should always contain a period and • 
not a comma (0.25 and not 0,25). 
the hyphen (“-”) is surrounded by two whole spac-• 
es, while the “minus,” “interval,” or “chemical bond” 
symbols do not require a space. 
the only symbol used for multiplication is “• ×”; the 
“×” symbol can only be used if it has a number to its 
right. the “·” symbol is used for denoting complex 
compounds in chemical formulas and also noncovalent 
complexes (such as DnA·rnA, etc.). 
Formulas must use the letter of the Latin and Greek • 
alphabets. 
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Latin genera and species' names should be in italics, • 
while the taxa of higher orders should be in regular 
font. 
Gene names (except for yeast genes) should be itali-• 
cized, while names of proteins should be in regular 
font. 
names of nucleotides (A, t, G, c, u), amino acids • 
(Arg, Ile, Val, etc.), and phosphonucleotides (AtP, 
AMP, etc.) should be written with Latin letters in 
regular font. 
numeration of bases in nucleic acids and amino acid • 
residues should not be hyphenated (t34, Ala89). 
When choosing units of measurement, SI units are to • 
be used.
Molecular mass should be in Daltons (Da, KDa, • 
MDa). 
the number of nucleotide pairs should be abbrevi-• 
ated (bp, kbp). 
the number of amino acids should be abbreviated to • 
aa. 
Biochemical terms, such as the names of enzymes, • 
should conform to IuPAc standards. 
the number of term and name abbreviations in the • 
text should be kept to a minimum. 
repeating the same data in the text, tables, and • 
graphs is not allowed. 

GUIDENESS FOR ILLUSTRATIONS
Figures should be supplied in separate files. Only • 
tIFF is accepted. 
Figures should have a resolution of no less than 300 • 
dpi for color and half-tone images and no less than 
500 dpi. 
Files should not have any additional layers. • 

REVIEw AND PREPARATION OF THE 
MANUSCRIPT FOR PRINT AND PUBLICATION
Articles are published on a first-come, first-served ba-
sis. the publication order is established by the date of 
acceptance of the article. the members of the editorial 
board have the right to recommend the expedited pub-
lishing of articles which are deemed to be a priority and 
have received good reviews. 

Articles which have been received by the editorial 
board are assessed by the board members and then 
sent for external review, if needed. the choice of re-
viewers is up to the editorial board. the manuscript 
is sent on to reviewers who are experts in this field of 
research, and the editorial board makes its decisions 
based on the reviews of these experts. the article may 
be accepted as is, sent back for improvements, or re-
jected. 

the editorial board can decide to reject an article if it 
does not conform to the guidelines set above. 

A manuscript which has been sent back to the au-
thors for improvements requested by the editors and/
or reviewers is reviewed again, after which the edi-
torial board makes another decision on whether the 
article can be accepted for publication. the published 
article has the submission and publication acceptance 
dates set at the beginning. 

the return of an article to the authors for improve-
ment does not mean that the article has been accept-
ed for publication. After the revised text has been re-
ceived, a decision is made by the editorial board. the 
author must return the improved text, together with 
the original text and responses to all comments. the 
date of acceptance is the day on which the final version 
of the article was received by the publisher. 

A revised manuscript must be sent back to the pub-
lisher a week after the authors have received the com-
ments; if not, the article is considered a resubmission. 

e-mail is used at all the stages of communication be-
tween the author, editors, publishers, and reviewers, 
so it is of vital importance that the authors monitor the 
address that they list in the article and inform the pub-
lisher of any changes in due time. 

After the layout for the relevant issue of the journal 
is ready, the publisher sends out PDF files to the au-
thors for a final review. 

changes other than simple corrections in the text, 
figures, or tables are not allowed at the final review 
stage. If this is necessary, the issue is resolved by the 
editorial board. 

FORMAT OF REFERENCES
the journal uses a numeric reference system, which 
means that references are denoted as numbers in the 
text (in brackets) which refer to the number in the ref-
erence list. 

For books: the last name and initials of the author, 
full title of the book, location of publisher, publisher, 
year in which the work was published, and the volume 
or issue and the number of pages in the book. 

For periodicals: the last name and initials of the au-
thor, title of the journal, year in which the work was 
published, volume, issue, first and last page of the ar-
ticle. 

Bressanelli S., tomei L., roussel A., et al // Proc. natl. 
Acad. Sci. uSA. 1999. V. 96. P.13034–13039 (If there are 
more than five authors). If there are less than five au-
thors, all the authors must be listed. 

references to books which have russian translations 
should be accompanied with references to the original 
material listing the required data. 

references to doctoral thesis abstracts must include 
the last name and initials of the author, the title of the 
thesis, the location in which the work was performed, 
and the year of completion. 

references to patents must include the last names 
and initials of the authors, the type of the patent docu-
ment (the author’s rights or patent), the patent number, 
the name of the country that issued the document, the 
international invention classification index, and the year 
of patent issue. 

the list of references should be on a separate page. 
the tables should be on a separate page, and figure cap-
tions should also be on a separate page. 

The following e-mail addresses can be used to 
contact the editorial staff: vera.knorre@gmail.
com, actanaturae@gmail.com, tel.: (495) 727-38-60, 
(495) 930-80-05


