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Letter from the Editors

Dear friends,
We would like to bring you this sev-
enth volume of our journal. As usual, 

the volume begins with review articles on 
promising aspects of life sciences. A review 
by V.A. Stepanov focuses on predicting one’s 
susceptibility to various diseases based on 
knowledge of one’s genome structure and 
ethnicity. Studies in this direction will estab-
lish a basis for personalized medicine, which 
is set to become a major component of the 
healthcare system in a decade. A review by 
A.P. Sokolenko addresses the situation around 
breast and ovary cancer in russia, emphasiz-
ing the role of hereditary factors. this ap-
pears to be a major problem, since a consider-
able level of mortality is associated with these 
two types of cancers in women. two review 
articles are dedicated to the molecular genet-
ics of eukaryotes. these include an article by 
e.V. Dementyeva and S.M. Zakiyan on the 
dose-dependent compensation of genes in sex 
chromosomes and a review by e.P. Galimov 
dedicated to oxidative stress and apoptosis.

As always, the experimental articles in 
this volume cover a wide range of topics in 
both fundamental physico-chemical biology 
(M.V. Zagoskin et al., r.V. reshetnikov et al., 
K.V. tchernorizov and V.K. Љvedas) and bio-
medicine (A. n. Glushkov et al., A.V. Maksi-
menko et al., L.e. Salnikova et al.). In our opin-
ion, a particularly interesting article  is S.S. 
Shishkin’s Proteomics of Prostate cancer Da-
tabase, which is a description of an open da-
tabase created by the authors. this database 
will be useful to a broad audience, including 
specialists in proteomics and cell biology, as 
well as practicing oncologists.

In the present volume, the Forum sec-
tion is dedicated to the development of na-
tional technological platforms, whose launch 

was announced  recently by the Ministry 
of Science and education of the russian 
Federation. the ideology here is that these 
platforms would bring together scientists, 
representatives of the business community, 
and the state in order to foster a coordi-
nated innovative development in key eco-
nomic areas. An article by I. Sterligov sums 
up the experience of the eu, where  similar 
platforms have already been created and 
are now substantially contributing to tech-
nological progress. An article by M. Mu-
ravieva contains elaborate comments on the 
russian Federation government’s initiative 
and sheds light on how the platforms work. 
the article offers useful guidelines for the 
reader to find his niche within the structure 
of the platform. Particular examples of the 
integration of the efforts of science, busi-
ness, and the state can be found in the arti-
cle by e. novoselova. this article describes 
the formation of so-called “pharmaceutical 
clusters,” which were discussed at the Inter-
national Forum “Innovative Drug research 
and Development in russia” (Moscow, no-
vember 17-18).

We are pleased to inform our contribu-
tors and readers that our journal has now 
evolved into its fully fledged form. We have 
finally succeeded in signing a contract with 
PubMed. the database is currently being 
replenished, and hopefully, our articles will 
soon be trackable online. the primary goal 
now is increasing the scientific quality of  the 
published articles in order to increase impact 
in the future. this is not an easy task, but we 
hope that, together, we will succeed. 

Good luck in 2011,
The Editorial board
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HIGHLIGHtS

К. А. Chernorizov, V.K.Švedas

Modeling of the Full-Size 3D Structure 
of Human Chaperone hsp70 and Study of 
Its Interdomain Interactions
Hsp70 is a chaperone protein that participates in the folding of de novo synthe-
sized proteins, protection of the hydrophobic regions of denaturated proteins, 
the regulation of apoptosis, the immune response, and several other cellular 
processes. Several probable full-size models of human Hsp70 have been con-
structed based on the structures of individual domains and their components 
from different organisms and using molecular modeling methodology. As a 
result of such an analysis, the most adequate model was selected. Based on the 
performed molecular modeling, the scheme of the mechanism triggering AtP 
hydrolysis and leading to the separation of AtPase and the substrate-binding 
domains was proposed.

Model hHsp70_2p32 after 
molecular dynamics simulation. 
ATPase domain is colored blue, 
αSBD - yellow, βSBD – green

R. V. Reshetnikov, A. M. Kopylov, A. V. Golovin

Classification of G-Quadruplex DNA on 
the Basis of the Quadruplex Twist Angle 
and Planarity of G-Quartets
the present work is devoted to the analysis of the G-quadruplex DnA structure 
using the bioinformatics method. the interest towards quadruplex DnAs is 
determined by their involvement in the functioning of telomeres and onco-pro-
moters, as well as by the possibility to create on their basis aptamers and nano-
structures. Here, we present an algorithm for a general analysis of the polymor-
phism of the G-quadruplex structure from the data bank PDB, using original 
parameters. 74 structures were grouped according to the following parameters: 
the number of DnA strands, the number of G-quartets, and the location and ori-
entation of the connecting loops. Hence, the correlation between the twist angle 
and the tension in the structure of quadruplex DnA is revealed.

Four-stranded intermolecular 
parallel G-quadruplex

L. E. Salnikova, N. I. Zelinskaya, O. B. Belopolskaya, M. M. Aslanyan, 
A. V. Rubanovich

Association Study of Xenobiotic 
Detoxication and Repair Genes with 
Malignant Brain Tumors in Children
this study presents the results of research on DnA polymorphism in 
children with malignant brain tumors (172 patients, 183 in the control 
group). Genotyping was performed using an allele-specific tetraprimer 
reaction for the genes of the first (CYP1A1 (2 sites)) and second phases of 
xenobiotic detoxication (GSTM1,GSTT1, GSTP1, GSTM3), DnA repair 
genes XRCC1, XPD (2 sites), OGG1, as well as NOS1 and MTHFR. the 
increased risk of disease is associated with a minor variant of CYP1A1 
(606G) (p = 0.009; Or = 1.50) and a deletion variant of GSTT1, (p = 0.013, 
Or = 1.96). Maximum disease risk was observed in carriers of double 
deletions in GSTT1-GSTM1 (p = 0.017, Or = 2.42).
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Technology Platforms:  
Joining Forces, Establishing Dialogue
Marina Muravieva

The Russian government has begun creating a series of Technology 
Platforms (TPs). These platforms are meant to serve as a tool that 
should help close the gap between science and industry, encour-
age innovation at enterprises, and allow the government to focus 
its financial resources on the type of research and development 
that is of interest to business. The Ministry of Economic Develop-
ment has issued a request for applications from initiators of TP de-
velopment, and the government will determine the number of TPs 
based on the results of a selection process led by experts.

nominally, the workgroup of 
the Governmental commis-
sion on High technologies 

and Innovations headed by Andrey 
Klepach, the deputy minister of eco-
nomic development, is responsible 
for the formation of the federal pan-
el of technology Platforms. the idea 
of establishing a federal panel of tP 
was borrowed from the european 
union, where such platforms have 
been in existence for several years. 
the russian Ministry of education 
and Science and the Ministry of eco-
nomic Development are responsible 
for the regulatory aspects of the 
process, and the Ministry of Indus-
try and trade actively participates 
in the preparation of the panel. the 
russian government sees the tPs as 
the tool that will help link the efforts 
of the state, business, and science in 
addressing innovation challenges, as 
well as in setting and pursuing long-
term scientific and technological pri-
orities across different sectors of the 
economy, at the junction of different 
industries.

the term “technology Platform” 
has, therefore, been a permanent 
fixture in documents of the europe-
an commission for quite some time. 
experts say that the fact that rus-
sia has decided to create something 
similar should be welcomed and 

supported, It is necessary to bring 
representatives of business and re-
searchers onto one platform in order 
to encourage a dialogue between 
them and identify what they have 
in common and their interests. that 
was the thinking behind the creation 
of tPs in the european union. As a 
result, the thrust of many scientific 
research groups in europe has been 
toward satisfying the needs of their 
domestic consumer markets.

Andrey Klepach, the deputy 
minister for economic develop-
ment, said during a governmental 
commission in early August that 

the tPs should help solve several 
important tasks in russia, the first 
of which is to bolster innovation at 
enterprises, the creation of the tP 
is a logical step in the development 
of a private-public partnership in 
research and development, innova-
tion, and high technology. the tPs 
will gauge the interest future users 
(consumers) might show for the cre-
ated technologies, making it easier 
to raise funds from private sourc-
es. Another goal, which should be 
taken up by the government using 
the tPs, is to channel government 
resources toward research and de-
velopment, which are both in de-
mand by business. this is extremely 
important, because the framework 
of the national innovative effort is 
unbalanced. the state is the main 
customer and the purveyor of funds 
for innovative development; it con-
tributes about 70% of investments, 
while the private sector only con-
tributes 30%. to reverse the situa-
tion, the government is launching a 
process of “necessity of innovation,” 
requiring private companies (so far 
only those in which the state has a 
stake) to plan their innovative de-
velopment. It is likely that the tPs 
that are in the tP federal register 
will be linked to these plans.

STATE BuDGETARy FuNDING – 
THROuGH PLATFORMS
the new government initiative to 
create tPs has sparked a great in-
terest in the professional community. 
this is easy to explain; it is assumed 
that after a while serious budget-
ary funding will only be allocated 
through tPs.

“tPs are considered by the gov-
ernment to be an important ele-
ment in the reform of the scientific 
and applied sectors,” says Alexey 

REFERENCE:
The Government assumes that 
“Technology Platforms” are a 
communicative tool for enhancing 
efforts in:
•  the creation of promising com-

mercial technologies, novel 
products/services,

•  the attraction of additional re-
sources for research and devel-
opments involving all interested 
participants (business, science, 
government, civil society)

•  improving the legal framework in 
the field of scientific-technologi-
cal and innovation development.
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Khokhlov, vice-rector in charge of 
innovation at Moscow State uni-
versity. In particular, it is assumed 
that the bulk of funding to be allo-
cated through grants will be chan-
neled through the tPs. tPs should 
be regarded as a global expert plat-
form that will determine the direc-
tion favored by business and the 
scientific community. What these 
tPs will do is help scientists for-
malize their projects and describe 
them using language that is clear to 
business. “If russian tPs are made 
similar to european ones, then they 
could be the platforms that provide 
a certain set of documents, fore-
sight, certain proposals, and plans. 
these platforms will be advisory. 
this is a great collective intellectual 
resource,” says Vladimir Popov, di-
rector of the Bach Institute of Bio-
chemistry, russian Academies of 
Science.

there will be many tPs, and each 
one will compete for funding in cer-
tain fields. the state has identified 
certain areas of priority, whereas 
the remaining fields would receive 
funding only if self-organized com-
munities of experts are sufficiently 

representative and able to convinc-
ingly lobby their interests.

“I still do not understand the 
work of tPs very well,” said Acad-
emician Vsevolod Tkachuk, dean 
of the Department of Fundamental 
Medicine, MSu, “but I think suc-
cess would depend on the business 
and research teams involved.” the 
question is whether a tP can gain 
credibility and influence the compe-
tition for project funding. In previ-
ous years, calls for competition were 
opened by another mechanism, and 
it was sometimes unclear as to why 
the government believed one area to 
be more important than others. now 
the government has explained that 
the chosen area is proposed by the 
tP, not an individual.  And every 
scientist that is a tP participant is 
able to convince his colleagues that 
the call should be opened for the 
given field. I believe that this would 
be another important mechanism 
supporting scientific projects.”

there will be a transitional period 
that will last about a year or two un-
til the platforms are fully formed. 
For now, another particular tool will 
be used in the allocation of funds.

HOW TO SET PRIORITIES
Given the european experience, one 
can distinguish three stages in the 
development of a platform. A concept 
is to be developed in the first stage, 
explaining why the tP is necessary 
in a given field. In europe, they are 
all initiated by big business. the stra-
tegic plan for research and develop-
ment that needs to be developed is 
determined in the second stage. the 
methods for transforming research 
and development, and the probable 
results that could be achieved after 
3-7 years of work on the projects 
supported by the tP, are to be de-
termined in the third stage.

the main issue generating much 
controversy in the discussion of tPs 
for russia is associated with the 
choice of priorities. Deputy Head of 
the Department of Priority Projects 
in Science and technology at the 
Ministry of education of the rus-
sian Federation Mikhail Puchkov 
believes that it is important not to 
focus on solving small-scale indus-
try problems. In economics, the 
boundaries between industries are 
increasingly blurred; therefore, the 
focus of the tPs should be on inter-
disciplinary problems. the question 
is: What are these problems?

“I see the technology platforms 
as a giant funnel involving a huge 
amount of resources, thus depriving 
them of other interesting programs, 

REFERENCE:
Goals of Russian TPs:
•  Technological modernization of 

the economy, 
•  Increasing the competitiveness 

of particular industries,
•  Reducing resources consump-

tion in primary-good production
•  Solving social problems (health 

care, safety, ecology, educa-
tion, culture),

•  Stimulating the development 
of a new high-tech market and 
new ventures in these areas.

Alexey Khokhlov
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says Alexander Smirnov, general di-
rector of the Association of Military-
Industrial complex Manufacturers 
of Medical Devices and equipment. 
“could it occur that russia, while 
engaged in the creation of tPs, will 
fall behind in many strategically im-
portant areas, only because promis-
ing developments would be out of 
the scope of the platforms?”

the experts and initiators of the 
first tPs agree that such risks al-
ways exist when setting priorities. 
However, they are certain that the 
implication of partners from the 
business community should at least 
halve the risks. Besides, expert tP 
groups should be carefully built – 
this will be the first stage in the tP 
creation. this process must be ap-
proached carefully. the experts have 
to determine which basic technolo-
gies would underline the tPs. this 
strictly limited list will be recorded 
in the passport of the platform. the 
competent and coordinated work of 
the platform experts will help avoid 
the duplication of studies that are 
funded from different sources.

FIRST INITIATIVES
Basic Principles of technology plat-
form:

•  clear direction toward serving the 
interests of society, business, the 
state;

•  Significant representation of busi-
ness (a minimum of 50 percent);

•  Middle- and long-term oriented 
projects;

•  Formation of educational pro-
grams for staff training and re-
training;

•  Orientation on the expansion of 
cooperation; openness, publicity.
the Lomonosov Moscow State 

university made a focal point for 
the creation of four tPs within the 
limits of the development program 
for the innovative framework, 
which has been developed accord-
ing to Government regulation 219. 
the work at the university was 
launched as early as this spring. 
Alexey Khokhlov has stressed that 
MSu only plays the role of a coordi-
nator; however, there are no “ma-
jor” or “minor” participants. All 
participants are equal. A tP repre-
sents a voluntary association of or-
ganizations of any ownership type, 
governmental or nongovernmental 
agencies, professional associations, 
and professionals who share the 
goals and objectives of the platform. 
the issue of organizations joining a 

platform has not been formalized on 
legal grounds yet. Besides, the crea-
tion of a tP is a dynamic process, 
and the lists of participants remain 
open or will be created.

the first-proposed tP is “Strate-
gic Information technologies.” Sev-
eral large areas are determined in 
the framework of this platform. One 
of them is devoted to the creation 
of new computer architectures for 
exaflop generation calculators (the 
next generation of computing pow-
er). the second is devoted to hybrid 
architectures; the third, to engineer-
ing calculations, such as the design 
of various mechanisms. Other di-
rections are associated with distinct 
industrial branches, particularly 
with pharmacology (development 
of physiologically active substances), 
the oil and gas industry, and materi-
als (prediction/calculations of ma-
terial characteristics based on their 
molecular structure).

the second tP is “nanomateri-
als for energy efficiency.” this re-
fers to solar panels, fuel cells, new 
types of batteries and energy stor-
age, “smart home” materials, and 
polymer nanocomposites for trans-
port that will make electric cars or 
planes lighter.

Alexey Konov, Executive Director,  
The Bioprocess Group . 
My opinion is that everybody looks at the 
TPs based on their own point of view: em-
ployees of the Russian Academy of Scienc-
es (RAS) and universities understand it to 
be a new source of funding, like the Federal 
Target Program; officials in the ministries see 
it as a mixture between foresight and an at-
tempt to woo business, etc. In actuality, the TP, in my opinion, 
is an attempt to outline a “set of possibilities,” or “window” for 
tomorrow and provide steps for “entering it” in time. As for the 
TP “Post-genomic and Cell Technologies in Biology and Medi-
cine,” there are some simple things it could do: 

Determine the direction of development in biotechnology 
on a global scale in the next 20 years and the choice of priori-
ties for Russia;

Determine the best existing core competencies in Russia, 
as well as missing or poorly developed ones;

Generate proposals for supporting the best of the selected 
core competencies,  as well as proposals for changing, en-
hancing, or closing the weak ones and, if necessary, develop-
ing new ones from scratch;

Generate proposals for improving the legislative and regu-
latory framework, and ensure that promotion of the selected 
competencies is free and transparent;

Help with the formation of the best competencies into dis-
tinct projects, help in linking projects to investors, support 
of projects after investment, and lobbying for the supported 
projects;

Identifying the competencies (persons, scientific groups) 
that cannot be packaged as projects but are advanced scien-
tifically and can yield breakthroughs in a few years. 

Assistance for such projects is possible through the forma-
tion of an environment with the most favorable conditions – fi-
nancial (grants, non-performing loans, etc.) and organizational 
support (establishment of laboratories under project leaders 
at the Institutions of the RAS, RAMS, Universities).
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In addition, two other platforms 
are associated with biology, an area 
that is on the rise and is growing 
rapidly.

the idea only emerged two 
months ago on creating a platform 
for “Post-genomic and cell tech-
nologies in Biology and Medicine.” 
Since this time, much work has 
been done. the Action team con-
ducted a survey of experts who rec-
ommended participants in the tP 
and identified the main problems. A 
memorandum has been prepared, 
and it was signed by 20 companies. 
the goals of this tP are scientific-
technological and innovative de-
velopment of post-genomic and cell 
technologies for appropriate devel-
opment of the russian economy; 
improvement of the normative-le-
gal regulation in this area; and con-
solidation of the russian medical 
and biotechnological community to 
lobby its interests. the goal for the 
near future is to be included on the 
list of russian tPs.

the “Industrial Biotechnolo-
gies and Bioenergetics” tP was 
initiated by the public corporation 
ros-technologies. Its importance 
was stated by Vladimir Popov in 
these words: “While the rest of the 

world is focused on the creation of 
a bio economy, which is set to de-
fine the XXI century, russia lacks 
any official high-level documents 
governing the development of bio-
technologies. Biotechnologies will 
account for up to 3% of total GDP 
in developed countries, according 
to experts.”

“russia lost its biotechnological 
economy during the last 20 years, 
although it had been second only to 
the u.S. prior to the advent of Per-
estrojka,” Popov said. now russia 
lags far behind on the international 
market, with a tiny market worth 2 
billion dollars (which is 0.2% of the 
world market).

“the participants in the technol-
ogy platform aim to steer develop-
ment in this direction. Our aim is 
to consolidate the biotechnological 
community and lobby its interests 
at all levels of government,” Popov 
says. At present, about 30 organi-
zations are on the list of this tP. A 
memorandum has been developed. 
the next steps are expanding the 
list of participants, identifying pos-
sible sources of funding,  preparing 
the conception of development, and 
being included in the russian Fed-
eral tPs.

HOW MANy PLATFORMS 
CAN BE DEVELOPED
the federal tP list is currently under 
development. It is clear that the tPs 
that are in line with the set priorities 
in technological development are at 
the top of the list, as claimed in the 
document conception of Long-term 
Development up to 2020 in rus-
sia. Among them are the creation of 
next-generation aircraft and energy-
efficient engines, the construction of 
safer nuclear power plants, the de-
velopment of hydrogen-based energy 
sources and production of new motor 
fuels, the development of optoelec-
tronics and micromechanics, special 
equipment design for the Arctic and 
other extreme environments, and the 
development of new technologies for 
metal processing.

the Ministry of economic Devel-
opment continued to accept propos-
als for the creation of platforms until 
november 25, 2010. the approved 
projects, after they have been re-
viewed in cabinet offices, will be 
sent over for approval to a Govern-
ment commission workgroup. the 
selected platforms have not been 
announced yet. experts have opined 
that about 10-15 projects will be ap-
proved. 

Alexander Gabibov, professor,  
corresponding member of RAS:
The creation of novel structures or 
new “communication tools” makes 
sense only if old ones operate poor-
ly or require radical improvement. It 
is obvious that the new form, virtu-
ally developed rather recently in the 
Western world, can result in the crea-
tion of novel products, but only until 
three main components, i.e., science, production, and 
management, adopt equally competent approaches in 
solving problems. Only equal development of these 
three components can provide stable growth of the 
economy; otherwise, the idea of platforms will lose its 
shine. Unfortunately, prerequisites exist for such a pes-
simistic forecast. While the level of scientific research 
in Russia, which is constantly under criticism, can be 

evaluated in each particular case using internationally 
accepted benchmarks, the evaluation of the two other 
components is substantially more difficult. Our biotech-
nology business is extremely backward, and the quality 
of management doesn’t stand scrutiny at all. The results 
of scientific research can be chosen quite consciously. 
However, those who moved into the biotechnological 
business are mostly former academic misfits who lack 
advanced training and are poorly equipped to work 
with staff. Unfortunately, this is obvious at various sci-
entific and practical conferences, seminars, forums, 
and exhibitions. People are involved in promoting 
well-known products which can hardly be character-
ized as innovative. Only competent staff able to solve 
problems relating to the training of production man-
agers, biotechnology engineers, and biotechnological 
production managers competent in manufacturing can 
make the TP program a reality.
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National Technology Platforms: 
The European Experience

Ivan Sterligov

The Ministry of Education of the Russian Federation has announced the start of the formation of 
national technology platforms to ensure coordinated development of innovation in key economic 
areas. The mechanism of the platforms is borrowed from that of the EU. 

coordinating the work of 
members of the scientific 
community and technologi-

cal progress is a fundamental prob-
lem. the life of a society improves 
or diversifies only when scientific 
ideas are transformed into technol-
ogy and have an application. nor-
mally, science, development, and 
technology can be likened to a swan, 
a pike, and a crab, respectively: the 
odds that all will move in the same 
direction are very small. Scientists, 
engineers, and managers pursue 
different goals and use different 
ways to measure their accomplish-
ments. to ensure progress, it is nec-
essary to coordinate the work of all 
three groups. 

Modern economic theory de-
scribes such coordination using 
the concept of National Innovation 
System (nIS) developed in the late 
1980s by an englishman, christo-
pher Freeman, and a Dutchman, 
Bengt-Åke Lundvall. nIS theory is, 
in fact, the underlying component 
of the entire development strategy 
of the european union, and Free-
man and Lundvall themselves were 
among the masterminds of the fa-
mous Lisbon eu strategy. 

According to Freeman’s defini-
tion, nIS is the network of insti-
tutions in the public and private 
sectors whose activities and inter-
actions initiate, import, modify 
and diffuse new technologies. Since 
most eu economies are of a mixed, 
socialist-capitalist type, the role of 

government in the european model 
of nIS is particularly big. the eu 
is a key customer and consumer 
of this research and development, 
financing such research through 
their framework programs. 

the current Seventh Framework 
Program (FP7) is designed for the 
years 2007-2013. the ten areas of 
thematic priority are highlighted 
in it as the most general tool for co-
ordination, just  as in the russian 
programs. Most of the money is al-
located to It, health, transport, and 
nanotechnology. 

the main instrument of coordi-
nation amongst all the players in 
the field of r&D has become the 
European Technology Platforms. 
Formally, they are not included in 
FP7, but they are closely linked to 
it. there are 36 such platforms, the 
first of which was created in 2002.

each platform is  designed 
around a specific group of com-
mercially and socially important 
technologies, such as Photovolta-
ics, Water Supply and Sanitation 
technologies, Industrial Safety, 
and textiles and clothing of the 
Future. the eu has adopted the 
opinion that the platform is formed 
from the bottom up, “But, in fact, 
business, investment and finance, 
research and community organi-
zations put them into close contact 
with government agencies and 
services.”

Such technology platforms do 
not have a legal status; they are 

open organization networks that 
formalize the industrial nIS. their 
existence is subject to three phas-
es: 
1. Interested participants form a 
common vision for the develop-
ment of subject fields, in meetings 
and discussions; 
2. Jointly, but under the industry’s 
leadership, a Strategic research plan 
is formed. In this regard, the needs 
for both medium- and long-term 
research and development are laid 
out; 
3. the implementation of the stra-
tegic plan is carried out, involving 
private and public investors (exam-
ple, through FP7 and national min-
istries and foundations). 

One of the main objectives of 
these platforms is to help eu of-
ficials shape the subject contest in 
the FP7. At the same time, the eu 
is only funding the work of the plat-
form secretariat, and the basic or-
ganizational costs are borne by the 
participants. Additionally, the eu 
ensures that the platform concepts 
are not eroded. the corresponding 
status of the “european Platform” 
is assigned only to the cohesive and 
motivated associations that have 
emerged around breakthrough 
technology trends. 

For example, let us turn to the 
strategic plan for the technol-
ogy platform “european research 
council in the Field of road trans-
port.” Here are some points of the 
plan: 
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In the years 2020-2025, working 
trials will be held to test automated 
traffic control, simultaneous brak-
ing and acceleration of vehicles, as 
well as keeping the distance be-
tween vehicles.  
In 2010-2015, experiments will be 
done to evaluate the possibility of 
direct measurement for the friction 
of tires. 
In 2010-2015, a full-fledged system 
of networked communications be-
tween vehicles, as well as vehicles 
and infrastructure, will be devel-
oped. 

Long before the formal adoption, 
the plan will be posted on the plat-
form’s website, where it is freely 
available for discussion. 

the platform includes more than 
a dozen core business associations 
(the Asphalt Association, Asso-
ciation of Automotive components 
Suppliers, amongst others), several 
universities and nonprofit founda-
tions, countries – members of the 
eu, the european commission as a 
whole and its individual committees.  
A special role is played by such cor-
porations as Bosch, renault, Volvo, 
and others. 

Over all, an executive board of 
five members manages the plat-
form, led by Wolfgang Steiger, the 
director of new technologies for 
the Volkswagen Group. the coun-
cil meets about once a month, and 
the more illustrative meetings are 
linked to specialized exhibitions and 
conferences. 

these Platforms are at different 
stages of development. A separate 
group is composed of the most ad-
vanced initiative associations, de-
manding particularly complex and 
expensive research. Joint technol-
ogy initiatives (JtI) are specifi-
cally developed for them in FP7. 
to date, there are five such initia-
tives, and they all work in partner-
ship with the “parent” platforms: 
Fuel cells and Hydrogen energy, 
nanotechnology, Innovative Medi-
cines, embedded electronic Sys-

tems, and Aeronautics and Air 
transport. 

Legally, these are public-private 
partnerships, each of which works 
between the european commis-
sion, the countries concerned, and 
representatives of private business. 
the eu allocates 1-2 billion euro to 
each JtI on average for the period 
ending in the year 2013, a matching 
amount is provided by business. An 
open competition is used to select 
projects for funding, bringing to-
gether research centers, small busi-
nesses, and corporations. the main 
criterion for selection is scientific 
excellence. the first projects were 
selected in late 2008, but so far it is 
too early to judge the effectiveness 
of JtI. 

However, there are sufficient 
monitoring results for the con-
ventional technology platforms. 
In 2008, a survey of 950 organiza-
tions showed that in general there 
is greater coordination and harmo-
nization of policies in organizations 
participating in such platforms. 
Does participation in the platform 
give access to financial resources? 
the respondents consent, but the 
degree of optimism on this matter is 
much higher for civil servants than 
for corporate managers, university 
professors, and especially, owners 
of small innovative firms. 

there are problems in integra-
tion with FP7. the representatives 
of some platforms are happy with 
how their proposals are present-
ed in the program competitions, 
while others believe that their 
proposals are being completely ig-
nored. there are complaints that 
the efforts to establish and pro-
mote a strategic research plan do 
not correspond to success in FP7, 
and that contests are won by the 
same small group of applicants as 
always. 

eu experts were faced with 
great difficulties when trying to ob-
tain information about the activities 
in individual platforms. Sometimes 

their secretariats worked poorly, 
and the members rarely met to dis-
cuss. 

Finally, the expectation that the 
platform will build and develop 
vocational education was not met. 
In this area there has been practi-
cally no activity. But in general, 
93% of respondents reported that 
they would not have changed their 
decision to join the platform had 
they known in advance about their 
development. A study in 2009 con-
firmed the fact of the usefulness of 
such platforms, but it emphasized 
the low degree of participants’ in-
volvement in their work. Due to the 
informal nature of the platforms, 
the specific economic and statisti-
cal effects of their existence are not 
recorded.

the moderate success of tech-
nology platforms is combined 
with the overall modest achieve-
ments of european research and 
innovation policies. A key objec-
tive of the Lisbon strategy was 
to bring spending on science up 
to 3% of GDP by 2010, and this 
goal remains unfulfilled. now ex-
perts are creating a new european 
commission strategy. technology 
platforms will be maintained, but 
they are encouraged to merge into 
a “technological innovation plat-
form,” organized in the cluster 
form. In addition to the strategic 
plans, the participants are now 
instructed to develop and present 
“Plans for Innovative Actions” to 
the european commission, and 
conduct studies consistent with 
the ec forecasts. they will have to 
assess themselves joining high-risk 
projects and implement their own 
“program innovation.” Only time 
will tell how the strategy of such 
enhancement of the platforms 
was justified. the eu is not plan-
ning on giving up, and european 
officials insist that this mechanism 
has enormous potential, referring 
to the platforms as the “Flagship 
of europe.” 
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Pharmaceutical Clusters:  
Remedy for Regional Economies
Elena Novoselova

The idea of pharmaceutical clusters is being actively pursued in Russia. Several projects have already been 
implemented, while others are in the pipeline. There are optimistic reports about regions setting up manu-
facturing, improving the level of education, and creating jobs, and about pharmaceutical companies receiv-
ing infrastructure and tax incentives. Is there reason to expect innovation with pharmaceutical clusters as 
well? That issue, along with others, was taken up at the International Forum “Innovative Drug Research and 
Development in Russia” organized by the Adam Smith Institute on November 17–18, 2010, in Moscow.

A cluster is a voluntary re-
gional industrial association 
of businesses in active col-

laboration with research and social 
institutions and local governments, 
aimed at making their products more 
competitive and promoting economic 
development in the region.

More and more such clusters are 
currently  being created in russia 
in mechanical engineering, metal 
works, aerospace engineering, ship-
building, It, optoelectronics, instru-
ment engineering, wood processing, 
agriculture and the agro industry, 
pharmaceuticals, etc. the creation 
of pharmaceutical clusters has been 
announced in St. Petersburg, Mos-
cow and the Moscow region, Yaro-
slavl, Kaluga and the Sverdlovsk re-
gions, Siberia, Stavropol territory, 
and tatarstan.

the effort continues to face a 
number of issues on this path: are 
the regions ready for pharmaceuti-
cal clusters? Will they be able to find 
companies willing to settle in the clus-
ters? What kind of production should 
be developed (own brands of drugs, 
generics, or simply drug packaging)? 
How to lead innovative research and 
educational programmes? Will the 
pharmaceutical clusters help replace 
imported drugs? What is the legal 
framework? How will the efficiency 
of the cluster be assessed? And how 
many pharmaceutical clusters does 
russia need?

the idea is that the entire chain 
of drug development and produc-
tion will be implemented on the ter-

ritory of a pharmaceutical cluster. 
Only few regions can claim to have 
created full-cycle clusters, includ-
ing personnel training, research and 
development (r&D), and manufac-
turing. In russia, it is rather more 
accurate to speak of the existence 
of special economic zones, which at-
tract drugs manufacturers by the 
attractiveness of their pharmaceu-
tical markets (which continued to 
grow even during the recent crisis) 
and active government support (the 
Pharma-2020 Strategy).

Apparently, russia does not have 
enough companies to populate the 
mooted pharmaceutical clusters. In 
addition, attracting foreign com-
panies is important for technology 
transfer and personnel training in 
drug manufacturing, as well as r&D. 
However, it is encouraging that big 
international pharmaceutical compa-
nies have joined the pharmaceutical 
clusters project. the Yaroslavl clus-
ter for the pharmaceutical industry 
and innovative medicine meets all the 
criteria for a pharmaceutical cluster, 
and it has already attracted some 
serious players. One of the residents 
of that pharmaceutical cluster is the 
Swiss drug maker novartis Pharma. 
On 7 September 2010, Hari Swen 
Krishnan, Director of novartis Phar-
ma russia, and Sergey Vakhrukov, 
governor of Yaroslavl region, signed a 
Memorandum of understanding be-
tween the Government of Yaroslavl 
region and novartis Pharma for co-
operation in healthcare and medical 
science. According to the Memoran-

dum, the two main thrust of the co-
operation will be to provide additional 
personnel development in healthcare 
and carry out research in innovative 
drugs, particularly including staff 
training for carrying out more clini-
cal tests. In 2011, novartis Pharma 
plans to create a centre for clinical 
Studies at Yaroslavl State Medical 
Academy. the collaboration in clini-
cal research has been ongoing in the 
Yaroslavl region for 7 years; leading 
academic institutions and hospitals in 
the region, in partnership with no-
vartis Pharma, have participated in 
17 international clinical studies of 14 
parameters.

An inter-institutional research 
and educational innovative center 
connecting leading educational in-
stitutions is under development in 
the region. It will provide specialists 
for innovative r&D in pharmacol-
ogy and medicine. In addition, spe-
cial personnel training programmes 
for pharmaceutical companies are 
being set up at educational institu-
tions. For instance, novartis Phar-
ma has started a joint educational 
programme with Yaroslavl State 
Medical Academy comprising spe-
cial personnel training modules in 
medicine and pharmaceuticals with 
internships at the company’s plants, 
as well as teaching staff training 
modules. nycomed, together with 
Yaroslavl State Medical Academy 
and Yaroslavl technical university, 
based at the chemical engineering 
school, has launched a technical per-
sonnel-training programme for the 
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pharmaceutical industry. On  Sep-
tember 1, 2010, the first group of 25 
students began studies in 3 profes-
sional programmes.

In June 2010, nycomed also start-
ed construction of a plant in the Yaro-
slavl region for manufacturing drugs 
for the treatment and prevention of 
neurological and cardiological dis-
eases. the company has invested 75 
million euro in the construction and 
plans to begin production as early as 
2014. r-Pharm and chemrar high-
tech centers have announced the 
construction of a plant for producing 
drug active ingredients in Yaroslavl 
region. the project, known as Phar-
moslavl, is aimed at making health-
care in russia less dependent not 
only on the import of drugs, but also 
on the import of drug ingredients.

the first production of nanotech-
nological flu vaccines in russia will 
begin at the Yaroslavl pharmaceu-
tical cluster, with rusnano and nt 
Pharma Ltd. as investors. the crea-
tion of the new entity, nt Pharma, 
instead of investment in the existing 
Immapharma, helped streamline fi-
nancial audit and ensure rusnano’s 
49% participation in the project. ru-
snano has invested 1.5 billion rubles 
initially, and additional funding will 
be obtained by reinvesting part of 
the profits from swine flu nanovac-
cine sales.

the Kaluga pharmaceutical clus-
ter is another example of a regional 
association of educational, research, 
and industrial organisations in phar-
maceutics.

In 2006, Hemofarm, a member of 
the German StADA group, built a 
plant in the city of Obninsk (Kaluga 
region) with maximum annual ca-
pacity of 2.5 billion tablets, with 32 
million euro invested in construction. 
novo nordisk has announced the 
construction of an insulin plant in the 
region. According to the Memoran-
dum of Intent between novo nordisk 
and the government of Kaluga re-
gion, $80–100 million will be invested 
in construction. the agreement sets 
the partners’ responsibilities for cre-

ating the necessary infrastructure 
(power, gas, water supply, roads, etc.) 
and provides general guidelines for 
land lot purchase. Berlin-chemie AG, 
a member of the Menarini Group, has 
also signed an agreement on estab-
lishing production in Kaluga region. 
In the first stage of the project, with 
an investment of 30 million euro, a 
packaging line will begin operating in 
Kaluga in 2013, and drug production 
will begin in 2014.

In September 2010, two russian 
pharmaceutical companies, Pharm-
Synthesis and nIArMeDIc PLuS, 
announced plans to establish pro-
duction in Kaluga region. Pharm-
Synthesis will build a full-cycle 
production and packaging facility 
for oncological drugs and diagnostic 
products made from proprietary in-
gredients. the project is scheduled 
for completion in summer 2011. the 
company will invest about 10 million 
euro by 2012. nIArMeDIc PLuS 
will create a full-cycle production 
facility for the company’s two key 
products: an antiviral interferon in-
ducer and a collagen material used in 
surgery, trauma treatment, and or-
thopaedic care.

the russian venture company 
Seed Fund is invested in shaping the 
pharmaceutical cluster of the Kaluga 
region. the Fund has committed its 
first investment into local projects 
proposed by the regional enterprises: 
the cardiomarker myocardial infarc-
tion diagnostic system (Obninsk Phar-
maceutical company Ltd.) and a renal 
carcinoma drug (OncoMax Ltd.).

For the move from industrial 
parks to regional clusters to be suc-
cessful, designing educational pro-
grams, training personnel, localizing 
r&D in the cluster region, and cre-
ating clinical test centres are very 
important. thus, a few years ago, in 
the framework of the Kaluga region 
pharmaceutical cluster, a Depart-
ment of Medicine was established at 
Obninsk State technical university 
of nuclear energy (subsidiary of the 
national research nuclear univer-
sity MePHI).

A personnel training centre for 
the pharmaceutical industry has 
been created in the Kaluga region 
in collaboration with the Berlin 
centre of Professional training, a 
center that specializes in the phar-
maceutical and chemical industries, 
as well as with People’s Friendship 
university of russia and the Inter-
national Pharmaceutical Federation. 
On  September 1, 2011, 300 students 
will begin studying in more than 20 
educational programmes.

In his speech at the “Innovative 
Drug Research and Development in 
Russia” forum, ruslan A. Zalivatskiy, 
the minister of economic develop-
ment of Kaluga region, said that the 
Kaluga region government had cre-
ated all necessary conditions for the 
success of investment projects. thus, 
the industrial parks created provide 
companies with a complete engineer-
ing and logistic infrastructure; there 
are land plots for lease and sale, as 
well as ready-to-use production fa-
cilities available for long-term lease. 
this philosophy of the regional gov-
ernment has already yielded 56 ac-
tive investment projects, with 5 more 
that were to be launched by the end 
of 2010.

On  April 22, 2010, the St. Peters-
burg region government approved 
the concept of the St. Petersburg 
pharmaceutical cluster. St. Peters-
burg has all that is needed for a suc-
cessful development of an innovative 
pharmaceutical industry: scientific 
and production staff, research insti-
tutes, drug developers, 11 academic 
institutions specialized in chemistry 
and medicine, and a broad clinical 
base. currently, a dozen large and 
middle-size enterprises manufac-
ture a wide range of drugs in St. Pe-
tersburg. Valentina Matvienko, the 
mayor of the St. Petersburg region, 
says that pharmaceutical projects 
will become a priority for the city’s 
economy and will be supported by 
the government. An inter-institu-
tional research centre incorporating 
the St. Petersburg State university 
of technology, Pavlov St. Peters-
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burg Medical university, and the St. 
Petersburg State chemical-Phar-
maceutical Academy was created 
to coordinate implementation of the 
concept.

the shaping of the St. Petersburg 
pharmaceutical cluster began with 
the creation of the neudorf special 
economic zone; the novoorlovskaya 
special economic zone will follow, 
and then the Pushkinskaya indus-
trial zone. the first enterprises to 
join the new cluster were the rus-
sian companies Geropharm Ltd. 
(injection drugs, up to 55 million 
vials, 1.3 billion rubles invested), 
Biocad (original and copied onco-
logical, neurological, urological, and 
gynaecological drugs, 1.07 billion 
rubles invested), neon Ltd. (medi-
cal and pharmaceutical equipment, 
pharmaceuticals, 910 million rubles 
invested), and Samson-Med Ltd. 
(drugs based on natural active ingre-
dients, 1.5 billion rubles invested).

On October 27, 2010, the St. Pe-
tersburg Legislature approved a 
draft law On Amendments to the 
St. Petersburg Law On tax exemp-
tions. the profit tax rate for inves-
tors will be reduced to 13.5%, and 
investors will be exempt from prop-
erty tax. until now, the profit tax 
rate, which varied depending on the 
invested amount, could reach up to 

15.5%. In addition, the new law sets 
the uniform threshold investment 
for an organization to qualify for tax 
exemptions at 800 million rubles. un-
der existing legislation, only organi-
zations investing 3 billion rubles and 
more can enjoy the 13.5% profit tax 
rate. the new law also extends the 
exemption term from 3 to 5 years; at 
the same time, the investor will now 
have to invest funds during 3 years, 
instead of 1, as is the case now. the 
law also sets some requirements for 
investors in the high-tech sector. For 
example, profit tax deductions start 
at a 50-million-ruble investment.

these are just a few examples of 
the implementation of the pharma-
ceutical cluster concept. Will the clus-
ters meet the expectations of busi-
ness, the state, and regional players, 
and how will one be able to assess the 
efficiency of a cluster? Should one 
rely on the number of participants 
(plants and research centres), the 
number of registered and produced 
drugs, the amount of money invest-
ed, or annual production volumes?

regional governments are striv-
ing to create a favourable invest-
ment climate in the clusters, not 
only for manufacturing but also to 
spur innovation. the federal govern-
ment supports the idea of creating 
pharmaceutical clusters, since the 

clusters are seen both as a tool for an 
innovative economy and for address-
ing social issues such as unemploy-
ment and education. naturally, the 
legal landscape needs adjustment to 
facilitate the trend. the companies 
involved in pharmaceutical clusters 
argue for organizing an Association 
of russian Pharmaceutical clusters, 
in order to lobby the interests of 
those in the clusters. In October 2010, 
the committee on entrepreneurship 
in the Healthcare Industry at the 
chamber of commerce and Indus-
try proposed the idea of preparing an 
independent Development concept 
of pharmaceutical clusters in russia. 
Following the initiative, a workgroup 
will be created with the participation 
of representatives of the ministries of 
economic Development, Industrial 
trade, Healthcare and Social Devel-
opment, the russian Patent Bureau, 
as well as other agencies, regional 
governments, the scientific commu-
nity, entrepreneurs associations, and 
the business community. the com-
mittee also recommended that the 
chamber propose that the Federal 
Government create a special chapter 
called Development of Pharmaceuti-
cal clusters in russia in the Federal 
target programme Development of 
the Pharmaceutical and Medical in-
dustries in russia until 2020. 

COMMENT
Victor Dmitriev, Director General, 
Association of Russian Pharmaceuti-
cals Manufacturers
Many regions have announced the 
creation of pharmaceutical clusters. 
However, we have no legal definition 
of what a cluster is. 
Regarding the Asso-
ciation of Russian 
Pharmaceutical Clus-
ters, the Association 
of Russian Pharma-
ceuticals Manufactur-
ers is not against the idea, but the 
goal should be made clear. Associa-
tions are formed in order to resolve 
certain issues and lobby interests.

Moreover, some do not under-
stand what the purpose of building 
a cluster in the region is. Is it to cre-
ate jobs, develop the pharmaceutical 
industry, and provide people with 
affordable drugs? Otherwise, to pro-
mote scientific development and cre-
ate innovative drugs? Or perhaps to 
further someone’s political ambition? 
Indeed, the purposes of a pharmaceu-
tical cluster should be in line with gov-
ernment contracts. This means that 
the pharmaceutical clusters should 
lead to lower diseases and death rate, 
a higher quality of life—these are the 
main indices of health care.

I can point to a couple of promising 
projects with clear goals, scientific po-

tential, a manufacturing base, qualified 
personnel, good infrastructure, inves-
tors, etc. With such inputs a pharma-
ceutical cluster will really be able to 
function properly. Thus, St. Peters-
burg is perfectly positioned to make a 
pharmaceutical cluster a success. They 
have scientific potential, educational 
facilities, manufacturing capabilities, 
companies willing to invest in phar-
maceutical production, and investors. 
The level of scientific development in 
St. Petersburg makes me hopeful that 
the cluster will pursue innovation and 
not follow in someone else’s steps. 
Everything is ready for the creation of 
new drugs. Yaroslavl and Kaluga are 
other good examples.
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SuMMARy This review discusses the progress of ethnic genetics, the genetics of common diseases, and the con-
cepts of personalized medicine. We show the relationship between the structure of genetic diversity in human 
populations and the varying frequencies of Mendelian and multifactor diseases. We also examine the popula-
tion basis of pharmacogenetics and evaluate the effectiveness of  pharmacotherapy, along with a review of new 
achievements and prospects in personalized genomics. 
ABBREVIATIONS ADD – autosomal dominant diseases, ARD – autosomal recessive  diseases, HVSI – hyper-
variable segment I, mtDNA – mitochondrial DNA, CD – common diseases, RFLP – restriction fragments length 
polymorphism, IHD – ischemic heart disease, COLD – chronic obstructive lung disease, SNP – single nucleotide 
polymorphism, CNV – copy number variation, STR – short tandem repeats, HapMap – Haplotype Map of the Hu-
man Genome, CEU – population of Central European origin, YRI – population of Yoruba from Ibadan, Nigeria,  
CHB – Chinese population from Beijing, JPT – Japanese population from Tokyo, CMT1 – Charcot-Marie-Tooth 
disease, type 1, GWAS – genome-wide associations search, OR – odds ratio, OMIM – on-line Mendelian Inherit-
ance in Man catalogue.

PERSONALIzED MEDICINE
the concept of personalized medicine, which puts the 
individual patient, with all of his specific peculiarities, 
into the center of attention, is not new. the 19th-cen-
tury russian physicians M.Y. Mudrov and n.I. Pirogov 
were well aware of this principle. “A doctor treats the 
patient, not the disease… each patient needs special 
treatment depending on his physical constitution, even 
if the disease is the same,” wrote Mudrov. the great 
medical practitioners of the past also acknowledged the 
prophylactic value of personalized medicine – “Healthy 
people should be kept in hand… they should be advised 
on keeping to a healthy lifestyle” [1] and “a disease is 
easier to prevent than to treat” [2]. A new appreciation 
and the real potential for personalized medicine have 
re-appeared in the age of molecular genetics. By the end 
of the 1990s, a new concept of genomic medicine had 
started to take form [3, 4], and this concept involved “the 
routine use of genotyping methods, usually in the form 
of DnA-testing, for improving the quality of healthcare” 
[3]. the modern understanding of personalized medicine 
is based on the principles of preventive medicine, which 
were postulated by nobel-prize laureate Jean Dausset 
[5]. the outlines of this concept are eloquently described 
by the 4P medicine principle or system medicine, which 
was suggested by Leroy Hood [6–8]. this principle states 
that “reactive” medicine (which reacts to a disease and 
fights its symptoms) must turn into predictive, prevent-

ative, personalized, and participatory medicine; namely, 
medicine that will be aimed at predicting the disease 
before it manifests itself through symptoms, take into 
account any individual (mainly genetic) traits of the pa-
tient, as well as involve the active help of the patient in 
identifying his or her genetic traits and in determining 
preventive measures. 

In russia, ideas related to personalized medicine 
based on the advances in molecular genetics are being 
actively pursued at several genetic schools. One school, 
headed by rAMS full member V.P. Puzyrev [9-11], is 
developing the concept of genomic medicine. Another, 
headed by rAMS corresponding member V.S. Baranov 
[12-14], is developing the concept of genetic passports. 

ETHNIC GENETICS
the geographical region, ethnic group, and population 
largely determine the genetic traits of an individual. 
Setting aside the issues of the substance, the termino-
logical and meaningful differences in the geographic, 
ethnic and population levels of gene-pool organization, 
we shall review these terms in the context of personal-
ized medicine in which they are essentially synonymous 
– they reflect the individual traits of a human that are 
dependent on his genetic origins. 

It is agreed that a detailed understanding of genetic 
diversity in human populations is crucial for deter-
mining the genetic basis of most common diseases [15]. 
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Approaches aimed at identifying genetic similarities 
between various ethnic groups and populations, and 
which involve the study of polymorphic genetic mark-
ers, have been used in evolutionary and population 
genetics since the middle of the 1950s. Initially, pro-
tein polymorphisms played the role of genetic mark-
ers [16–18]. However, as molecular genetic techniques 
improved, population studies were reoriented toward 
various classes of DnA markers, with non-recombinant 
lineages of mtDnA and Y-chromosomes being the most 
widely used [19–21, etc.]. these studies allowed re-
searchers to form an understanding of the main stages 
of population spread and of the ethnic divergence of 
modern humans. this also resulted in the appearance of 
a new scientific field: ethnogenetics. According to Bal-
anovsky and rychkov [22], ethnogenetics is a branch of 
population genetics which “pays special attention to the 
ethnic structure of populations and attempts to identify 
the genetic results of the ethno-historic and ecological 
development of human populations.” 

currently, the most useful tools for describing genet-
ic variability in various ethnic groups and populations 
are genome-wide sets of single nucleotide polymor-
phisms (SnPs), which are sometimes complemented 
by copy number variability (cnV) data [23–26, etc.]. 
A promising method that is sure to be used in years to 
come is the re-sequencing of complete genomes in rep-
resentative cohorts from different populations. 

Studies in ethnogenetics are among the most produc-
tive areas of genetic science in russia, and such stud-
ies are being actively pursued in a number of research 
facilities [27–31]. 

the importance of population genetics for personal-
ized medicine also derives from the fact that knowledge 
of the role of genetic variability in the pathogenesis of 
common diseases can only be obtained by a detailed 
analysis of the associations between genetic markers 
and diseases on large cohorts of patients and healthy 
people from various populations. Specifically, one of the 
most productive approaches for association analysis, 
the so-called Genome-wide Association Study (GWAS), 
requires the testing of hundreds, if not thousands, of 
individuals and replication of the discovered associa-
tions in other populations. 

the cooperative development of ethnic genetics, the 
genetics of common diseases, and the concept of per-
sonalized medicine spawns a number of key questions. 
Answers to these questions will determine to what use 
and how quickly genetics will be adopted in predictive 
medicine:

- How marked are interethnic differences in disease 
incidence and disease susceptibility gene frequencies?

- What are the evolutional mechanisms behind the 
differences in disease gene frequencies?

- Do racial, ethnic or geographical origins influence 
the impact of distinct genetic variants on the course of 
a disease?

- to what degree does genetic diversity account for 
the differences in the spread and outcome of diseases 
between racial and ethnic groups? 

- Is there any need for information on the racial/eth-
nic origin of patients for medical research?

Drawing up a picture of the current understanding 
of the answers to these questions is the main aim of this 
article. 

STRuCTuRE OF GENETIC VARIABILITy 
IN HuMAN POPuLATIONS
How different are human populations genetically? Human 
population genetics give a precise answer to this question 
– interpopulation differences in a global sense (comparing 
the populations of different continents) are responsible 
for 10–15% of the genetic variability in humans (table 1). 
In other words, the Wright Fixation Index (Fst

) is 0.10-0.15 

Table 1. Genetic Differentiation of Human Populations

Marker type Populations F
St

reference
classical markers

Blood types World 0.16 [40]
Protein polymorphism World 0.11 [40]

DnA-markers
rFLP -“- 0.11 [21]

dinucleotide -“- 0.11 [41]
trinucleotide -“- 0.04 [42]

tetranucleotide -“- 0.04 [21, 43]
Microsattelites and rFLP -“- 0.15 [44]

Alu-repeats -“- 0.12 [45]
Alu-repeats -“- 0.10 [46]

mtDnA HVSI -“- 0.14 [47]
Y-chromosome, haplo-

groups
north 

eurasia 0.19 [28]

Y-chromosome Str north 
eurasia 0.19 [28]

Genome-wide marker sets

600К SnP YrI, ceu, 
JPt, cHB 0.12 [48]

1 million SnP YrI, ceu, 
JPt, cHB 0.10 [48]

1 million YrI, ceu, 
JPt, cHB 0.13 [49]

440K SnP World 0.05 [26]
50K SnP Asia 0.06 [25]

2.8 million YrI, ceu, 
JPt, cHB 0.11 [50]

244K SnP World 0.12 [51]
200K SnP World 0.13 [33] 

67 cnV World 0.11 [52]
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when estimating the global level of genetic differentia-
tion in human populations. this interval includes values 
obtained for most systems of genetic markers in classi-
cal and molecular population genetics of humans -- blood 
type, protein polymorphism, rFLP, Alu-repeats, hy-
pervariable segments of mtDnA [28, 32]. exceptions are 
the highly mutable microsatellites (Str), whose level of 
genetic differentiation is much lower (4–5%), and the Y-
chromosome, whose variants differ (20-30%) between 
populations much more than other marker systems. these 
two types of markers are so distinctly different because of 
specific evolutional, population, and social mechanisms 
we will not discuss in this work (see [28]). 

A relatively low level of genetic subdivision in hu-
man populations can be observed in the most repre-
sentative and complete sets of markers – on large and 
random datasets of autosomal polymorphisms, includ-
ing genome-wide sets of hundreds of thousands of 
SnPs. Li et al. [24] analyzed data for 650,000 SnPs in 
51 populations obtained from the Human Genome Di-

versity Project (HGDP) and found that interpopulation 
differences accounted for 11% of overall genetic diver-
sity. recent work by us yielded another estimate of the 
genetic differentiation in 36 populations (32 eurasian 
populations and 4 HapMap populations) for 200,000 
SnPs, the result being 13.4% [33]. Somewhat smaller 
genetic differences were observed during the analysis 
of a lower number of continental groups. the level of 
genetic differentiation between populations in Asia is 
5.9% according to data from the Panasian SnP consor-
tium [25], while the population differentiation in east 
Asia, South Asia, europe, and Mexico is 5.2% [26]. 

the low level of genetic differentiation in human 
populations as compared to related species (chimpan-
zees (FSt

 = 0.32) [34] and gorillas (F
St

 = 0.38) [35]), de-
spite the much larger population area, indicates that 
the human population originated relatively recently 
from a small number of ancestors. 

the most general distribution pattern of human 
population diversity is its strict geographical struc-
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Fig 1. Geographic structure of 
human genetic diversity. Regional 
clustering of populations by ge-
nome-wide set of SNPs (according 
to [24, 25], with alterations).
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ture, namely the clustering of geographically adjacent 
populations. On a worldwide scale, populations can be 
grouped into racial-continental groups for any set of 
markers. these groups are African negroids, cau-
casoids (which are divided into the Middle eastern, 
european, and Indian sub-clusters), Asian Mongol-
oids, Austronesians, and American Indians [24, 25, 36] 
(Fig. 1). this pattern can also be observed on a smaller 
scale - for continental and subcontinental groups of 
populations [23, 37]. the projection of genetic differ-
ences between representative population datasets onto 
a space of major components or factors always yields a 
geographical map at first approximation. the cause of 
such a distribution is the evolutionary history of genet-
ic diversity, which resulted mainly from migration and 
genetic drift during the spread of modern humans.

the population of russia is not exempt from this 
pattern. russian populations cluster into several large 
ethnogeographical groups: Slavs, northern caucasus 
populations, Finno-ugric peoples of the north euro-
pean and Volga-ural regions, the populations of South 
Siberia and central Asia, and the populations of east-
ern Siberia and north Asia [28, 33]. the geographical 
structure of the russian gene pool can be observed 
for all of the genetic markers – lineages of mtDnA, Y-
chromosomes, X-chromosomes, and autosomal mark-
ers, including complete genomic sets of SnPs.

It is probable that the only major exception to the 
“geographical pattern” is the Indian subcontinent, in 

which the genetic diversity is better correlated to the 
language group, rather than the geographical origin. 
this is due to the complex ethnic and social structure of 
the population, caste hierarchy of large ethnic groups, 
and the presence of numerous small clan/tribe groups 
[38, 39].

How different are human populations in terms of dis-
ease incidence and disease gene frequency?
If we assume that the question of general interpopula-
tion genetic diversity in humans has been answered, 
then the following questions arise: to what degree is 
genetic variation correlated with phenotypic variation, 
especially for clinical phenotypes (diseases)? to what 
degree are the differences in disease gene frequencies 
responsible for the interethnic and interpopulation dif-
ferences in disease incidence? the first question can 
be answered using data on genetic epidemiology and 
medical statistics, while the second question needs spe-
cial approaches. 

Ethnic component of monogenic diseases
Genetic epidemiology has collected a large set of data 
on the frequency of Mendelian (monogenic) diseases 
in various populations. the overall load of hereditary 
diseases (HD) (the summed frequencies of autosomal 
dominant, autosomal recessive and X-linked diseases) 
in stable populations is relatively low and varies in a 
narrow range from 1.5 to 3.5 cases per 1,000 (Fig. 2). For 
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Fig. 2. Cumulative 
frequency of mo-
nogenic diseases in 
several populations 
in Russia and neigh-
boring countries.
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instance, 10 russian populations including Slav, Fin-
no-ugric, and north caucasus populaces vary in their 
summed HD load from 1.59 per 1,000 in the cities of the 
Kirovsk region to 3.5 per 1,000 in rural Mari popula-
tions [53]. A similar variability of HD loads is observed 
in the native populations of Siberia [54, 55]. However, 
some forms of HD can vary in much wider intervals. 
For instance, the incidence of cystic fibrosis can vary 
up to 10-fold in different regions of Siberia [56]. 

In the case of HD, differences in disease incidence 
are directly linked to differences in the allele frequen-
cies in the population. the main factors behind popula-
tion dynamics, which form the overall picture of inter-
population differences in an HD load, are genetic drift 
and the founder effect [53]. Drift plays a leading role 
even when the size of the population is stable, and its 
effect is compounded by rapid changes in the effective 
population size (population waves). Overall, the role of 
natural selection in the HD gene differentiation of pop-
ulations is small, since mutations that lead to HD lower 
the fitness  of individuals, irrespective of ethnicity or 
geographical origins. 

However, there are several interesting exceptions to 
this rule. the most well-known is the high number of 
individuals that are heterozygous for sickle-cell ane-
mia and β-thalassemia in subtropical and tropical re-
gions, such as the Mediterranean. regions where these 
erythrocyte diseases occur frequently are virtually 
identical to those where malaria incidence is high [57]. 
Heterozygous carriers of the mutant alleles have a se-
lective advantage due to their higher level of resistance 
to malaria, and the high frequency of heterozygotes is 
supported by balancing selection. 

Another common hereditary disease, cystic fibrosis, 
occurs frequently among europeans and is much less 
common in other geographical regions. the wide spread 
of the main mutation (ΔF508) across all of europe and 
its rarity in other parts of the world indicate that this 
mutation appeared a long time ago, sometime after the 
migration of modern humans from Africa. Direct esti-
mates of the mutation’s age using various methods sug-
gest the opposite: namely that the mutation appeared 
relatively recently, about 10 thousand years ago [58, 
59]. the likely reason for the wide spread of this muta-
tion in europe, just as for the erythrocyte diseases, is 
the lower susceptibility of ΔF508 heterozygotes to de-
hydration during typhoid and cholera, which remained 
a common menace in europe until recently. 

Local adaptation of populations to dietary products 
can also lead to differentiation for certain diseases. 
thus, the high incidence of the celiac disease in north-
ern europe, especially in Scandinavian countries, and 
low incidence in Southern europe are likely connected 
to the longer history of agriculture, specifically cereal 

plant cultivation, in the south of europe and the preva-
lence of game as the main source of food for the Scandi-
navian population, which would mean that there were 
virtually no cereals in their diet. 

the role of genetic drift and the founder effect in the 
spread of HD can be illustrated well by the accumula-
tion of certain forms of hereditary pathologies in some 
populations. Well-known examples of such populations 
are the Finns, Ashkenazi Jews, French canadians and 
the Amish peoples. More than 20 so-called “Finnish” 
diseases have been documented - these are HD (mostly 
autosomal recessive), whose incidence among Finns is 
much higher than among other populations [60, 61]. 
the phenomenon of HD accumulation in the Finnish 
population is due to effective drift, long-term genetic 
isolation, and high occurrence of inbreeding. the same 
population mechanisms were probably the reason be-
hind the accumulation of certain HD genes among the 
Ashkenazi Jews. they were also observed to have an 
extremely high incidence of more than 20 diseases (the 
most common among these being the tay–Sachs dis-
ease and type I Gaucher’s disease) [62].

In russian populations, the phenomenon of ethno-
specific diseases is most often seen in Yakuts (table 2). 
As many as 6 diseases can be termed “Yakut,” since the 
frequency of these diseases is above mean global fre-
quencies by as much as several ten-fold. these diseases 
include two types of dwarfism which have been docu-
mented only recently [63, 64]. the population mechanism 
behind this accumulation of HD in Yakut groups is the 
founder effect, which coincided with some of the waves 
of expansion and migration of the Yakut people.

Overall, some Mendelian HD can exhibit consider-
able interethnic frequency differences, which are due 
to differences in the frequency and type of mutations. 
these traits must, of course, be taken (and are taken) 
into account during medico-genetic counseling, DnA-
diagnostics, and screening programs. In this context, 
DnA-diagnostics of HD can be considered as the first 
real use of personalized genomic medicine. 

Genetic diversity and complex diseases. GWAS
Interpopulation comparisons of the frequencies of com-
mon multi-factor diseases (MFD),  also known as com-
plex diseases, are complicated by the absence of ho-
mogenous medical statistics for global populations and 
the considerable clinical and genetic heterogeneity of 
MFD. However, there is a considerable amount of data 
on the interpopulation differences in the occurrence of 
MFDs, such as cardio-vascular diseases [68, 69], diabe-
tes [70], some types of cancer [71], glaucoma [72], and 
nephropathies [73]. 

the u.S. population can act as a good model for com-
paring the incidence of complex diseases: it is a multira-
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cial country with a highly developed healthcare system 
and thorough medical statistics. table 3 shows mortali-
ty data from the national center of Statistics in Health-
care for the four main ethno-racial groups of the u.S. 
population - white Americans, African Americans, His-
panics from Latin America, and Asian Americans [74]. 
Since the overall mortality per 100,000 varies consider-
ably (this value is twice higher for African Americans 
as compared to Latino Americans and Asians, while the 
mortality of the white population is intermediate), we 
recalculated these data as fractions of the overall value 
for each cause of death in each ethnic group. the right-

hand side of the table lists ratios between the mortali-
ties from various causes in three minor ethnic groups 
and white Americans. these data allow us to conclude 
that the two main causes of death in the u.S., namely 
cardiovascular and oncological diseases, which are re-
sponsible for half of the mortality rate, do not display 
any significant interracial differences. Other disease 
groups sometimes display considerable racial differ-
ences. thus, the relative mortality due to diabetes is 
about 1.5 times higher for African Americans as com-
pared to white Americans, while the mortality due to 
IHD (ischemic heart disease), chronic lung, and kid-

Table 2. Ethno-specific diseases in Yakuts

Diseases 
(OMIM number)

World prevalence 
(1 per 100,000)

Prevalence in Yakuts 
(1 per 100,000) references

Spinocerebellar ataxia type 1 (164400) 1.0 38.6 [65]

Myotonic dystrophy (160900) 4.0-5.0 21.3 [66]

Inherited enzymopenic methaemoglobinaemia (250800) 1.0 5.7 [67]

Oculopharingeal muscular dystrophy (164300) 1.0 11.1 [63, 64]

3M syndrome (Yakut short stature syndrome) (273750) 25 cases 12.72 [64]

Syndrome of short stature with cone dysfunction, optic atrophy, 
and Pelger-Huet anomaly (ScOP) (not present in OMIM) not described 9.95 [64]

Table 3. Mortality rates in 4 major racial groups in U.S.1

relative share in overall mortality  
inside the racial group Mortality relative to White Americans2

cause of Death Whites African 
Americans

Latino 
Americans Asians African 

Americans
Latino 

Americans Asians

Heart disease 27 26.6 25.3 25.5 0.98 0.94 0.94

coronary heart disease 17.6 139 16.4 16.2 0.79 0.93 0.92

Stroke 52 6 5.7 8.6 1.15 1.09 1.65

chronic obstructtive 
pulmonary diseases 4.9 26 2.5 2.8 0.53 0.51 0.57

cancer 268 23.3 22.8 28.3 0.87 0.85 1.05

Pneumo-nia / Influenza 2.8 2.5 2.9 3.9 0.89 1.03 1.39

Liver diseases / cirrhosis 1.6 1.1 3.5 0.9 0.69 2.18 0.56

Diabetes 2.7 4.2 5.5 3.3 1.55 2.03 1.22

HIV infection 0.6 3 1.8 0.3 5 3 0.5

external causes 10.4 9.9 13.4 9.2 0.95 1.29 0.88

All causes (per 100000) 450.4 690.9 332.8 264.6

Notes. 
1According to National Center for Health Statistics [74]. 
2Mortality rate in White Americans is taken as 1.
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ney diseases is much lower for African Americans. the 
relative mortality due to diabetes and kidney diseases 
among Hispanic Americans is more than twice as high 
compared with white Americans, while the mortality 
due to chronic lung diseases is twice as low. Asians die 
from strokes and pneumonia much more often than 
do white Americans; however, mortality due to cOPD 
(chronic Obstructive Pulmonary Disease) and kidney 
diseases is half as common in Asians as it is in white 
Americans. 

to what extent can such differences be attributed to 
interethnic genetic differentiation? Important informa-
tion on this subject can be obtained by analyzing the 
associations of genetic markers with complex diseases, 
including genome-wide association searches. 

Ioannides et al. [75] compared the frequencies of ge-
netic markers and their effects on diseases in the euro-
pean, Asian, and African populations. they conducted 
a meta-analysis of 135 gene-disease associations, 45 of 
which proved to be statistically significant either on 
the level of a general meta-analysis (32 associations), 
or at least at the level of a single racial group (11 as-
sociations). the data of 45 meaningful meta-analyses 
encompassed 697 individual association studies with 
a combined cohort size of 300,000 individuals. the au-
thors detected a statistically significant heterogeneity 
of the disease-associated allele frequencies (i.e. mean-
ingful interpopulation differences) for 58% of the gene-
disease associations. Significant differences in Or (odds 
ratio, a measure of the genetic risk of disease incidence) 
were detected only in 14% of the meta-analyses. no-
tably, interracial comparisons did not yield any sig-
nificant associations with opposite effects in different 
populations. 

these data indicate that the differences in suscepti-
bility gene frequencies may be one of the causes behind 
the interethnic differences in MFD incidence. However, 
the biological effect of the associated alleles is unidirec-
tional, irrespective of the racial/ethnic origins, even 
though the relative share of the marker in the disease 
or susceptibility can vary. this is most probably due 
to the genotype (haplotype) surroundings, as well as 
gene-gene and gene-environment interactions. 

In recent years, the main source of new data con-
cerning MFD susceptibility genes has been genome-
wide association studies (GWAS). GWAS requires high-
throughput analysis, which is achieved by using large 
cohorts (several hundreds or thousands) representa-
tive of the population, and a large number (hundreds 
of thousands) of tested polymorphisms, which are rep-
resentative of the genomic diversity. A catalog of pub-
lished GWAS is supported by the u.S. national Insti-
tute of Genomic research and includes GWAS which 
were performed under very strict criteria: no fewer 

than 100,000 SnP must be analyzed, and the level of 
significance of a SnP-trait association must be no lower 
than 0.00001 [76]. As of the end of March 2010, the cata-
log contains 527 published studies and 2,516 SnP that 
are reliably associated with complex phenotypes. 

A major part of these GWAS have been conducted 
on european populations, and no reliable estimations 
of the interethnic differentiation of disease-associated 
genome regions can be made using GWAS data alone. 
Adeyemo and rotimi [77] managed to skirt this prob-
lem by analyzing the genetic heterogeneity of markers 
chosen from the GWAS catalog in populations from the 
HapMap project. the HapMap project (a map of human 
haplotypes) currently contains data on the polymor-
phism of several million SnP and the level of linkage 
disequilibrium across the whole genome for 11 popula-
tions of various ethnic origins, which are representative 
of the world population (europeans, Asians, Africans, 
Indians, and Latin Americans). Adeyemo and rotimi 
chose 621 SnPs from the GWAS catalog, which were 
associated with 26 complex diseases, including Alzhe-
imer’s disease, hypertension, obesity, schizophrenia, 
type I and type II diabetes, rheumatoid arthritis, cer-
tain types of cancer, etc. the allelic frequencies of the 
chosen SnPs varied across the populations in a relative-
ly wide range - differences of up to 20 to 40-fold were 
observed between some pairs of population groups. the 
interpopulation genetic diversity ratio (Fst

) also varied 
considerably from marker to marker (such as, from 0.02 
to 0.2 for type II diabetes or from 0.006 to 0.52 for the 
level of lipids). the mean level of interpopulation dif-
ference was 10.5%; i.e., it did not significantly differ 
from the differentiation level observed for condition-
ally neutral or genome-wide datasets of markers.

 these data suggest that the level of interpopulation 
and interethnic differences for genes associated with 
MFD does not differ from the general level of differen-
tiation in the gene-pool, and that the risk of develop-
ing a disease associated with a genetic marker can vary 
significantly between population groups, depending 
on the frequencies of the associated marker and the 
modulating effects of other genes and environmental 
factors. 

the role of gene-gene and gene-environment inter-
actions is usually hard to differentiate; however, their 
overall effect in the modification of disease risk asso-
ciated with a certain gene or marker can be very sig-
nificant and has population specificity. As an example, 
we can examine data for the role of the ε4 allele of the 
APOE gene in Alzheimer’s disease (AD). reliable as-
sociation of this marker with AD has been observed for 
all of the tested race groups; however, the frequency of 
the allele differs considerably (9% among the Japanese 
population, 14% among white Americans, 19% among 
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African Americans). Homozygozity for the ε4 allele in-
creases the risk of AD 33-fold for Japanese, 15-fold for 
white Americans, and only 6-fold for African Ameri-
cans. For heterozygous individuals these values are cor-
respondingly 5.6–3–1.1.  

thus, even if the risk of complex disease develop-
ment is reliably associated with distinct genetic mark-
ers in all populations and these markers have unidi-
rectional effects, the magnitude of the effect or the 
severity of the risk still greatly depends on ethnicity- 
and population-specific factors of genetic and prob-
ably non-genetic nature. So, data on ethnic origins can 
provide additional information in making personalized 
medical prognoses. 

ETHNOGENETICS AND PHARMACOGENOMICS
One of the main advantages of personalized medicine 
is the individualization of drug therapy. response to 
a drug, choice of the optimal drug class, dosage, and 
usage schedules can, at least partially, be determined 
using genetic factors. Information on individual genetic 
markers can help a clinician select the appropriate drug 
strategy. Based on these principles, pharmacogeneti-
cists attempt to identify the genes and gene variants 
that influence the efficiency of drug therapy and lower 
the risk of side effects. It has been shown that the most 
widely used drugs are only effective in 25-60% of pa-
tients, and there have been 2 million cases of side ef-
fects per year in the u.S. alone, including more than a 
100,000 deaths [78]. 

Pharmocogenomics studies have collected consider-
able data on the association of genetic markers with the 
effectiveness of certain drugs. During the last 20 years 
there have been approximately 2,000 studies on this 
subject, and hundreds of genes associated with drug 
therapy efficiency have been identified [79]. Most of 
these pharmacogenetics studies concern cardiovascu-
lar, oncological, and neurological diseases. 

the FDA (Food and Drug Administration) of the u.S. 
Ministry of Healthcare has approved the addition of ge-
netic marker information into the annotations of about 
30 drugs, including warfarin, abacavir, imatinib, ator-
vastatin, etc. [80]. the list of biomarkers which were 
appended into these annotations includes genes that 
encode cytochromes, a low density lipoprotein receptor, 
n-acetyltransferases, epidermal growth factor recep-
tor, etc.. the effects of drug therapy that depend on 
the genotypes for these markers include the clinical re-
sponse to therapy, risk of side effects, choice of optimal 
dosage, sensitivity or resistance towards the drug, and 
polymorphism of drug targets.

Most of the relevant pharmacogenetic data has been 
collected on caucasoids - more than 80% of the pub-
lished research has been conducted on the european 

and u.S. populations [80], which is why there is little 
information on the interethnic differences of drug effi-
ciency and on the role of genetic factors. As an example, 
we can note the decreased effectiveness of enalapril, 
weakened effect of the vasodilator sodium nitroprus-
side (an antihypertnesion vasodilator), and decreased 
effect of propranolol and atenolol (adrenoreceptor 
blockers) during hypertension therapy for African 
Americans as compared to caucasians [81]. In some cas-
es, the interethnic differences can be associated with 
frequency differences for a specific marker. thus, the 
difference in propranolol and atenolol efficiency is due 
to the higher frequency of one of the missense muta-
tions of the β1-adrenoergic receptor in white Ameri-
cans (72%) as compared to African Americans (57%). 

We can surmise that interracial and interethnic dif-
ferences in the effectiveness of drug therapy can be 
as common as interpopulation differences in MFD fre-
quencies, since the genetic variability of genes that me-
tabolize therapeutic drugs is the same as that of com-
plex disease susceptibility genes [82, 83]. For instance, 
there is a 10-fold difference in the frequency of slow 
metabolizing variants of cytochrome cYP2D6 between 
caucasians and Asians (10% for caucasians and 1% for 
Japanese). this enzyme is involved in the metabolism of 
over 40 drugs, such as the widely used β-blockers and 
tricyclic antidepressants. the frequency of extremely 
fast metabolizing alleles of this enzyme exhibits a 10-
fold difference even inside europe - about 1-2% in 
Spain and up to 10% in Sweden. Our data also indicate 
a considerable variability within russian populations 
in terms of drug metabolizing genes. For instance, the 
frequency of the cYP2c9*2 allele of one of the cyto-
chrome genes is 12% for russians, which is within the 
variability interval observed for europeans (10–17%), 
while the allele is not present in eastern Asian popu-
lations and occurs in the native populations of Siberia 
with a frequency of 1 to 6% [83]. the overall level of ge-
netic differentiation for cytochrome genes is relatively 
low (Fst 

= 0.021) in russian populations; however, it is 
tightly correlated with the geographical layout, as are 
most other marker systems (Fig.3). 

FROM THE HuMAN GENOME TO 
THE INDIVIDuAL GENOME 
re-sequencing of complete individual genomes yields 
new data on the genetic variability of humans and can 
help create individual health prognoses in the future. 
the first personal genome to be sequenced was the 
genome of craig Venter, one of the key figures in the 
study of the human genome. Venter’s genome sequence 
was completed in October 2007 [84]. Data on the second 
sequenced genome (of nobel Laureate James Watson) 
were published half a year later [85]. currently (from 
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the middle of 2010), there are data on 20 re-sequenced 
genomes (table 4), which include those of craig Venter, 
James Watson, archbishop Desmond tutu, the twice-
sequenced genome of a Yoruba individual, a chinese 
genome, two Koreans, several europeans, an ancient 
eskimo, a russian, and an Indian [84–99]. 

Apart from the complete genomes of unrelated 
healthy people of various descents and renown, re-
searchers have also obtained complete sequences of 
patients with monogenic diseases: these include four 
genomes of a family quartet in which the children 
suffer from Miller syndrome (primary ciliary diski-
nesia in a lung form, which is phenotypically similar 
to cystic fibrosis) [98], a as well as a genome of a type 
I charcot–Marie–tooth disease patient [97]. no less 
than 7 complete tumor cell genomes have been pub-
lished for cancers of various localizations: acute my-
eloid leucosis, malignant melanoma, glioblastoma, etc. 
[86, 100–105].

Progress in sequencing technology has been colossal 
in terms of speed and cost reduction. the sequencing of 
Venter’s genome, which was conducted on first genera-
tion sequencers, cost his company about 2 million u.S. 
dollars. Genomes which are sequenced on second-gener-
ation machines (Illumina Genome Analyzer and Applied 

Biosystems Solid System) cost about 200–500,000, while 
the most recent studies involving the re-sequencing of 
complete genomes cost no more than 1,500 u.S. dollars. 
So, Francis colins’ [106] prognosis in 2001that the cost of 
sequencing a genome would fall to 1,000 dollars by 2030 
has come to pass 20 years ahead of time!

the “1,000 genomes” project is aimed at obtaining 
complete and accurate genome sequences of 2,000 in-
dividuals from different populations of the main geo-
graphical regions of the world (Africa, europe, Asia, 
and the Americas) [107]. During the first phase of the 
project, 180 samples from four HapMap populations 
(ceu, YrI, cHB, and JPt) were sequenced, albeit with 
only a few repetitions (2-8). 

What new knowledge do personal genomes add to 
the understanding of human genetic variability and 
what is their use in personalized medicine? First of 
all, researchers discover new genetic variants – each 
genome has about 2.5–4 million SnPs, several thou-
sands of insertions/deletions and several hundreds or 
thousands of cnVs (table 2). Most of these variants are 
being described for the first time. re-sequencing data 
from complete genomes confirms the level of individual 
variability observed for the genomes sequenced in the 
“Human Genome” project - on average 3 million SnP 
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Fig. 3. Geo-
graphic pattern 
of Russian and 
worldwide pop-
ulations in the 
space of two first 
principal com-
ponents of CYP 
gene frequencies 
(according to 
[83], with altera-
tions).
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Table 4. Personal genomes chronology

 Date of publication 
(submission) Person Journal Institution (country) Platform cove-

rage

number 
of SnPs 

(millions)
notes

1. 2007, October  
(9 May 2007) craig Venter (m) PloS 

Biology, [83]
J craig Venter 
Institute (u.S.) ABI 3730xl 7.5 3.47  $10 mln

2. 2008, April
(3 December 2007)

James Due Watson 
(m) nature [84]

Baylor college of 
Medicine / 454 Life 

Sciences (u.S.)
roche / 454 7.4 3.32  $2 mln

3. 2008, november 
(28 May 2008)

caucasian 
American with 
acute myeloid 

leukemia (normal 
fibroblasts) (f)

nature [85] university of 
Washington (u.S.) Illumina 13.9 2.92 $1 mln

4. 2008, november 
(24 June 2008)

Yoruba (nA18507) 
(m) nature [86] Illumina / university 

of cambridge (uK) Illumina 41 3.45 $250,000

5. 2008, november 
(21 August 2008)

chinese 
(Yanhuang, YH) 

(m)
nature [87] Beijing Genomic 

Institute (china) Illumina 36 3.07 $500,000

6. 2009, May 
(3 February 2009)

Korean Seong-Jin 
Kim, SJK (m)

Genome 
research  

[89]

Gachon university of 
Medicine and Science 

(rep. of Korea)
Illumina 29 3.44

7. 2009, June 
(1 February 2009)

Yoruba (nA18507) 
(m)

Genome 
research 

[90]

Life technologies 
(u.S.) ABI SOLiD 17.9 3.87

8. 2009, August 
(6 March 2009) Korean, AK1 (m) nature [91]

Seoul national 
university (rep. of 

Korea)
Illumina 27.8 3.45

9. 2009, August
(10 June 2009)

Steven Quake, 
caucasoid uSA, 

P0 (m)

nature 
Biotechnol 

[92]

Stanford university 
(u.S.)

Helicos SMS 
Heliscope 28 2.81

Sequence 
from 1 

molecule
$48,000

10. 2009, December russian with 
kidney cancer (m)

Acta 
naturae, 

[93]

rnc Kurchatov’s 
Institute (russia)

Illumina/ABI 
SOLiD 16 ?

11. 2010, January 
(3 September 2009)

caucasoid 
(nA07022) (m) Science [94] complete Genomics 

(uSA)

complete 
Genomics DnA 

nanoarray

87 3.08 $8,000

12. 2010, January 
(3 September 2009)

Yoruba (nA19240) 
(f) Science [94] complete Genomics 

(u.S.)

complete 
Genomics DnA 

nanoarray
63 4.04 $3,400

13. 2010, January 
(3 September 2009)

caucasoid 
(nA20431) (f) Science [94] complete Genomics 

(u.S.)

complete 
Genomics DnA 

nanoarray
45 2.91 $1,700

14.
2010, February 
(30 november 

2009)

Paleo-eskimo, 
Saqqaq (м) nature [95]

university of 
copenhagen / Beijing 

Genomic Institute 
(Denmark / china)

Illumina 20 2.19

Ancient 
DnA 
(4000 
years)

15. 2010, February  
(11 August 2009) Khoisan, KB1  (m) nature [96] Pennsylvania State 

university (u.S.)
roche / 454 / 

Illumina 33.4 4.05

16. 2010, February  
(11 August 2009)

Bantu, ABt 
Archbishop 

Desmond tutu (m)
nature [96] Pennsylvania State 

university )
ABI SOLiD / 

Illumina 37.2 3.62

17. 2010, March caucasoid,  cMt1 
patient (m)

new eng J 
Med [97]

Baylor college of 
Medicine (u.S) ABI SOLiD 29.9 3.42

18. 2010, March  
(7 January 2010)

Pedigree #1, 
mother (caucasoid, 

f)
Science [98]

Institute for System 
Biology / complete 

Genomics (u.S.)

complete 
Genomics DnA 

nanoarray
51 2.87

19. 2010, March (7 
January 2010)

Pedigree #1, 
father (caucasoid, 

m)
Science [98]

Institute for System 
Biology / complete 

Genomics (u.S.)

complete 
Genomics DnA 

nanoarray
88 3.16

20. 2010, March  
(7 January 2010)

Pedigree #1, 
daughter 

(caucasoid, f, 
patient with Miller 

syndrome)

Science [98]
Institute for System 
Biology / complete 

Genomics (u.S.)

complete 
Genomics DnA 

nanoarray
54 3.23

21. 2010, March (7 
January 2010)

Pedigree #1, son 
(caucasoid, m, 

patient with Miller 
syndrome)

Science [98]
Institute for System 
Biology / complete 

Genomics (u.S.)

complete 
Genomics DnA 

nanoarray
52 3.23

22 2010, September 
(10 April 2010) Irish Genome 

Biol [99]
university college 

Dublin (Ireland) Illumina 11 3.12
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from a 3 billion base genome yield differences in 1 nu-
cleotide in a thousand. 

the genomes of two individuals overlap for about 
half of the SnPs (table 5). the degree of relation be-
tween the genomes is correlated with the genetic dif-
ferentiation between the populations to which these 
genomes belong. the Yoruba genome is the farthest re-
moved from others (38–45% overlapping SnPs), while 
the most related genomes are those of а chinese and 
Korean (60–67% overlapping SnPs). 

“Overlaying” the variable positions in complete ge-
nomes onto the data obtained in large-scale population 
projects (such as HapMap) allows us to glimpse at the 
genetic origins of an individual. For instance, by com-
paring SnPs in the Venter, Watson, and YH chinese 
genomes with four HapMap populations (Fig. 4), based 
on the marker distributions in populations ceu, YrI, 
cHB, and JPt, researchers can estimate the level of 
cross-breeding between the main racial and ethnic 
components observed in these genomes. thus, the 
shares of caucasoid, negroid, and Mongoloid compo-
nents in Venter’s genome were estimated at 93.3, 5.1, 
and 1.6% respectively. the genome of the nobel-prize 
winner Watson had a lower share of caucasoid SnP 
(73.0%) due to the increased amount of negroid mark-
ers (25.6%).

A personal genome sequence provides complete in-
formation on whether the individual carries any alle-
les associated with clinical phenotypes and is thus ex-
tremely valuable for individual health prognoses and 
for estimating MFD risks. the precision and relevance 
of the genetic health prognosis are thus unlimited by 
the technical possibilities of genome study but depend 
on the amount of knowledge on a phenome and its ge-
netic determinants. 

Data on complete genomes are insufficient at the mo-
ment in order to systematize the layout of interpopula-
tion differences on a genome-wide scale; however, the 

existence of interindividual and interracial differences 
in the number of MFD-associated markers is obvious. 
thus, Venter’s genome has about 50 SnPs which are 
associated with alcoholism. the sequenced Yoruba ge-
nome has 30, Watson - 25, and the Mongoloids (chinese, 
Korean, and ancient eskimo) have less than 20. Ven-
ter is also a record-holder in terms of SnPs associated 
with tobacco addiction (about 40 SnPs). the chinese 
and ancient Greenlander have about 20 of these mark-
ers, while Watson’s genome, as well as the Korean and 
Yoruba genomes, has none. 

Table 5. Characteristics of six individual genomes

Genome ethnic origin, country number 
of SnPs

Overlapping with other genomes by common (%)
Huref Watson nA18507 YH SJK Saqqaq

Huref (Venter) White American, u.S. 3075858 100 55.8 52.9 51.6 56.4 34.2

Watson White American, u.S. 3321942 51.6 100 50.8 49.9 54.9 36

nA18507 Yoruba, nigeria 4189457 38.8 40.3 100 42.1 45.8 27

YH chinese, china 3074097 51.6 54 57.3 100 67.3 38.2

SJK Korean, South Korea 3439107 50.5 53 55.8 60.1 100 39

Saqqaq Paleo-eskimo, Greenland 2193396 47.9 33.9 32.5 53.5 61.1 100

Watson
Venter

CEU
YRI

CHB+JPT

YH

Fig 4. Individual genomes of Venter, Watson, and a 
Chinese individual (YH) on the tree of HapMap individuals 
(according to [88], with alterations).
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the most complete approach to using genome-scale 
information for making individual health prognoses 
was demonstrated in the recent work of Ashley et al. 
[108]. In order to estimate the risk of a certain disease, 
they proposed the use of a so-called pretest risk as a 
baseline. this pretest risk is an epidemiological risk 
estimate, which can in its simplest form be the inci-
dence of this disease in the appropriate ethnic and 
age group. the individual genome was then tested for 
SnPs, which are reliably associated with the disease 
according to GWAS data. Based on these data, the re-
searchers calculated post-test risk, which views each 
marker as an independent risk factor. An example cal-
culation of the individual risk of myocardial infarc-
tion is shown in table 6. the risk was estimated for a 
healthy 40-year-old white American, whose genome 
was sequenced in study [92]. the DnA donor had a 
family history of cardio-vascular diseases and some 
cases of sudden death among relatives. His biochemi-
cal and electrocardiogram parameters were normal. 
the pretest risk was estimated at 2%. the individual’s 
genome contained 7 SnPs which were reliably associ-
ated with myocardial infarction according to GWAS 
data. the Or (genetic risk estimate) values of the 
individual’s genotypes varied from 0.75 to 2.86. the 
overall risk of myocardial infarction (product of the 
pretest risk and Or of each marker) was 8.9%. In this 
case, the genetic composition of the tested individual 
increased the overall risk by 4.5-fold as compared with 
the pretest risk. 

CONCLuSION
Humans display a relatively low level of genetic vari-
ability (both at the level of population differentiation 
and at the level of individual genomes), which is set on 
a background of high phenotypic variability and strict 

geographical structure of the genetic variation, which 
is manifested in the clustering of geographically adja-
cent populations. the spatial nature of the genetic vari-
ability distribution of modern humans can be observed 
at different levels of population structure and in vari-
ous groups of markers, including the genes associated 
with MFD development. Genetic differences between 
human populations are responsible for only 10-15% of 
the genetic variability in humans. However, these dif-
ferences prove significant in the field of personalized 
medicine in terms of diagnosing monogenic diseases, 
estimating the susceptibility to common diseases, and 
making health prognoses, and the efficiency of drug 
therapy. 

returning to the issues stated in the introduction, 
let’s sum up our current knowledge. Genetic differen-
tiation in populations for disease genes is as large as the 
overall level of interpopulation diversity on a genome-
wide scale. Observed interethnic differences in the inci-
dence of human diseases can be almost completely (for 
Mendelian diseases) or to a significant degree (for MFD) 
explained by the different frequencies of disease-asso-
ciated genes. the general “geographical pattern” of ge-
netic diversity took shape during the spread of modern 
humans through migrations, genetic drift, and sudden 
changes in the effective size of populations. However, 
natural selection could have played a significant role in 
the development of the variability of some regions of 
the genome both on a global scale (such as the immune 
response or skin pigmentation gene) or at the level of 
population adaptations to the local environment (such 
as genes for metabolizing compounds present in the 
diet). the biological effects of distinct genetic variants 
(mutations of polymorphisms) in relation to disease are 
usually stable and do not depend on the racial, ethnic, 
or geographic context. However, the magnitude of the 
effects (the relative role of the marker in the disease 
itself or in the risk of disease development) can exhibit 
strong variation at the population and individual levels 
due to the different genetic (haplotypic) environment 
and modifying gene-gene and gene-environment in-
teractions. 

undoubtedly, the “ethnic factor” must be taken into 
account during medical studies, especially those con-
cerning personalized genomic medicine. the long his-
tory of discussions on this issue in medical and genetic 
literature continues (see [36, 109–111]). However, the 
professional community of researchers who work in the 
field of personal genomics devotes considerable atten-
tion to population aspects both at the stage of data col-
lection (such as the GWAS or pharmacogenomic stud-
ies) and at the data-interpretation stage of individual 
genetic testing or genetic screening at the population 
level [110]. 

Table 6. Individual calculation of myocardial infarction risk 
based on genomic data (according to [108])

Gene SnP Genotype Or
risk, %
Pretest

Post-test

LPA rs3798220 ct 1.86 3.7

THBS2 rs8089 Ac 1.09 4.0

LDLR rs14158 GG 2.88 10.6

LIPC rs11630220 AG 1.15 12.0

ESR2 rs1271572 cc 0.73 9.1

ESR2 rs35410698 GG 1.03 9.4

FXN rs3793456 AA 0.94 8.9
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Integration of genomics and phenomics in the frame-
work of system biology, novel powerful instruments for 
describing and analyzing genetic diversity - sequenc-
ing individual genomes and genome-wide analysis of 
SnP on microarrays, the HapMap and “1000 genomes” 
projects - all of these new happenings give hope as to 
fast progress in the categorization of genetic diversity 
associated with the risk of common diseases, the ef-
ficiency of drug therapy, and the establishment of a 

tight link between basic scientific results and proven 
recommendations for personalized medicine.  
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ABSTRACT Hereditary breast-ovarian cancer syndrome contributes to as much as 5–7% of breast cancer (BC) 
and 10–15% of ovarian cancer (OC) incidence. Mutations in the “canonical” genes BRCA1 and BRCA2 occur 
in 20–30% of affected pedigrees. In addition to BRCA1 and BRCA2 mutations, germ-line lesions in the CHEK2, 
NBS1, and PALB2 genes also contribute to familial BC clustering. The epidemiology of hereditary breast-ovarian 
cancer in Russia has some specific features. The impact of the “founder” effect is surprisingly remarkable: a sin-
gle mutation, BRCA1 5382insC, accounts for the vast majority of BRCA1 defects across the country. In addition, 
there are two other recurrent BRCA1 alleles: BRCA1 4153delA and BRCA1 185delAG. Besides BRCA1, in Russia 
breast cancer is often caused by germ-line alterations in the CHEK2 and NBS1 genes. In contrast to BRCA1 and 
BRCA2, the CHEK2 and NBS1 heterozygosity does not significantly increase the OC risk. Several Russian breast 
cancer clinics recently started to investigate the efficacy of cisplatin in the therapy of BRCA1-related cancers; 
initial results show a unique sensitivity of BRCA1-associated tumours to this compound.
KEyWORDS breast cancer, ovarian cancer, hereditary cancer syndromes, BRCA1, CHEK2, NBS.

INTRODuCTION
Breast cancer (Bc) and ovarian cancer (Oc) contrib-
ute significantly to cancer incidence and mortality. Bc 
is the most frequent malignant pathology in women, 
with the lifetime risk reaching approximately 10%. In 
some cases, Bc can be easily diagnosed at early stages 
and ultimately cured. unfortunately, even with the 
implementation of total population screening, the Bc 
related mortality rate has not decreased significantly, 
due to insufficient sensitivity of available diagnostic 
methods, as well as the high metastatic potential of 
some Bc forms [1]. Oc is a much rarer disease than Bc, 
being found only in 1.5% of women around the world; 
however, it is almost always diagnosed at late (incur-
able) stages. early ovarian tumours do not cause  symp-
toms and are often missed by ultrasound examination 
and  СА-125 biomarker assay [2]. Both Bc and Oc are 
diseases of the reproductive system; therefore, their 
hormonal, metabolic, and behavioural risk factors are 
common to a certain extent. Interestingly, these two 

diseases are the main components of the most frequent 
genetic disease – hereditary breast-ovarian cancer 
(HBOc) syndrome [3].

HBOc has been intensively studied since the early 
1990s. In 1994, the first gene associated with this syn-
drome was discovered and named BRCA1 (Breast 
cAncer 1) [4], and the second gene, BRCA2, was dis-
covered a year later [5]. Although BRCA1 and BRCA2 
code for different proteins, their products play a key 
role in preserving genome integrity by participating in 
DnA repair [6]. notably, BRCA1 or BRCA2 mutations 
occur only in 20–30% of familial Bc/Oc cases. there 
has been an active search for other hereditary Bc/Oc 
genes. the effort has already helped to identify several 
new relevant genes, e.g. CHEK2, NBS1, PALB2 etc. [7].

the first studies on the contribution of the BRCA1 
and BRCA2 genes in Bc and Oc incidence were per-
formed on european and north American women. the 
mutations in these genes are very diverse [8], which 
complicates BRCA diagnostics. Indeed, to perform the 
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complete analysis of BRCA1 and BRCA2, one needs not 
only to perform full sequencing of these long genes, but 
also to find rearrangements using the MPLA method 
(multiplex ligation-dependent probe amplification). 
In the mid-1990s, it was established that the so-called 
“founder effect” was present in some small isolated 
ethnic groups. For example, in females Ashkenazi Jew 
nearly all BRCA1 and BRCA2 mutations are represent-
ed by only 3 recurrent alleles, i.e. BRCA1 185delAG, 
BRCA1 5382insc, BRCA2 6174delt; BRCA2 999del5 is 
a prevailing mutation in Icelandic females [9, 10]. Pop-
ulation-specific distribution of hereditary cancer mu-
tations may  significantly affect the design of genetic 
studies. In countries without a strong founder effect, 
only cancer cases with a high probability of detecting 
the mutation are usually taken into the analysis; they 
include oncological patients with a proven cancer his-
tory in their family and/or patients with multiple pri-
mary tumours and/or young women with Bc or Oc. 
the presence of the founder effect greatly simplifies 
the DnA testing procedure, enabling comprehensive 
studies, such as revealing the influence of hereditary 
cancer gene mutations on the overall Bc/Oc incidence 
rate, as well as analyzing the gene mutations in healthy 
women [11].

EPIDEMIOLOGy OF THE brcA1, brcA2, 
cHeK2 AND NbS1 MuTATIONS IN RuSSIA
In russia, the studies of the HBOc syndrome were 
initiated later than in the u.S. and europe but they 
produced rather unexpected results. the first paper 
published in 1997 reported on the results obtained in 
patients with familial Oc living in Moscow and sev-
eral other regions of the former Soviet union [12], the 
main result being the extremely high frequency of the 
BRCA1 5382insc mutation. As was mentioned above, 
this mutation had been first found in Jewish women; 
therefore, it had been for many years considered in the 
context of that particular ethnic group [13]. However, 
it appeared that the BRCA1 5382insc mutation was 
not of Jewish origin. this mutation is found not only 
in females living in various regions of russia, but also 
in native populations of Poland, Lithuania, Latvia, and 
Belarus [14–17]. It is perhaps more accurate to say that 
the BRCA1 5382insc mutation is of Slavic origin, and 
that the relatively high frequency of this mutation in 
Ashkenazi Jews observed mostly in eastern europe 
is likely due to the long coexistence of the Slavic and 
Jewish peoples in the Baltic region and adjacent ter-
ritories.

the epidemiology of the BRCA1 5382insc mutation 
is surprising, to say the least, since it contradicts the 
stereotype of the multinational culture in the russian 
empire and the Soviet union. BRCA1 5382insc ac-

counts for up to 90% of all BRCA1 mutations in women 
living in distant regions of russia, ranging from Mos-
cow to St. Petersburg, Krasnodar, tomsk, etc. [12, 18–
20, 22–24, 26]. Moreover, this mutation is dominant in 
neighboring countries with a mostly Slavic population 
such as Poland, Belarus, Latvia, and Lithuania [14–17]. 
notably, the relative genetic homogeneity of the Slavs 
is in accordance with the results of general popula-
tion studies on the genetic diversity of people living in 
russia [31]. the BRCA1 5382insc allele frequency in 
healthy women is approximately 0.1%. this variant ac-
counts for approximately 2–5% of  total Bc cancer inci-
dence. Among the high-risk patients (familial cancers, 
bilateral breast tumours, or early onset cancers), this 
mutation is observed in 10% of patients. the BRCA1 
5382insc contribution to the Oc rate is even bigger: 
this mutation is found in 10–15% of patients (table). 
It is important to note that in contrast to the Bc, the 
BRCA1 5382insc distribution in women with Oc is in-
dependent of age, family history, and the number of 
primary tumours [26]. therefore, while DnA testing of 
Bc patients can be restricted by high-risk cases, all Oc 
patients have to undergo BrcA testing. 

In the pioneering report [12], the relatively frequent 
BRCA1 4153delA (4154delA) mutation was described. 
the mutation was found not only in russian patients, 
but also in those from other neighboring Slavic coun-
tries [14–17]. the BRCA1 4153delA frequency in rus-
sian patients, however, is an order of magnitude lower 
than that of the BRCA1 5382insc mutation, which 
complicates the study of the BRCA1 4153delA epide-
miology. Polish scientists had reported on the prefer-
ential association of BRCA1 4153delA with Oc [14, 32]; 
however, their observations could not be confirmed in 
later studies [21].

A number of russian studies indicate that there is 
a relatively high frequency of the “Jewish” BRCA1 
185delAG allele in russian patients [20, 23, 24, 26]. In 
contrast to the BRCA1 5382insc mutation, however, 
this mutation is not dominant and could be better ex-
plained by interethnic marriages.

the BRCA1 gene mutations in familial Bc/Oc pa-
tients have been repeatedly analyzed by sequencing of 
all coding sections, with similar results obtained in Mos-
cow, St. Petersburg, and tomsk. It has been shown that 
non-founder mutations are much rarer in russia than 
in europe and north America [12, 18–20, 23, 33]. Given 
the rapidly falling costs of DnA analysis, it is logical 
to expect an increase in the use of BRCA1 sequencing 
even for the patients with low probability of cancer 
genetic predisposition. So far, there has been only one 
study on gross rearrangements of the BRCA1 gene, and 
the data indicate a low frequency of such mutations in 
russian patients with hereditary Bc/Oc [33].
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While the BRCA1 gene has been systematically 
analyzed, data on the BRCA2 mutations in russia are 
scarce. In Siberia, there have been several reported 
cases of BRCA2 being inactivated in hereditary Bc/
Oc patients [18]; at the same time, studies performed 
in Moscow revealed no connection between this gene 
and hereditary Bc/Or in the european part of russia 
[23]. Polish scientists performed comprehensive studies 
showing that the BRCA2 mutations contributed very 
little to Bc and Oc aetiology in Slavs [34].

Another interesting feature of russian patients is the 
frequent occurrence of CHEK2 mutations. this gene, 
as  BRCA1 and BRCA2, participates in the maintain-
ing of genomic integrity. Heterozygous CHEK2 muta-
tions are frequent in Finland, the netherlands, Poland, 
and several other countries [14, 35]. In russia, CHEK2 
mutations are found in fewer than 2% of “random” 
Bc patients, and in up to 5% of hereditary cancer pa-
tients [27]. In contrast to the situation with BRCA1 and 
BRCA2, heterozygous inactivation of CHEK2 does not 
increase the risk of Oc [21, 26].

Another important gene for russia is NBS1 (NBN). 
Homozygous defects of this gene were found in pa-
tients with serious immunodeficiency, the so-called ni-
jmegen breakage syndrome [36]. Heterozygous NBS1 
mutations are observed mostly in Slavs, and they are 
associated with an increased Bc risk [30, 37, 38]. no in-
creased frequency of this gene defect is observed in Oc 
patients [26]. nevertheless, in the only reported case 
of combined germ-line heterozygosity for BRCA1 and 
NBS1 genes in ovarian tumor, there was somatic inac-
tivation of the NBS1 gene, whereas the BRCA1 gene 
remained intact [39]. this observation may be an argu-
ment speaking in favor of the involvement of the NBS1 
gene in the degree of Oc risk.

MEDICAL ASPECTS OF HEREDITARy 
BC AND OC IN RuSSIA
the main goal of hereditary cancer syndrome diagnostics 
is to find healthy women with corresponding mutations. 

It is believed that timely detection of the genetic defect 
can help to avoid fatal cancer outcome. Women with het-
erozygous BRCA1 and BRCA2 genes are under regular 
observation for early Bc/Oc diagnostics. In addition, 
preventive surgical removal of target tissues is recom-
mended [40] to women with a Brc A mutation [40].

Healthy carriers of hereditary cancer genes are usu-
ally found during the examination of relatives of Bc 
or Oc patients with the genetic defect. According to 
current ethical standards, the patient herself should 
encourage her relatives to undergo DnA analysis. Our 
experience shows that very few relatives of the BRCA 
mutation carriers undergo DnA testing. this could be 
because either hereditary cancer patients conceal their 
condition to their relatives or the healthy women avoid 
medical procedures aimed at determining cancer risk. 
even more surprising is the fact that the majority of 
healthy women with BRCA1 mutations monitored by 
us are extremely careless when it comes to undergoing 
preventive screening. Preventive surgery presents the 
biggest challenge. While it has become a routine clinical 
practice in the u.S., canada, Western and eastern eu-
rope, Israel, Australia, South Africa, Japan, Korea and 
other countries, yet in russia the discussion of such an 
option is suppressed or distorted not only by ordinary 
people but even by the medical community.

While preventive measures for BrcA carriers are 
frequently neglected, many doctors are enthusiastic to 
try novel therapeutic schemes for HBOc patients. In 
2009, Polish scientists published the results of clinical 
studies showing the unique sensitivity of BRCA1-asso-
ciated tumors to cisplatin [41]. this is possible because 
of unique therapeutic window. In tumors of the BRCA1 
mutation carriers, complete inactivation of this gene 
is observed. It causes a homologous recombination de-
fect. BRCA1-deficient cells are extremely vulnerable 
to cisplatin, a well-known DnA crosslinking compound 
causing double-strand breaks. It is important that nor-
mal tissues, in contrast to neoplasms, retain hetero-
zygous BRCA1 status, the presence of a single func-

Table. Hereditary breast-ovarian cancer genes in Russia

Gene Major
mutations

Frequency 
in healthy 
subjects

Frequency in “high-risk” 
(familial and/or bilat-

eral and/or young-onset) 
breast cancer patients

Frequency in 
non-selected 
breast cancer 

patients

Frequency 
in ovar-

ian cancer 
patients

references

BrcA1 5382insc, 4153delA, 185delAG ~ 0.1% ~ 10% 2–4% > 10% [18–26]

cHeK2 1100delc, IVS2+1G>A < 1% ~ 5% ~ 2% <1% [26–29]

nBS1 657del5 0.5% ~ 1% 0.7% <1% [29, 30]
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tional copy of the gene being sufficient for performing 
its functions. russian scientists were the first to provide 
independent confirmation of the results of Byrski et al. 
[42]. cisplatin is now commonly used for the therapy of 
BRCA1-associated tumors in several russian clinics.
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ABSTRACT Sex chromosome evolution is accompanied by significant divergence in morphology and gene content 
and results in most genes of one of the sex chromosomes being present in two dosages in one sex and in one dos-
age in the other. To eliminate the difference in the expression levels of these genes between sexes and to restore 
equal expression levels of the genes between sex chromosomes and autosomes, mechanisms of dosage compensa-
tion have appeared. Studies of three classical objects, Drosophila melanogaster, Caenorhabditis elegans, and mam-
mals, have shown that dosage compensation of X-linked genes can be achieved through completely different 
chromosome-wide mechanisms. New data on sex chromosome gene expression demonstrating that many sex 
chromosome genes can be expressed at different levels in males and females were recently obtained from birds 
and butterflies. In this review, dosage compensation mechanisms in D. melanogaster, C. elegans, and mammals 
are considered and the data on sex chromosome gene expression in birds and butterflies, and their influence on 
our view of dosage compensation, are discussed.
KEyWORDS dosage compensation, sex chromosomes, gene expression, X-chromosome inactivation

COEVOLuTION OF SEX CHROMOSOMES AND 
DOSAGE COMPENSATION MECHANISMS
In a variety of organisms, sex correlates with a distinct 
sex chromosome set. In particular, in Drosophila mela-
nogaster, as well as in most mammals, females have two 
X-chromosomes, while males are heterogametic with 
two different sex chromosomes, X and Y. nonetheless, 
the systems determining sex in D. melanogaster and 
mammals are completely different. In D. melanogaster, 
sex depends on the ratio between doses of X-linked and 
autosomal genes [1], whereas in mammals the presence 
of the Y-chromosome, rather the Sry gene responsible 
for male sex determination, is crucial [2]. In contrast, in 
birds, butterflies, and some reptiles, females are het-
erogametic (chromosomes Z and W), while males have 
two Z-chromosomes. the sex chromosomes X and Y, 
as well as Z and W, considerably differ from each oth-
er in size, morphology, and gene content (Fig. 1). the 
chromosomes Y and W are heterochromatinized and 
mainly composed of tandem DnA repeats, and their 
gene content is poor in comparison with that of X- and 
Z-chromosomes.

It is thought that X- and Y-chromosomes appeared 
independently in different taxa and originated from 
a pair of homologous autosomes. the first step in sex 

chromosome evolution was the development of a ge-
netic system of sex determination in a population of 
hermaphrodites or individuals whose sex is deter-
mined by temperature. the most consistent is an order 
of events with initial mutation leading to the appear-
ance of a recessive gene of male sterility on the future 
X-chromosome, followed by the appearance of a domi-
nant gene of female sterility on the future Y-chromo-
some. this resulted in the suppression of recombination 
between the X- and Y-chromosomes at the loci, which 
enabled the linkage of the genes responsible for male 
or female sex determination. the following step was 
the accumulation of genes beneficial to males (but de-
creasing the female’s fitness) on the Y-chromosome. 
the necessity of a tight linkage between these genes 

males  females 

X XY X Z Z Z W

males  females 

Fig. 1. XY and 
ZW sex chromo-
some systems.
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and the Y-chromosome resulted in the suppression of 
recombination between the X- and Y-chromosomes in 
new loci and gradual expansion of the nonrecombin-
ing region. Suppression of recombination led to the 
accumulation of mutations and deletions in Y-linked 
genes, which are not associated with the formation of 
male features, thereby resulting in their degradation. 
Finally, the entire Y-chromosome could be lost, which 
probably occurred in Caenorhabditis elegans males that 
only possess the X-chromosome. A similar process is 
likely to have resulted in the divergence of Z- and W-
chromosomes [3, 4].

to compensate for such an essential loss of genes on 
the Y-chromosome, natural selection might have fa-
vored mechanisms that elevated the expression of X-
linked genes in males [5]. up-regulation of the genes 
localized on the single X-chromosome in males has been 
known for a long time and is well-studied in D. mela-
nogaster [6]. A similar path of restoring the X-linked 
gene expression level (dosage compensation) was pro-
posed for mammals and C. elegans, but convincing ar-
guments took a long time to emerge. A hypothesis on X-
chromosome up-regulation in mammal and C. elegans 
males was recently confirmed thanks to the develop-
ment of microarray techniques. this method allowed to 
determine the mean expression level of autosomal and 
X-linked genes, which was found to be equal in males 
of both mammals and C. elegans [7–9].

An increase in the transcription level of X-linked 
genes might result in an excess of their products in 
females. However, studies on gene expression using 
microarray have shown that X-linked genes are ex-
pressed in females of D. melanogaster, C. elegans, and 
mammals at the same level as autosomal genes [7–9]. 
Hence, females should also possess the mechanism(s) 
supporting the transcription balance between the X-
linked and autosomal genes, as well as an equal expres-
sion level of the X-linked genes in both sexes. Despite 
the fact that it has a similar origin, dosage compensa-
tion of X-linked genes occurs in different ways in D. 
melanogaster, C. elegans, and mammals (Fig.2). In D. 
melanogaster, dosage compensation only occurs in 
males, while in females the expression levels of genes 
localized on the autosomes and both X-chromosomes 
are equal [7]. In C. elegans, the single X-chromosome in 
males and both X-chromosomes in hermaphrodites are 
up-regulated. the restoration of the transcription bal-
ance in hermaphrodites is achieved by a specific mech-
anism that partially down-regulates gene expression on 
both X-chromosomes [7]. In mammals, gene expression 
is up-regulated on the X-chromosome in males and one 
of the two X-chromosomes in females. On the second 
X-chromosome, transcription of most genes is com-
pletely repressed; i. e., this X-chromosome undergoes 

inactivation [7, 8]. the mechanisms underlying these 
processes deserve a more detailed examination.

DOSAGE COMPENSATION OF X-LINKED 
GENES IN d. melanogaster
the elevated level of expression of X-linked genes in 
D. melanogaster males is supported by a complex com-
posed of six proteins: MSL1 (male-specific lethal 1), 
MSL2, MSL3, MOF (males absent on the first), MLe 
(maleless), and JIL1 (Janus kinase 1), and two noncod-
ing rnAs: roX1 and roX2 (rnA on the X). the key ele-
ment for the assembly of this complex is MSL2, which 
is only synthesized in males. the MSL2 protein is absent 
in females, so other components cannot form the dos-
age compensation complex. According to the generally 
accepted model, MSL2 stabilizes MSL1 by direct inter-
action, thus forming a platform for further assembly 
of the dosage compensation complex [10]. the proteins 
MOF and JIL1 are responsible for the activation of X-
linked gene transcription in males. the MOF protein 
acetylates histone H4 at Lys16 (H4K16). this modifi-
cation is characteristic of the transcriptionally active 
chromatin and specific for the male X-chromosome 
[11, 12]. However, recent data suggest that MOF can 
acetylate H4K16 not only on the X-chromosome, but 
also on the autosomes of both sexes [13]. MOF has been 
found to interact not only with the MSL complex, but 
also with the so-called nSL (nonspecific lethal) com-
plex that binds to promotors of transcriptionally active 
autosomal genes in males as well as autosomal and sex-

d. melanogaster  c. elegans  mammals

males 

females
hermaphrodites

A

A A X X X X X XA A A A

A X X X YY A A A A

autosomal expression level 
X-chromosome up-regulation 
X-chromosome inactivation 
partial down-regulation of both X-chromosomes
Y-chromosome 

Fig. 2. Diversity of X-linked gene dosage compensation 
systems A – autosomal set, X and Y – sex chromosomes.
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chromosomal genes in females. Hence, MOF, via inter-
action with different protein complexes, is implicated in 
two processes: dosage compensation of X-linked genes 
in males and general regulation of gene transcription in 
D. melanogaster [14, 15]. Moreover, homologues of MOF 
and the nSL complex exist in mammals, in which they 
play the same role in the histone H4 acetylation [16, 
17]. these facts suggest that the mechanism of dosage 
compensation in D. melanogaster did not appear de novo 
but was formed on the basis of existing proteins which 
could retain their initial functions. JIL1 kinase is freely 
associated with the MSL complex and phosphorylates 
histone H3 at Ser10. this modification is also implicated 
in the formation of transcriptionally active chromatin, 
likely counteracting the binding of the heterochromatin 
protein HP1 [18, 19]. thus, up-regulation of X-linked 
genes in D. melanogaster is achieved through the crea-
tion of an “open” incompact chromatin structure acces-
sible to transcription factors [20]. rnA-DnA-helicase 
MLe is thought to promote the integration of roX1 and 
roX2 rnAs into the dosage compensation complex [10]. 
these rnAs are interchangeable and essential for the 
binding of the dosage compensation complex with the 
X-chromosome [21]. Interestingly, the human homo-
logue of the MSL complex does not contain the roX1 
and roX2 rnAs. So, the recruitment of these noncoding 
rnAs into the MSL complex might be the turning point 
in the formation of the dosage compensation mecha-
nism in D. melanogaster [22].

the X-chromosome of D. melanogaster has no less 
than 150 specific sites, called chromatin entry sites, 
which contain MSL recognition elements for the bind-
ing of the dosage compensation complex. Following 
the binding of these sites, the MSL complex spreads 
along the X-chromosome and interacts with actively 
transcribed genes [23]. epigenetic features, such as 
trimethylated H3K36 (a characteristic of transcribed 
genes), rather than nucleotide sequences, are most 
likely significant at this stage [24]. nevertheless, not all 
transcriptionally active genes of the D. melanogaster 
male X-chromosome bind the dosage compensation 
complex. Moreover, binding of the MSL complex not 
always leads to exactly a twofold increase in the X-
linked gene expression level. In some cases, the level 
of transcription remains virtually unchanged [25–27]. 
therefore, the mechanism controlling the expression 
level of individual X-linked genes in D. melanogaster 
males has yet to be identified.

the mechanism underlying up-regulation of X-
linked genes in mammalian and C. elegans males re-
mains unknown. It is likely to be supported by epige-
netic mechanisms as in D. melanogaster. However, it 
is worth noting that no significant difference has been 
found between the chromatin structures of the X-

chromosome and autosomes. So, the X-chromosome 
up-regulation in males may be a result of alterations in 
the nucleotide sequences of the gene regulatory regions 
that took shape during evolution [8, 28]. Besides, there 
is another possible way of enhancing X-linked gene ex-
pression in mammals. the fact is that the genes of the 
active and inactive X-chromosomes differ in methyla-
tion patterns. the alleles of the inactive X-chromosome 
are hypermethylated at the cpG-dinucleotides of pro-
motor regions, which matches their inactivation. At 
the same time, the alleles of the active X-chromosome 
in females and genes of the X-chromosome in males 
are hypermethylated at the cpG-dinucleotides of gene 
bodies [29]. However, it remains absolutely unclear how 
methylation of gene bodies can lead to elevated expres-
sion of X-linked genes in mammals.

DOSAGE COMPENSATION  
OF X-LINKED GENES IN c. elegans
As mentioned above, dosage compensation of the C. 
elegans X-linked genes includes two processes: X-
linked gene up-regulation in males and partial repres-
sion of the genes localized on both X-chromosomes in 
hermaphrodites. While the mechanism of the first 
process is absolutely unknown, the complex of dos-
age compensation composed of nine proteins SDc-1, 
SDc-2, SDc-3, DPY-21, DPY-26, DPY-27, DPY-28, 
DPY-30, and MIX1 has been characterized in C. el-
egans hermaphrodites [30]. three proteins (DPY-26, 
DPY-27, and DPY-28) closely resemble the proteins 
of the 13S condensin complex responsible for chro-
mosome compaction in mitosis and meiosis not only 
in C. elegans, but also in other eukaryotes. Another 
protein, MIX1 (mitosis and X-associated protein 1), 
is common to both complexes [31–34]. However, not 
only MIX1 has a dual function. the protein DPY-28 
controls the number and distribution of crossovers be-
tween homologous chromosomes in meiosis [35]. DPY-
30 is part of a complex that is homologous to the yeast 
complex Set1/cOMPASS methylating histone H3. 
DPY-30 is likely implicated in both dosage compen-
sation and the general regulation of gene transcrip-
tion in C. elegans males and hermaphrodites [36, 37]. 
An important role in the assembly and function of the 
dosage compensation complex is played by the protein 
SDc-2 (sex determination and dosage compensation 
2). unlike other proteins, SDc-2 is only expressed in 
hermaphrodites and seems to be responsible for the 
specific impact of the dosage compensation complex 
on the X-chromosome, because it can bind to the X-
chromosome independently of other components of 
the complex [38]. the complex assembly begins with 
the interaction between SDc-2, SDc-3, and DPY-30, 
which creates a platform for the binding of all other 
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proteins to the X-chromosome [39–41]. Interestingly, 
the same complex (except for DPY-21) is implicated 
in a 20-fold transcription repression of the autosomal 
gene her-1 (hermaphrodization of X0 animals), which 
is responsible for male sex determination [38, 41]; i.e. 
this complex participates not only in the dosage com-
pensation of X-linked genes, but also in the sex deter-
mination system.

to bind to the dosage compensation complex there 
are specific nucleotide sequences on the C. elegans X-
chromosome, but their density is significantly lower 
than that on the D. melanogaster X-chromosome (~40 
and 150, respectively). these sequences are divided into 
two types: the rex- and dox-sites. rex (recruitment ele-
ments on X)-sites can bind to the dosage compensation 
complex regardless of whether they are localized on 
the X-chromosome or autosomes and are most likely 
responsible for the primary recognition of the com-
plex. Dox (dependent on X)-sites only interact with the 
dosage compensation complex when localized on the 
X-chromosome, and they are mainly implicated in the 
spreading of the complex along the X-chromosomes of 
C. elegans hermaphrodites [42].

the mechanism of dosage compensation complex-
dependent partial repression of X-linked gene expres-
sion in hermaphrodites is not yet known; however, a 
certain similitude between the C. elegans dosage com-
pensation and the 13S condensin complexes allows to 
assume that the same principle underlies both the tran-
scription repression of X-linked genes and the chro-
mosome condensation in mitosis and meiosis [37]. the 
similarity to the 13S condensin complex and the dual 
function of some proteins of the dosage compensation 
complex suggest that in both C. elegans and D. mela-
nogaster dosage compensation appeared due to the ac-
quisition of novel functions by existing proteins, rather 
than the development of an absolutely new mechanism. 
Which X-linked genes are subjects to dosage compen-
sation in C. elegans hermaphrodites (and to what ex-
tent) remains unknown.

DOSAGE COMPENSATION OF X-LINKED 
GENES IN MAMMALS
Like C. elegans, mammals demonstrate up-regulation 
of X-linked genes in both sexes. the restoration of the 
gene transcription balance in females is achieved by 
transcription repression (inactivation) of the majority 
of genes localized on one of the two X-chromosomes 
[43]. X-inactivation may be either random or imprinted 
[28]. When X-inactivation is imprinted, the paternally 
inherited X-chromosome is predominantly inactivated. 
this variant of inactivation occurs in marsupials as well 
as in the extraembryonic tissues of some eutherians. 
When the inactivation is random, the chances of the 

paternal and maternal X-chromosomes being inacti-
vated are equal. this type of X-inactivation takes place 
in somatic tissues of eutherians.

the eutherian X-chromosome has a specific lo-
cus called the X-inactivation center. One gene from 
this locus, Xist, is the key gene in the initiation of 
the X-inactivation process. It encodes a noncoding 
rnA, which then spreads along the further inactive 
X-chromosome, which leads to a series of epigenetic 
changes [28, 44–46]. As a result, rnA polymerase II is 
excluded from the inactive X-chromosome, and chro-
matin-modifying complexes appear. consequently, the 
inactive X-chromosome loses modifications that are 
characteristic of transcriptionally active chromatin, 
such as histone H3 dimethylated at Lys4 (Н3К4) and 
acetylated histones H3 and H4. Instead, the inactive 
X-chromosome gains modifications characteristic of 
transcriptionally inactive chromatin, such as histone 
H3 trimethylated at Lys27 (Н3К27), histone H2A ubiq-
uitinylated at Lys119 (uH2A), histone H3 dimethyl-
ated at Lys9 (Н3К9), and histone H4 monomethylated 
at Lys20 (Н4К20). In addition, the inactive X-chromo-
some becomes late-replicating and associates with a 
histone H2A variant (macroH2A) containing a nonhis-
tone domain. the last epigenetic event in the X-inacti-
vation process is methylation at X-linked gene promo-
tor regions, which allows to maintain the stability of 
the inactive state of the X-chromosome. complexes of 
polycomb proteins are implicated in the establishment 
of the inactive state of the X-chromosome in mam-
malian females. Prc1 (polycomb repressor complex 
1) is responsible for the ubiquitinylation of histone 
H2A [47, 48], while Prc2 is responsible for Н3К27 tri-
methylation [49, 50]. However, these complexes are 
not specific to females, as they are also implicated in 
the repression of both X-linked and autosomal genes 
[22]. the enzymes fulfilling Н3К9 dimethylation and 
Н4К20 monomethylation have not been known pre-
cisely. It is believed that they are methyltransferase 
G9a and Pr-Set7, respectively [51, 52]. It is worth not-
ing that noncoding rnAs and chromatin-modifying 
complexes are involved in the dosage compensation of 
X-linked genes both in mammals and D. melanogaster, 
but their effects on gene expression are diametrical-
ly opposite. the question of how Xist rnA interacts 
with chromatin-modifying factors still remains open. 
Moreover, the gene Xist was not found in marsupials 
[53], despite the fact that their chromatin modification 
patterns on the inactive X-chromosome closely resem-
ble those in eutherians. It becomes obvious that both 
the X-inactivation center and random X-inactivation 
only developed in eutherians [53, 54], and that the X-
inactivation process in marsupials differs from that in 
placental mammals.
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In its mechanism, X-inactivation is similar to the im-
printing of autosomal genes. In both cases, noncoding 
rnAs are involved whose expression leads to the es-
tablishment of the same chromatin modifications: hy-
pomethylated Н3К4, hypoacetylated Н3К9, trimeth-
ylated Н3К27, uH2A, dimethylated Н3К9, and DnA 
methylation [55, 56]. the final result of both processes is 
the transcription repression of one of two alleles. Hence, 
the method of gene transcription repression during X-
inactivation in mammalian females is not unique; the 
same mechanism is also at play in the establishment of 
monoallele expression for certain autosomal genes.

It is worth noting that not all genes of the inac-
tive X-chromosome undergo inactivation. Studies on 
the expression status of human X-linked genes have 
shown that 15% of genes always escape X-inactiva-
tion, while 10% of genes have heterogeneous expres-
sion; i.e., they undergo X-inactivation in some wom-
en and escape X-inactivation in others [57]. Besides, 
genes escaping X-inactivation were found in mice and 
some other mammals [58, 59]. However, the reason 
why some X-linked genes escape X-inactivation is as 
yet unknown. In some cases, this may be explained by 
the presence of a Y-chromosomal homologue of an X-
linked gene. In this case, escaping X-inactivation ena-
bles the restoration of equal X-linked gene expression 
between the sexes. nonetheless, many X-linked genes 
escaping X-inactivation have no Y-homologues. It is 
possible that a higher expression level of these genes 
in females is associated with the formation of female-
specific features [60, 61]. Interestingly, the expression 
level of many genes escaping X-inactivation on the in-
active X-chromosome is much lower than that on the 
active X-chromosome [8, 9, 57]. this suggests that a 
higher expression level of these genes in females is of 
little importance. It is also possible that an imbalance 
of X-linked genes can be evened out after transcrip-
tion [60, 61].

It has been suggested that special elements are nec-
essary for the effective spreading of the inactive state 
along the X-chromosome. the most likely candidates 
are long, interspersed nuclear elements (LInes) [62]. 
this hypothesis is supported by the fact that murine 
and human X-chromosomes are twice richer in LInes 
as compared to autosomes. It is worth noting that the 
distribution of LInes on the human X-chromosome 
correlates with gene expression status. the highest 
density of LInes is observed in the X-inactivation cent-
er and in regions of gene inactivation. conversely, the 
density of LInes in regions that escape X-inactivation 
is lower [57, 63, 64]. Yet, what are the sequences neces-
sary for effective spreading of the inactive state along 
the X-chromosome and what are the mechanisms of 
their action remains unknown.

COMMON FEATuRES OF X-LINKED GENE 
DOSAGE COMPENSATION SySTEMS
examination of three model objects (D. melanogaster, C. 
elegans, and mammals) demonstrates that X-linked gene 
dosage compensation can occur via a variety of mecha-
nisms. the difference in dosage compensation mecha-
nisms appears to reflect an independent origin of sex 
chromosomes in these species and, as a result, independ-
ent formation of the mechanisms directed toward the 
regulation of X-linked gene expression. Despite the dif-
ference in means of X-linked gene dosage compensation 
in D. melanogaster, C. elegans, and mammals, there are 
several common features. First, dosage compensation is 
achieved via mechanisms operating at the chromosomal 
level; these mechanisms do not appear de novo: existing 
proteins and protein complexes adapt to the regulation of 
X-linked gene expression. Second, up-regulation of the 
single X-chromosome in males is common to all three dos-
age compensation systems, though the mechanisms un-
derlying this phenomenon may differ. third, the required 
gene expression level is supported via a change in the X-
chromosomal chromatin structure by chromatin-modi-
fying complexes. In D. melanogaster and mammals, the 
effect of chromatin-modifying complexes in the course of 
X-linked gene dosage compensation is associated with the 
expression of noncoding rnAs. tight association between 
the noncoding rnAs and regulation of gene expression 
implies that noncoding rnA is likely to be also found in 
the C. elegans dosage compensation system. Fourth, the 
X-chromosome contains a set of sequences responsible 
for binding and effective spreading of the dosage com-
pensation complexes. thus, the mechanisms of dosage 
compensation enable the leveling of the expression of au-
tosomal and X-linked genes, as well as maintenance of 
an equal expression level of X-linked genes in both sexes. 
transcriptional balance of X-linked genes is supported in 
different somatic cell types and the germinal cells of D. 
melanogaster and mammals in both sexes [7, 8], thus sug-
gesting its importance to the organism.

DOSAGE COMPENSATION OF z-LINKED 
GENES IN BIRDS AND BuTTERFLIES
By analogy with the XY system of sex chromosomes, 
one might expect that the ZW system of sex chromo-
somes should also be characterized by the up-regula-
tion of genes on the single Z-chromosome in females 
(heterogametic sex). However, early studies on the ex-
pression of a small number of Z-linked genes in birds 
and butterflies showed an elevated expression of some 
Z-linked genes in males, as compared to females [65–
68]. thus, the existence of Z-linked gene dosage com-
pensation was called into doubt for a long time.

the use of microarray techniques allowed to deter-
mine the level of Z-linked and autosomal gene expres-



reVIeWS

 VOL. 2  № 4 (7)  2010  | ActA nAturAe | 41

sion in two avian species (chicken and zebra-finch) 
and in silkworm. the ratio between male and female 
Z-linked gene expression levels in birds ranged be-
tween 1 and 2: i.e., one gets the impression that the Z-
chromosome is between dosage compensation at the 
chromosomal level and the lack of dosage compensa-
tion [69, 70]. Similar data was obtained from the study 
of Z-linked gene expression in silkworm [71]. Moreo-
ver, in zebra-finch, Z-linked genes were distinctly di-
vided into two groups: genes with an equal expression 
level in both sexes and those with a higher expression 
level in males [69]. Birds and butterflies do not appear 
to have mechanisms controlling the gene expression 
of the whole Z-chromosome; however, some Z-linked 
genes in females do undergo dosage compensation 
(Fig.3). the mechanisms involved in this process are 
not yet understood. nonetheless, a specific locus, MHM 
(male hypermethylated), has been found on the avian 
Z-chromosome. this locus is hypermethylated in males, 
while in females a noncoding rnA is transcribed from 
this locus and accumulates in the region surrounding 
MHM. In females, this region is acetylated at Lys16 of 
histone H4 (H4K16). Besides, despite the genes under-
going dosage compensation being distributed along the 
Z-chromosome, the majority of them are concentrat-
ed near the MHM locus. It is likely that Z-linked gene 
dosage compensation in birds occurs the same way it 
does in D. melanogaster: noncoding rnA and Н4К16 
acetylation provide an elevated expression level of Z-
linked genes in females [72].

the difference in the degrees of dosage compensa-
tion between the X- and Z-chromosomes might be as-
cribed to their age. When sex chromosomes are young 
enough, the mechanisms controlling gene expression 
might not have developed yet. While avian and mam-
malian sex chromosomes are close in age (no less than 

150 and 166 MYA, respectively), the sex chromosomes 
of D. melanogaster are relatively young (~65 MYA), but 
the age is enough in order for the chromosomal dosage 
compensation mechanism to have developed. Hence, 
the age of sex chromosomes does not influence the ex-
tent of dosage compensation [22, 73]. It is known that 
hemizygosity at several genes or small genomic regions 
may remain, with no consequences for the organism. 
the avian and butterfly Z-chromosomes contain about 
840 and 600 genes, respectively, which is considerably 
less than the number of genes on the D. melanogaster, 
C. elegans, and human X-chromosomes (2,300; 3,100; 
and 1,100 genes, respectively). It is likely that it is the 
lower number of genes on the sex chromosomes of 
birds and butterflies that allows them to do without 
chromosomal dosage compensation mechanisms. How-
ever, hemizygosity at several hundred genes must be 
lethal anyway; so the limited dosage compensation in 
birds and butterflies cannot be the result of lower gene 
density on sex chromosomes [22, 73]. As of now, the lo-
cal dosage compensation is only found in species whose 
heterogametic sex is female (ZW). Since the Z-linked 
gene expression level was only examined in representa-
tives of two taxa, it remains unclear whether this path 
of dosage compensation is characteristic of organisms 
with the ZW sex chromosome system or whether it is 
a coincidence. the study of other taxa, whose hetero-
gametic sex is female, will likely answer this question 
[22, 73].

CONCLuSION
the data on sex-chromosomal gene expression in birds 
and butterflies force us to look anew at the problem of 
gene dosage compensation. It is becoming obvious that 
sex-chromosomal genes undergo dosage compensation 
to different extents, up to its complete escaping. It is 
possible that dosage compensation mechanisms evolved 
to control the expression of a distinct gene set, rather 
than the entire sex chromosome. this postulate seems 
to be correct not only for the Z-chromosome, but also 
for the X-chromosome, because genes escaping dosage 
compensation were found in mammals and D. mela-
nogaster. Further studies will probably focus on the 
identification of the sex-chromosomal genes requiring 
dosage compensation, as well as on the mechanisms 
that determine the extent of dosage compensation for 
individual genes. Another important line of inquiry 
may be uncovering the mechanisms underlying the 
up-regulation of the X-linked genes in mammals and 
C. elegans. Studies on heteromorphic sex chromosomes 
in new taxa could shed light on the matter. 

This study was supported by the RAS Presidium 
Program Molecular and Cell Biology. 
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Fig. 3. Dosage compensation of Z-chromosome genes in 
birds and butterflies A – autosomal set, Z and W – sex 
chromosomes.
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ABSTRACT p66shc is a gene that regulates the level of reactive oxygen species (ROS), apoptosis induction, and 
lifespan in mammals. Mice knocked out for p66shc have a lifespan ~30% longer and demonstrate an enhanced 
resistance to oxidative stress and age-related pathologies such as hypercholesterolemia, ischemia, and hypergly-
cemia. In this respect, p66shc is a promising pharmacological target for the treatment of age-related diseases. In 
this review, an attempt has been made to survey and put to a critical analysis data concerning the involvement 
of p66shс in the different signaling pathways that regulate oxidative stress and apoptosis.
KEyWORDS apoptosis, reactive oxygen species, p66shc, mitochondria.
ABBREVIATIONS Akt – protein kinase B, Cdc42 (cell division control protein 42 homolog) – a small GTPase of the 
Rho-subfamily, Cyt C – cytochrome c, DMTU – dimethylthiourea,  Grb2 – growth factor receptor-bound protein 
2, ERK – extracellular signal-regulated kinases, HIV-1 – human immunodeficiency virus 1, IMS – intermem-
brane space of mitochondria, JNK – c-Jun N-terminal kinases, MAPK – mitogen-activated protein kinases, 
mHSP70 – mitochondrial 70 kilodalton heat shock proteins, MnSOD – mitochondrial superoxide dismutase, 
PKCβ – protein kinase Cβ, Pin-1 – peptidyl-prolyl cis/trans isomerase, PP2A – Protein phosphatase 2, Prx1 – 
peroxiredoxin 1, PTP – permeability transition pore, PTP-PEST – protein tyrosine phosphatase that contains a 
C-terminal PEST motif, Rac-1 – ras-related C3 botulinum toxin substrate 1, RAS – rat sarcoma viral oncogene, 
REF-1 – redox factor 1, ROS – reactive oxygen species, SOS1 (Son of Sevenless) – guanine nucleotide-binding 
protein, TIM – translocase of the inner membrane of mitochondria, TMPD – N,N,N’,N’- tetramethyl-p-phenyl-
diamine, TOM – translocase of the outer membrane of mitochondria. 

INTRODuCTION
the identification of the mutations that lead to the 
prolongation of the lifespan of various model organ-
isms shows that aging can be considered as a genetic 
program [1]. One of these genes is p66shc, the deletion 
of which results in a 30% increase in the lifespan. It is 
important to note that mice knocked out for p66shc, in 
comparison with other mouse models with a prolonged 
lifespan (e.g., mice with the deleted gene of a growth 
hormone receptor), are fertile and exhibit a normal 
phenotype [2]. these mice are resistant to oxidative 
stress and age-related pathologies such as atheroscle-
rosis [3], endothelial disorders [4], AGe (advanced gly-
cation end products)-dependent glomerulopathy re-
lated to diabetes mellitus [5, 6], and ethanol-induced 
liver affection [7].

P66shc is an adaptor protein which is coded for by 
a single locus in Drosophila (dShc), and by four loci in 
mammals – Shc (ShcA), Sli (ShcB), Rai (ShcC) [8], and 
RalP [9]. the four mammalian loci code for at least 7 
proteins due to the usage of alternative start codons 
and alternative splicing. three isoforms encoded by the 
ShcA locus are designated according to their molecular 

weights as p46shc, p52shc, and p66shc, respectively. 
these proteins participate in the regulation of prolif-
eration (p46shc and p52shc) and apoptosis (p66shc) [8].

P66shc is considered to be a relatively “young” pro-
tein since it is not found in yeast (Saccharomyces), 
nematodes (Caenorhabditis), and insects (Drosophila) 
but appears in amphibians (Xenopus), fishes (Fugu 
rubripes), and mammals [8]. Since it is the longest iso-
form, p66shc contains all the most ancient domains that 
are found in short isoforms p46shc and p52shc (Fig.1), 
including: the n-terminal phosphotyrosine-binding 
domain (PtB), the middle collagen homology domain 
(cH1), and the c-terminal Src-homology domain (SH2). 
the isoforms that are longer than p46shc contain some 
additional n-terminal domains: the cytochrome c bind-
ing domain (cB), which is common to both p52shc and 
p66shc, and the collagen-homology domain (cH2), 
which is unique to p66.

P46shc and p52shc fulfill the function of adaptor 
proteins transmitting signals from various tyrosine-ki-
nase receptors, which phosphorylate tyrosine residues 
in these proteins. Phosphorylation of p46shc/p52shc 
induces the formation of a complex between Grb2 
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(adaptor protein) and SOS (nucleotide exchange fac-
tor), which leads to rAS activation and the induction of 
the mitogene-activated protein kinases (MAPK) path-
way. Although p66shc as p46shc/p52shc is phosphor-
ylated by tyrosine-kinase receptors and interact with 
the Grb2/SOS complex, it, apparently, does not acti-
vate MAPK [10]. the competition between p66shc and 
p52shc for binding with Grb2 [11] and p66shc-induced 
displacement of SOS from its complex with Grb2 [12, 
13] can mediate the regulation of signal transduction 
from receptors. However, experiments on animal mod-
els knocked out for p66shc showed that the role of this 
protein in lifespan regulation, oxidative stress, and ap-
optosis is accounted for by the cH2 and cB domains, 
which are not essential for the primary adaptor func-
tion of the protein. 

P66, OXIDATIVE STRESS, AND APOPTOSIS .
Studies on mice with a knocked out p66shc gene re-
vealed decreased levels of intracellular rOS, as deter-
mined by means of rOS-sensitive probes, as well as 
reduced levels of oxidative damages to DnA and pro-
teins, estimated by measuring 8-oxo-deoxiguanosine 
and nitrotyrosines [3,4,14-16]. the mutant mice ex-
hibited higher resistance to paraquat-induced oxida-
tive stress [2]. Studies on various p66shc-deficient cell 
lines  (ones with a deleted p66shc-gene, or cells with a 
dominant-negative phenotype caused by a Ser36Ala 
substitution in the target gene) derived from mice, rats, 
and a human showed that p66shc plays an important 
role in apoptosis induced by various agents (table 1). 
P66shc-mediated oxidative stress is assumed to be the 
key factor in these experimental models of apoptosis. 
In particular, certain published data indicate the im-
portance of p66shc-induced oxidative stress in the p53-

dependent apoptotic pathway [14]. Data derived from 
physiological experiments have led to similar conclu-
sions (table 2). 

Posttranslational modifications have been shown 
to play an important role in the pro-apoptotic activity 
of p66shc. For instance, phosphorylation at Ser36 lo-
cated in the cH2-domain is indispensable in hydrogen 
peroxide- or uV-induced apoptosis [2]. Phosphoryla-
tion itself is carried out by such kinases as JnK (in re-
sponse to uV or amyloid β-peptide) [23, 33], erK [34], 
and PKcβ in response to treatment by H2

O
2
 [35]. Phos-

phorylation at Ser36 promotes interaction with 14-3-
3 proteins [36], tyrosine phosphatase PtP-PeSt [37], 
and prolylisomerase Pin-1 [35]. While the significance 
of the first two interactions remains unclear, Pin-1-
mediated p66shc isomerization plays a crucial role in 
the regulation of p66shc transport into mitochondria 
and activation of mitochondrion-dependent apoptosis 
(see below).

However, despite the great amount of research con-
firming the pro-apoptotic functions of p66shc, some 
studies suggest that it can also exhibit antiapoptotic 
effects. In a human breast cancer model, as well as in 
a human stem cell model, it was shown that the sup-
pression of p66shc expression protects from hypoxia-
induced cytotoxicity. It was also found that low oxy-
gen concentrations lead to p66shc activation, which, in 
turn, induces expression of the Notch-3 gene. the latter 
accounts for the self-renewal of stem cells and their 
survival under hypoxia. notch-3 induces the expres-
sion of carboanhydrase IX, which also accounts for a 
hypoxia resistant phenotype [38]. therefore, a connec-
tion exists between p66shc and the pathway that un-
derlies the protection of stem cells from hypoxia. these 
data clarify the role of p66shc in homeostasis and the 
self-renewal of stem cells, which are known to occupy 
specialized tissue compartments or niches containing 
small amounts of blood vessels and, hence, low oxygen 
concentrations. It is interesting to note that since the 
small GtPase rac-1 is a well-known activator of p66-
induced oxidative stress [25], it also plays an essential 
part in the maintenance and self-renewal of epider-
mal stem cells. taken together, these data show that 
p66shc has a more complex role, acting as a “double-
edged sword” in the regulation of apoptosis, based on 
environmental conditions and genetic context.

MECHANISMS OF P66-DEPENDENT 
INCREASE IN CELLuLAR ROS LEVELS
By now, we know the mechanisms p66shc exploits to 
increase intracellular rOS levels: activation of mem-
brane-bound nADPH-oxidases, down-regulation of 
antioxidant enzymes synthesis, and generation of rOS 
in mitochondria.
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Fig. 1. Schematic presentation of domain structure of 
SHC-like proteins. Modified amino acid residues denoted 
as: serine 36 and 54 (S36 and S54), cysteine 59 (C59), 
threonine 386 (T386) and tyrosines (Y) phosphorylated 
during signal transduction from tyrosine kinase receptors.
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p66-dependent Activation of Membrane-bound 
NADPH-oxidases
First of all, it should be noted that p66shc can cause 
oxidative stress in the cell carrying out its primary 
function of adaptor protein. As was mentioned above, 
this protein can negatively regulate rAS-activation by 
means of displacing the nucleotide exchange factor SOS 
from its complex with Grb2. It has turned out that this 
chain of events can be accompanied by the SOS-de-
pendent activation of small GtPase rac-1, which con-
sequently promotes the assembly of membrane-bound 
nADPH-oxidases and the production of rOS [12] (Fig. 
2). It has been shown that p66shc is necessary for apop-
tosis induced by a constitutively active rac-1 mutant. 
However, this apoptosis scenario does not involve the 
phosphorylation of Ser36 but phosphorylation of Ser54 
and thr386, instead, which promotes rac-1-dependent 

Table 1. Cellular models of p66shc inactivation (via either p66shc gene deletion or expression of а dominant-negative 
mutant of p66shc at S36) with phenotype of apoptosis resistance

Cells Cell line name Organism Apoptosis inducer References

embryonic fibroblasts MeF mouse H
2
O

2
, uV, staurosporine, 

isothiocyanate, chloroform [2, 15, 17, 18]

Primary cardiomyocyte mouse angiotensin II [19]

transformed renal epithelial cells tKPtS mouse H
2
O

2
, cisplatin [13]

Hepatocytes transgenic for human 
tGFa AML12 mouse hypoxia-reoxygenation [20]

endothelial progenitor cells BM c-kit+ mouse high glucose in media [21]

Osteoblastic cells OB-6, uAMS-32 mouse H
2
O

2
[22]

Pheochromocytoma Pc12 rat beta amyloid, constitutively 
active rac1 mutant [23]

cardiomyocyte ArVM rat high glucose in media [24]

transformed fibroblast-like cells cOS7 green monkey constitutively active rac1 
mutant [25]

neuroblastoma SH-SY5Y human beta amyloid [23]

Human podocytes immortalized with 
SV40-t-antigen cIDHPs human HIV-1 transfection [26]

Prostatic carcinoma Pc3, LncaP human isothiocyanate [18]

cervical carcinoma HeLa human H
2
O

2
[27]

Osteosarcoma SaOs-2 human H
2
O

2
[27]

retinal pigmented epithelial
cells rPe human H

2
O

2
[28]

Lymphoma Jurcat human hypoxia, calcium ionophores [29]

transformed renal epithelial cells φnx-293 human cell detachment from a solid 
matrix [30]

endothelial cells HuVec human cell detachment from a solid 
matrix [30]

Table 2. p66 involvement in the development of patholo-
gies associated with oxidative stress and demonstrated 
on physiological models (experiments with p66shc knock-
out animals or comparison between young and elderly 
individuals) 

Pathology associated with 
apoptosis

Organism 
and genetic 

line 
Reference

experimental diabetic 
glomerulopathy

mouse, 
SV/129 [5]

Vascular cell apoptosis and 
atherogenesis  

induced by high-fat diet 

mouse, 
SV/129 [3]

cardiomyocyte apoptosis in 
experimental model  of diabe-
tes induced by streptozotocin

mouse, 
SV/129 [31]

cerebral cortex hypoxia rat, Sprague–
Dawley [32]
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stabilization of p66shc and protects against ubiquitin-
mediated degradation [25]. In macrophages, where 
nADPH-oxidase serves as the major source of rOS, 
knockout of the p66shc gene undermines the forma-
tion of the active nADPH-oxidase complex, ultimately 
leading to a 40% decrease in rOS-formation. 

p66shc and Regulation of Expression of Antioxidant 
Enzymes
Previous research has shown that p66shc reduces the 
expression of such antioxidant enzymes and regula-
tory factors as glutathione peroxidase-1 [28], MnSOD 
[7, 20, 28], and reF-1 [20] by means of down-regulation 
of Forkhead-type transcription factors (e.g., Foxo3a) 
[23, 40, 41]. In the course of oxidative stress, serine/
threonine protein kinase Akt undergoes phosphoryla-
tion and in turn phosphorylates and inactivates Foxo3a. 
this reaction requires the presence of p66shc in the cell 
[40] and also its phosphorylation at Ser36 [42]. Outside 
of that, some data suggest that p66shc, in complex 
with βPix (a nucleotide exchange factor for rac-1 and 
cdc42), can cause Akt-independent phosphorylation 
and the inactivation of Foxo3a [43] (Fig. 3).

It should be mentioned that these data are in disa-
greement with a number of publications which argue 
that p66shc does not affect the levels of antioxidant en-
zymes [4, 15-17].

p66shc and Mitochondria-mediated Apoptosis
the fact that cells carrying deletion of the p66shc gene 
are resistant to various inductors of mitochondria-me-
diated apoptosis implies a direct interaction between 
p66 and mitochondria. 

Mitochondrial localization of p66shc and its transport 
to mitochondria. Studies on the cellular localization of 
p66shc showed that 32% of this protein is localized in 
the cytoplasm; 24% is in the endoplasmic reticulum; 
and 44%, in mitochondria [17]. Inside the mitochondria, 
p66shc is distributed in the following manner: 35% is in 
the intramembrane space, 56% is associated with the 
inner membrane, and 9% is located in the mitochondrial 
matrix [15]. According to other data, mitochondria con-
tain only 10% of cellular p66shc [44]. these differences 
told arise from the changes in p66shc intracellular lo-
calization caused by external influences. 

the stimuli that promote p66shc translocation into 
mitochondria are usually pro-apoptotic factors, such 
as uV radiation and treatment with H2

O
2 
[17, 35]. How-

ever, the mechanism of p66shc transport into mito-
chondria remains unknown. It is known that a short 
Shc isoform p46shc is also localized in mitochondria 
and contains the signal of mitochondrial import [45]. 
However, mutations in a similar mitochondrial import 
sequence in p66 did not affect its localization - which 
probably means that this signal is somehow masked 
by the n-terminal cH2-domain [44]. It was also shown 
that p66shc is associated with protein complexes that 
contain mHSP70, tIM, and tOM subunits and mediate 
protein transport into mitochondria. P66 is thought to 
be inactive in these complexes; however, it is believed 
that under oxidative stress p66 dissociates and thus ac-
quires active conformation [46].

According to data presented in [35], the signal path-
way that initiates p66shc translocation into mitochon-
dria upon H

2
O

2 
treatment includes the activation of 

PKcβ, which phosphorylates p66 at Ser36. Phosphor-
ylated p66 becomes a target of prolylpolymerase Pin-1 
that recognizes a proline residue, which follows phos-
phorylated serine. After isomerization, p66shc is de-
phosphorylated by PP2A phosphatase and transported 
into mitochondria. the latter event is confirmed by the 

GRb2
p66

SOSSOS

RAS RAS Rac-1 Rac-1
GDP GDPGTP GTP

ROS NADPH oxidase 

Fig. 2. P66-dependent activation of plasma membrane 
NADPH oxidases. P66shc displaces nucleotide exchange 
factor SOS from Grb2 complex and promotes activation 
of small GTPase Rac1. Activated Rac1 stimulates NADPH 
oxidase complex formation and ROS generation.

Akt P
MnSOD

p66
βPix FOXO

Glutathione  
peroxidase

REF-1

?

Fig. 3. P66 role in regulation of the cellular antioxidant 
defense system. P66 can downregulate antioxidative fer-
ments and regulatory factors. This downregulation can be 
induced through both Akt-dependent and Akt-independ-
ent inactivation of Forkhead transcription factors.
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fact that the pool of mitochondrial p66shc is not phos-
phorylated [15] (Fig.4). It was also shown in [35] that the 
absence of p66shc also results in altered ca-signaling 
and prevents the fragmentation of mitochondria, which 
is related to resistance to apoptosis. 

Redox proapoptotic activity of p66shc and the produc-
tion of ROS. current views hold that, in the course of 
mitochondrial-dependent apoptosis, various signals 
(rOS, elevated ca, uncoupled oxidative phosphoryla-
tion) promote the formation of a multi-subunit protein 
complex, which eventually forms a pore in the inner 
mitochondrial membrane. the permeabilization of both 
mitochondrial membranes results in the release of cyt 

c and other proteins in the cytoplasm, apoptosome for-
mation, and caspase activation [47].

Pelicci et al. have suggested a mechanism explain-
ing the role of p66shc in mitochondrium-dependent 
apoptosis [15]. It turns out that p66shc is necessary for 
a drop in the membrane’s potential and cyt c release 
in cytosol. Moreover, the addition of cyclosporine A, 
an inhibitor of permeability transition pore formation, 
blocked the pro-apoptotic function of p66shc [17]. In 
vitro showed that the addition of recombinant p66shc 
to isolated mitochondria with a permeabilized outer 
membrane results in mitochondria swelling as a result 
of permeability transition pore formation. this effect 
was also inhibited by cyclosporine A, catalase, antioxi-
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Fig. 4. Model for induction proapoptotic signaling in mitochondria. p66shc (denoted as orange circle) can exist as dimer 
(circles where “SH” indicates reduced cysteine residue 59) and tetramer (circles with “S” indicating an oxidized cysteine 
residue 59). Circles with “S?” indicating unknown redox state of a cysteine residue 59 that is responsible for tetram-
erisation p66. Interaction of p66shc with peroxiredoxin 1 (Prx1, denoted as violet oval) in cytosol results in a complex 
presumably consisting of dimeric p66 and dimeric Prx1 in which Prx1 peroxidase activity degrades p66-generated ROS. 
Oxidative stress leads to dissociation of the complex; PKCβ phosphorylates released p66 on S36. Phosphorylated p66 
becomes a target for prolyl isomerase Pin1, which recognizes proline following phosphorylated serine residue. After 
izomerization PP2A dephosphorylates p66shc, which is then transported into mitochondria. During oxidative stress 
p66shc is released from the high-molecular-mass complex that contains TOM, TIM, and mHsp70. Released p66shc acts 
as oxidoreductase and transfers electrons from reduced Cyt C to oxygen. As a result, generated ROS lead to perme-
ability-transition pore (PTP) opening and induction of apoptosis. These consequences may appear after tetrameric p66 
formation during oxidative stress and following depletion of the thoredoxin and glutathione pool (for full explanation, see 
text). Asc. – ascorbate; DMTU – dimethylthiourea; GSH – glutathione; IMS – intermembrane space of mitochondria; 
PTP – permeability transition pore; TMPD – N,N,N’,N’- tetramethyl-p-phenyldiamine; TRX – thioredoxin.
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dant dimethylthiourea, and the inhibitor of complex 
III of the respiratory chain antimycin A, as well as be-
ing dependent on respiratory substrates. therefore, the 
obtained data is evidence that permeability-transition 
pore formation is a key step in p66-mediated apoptosis 
and that rOS and respiration are also necessary in this 
process. 

the application of electrochemical analysis and fluo-
rescent redox-sensitive probes revealed that p66 acts as 
a redox enzyme and transfers electrons from reduced 
cyt c to oxygen. the interaction of p66 with cyt c is 
mediated by the cB-domain, which was confirmed by 
eLISA and site-directed mutagenesis [17]. Incomplete 
oxygen reduction leads to rOS production, which in 
turn promotes the formation of a permeability-transi-
tion pore. In confirmation of this hypothesis, rOS for-
mation was shown upon the addition of p66 to mito-
chondria in the absence of substrates of respiration in a 
medium supplemented with ascorbate/tMPD.,  a redox 
couple that selectively reduces cyt c. rOS formation 
was also observed even in the absence of mitochondria 
upon mixing of cyt c and p66shc. However, in this case, 
the presence of copper ions was indispensable. 

therefore, the Pelicci group suggested the following 
mechanism of pro-apoptotic action of p66shc (Fig. 4): 
under normal conditions, p66shc is inactivated and rep-
resents a part of the multi-subunit complex compris-
ing tIM, tOM, and mHSP70. Oxidative stress causes 
p66shc to dissociate from the complex. As a result, 
p66shc acts as a redox enzyme and transfers electrons 
from the reduced cyt c to oxygen. the incomplete re-
duction of oxygen results in rOS production, which 
promotes the formation of a permeability-transition 
pore, mitochondrial swelling, cyt c release to cytosol, 
apoptosome assembly, and caspase activation.

It is important to realize that the suggested mech-
anism of p66shc redox activity, which includes cyt c 
as an electron donor, is only a reality in vitro. In order 
to validate this hypothesis, one needs to carry out ad-
ditional experiments based on fluorescent probes for 
measuring rOS levels in the mitochondria of cells with 
an inactive respiratory chain (rho-0 cells), as well as in  
cells devoid of Cyt C.

It should be noted that the described model has 
many weak points. For example, p66shc does not con-
tain any well-known redox domains or metal-binding 
domains. therefore, its ability to generate rOS only 
in the presence of copper ions can be an artifact, since 
copper ions are known to be able to generate rOS dur-
ing Fenton’s reaction, which could affect the results ob-
tained by means of redox-sensitive fluorescent probes. 
It is also known that cyt c, upon oligomerization, can 
produce rOS as a result of auto-oxidation [48-52]. tak-
ing this into account, one can suggest that p66shc, upon 

binding with cyt c, can act as a factor promoting oli-
gomerization and the auto-oxidation of cyt c, similarly 
to ptothymosine α, but not as a redox enzyme [53].

Studies on an isolated CH2-CB-domain. the mecha-
nism of action of p66shc was also studied in in vitro 
experiments with an isolated cH2-cB-domain. It 
turns out that the recombinant cH2-cB-domain can 
exist in two forms: reduced, as a dimer, and oxidized, 
as a tetramer (or a dimer of dimers) which contains 
disulfide bridges between residues cys59. the addi-
tion of both the cH2-cB-domain and the full-length 
protein to mitochondria resulted in the formation of a 
permeability transition pore and swelling; however, 
only the tetramer exhibited such a pro-apoptotic ac-
tivity. In contradiction to the data presented in [15], 
which suggested that rOS production is directly con-
nected to permeability-transition pore formation, the 
tetramer form of the recombinant cH2-cB-domain 
generated less rOS than the dimer when mixed with 
isolated mitochondria.

Apart from that, the cH2-cB-domain was shown to 
trigger rOS production in the presence of dithionite (as 
an electron donor) and copper ions. However, this ef-
fect was not reproduced when dithionite was replaced 
with cyt c as an electron donor. Apparently, the other 
domains of p66shc are necessary either for interaction 
with cyt c or for maintenance of the cH2-cB-domain 
in proper conformation.

As a result of the above-described findings, a refined 
model of p66-mediated apoptosis was suggested. the 
model assumes that under normal conditions the tetra-
meric form of p66 is reduced by mitochondrial antioxi-
dant systems. under stress conditions, however, anti-
oxidant systems are not able to retain p66shc in their 
reduced dimeric state, so the oxidized tetrameric forms 
generate rOS locally, which triggers permeability-
transition pore formation and apoptosis. 

It is important to note that a direct connection be-
tween the rOS-generating and pro-apoptotic functions 
of p66shc does not necessarily exist. For example, a con-
firmation of this fact can be the lower level of rOS pro-
duction in the case of pro-apoptotic tetrameric forms 
of p66shc in comparison to the dimer, which does not 
induce apoptosis.

p66 as a redox sensor. extensive experiments on the 
isolated cH2-cB-domain revealed a new interaction 
partner of p66shc – peroxiredoxine 1 (Prx1). Prx1 is 
a member of the peroxidase family. these enzymes 
regulate the redox balance in the cell. Prx1 can exist 
in the form of a dimer, a decamer (5 dimers) or a mul-
timer. Prx1 is basically localized in cytosol, though re-
cent proteomic studies have revealed its presence in 



50 | ActA nAturAe |  VOL. 2  № 4 (7)  2010

reVIeWS

the perimitochondrial compartment. under normal 
conditions, Prx1 exists predominantly in dimeric form, 
which functions as peroxidase. When the cell is under 
stress, Prx1 undergoes oxidation and forms decamers 
that possess lower peroxidase activity. However, upon 
these transformations Prx1 acquires a chaperone func-
tion. Severe oxidative stress leads to the formation of 
the multimer, which is also devoid of peroxidase activ-
ity but can function as a chaperone [56-58].

Interactions between the cH2-cB-domain of p66shc 
and Prx1 result in the destabilization of the decameric 
form of Prx1 and favor dimeric form transition. In turn, 
Prx1, in complex with p66shc, retains p66shc in dimer-
ic form by means of a disulfide exchange between the 
two proteins. the resulting hybrid complex consists 
of dimeric p66shc, which generates rOS but has low 
pro-apoptotic activity, and dimeric Prx1, which func-
tions as a peroxidase. thus, under normal conditions 
dimeric Prx1 stabilizes the inactive state of p66shc and 
degrades rOS which are produced by p66shc. under 
stress conditions, cystein residues of proteins are oxi-
dized, resulting in disassembly of the complex: so, the 
uncomplexed p66shc can now participate in apopto-
sis induction [55]. therefore, the complex of dimeric 
p66shc and dimeric Prx1 can be considered as a sensor 
that detects the level of cellular rOS and induced ap-
optosis when excessive amounts of rOS are accumu-
lated (Fig. 4).

CONCLuSION
According to current views, p66shc is a pro-apoptotic 
protein which regulates oxidative stress and induces the 
mitochondrial apoptosis pathway by means of redox ac-
tivity. Although the physiological role of p66shc has been 
extensively studied, little is known about the precise 
mechanism of action underlying its redox functions and 
participation in apoptosis induction. Further studies will 
endeavor to elucidate the precise mechanism of p66shc 
translocation into mitochondria and the localization of 
p66shc-dependent rOS production in the cell. Although 
p66shc phosphorylation at Ser36 is one of the indispen-
sible steps of apoptosis, it was shown that the mitochon-
drial pool of p66 is not phosphorylated. this indicates that 
p66shc phosphorylated at Ser36 probably participates in 
pro-apoptotic events outside mitochondria. 

P66shc is undoubtedly interesting in terms of the in-
vestigation of oxidative stress, apoptosis, and the aging 
related to it. It is important to note that, to estimate the 
involvement of p66shc in age-related disorders, it is nec-
essary to better understand its role in cancer. A deeper 
understanding of the regulatory pathways and structur-
al and mechanistic bases of p66shc redox activity can be 
important for developing pharmacological approaches to 
the treatment of age-related disorders. 

The author is grateful for the valuable comments and 
help provided in the preparation of the manuscript by 

B.V. Chernyak and V.P. Skulachev. 
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INTRODuCTION
chromatin diminution (cD) is the programmed process 
of elimination of a considerable fraction of chromatin 
from the genome of somatic precursor cells and occurs 
during early developmental stages of some multicellu-
lar eukaryotes, or from the somatic nucleus (the macro-
nucleus) during its formation in protozoa. Knowledge of 
the phenomenon of chromatin diminution has existed 
for over a hundred years. Yet, it has been established 
to exist only in less than 100 belonging to only a few 
taxa: including protozoa, nematodes, and copepods [1, 
2]. cD has been described in approximately 20 cyclop 
species [1].

the rrnA genes in the genome of most eukaryote 
species are represented by a large copy number and 
organized as cistrons. copies of the ribosomal cistron 
are repeated in tandem form in one or several clusters, 
which may be located on one or several chromosomes 
[3]. A large amount of data, mainly concerning the 
structural-functional organization of rrnA genes, has 
been accumulated over the past decades [4–6]. recent 
studies have been directed primarily towards the in-
vestigation of the mechanisms controlling the regula-
tion of the transcriptional activity of rrnA genes. It 
should be noted that rrnA molecules represent more 
than half of all rnA synthesized in a cell [6], and rrnA 
genes are responsible for approximately 35–60% of the 
total transcriptional activity in a cell [7].

It is known that the copy number of rrnA genes 
in the eucaryotic genome varies over an appreciably 
wide range: from 39 to 19,300 in animals and from 150 
to 26,048 in plants [8]. A number of cases have been de-
scribed with a variation of the rDnA copy number, in-
cluding an increase in the amount of rDnA due to the 
amplification of extrachromosomal rrnA gene copies 

in Xenopus laevis oocytes [9–11] or in protozoa [12]. the 
rrnA gene number may also decrease, as occurs in Dro-
sophila melanogaster with the so-called bobbed (bb) mu-
tation; however, the number of rDnA repetitions com-
pletely recovers by the third–fourth generations [13–18]. 
Although this variation in the rDnA copy number in the 
genome is likely an exception, it suggests the existence 
and maintenance of mechanisms for regulation of the 
rrnA gene copy number at a certain level.

the programmed gene elimination during ontho-
genesis results from cD as well, although this has been 
detected so far only in two nematode species: Ascaris 
lumbricoides and A. suum. In A. lumbricoides, the gene 
encoding the ALeP-1 ribosomal protein is cleaved [19], 
whereas the three unique genes (rpS19G, fert-1, aleg-3) 
and a retransposon (Tas) [20–22]) that are eliminated by 
cD have been detected thus far only in A. suum. the re-
maining portion of the eliminated sequences being elimi-
nated are noncoding. It has been repeatedly noted that 
cD could be an informative model for studying the ex-
cessive DnA problem and genome reorganization during 
ontogenesis. However, the significance of cD has been 
underappreciated because of the lack of data [23, 24].

Despite the fact that 94% of DnA is eliminated in 
Cyclops kolensis during cD [25], until recently, only 
either noncoding nucleotide sequences enriched in re-
peat regions or satellite DnA have been detected in the 
fraction eliminated from the genome [26–28]. earlier, 
it was assumed that there is a possibility of elimination 
of a fraction of ribosmal cistrons from C. kolensis chro-
mosomes as a result of cD [29]. Prokopovich et al. have 
noted the positive correlation between the genome’s 
size and the rDnA copy number [8].

this study was aimed at ascertaining the ratio of 
rrnA gene copy number in prediminuted to post-
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diminuted C. kolensis genomes and estimating the 
rrnA gene copy number in the russian population of 
C. insignis, the species which lacks cD [30]. For this 
purpose, we used quantitative Pcr (qPcr), along with 
other techniques for determining gene copy number. 
For the present purposes, qPcr is the most efficient 
and informative method [31–33].

EXPERIMENTAL
cyclops C. kolensis Lill. and C. insignis claus were col-
lected from a pond in the Vorob’evy Gory, Moscow, rus-
sia (55°42’35.40”n; 37°34’6.61”W) in April 2009–2010.

Cytophotometry
the procedure [25, 34] for the preparation of speci-
mens of embryonic and somatic cells of adult C. ko-
lensis, in order to carry out Feulgen staining, was 
subjected to modifications in which destruction of the 
shells of embryo sac and egg was performed. Sperm 
cells and erythrocytes of loach were used as an in-
ternal control for determining the absolute amount 
of DnA. the DnA content in loach (Misgurnus fos-
silis) cells is 1c = 2.4 pg [35]. Loach sperm cells con-
tain 1c = 2.4 ± 0.2 (SD) pg of DnA; for erythrocytes, 
2c = 5.1 ± 0.4 (SD) pg. the DnA content was meas-
ured in 100 erythrocytes and 127 sperm cells of loach. 
the procedure of sperm smear preparation included 
the trituration of the male gonads of the loach in the 
standard physiological solution – 0,9% nacl; the re-
sulting cell suspension was used to prepare the smears. 
After drying, the specimens were immobilized for 10 
minutes in 96% ethanol, at room temperature. cyclops 
were fixed in an ethanol–acetic acid mixture (3 : 1), 
squashed in 45% acetic acid to completely separate the 
shells of the embryo sac and embryo itself. next, they 
were subjected to the Feulgen staining procedure in 
order to measure the amount of DnA. Feulgen staining 
of the cell nuclei was carried out under the following 
conditions: hydrolysis in 5 n Hcl for 11 min at 37°С and 
staining with Schiff’s reagent (1 hr at room tempera-
ture). the measurements were carried out on a Vick-
ers M86 microdensitometer (england) (wavelength of 
540 nm). All specimens used for the measurements were 
processed in the same staining batch. Fifty-nine cells of 
the second polar body were analyzed at the metaphase 
state in the pre-diminution genome and 140 somatic 
line cells of an adult cyclops after cD. the results were 
processed using Microsoft excel 2007 software (the de-
scriptive statistics).

Data collection and DNA isolation
the C. kolensis embryo sacs with embryos at stages 
of four to eight cells were taken as the pre-diminution 
material. the selection of the embryos was carried out 

according to the aforementioned procedure [25], which 
allowed in vivo determination of the cell division stage 
of cyclops embryos using a light microscope. the C. ko-
lensis antennae, comprising somatic cells only, served 
as the post-diminution material. two antennae were 
severed with a scalpel from each individual and placed 
on a glass slide located on a liquid-nitrogen cooled table. 
the embryo sacs were immobilized in liquid nitrogen. 
the C. insignis individuals were selected because no 
cD was observed in their ontogenesis.

Since there was a very small amount of DnA ma-
terial available, genomic DnA was isolated using the 
DiatomtM DnA Prep 100 reagent kit (Izogen, Moscow). 
this kit makes it possible to minimize DnA loss during 
isolating. Its operating principle is based on the lysis of 
a specimen in guanidine thiocyanate (a strong chao-
tropic agent) followed by DnA sorption on silica gel. 
the material was prehomogenized in a buffer solu-
tion (0.2 M tris, 50 mM eDtA, 0.5% SDS, 200 µg/ml of 
proteinase K) and lyzed for 1 h at 50°С. the lysate was 
treated with rnase (0.1 mg/ml) for 5 min; DnA was 
then isolated according to the procedure recommended 
by the manufacturer.

Real-time PCR using EVA Green dye
concentrations of the total C. kolensis DnA before 
and after cD and the total C. insignis DnA were de-
termined on a nanodrop 1000 spectrophotometer. the 
coefficient of variation of DnA concentration was cal-
culated on the basis of two replicates and was equal to 
1.33% (before cD) and 5.91% (after cD) in C. kolensis 
and 9.18% in C. insignis.

For carrying out real-time Pcr, specific primers 
were constructed (28real_for – 5’-GGtAGccAAAt-
GcctcGtc-3’ and 28real_rev– 5’-cGccAAAGAt-
GctccGccAc-3’), which allowed the amplification of 
the 183 bp fragment of the 28S rrnA gene. the frag-
ment length of the 28S rrnA gene was equal in c. ko-
lensis and C. insignis.

real-time Pcr was carried out on an icycler iQ4 
amplificator (Bio-rad, united States). the data were 
calculated using iQ5 Optical System Software. the 
threshold value of accumulation of the amplification 
products was determined by visual analysis of the Pcr 
product accumulation curves. this value lay within the 
region of exponential growth of the curves and was 
equal to 100 in all calculations.

the real-time Pcr was carried out using the “reac-
tion mixture 2.5x for carrying out real-time Pcr in the 
presence of eVA green dye and rOX reference dye” 
kit (Sintol, russia). According to the manufacturer’s 
recommendations, the reaction was carried out in a 
volume of 25 µl: 11 µl of Pcr standard water, 10 µl of 
the finished reaction mixture (including deoxynucle-
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oside triphosphates, Pcr buffer, Mgcl
2
, and taq DnA 

polymerase with antibodies inhibiting enzymatic activ-
ity), 1 µl of each primer (the final concentration was 
0.4 pmol/µl), and 2 µl of the DnA matrix. the condi-
tions during real-time Pcr were as follows: primary 
denaturation for 4.5 min at 95°c, followed by 50 cycles: 
95°С – 15 s, 64°С – 15 s, 72°С – 20 s. the fluorescent sig-
nal was recorded at the annealing stage at 64°С. After 
the amplification, a fusion curve with the 0.5°С tem-
perature gradient (from 55 to 94.5°С) was built, which 
attested to the presence of only one specific amplifica-
tion product in each specimen.

Plasmid DNA preparation
the Pcr product of the 28S gene in C. kolensis rrnA, 
with a length of 2,199 bp, was cloned into the pGeM-t 
easy vector (Promega, united States), yielding pGeM-
20b1 plasmid. Plasmid DnA (pDnA) was purified on 
columns using the Wizard Plus SV Minipreps DnA Pu-
rification System kit (Promega, united States), accord-
ing to the manufacturer’s recommendations and in-
cluding treatment with rnase A. In order to approach 
the conditions of amplification of the linear DnA, the 
circular pDnA was cleaved by PstI restriction enzyme, 
which recognizes the plasmid polylinker and is absent 
in the inserted fragment. pGeM-20b1 plasmid (2.6 µg) 
was treated with 2 µl of PstI restrictase (Fermentas) in 
a 50 µl volume: 23 µl of purified water, 5 µl of 10×Buff-
er, and 20 µl of pDnA. After incubation for 3 h at 37°С, 
the plasmid was purified using the phenol-chloroform 
method and dissolved in the same buffer as the speci-
mens of the genome DnA.

Construction of the calibration curve to determine the 
rDNA copy number
A calibration curve was used in the method of abso-
lute determination of the rrnA gene copy number. A 
series of five-fold dilutions of pGeM-20b1/PstI (from 
1 ng to 0.32 pg) was used to construct the curve. each 
dilution of pDnA was carried out using two replicates. 
the initial plasmid concentration was measured on a 
nanodrop 1000 spectrophotometer with four repli-
cates; the coefficient of variation was equal to 2.36%. 
the calibration curve had the following characteristics: 
the coefficient of correlation (R2)  – 0.996; slope of the 
curve = -3.760; efficiency (E) – 84.5% (Figure).

the size of the plasmid with an inserted fragment 
is 5216 bp. Based on the nucleotide’s composition, the 
molar mass of the plasmid in double-stranded form was 
determined using OligoII Mass calculator v.1.0 soft-
ware (М = 3.23 × 106 g/mol). the number of plasmid 
DnA molecules was calculated using formula (1):
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,  (1)

where N
p
 is the number of plasmid DnA molecules per 

1 fg of pDnA; N
A
 is the Avogadro constant; m is the 

DnA amount for which the copy number is calculated; 
and М is the molar mass of a plasmid. It is shown that 
approximately 186 pDnA molecules correspond to 1 fg 
of pDnA.

RESuLTS

Cytophotometry
It was previously shown that the haploid genome of 
embryomatic and somatic cells of adult C.  insignis con-
tains 2.1–2.15 pg of DnA [30].

During the initial stages of the study of cD, we ex-
perienced certain methodological difficulties in the 
preparation of C. kolensis specimens for cytophotom-
etry [25, 36]. therefore, in order to calculate the rrnA 
gene copy number in C. kolensis cells before and af-
ter cD, we repeatedly measured the DnA amount 
in C. kolensis cells by quantitative cytophotometry. 
the measurement results attest to the change in 
the absolute DnA amount in C. kolensis cells before 
and after cD. the pre-diminuted genome contained 
1С = 15.3 ± 3.1 (SD) pg of nuclear DnA, while the so-
matic line cells after cD at the anaphase stage con-
tained 0.98 ± 0.13 (SD) pg in equivalence to the haploid 
genome. the relative amount of DnA being eliminated 
remained constant and was equal to 94%, which is con-
sisted with published reports [25, 34]. the results of 
cytophotometric measurements make it possible to es-

The calibration curve, which was used in the method of 
absolute determination of the rRNA gene copy number
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timate the number of cells corresponding to different 
stages of development in C. kolensis and C. insignis.

Determination of the relative rRNA gene copy number 
using the 2–∆C’T method [37]
no nucleotide sequences of any genes in the species 
subjected to study were known at the time this re-
search was carried out; thus it was not possible to per-
form the experiment with this type of internal control. 
Accordingly, the external standardization was carried 
out relative to the amount of DnA at the beginning of 
the reaction; i.e., the equal amounts of C. kolensis DnA 
before and after cD and С. insignis DnA were com-
pared. the reactions were performed with 500, 400, 
300, and 200 pg dilutions for each DnA specimen. each 
reaction with a particular starting amount of DnA was 
represented in three replicates. When determining the 
relative amounts using one gene, the 2–∆c’t method is 
used for processing the Pcr results. the specimens  
with post-diminution (antennae) C. kolensis DnA were 
used as reference in calculations of ∆c’

t
 (table 1). Since 

the genome’s size decreases by a factor of 15.6 as a re-
sult of cD, the same cell number before and after cD 
contains different amounts of DnA. taking this fact 
into consideration, the factual ratio between the rDnA 
copy number will differ from the value obtained by 
2–∆c’t by a factor of 15.6. the same is valid for C. insig-
nis; with its diploid genome being 2.2 times larger than 
the post-diminution genome of C. kolensis (table 1).

Determination of the absolute rRNA gene copy 
number using the calibration curve
We estimated rrnA gene copy number using a calibra-
tion curve. the calibration curve was constructed based 

on a series of five-fold dilutions of pDnA with pGeM-
20b1/PstI; each copy contained a 183 bp fragment of 
the 28S rrnA gene. the initial amounts of rDnA tem-
plates were determined in relation to 500, 400, 300, and 
200 pg of pDnA in the same manner as was done for 
the calculation using the previous method.

taking into account the differences in the genome 
size of the two species, the copy number of rDnA in 
the diploid genome was determined for each sample 
of DnA (200 – 500 pg) using data generated from real-
time Pcr reactions (table 2). Formula (2) was used for 
the calculation:

            N copies
N fg N copies fg C pg

k pr
m p( )
( ) ( ) ( )

(
=

⋅ ⋅ ⋅−1 2
gg)

, (2)

where N
r
 is the 28S rDnA copy number, 2С is the size 

of the diploid genome, N
m

 is the experimentally deter-
mined initial amount of 28S rrnA gene tamplates, N

p
 is 

the number of pDnA molecules per 1 fg of pDnA (see 
formula 1), and k is the amount of the analyzed DnA 
templates in qPcr.

thus, the average value of the ratio between the 
numbers of rrnA genes of prediminuted to post-
diminuted genome of C. kolensis is 329.94 ± 19.09 
(table 2), while that for the C. insignis genome is 
11.73 ± 1.16.

DISCuSSION
the methods for calculating the gene copy number 
used in this study require that a series of assumptions 
be made. the main assumption for the 2–∆c’t method is 
that the reaction is 100% efficient, which is practically 

Table 1. Relative quantification of rRNA genes copy number amounts in prediminuted genomes of c. kolensis and soma 
of c. insignis using the 2–∆C’T method

 Parameters DnA samples

DnA quantity taken in reaction (pg)

Mean Standard 
deviation

coefficient of 
variation

500 400 300 200

∆c’
t

C. kolensis 
before cD -5.08 -4.99 -4.93 -4.88 -4.97 ±0.09 1.7%

C. insignis -2.96 -2.72 -2.67 -2.63 -2.75 ±0.15 5.4%

2–∆c’t

C. kolensis 
before cD 33.82 31.78 30.48 29.45 31.38 ±1.88 6.0%

C. insignis 7.78 6.59 6.36 6.19 6.73 ±0.72 10.7%

relative number of 
copies (post diminuted 
C. kolensis serves as a 

reference sample)

C. kolensis
before cD 528.01 496.16 475.86 459.78 489.95 ±29.41 6.0%

C. insignis 121.48 102.86 99.36 96.64 105.09 ±11.22 10.7%
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unattainable. When using the calibration curve that 
was constructed using pDnA, it is assumed that during 
the Pcr, pDnA is amplified with the same efficiency 
as the specimens of C. kolensis and C. insignis under 
study. Hence, the observed differences in the ratios be-
tween the rDnA copy numbers result directly from the 
features of the methods used in the calculation.

In this study, it was ascertained that a consider-
able fraction of rrnA genes were eliminated from the 
genome of presomatic cells of C. kolensis during cD. 
Along with the almost 16-fold decrease in the genome 
size, the rrnA gene copy number decreases, as well. 
Let us note that this is the first description of gene 
elimination by cD in cyclops. Moreover, no evidence of 
rDnA elimination in multicellular organisms resulting 
from cD had previously been described.

It is possible that the elimination of rrnA genes is 
attributable to the necessity of aligning the value of 
the rrnA gene copy number to genome size. A positive 
correlation between the genome’s size and the rrnA 
gene copy number was also observed by Prokopovich 
et al. [8]. In a recent elegant experiment with yeast, it 
was demonstrated that a substantial number of rrnA 
gene repetitions is important for the general mainte-
nance of the genome’s stability [38]. In particular, it has 
been ascertained that excessive rDnA copies facilitate 
sister chromatid association, which is of importance 
for efficient recombinational repair. Let us note that 
the elimination of rDnA copies resulting from cD is 
not proportional to a genome size’s decrease. this is not 
surprising, since rrnA genes are generally located in 
the nucleolar organizers of certain chromosomes and 
are likely to accumulate in one or several clusters [3], 
instead of distributing uniformly over the genome. 
therefore, an accurate mechanism should exist which 
would make it possible to infallibly cleave the specific 

fragment of rrnA genes; their loss will not result in 
functional deficiency of these genes in somatic line 
cells. Moreover, not all the copies of rrnA genes have 
to be active; the number of active copies can vary dur-
ing the ontogenesis. three states of rDnAs are distin-
guished. In one state, the active transcription of rrnA 
genes takes place; in the two other states, genes are not 
transcribed. However, rrnA genes are prepared at the 
beginning of the transcription process and, just as in 
the previous case, have a euchromatin structure. the 
densely packed nontranscribable rDnA is also sliced 
out. It has a heterochromatic structure [6]. It is possible 
that one of these fractions (most probably the hetero-
chromatin fraction) is eliminated from the genome dur-
ing cD. the possibility of uniform elimination of rDnA 
copies from all three rDnA fractions should not be ex-
cluded, either.

It would be logical to assume that it is functional 
rDnA copies that predominately remain intact dur-
ing cD. It has been known that a considerable portion 
of the rDnA copies of Drosophila and other organisms 
[39, 40] is affected by specific mobile elements (r1, r2); 
their incorporation results in the inactivation of rDnA 
copies. It is possible that it is precisely these copies that 
are eliminated in C. kolensis during cD.

transcription of ribosomal genes is the key element 
in the  regulation of the general level of protein syn-
thesis in a cell [41, 42]. As has been shown in our study, 
the C. insignis genome which lacks cD is more similar 
to the post-diminuted C. kolensis genome, rather than 
to the pre-diminuted genome, in terms of the rDnA 
copy number.

the active rrnA gene expression and synthesis of a 
substantial number of ribosomes is occurs during early 
developmental stages. However, cD takes place at the 
stage of the fourth cleavage division, when the active 

Table 2. Absolute quantification of rRNA genes copy number in c. kolensis and c. insignis using calibration curve

Parameters DnA samples
DnA quantity taken in reaction (pg)

500 400 300 200

Mean of template DnA starting  
quantity (fg) and standard deviation

C. kolensis before cD 135±23.2 102±21.3 71.7±18.1 50.3±1.89

C. kolensis after cD 5.99±0.953 4.73±0.553 3.45±0.579 2.56±0.447

C. insignis 37±8.11 25.3±6.13 17.8±3.36 12.7±1.2

rDnA copy number per diploid genome, nr

C. kolensis before cD 1539.86 1454.31 1363.06 1434.35

C. kolensis after cD 4.38 4.32 4.20 4.68

C. insignis 58.62 50.10 47.00 50.30

rDnA copy number ratio –n
r
(C. kolensis-before)/n

r
(C. kolensis-after) 351.86 336.67 324.46 306.76

rDnA copy number ratio – n
r
(C. insignis)/n

r
(C. kolensis-after) 13.39 11.60 11.19 10.76
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expression of any genes is yet to begin. At that stage the 
developmental process occurs at the expense of the stor-
age compounds. therefore, the excessive genes in pre-
diminution blastomeres should not affect the ribosome 
number in embryonic cells. It is possible that the elimi-
nated copies participate in gamete maturation, where a 
greater number of ribosomes may be required.

there that has been an assumption that cD in C. ko-
lensis is a developmental stage, during which a transition 
is made from the cytoplasmic regulation of gene expres-
sion during the first cleavage divisions (which is con-
ditioned by the determinants that are already present 
in the cytoplasm of an unfertilized egg) to the nuclear 
regulation [1, 29]. therefore, an initially high abundance 
of rrnA genes at the pre-diminuted developmental 
stage of a C. kolensis embryo is not possible, whereas the 
number of rrnA genes in the developing oocyte is over 
several hundred times larger than the gene number in 
the post-diminuted genome of somatic cells, and is ca-

pable of perfectly determining the higher level of rrnA 
gene expression in oogenesis, when rrnAs (necessary 
for the first cleavage divisions) are accumulated.

In conclusion, we would like to note that studying the 
intra-genomic variation of the rDnA amount in C. ko-
lensis as a result of cD is directly linked to understand-
ing the mechanisms of regulation and maintenance of 
the rDnA copy number in the eukaryotic genome. 
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ABSTRACT  This study presents the results of research on DNA polymorphism in children with malignant brain 
tumors (172 patients, 183 in the control group). Genotyping was performed using an allele-specific tetraprimer 
reaction for the genes of the first (CYP1A1 (2 sites)) and second phases of xenobiotic detoxication (GSTM1, 
GSTT1, GSTP1, GSTM3), DNA repair genes XRCC1, XPD (2 sites), OGG1, as well as NOS1 and MTHFR. The in-
creased risk of disease is associated with a minor variant of CYP1A1 (606G) (p = 0.009; OR = 1.50) and a deletion 
variant of GSTT1, (p = 0.013, OR = 1.96). Maximum disease risk was observed in carriers of double deletions in 
GSTT1-GSTM1 (p = 0.017, OR = 2.42). The obtained results are discussed in reference to literary data on the risk 
of malignant brain tumor formation in children and adults.
KEyWORDS  gene polymorphism, malignant brain tumors in children, genes of xenobiotic detoxication, DNA 
repair genes.

INTRODuCTION
the causes behind the formation of malignant tumors 
of the central nervous system (cnS) in children, of 
which 80% are cerebral tumors, are unknown. risk 
factors for this type of pathology include inherited 
susceptibility and the effects of irradiation. Several 
genetic syndromes, such as the Li-Fraumeni syn-
drome, turcot syndrome, neurofibromatosis, and 
tuberous sclerosis, are known to cause cnS tumors. 
Moreover, there are families with an increased risk of 
cerebral tumor formation. For instance, a population 
cohort from utah (uSA) and a tumor register, which 
was created based on data from this cohort, indicate 
the importance of the inheritance factor in most com-
mon malignant diseases of the brain in adults (astro-
cytomas and glioblastomas) [1]. Studies of the Swed-
ish tumor register indicate that first-degree relatives 
are 2 to 3 times more likely to develop a brain tumor 
of the same histopathological type as their probands 
[2]. the offspring of people who had a brain tumor in 
their childhood are twice as likely to develop a similar 
tumor [3], the same being true for such a patient’s sib-
lings, especially before the age of 5. 

relatives of patients with malignant diseases of the 
brain are also at risk of developing other oncological 
conditions. First-degree relatives of glioma patients 
have an increased standardized incidence ratio (SIr - 
ratio between the number of observed cases and the 

expected number) for developing any type of onco-
pathology (SIr = 1.21), especially before the age of 45 
(SIr = 5.08). relatives of glioma patients most often 
develop brain tumors (SIr = 2.14), melanomas (SIr = 
2.02), and sarcomas (SIr = 3.83) [4].

Brain tumor incidence is now rising  in the major-
ity of highly developed countries, especially among 
children younger than 5 [5]. the role of environmen-
tal factors in childhood carcinogenesis, in general and 
in the cnS tumor development risk, is under investi-
gation. An association has been established between 
in utero ionizing radiation and the risk of developing 
leucosis and other tumors in childhood [6]. Another 
such association has been observed for women using 
diethylstilboestrol during pregnancy and the risk of 
their daughters developing clear-cell vaginal adeno-
carcinoma [7]. It has also been shown that brain tu-
mor development in offspring is often associated with 
parental occupational hazards, such as pesticides [8] 
or herbicides [9].  the association between maternal 
diets and the chance of their offspring developing 
brain tumors has also been researched. the most det-
rimental factors were found to be high amounts of ni-
trosamines, widely used for preserving meat and sau-
sage products, as well as large amounts of fat [10, 11]. 
transplacental carcinogens of alkyl-nitroseureas are 
highly carcinogenic in relation to rat brain tumors [12]. 
children with excessive [14] or insufficient [13] birth 



reSeArcH ArtIcLeS

 VOL. 2  № 4 (7)  2010  | ActA nAturAe | 59

weight, as well as children with an excessive head cir-
cumference (Or = 1.27 for every centimeter of excess 
after stratification of the cohort for sex, weight and 
height of the newborn) [15], and children whose moth-
ers have had miscarriages in their anamneses are also 
at higher risk of developing brain tumors [16]. Inten-
sive smoking (> 10 cigarettes a day) during pregnancy 
is also among the risk factors contributing to cnS tu-
mors in the offspring [13].

If hereditary syndromes associated with the risk of 
malignant tumor formation in the nervous system are 
absent, then genes with low penetrance take on the role 
of genetic risk factors [17]. even though the structure of 
neuro-oncological disease incidence in adults and chil-
dren differs considerably [18, 19], it is the study of chil-
dren with sporadic tumors that allows for the effective 
identification of genetic susceptibilities, as compared 
to studies of adults. the higher the hereditary risk of 
cancer development, the easier it is for any environ-
mental factor of even the slightest risk to trigger tumor 
formation. 

Despite the fact that 20% of all the solid tumors in 
children are brain tumors, there have only been several 
associative studies of brain tumors on children from 
various ethnic populations. In a cohort of 73 children in 
thailand with various types of cnS tumors it was dem-
onstrated an increased number of homozygous carriers 
of the minor variant of the MTHFR gene (polymor-
phism A1298c), which is involved in folate metabolism 
[20]. A study in the united States analyzed the distribu-
tion of xenobiotic detoxification gene alleles of GSTM1 
(insertion/deletion), GSTT1 (insertion/deletion), 
and GSTP1 (Ala114Val) genes among 173 child patients 
and registered the association of a functional allele of 
GSTM1 and a rare genotype of GSTP1 (Val114/Val114) 
with pediatric astrocytoma [21]. the same researchers 
showed that a combined cohort of adults (92) and chil-
dren (43) with brain tumors displayed a distribution of 
Arg72Pro genotype frequencies for the P53 gene that 
was considerably different from the control group. It 
has also been reported that highly malignant astrocy-
toma patient cohorts exhibit an increased number of 

Table 1. Studied genes and polymorphisms

Gene Latin name Polymorphism dbSnP assigned 
reference SnP ID Locus Gene functions

cytochromeP450 1А1 CYP1A1
t606G rs2606345

15q24.1
the 1-st phase of detoxifica-
tion - metabolic activation of 
the aromatic hydrocarbons A4889G

Ile462Val rs1048943

Glutathione S-transferase 
mu 1 GSTM1 Insertion-

deletion - 1p13.3
the 2-nd phase of detoxifica-
tion – detoxification proper 
by conjugation of reduced 

glutathione to a wide number 
of exogenous and endogenous 

hydrophobic electrophiles 

Glutathione S-transferase 
theta 1 GSTT1 Insertion-

deletion - 22q11.2

Glutathione S-transferase 
mu 3 (brain) GSTM3 G670A

V224I rs7483 1p13.3

Glutathione S-transferase 
pi 1 GSTP1 A313G

Ile105Val rs1695 11q13

X-ray repair, comple-
menting defective, in 

chinese hamster, 1
XRCC1 c589t 

Arg194trp rs1799782 19q13.2 Base excision repair

excision-repair, com-
plementing defective, in 

chinese hamster, 2

ERCC2
(XPD)

A2251c 
Lys751Gln rs13181

19q13.3 nucleotide excision repair
G862A

Asp312Asn rs1799793

8-oxoguanine-DnA-
glycosylase OGG1 c977G

Ser326cys rs1052133 3p26.2 Base excision repair - removal 
8-oxodeoxyguanosine

nitric oxide synthase, 
neuronal

nNOS 
(NOS1) c276t rs2682826 12q24.2 nO production in neuronal 

tissues 

5,10-methylenetetrahy-
drofolate reductase MTHFR c677t

Ala222Val rs1801133 1p36.3

conversion of 5,10-methylene-
tetra hydrofolate to 

5-methyl tetrahydrofolate, a 
cosubstrate for homocysteine 
remethylation to methionine 
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heterozygous individuals for this P53 gene polymor-
phism [22]. 

Interaction of the environment and the genotype in 
relation to brain tumor incidence in childhood has been 
analyzed in two studies [23, 24]. In the case of exposure 
to phosphoorganic insecticides in utero or after birth, 
the increased risk of developing brain tumors is sig-
nificantly associated with a polymorphism of the PON1 
(c108t) detoxification gene, for which the above-said 
compounds are a substrate [23]. this study moved on 
to confirm the effects of PON1 on a larger cohort (201 
people) and also showed associations with the risk of 
brain tumor development for two other detoxifica-
tion genes involved in insecticide metabolism, FMO1 
(c9536A) and BCHE (A539t) [24].

this study presents the results of an associative 
study of genetic risk factors related to the formation 
of brain tumors in children. the choice of genotyping 
loci was based on literary data and on personal results 
obtained in a study of susceptibility genes that increase 
somatic mutability [25]. this study also includes genes 
which are primarily expressed in the brain (GSTM3 aka 
brain GSTM) and in neural tissues (NOS1, or  nNOS 
– neuronal) and which exhibit association with some 
oncological diseases [26, 27]. the involved loci are de-
scribed in table 1.

EXPERIMENTAL PROCEDuRES
A cohort of 172 children with malignant cnS tumors 
(92 boys and 80 girls) aged 2-16 were included in 
this study. these children were under treatment in 
the laboratory of the children’s X-ray radiology of 
the russian Scientific center of roentgenoradiology 
from 2007 to 2010. the average age of the child pa-
tients was 8.96±0.38. the most common tumors in the 
studied cohort were medulloblastomas (N = 58) and 
brain stem tumors (N = 26). Apart from these, there 
were also cases of apoplastic ependymoma (N = 19), 
glioblastoma (N = 10), germinogenic tumors (N = 6), 

low malignancy astrocytoma (N = 5), high malignancy 
astrocytoma (N = 5), primitive neuroectodermal tu-
mors (N = 5), and others (N = 38). the control group 
consisted of 183 people (102 males and 81 females) 
aged 17 to 21, an average age of 19.90 ± 0.08 years. All 
the sick children and youths from the control group 
were of caucasian race. the patient database contains 
information on their places of birth and residence. 
the children’s parents gave informed consent for the 
genotyping procedure. the ten-year difference in the 
average age of the patient and control groups could 
not have any significant effect on the allelic variant 
frequencies in the groups, since mortality in this age 
group does not exceed 0.1% (table 2) [28]. Moreover, 
the first four main causes of death in the 15–24-age 
group are violence-related: unintentional bodily harm, 
suicide, undefined bodily harm and murder [29]. the 
criteria for involvement into the control group were 
age, nationality, birthplace inside the central regions 
of the european territory of the russian Federation, 
and informed consent to the procedures. 

DnA was extracted from peripheral blood lym-
phocytes using a Diatom DnA Prep 200 kit, which uses 
guanidine isocyantate and nucleus–sorbent (Isogen 
Laboratory, russia). Genotyping was performed using 
allele-specific tetraprimer Pcr [30]. this method al-
lows the amplification of DnA fragments of alternative 
alleles in a single test tube. the amplification products 
were separated using agarose gel electrophoresis and 
then stained with ethidium bromide. 

the statistical analysis was performed using stand-
ard methods available in the WinStAt 2003.1 software 
integrated into Microsoft excel. 

estimation of the odds ratios (Or) and the significance 
of the odds ratio according to the precise Fischer test 
was accomplished using the free-use software WinPepi: 
http://www.brixtonhealth.com/pepi4windows.html. 

RESuLTS
We identified the genotypes of the studied individu-
als at 12 polymorphic sites of 10 genes. the genotype 
frequencies in the control group and the patient group 
were in accordance with the Hardy-Weinberg distribu-
tion. 

table 3 compares the frequencies of allele and geno-
type occurrence for 12 polymorphic sites in children 
with various tumors of the cnS, as well as youths in the 
control group. We also distinguished two major groups 
in the child patients cohort - a group with medulloblas-
toma and a group with brain stem tumors. 

In cases where the polymorphism was of an inser-
tion/deletion nature (genes GSTM1, GSTT1), we com-
pared two genotypes: “zero” – homozygous deletion 
(D/D) and “functional” – a genotype with a functional 

Table 2. Age-specific mortality in Russia in the 0-24-year 
age range

Age, 
years

Deaths per 1000 population

2006 2007 2008

0 10.2 9.4 8.5

1-4 0.7 0.6 0.6

5-9 0.4 0.3 0.3

10-14 0.4 0.4 0.3

15-19 1.1 1.1 1.1

20-24 2.2 2.1 1.9
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Table 3. Genotypes frequencies among the brain tumors patients and in the control group 

Loci, alleles, genotypes
Frequencies (%)

All brain tumors 
(n*=172)

Medulloblastoma  
(n*=63)

Brainstem tumor 
(n*=26) Healthy (n*=183)

CYP1A1 t606G
rs2606345

t 187 (54.68) 67 (53.18) 30 (57.69) 236 (64.48)
G 155 (45.32) 59 (46.83) 22 (42.31) 130 (35.52)

t/t 57 (33.33) 22 (34.92) 10 (38.46) 78 (42.62)
t/G 73 (42.69) 23 (36.51) 10 (38.46) 80 (43.72)
G/G 41 (23.98) 18 (28.57) 6 (23.08) 25 (13.66)

CYP1A1 A4889G
rs1048943

A 329 (95.64) 120 (95.24) 49 (94.23) 352 (96.18)
G 15 (4.36) 6 (4.76) 3 (5.77) 14 (3.83)

A/A 157 (91.28) 57 (90.48) 23 (88.46) 169 (92.35)
A/G 15 (8.72) 6 (9.52) 3 (11.54) 14 (7.65)
G/G 0 (0.00) 0 (0.00) 0 (0.00) 0 (0.00)

GSTM1
D/D 93 (54.07) 35 (55.56) 16 (61.54) 95 (51.91)
I/* 79 (45.93) 28 (44.44) 10 (38.46) 88 (48.09)

GSTT1
D/D 45 (26.16) 20 (31.75) 9 (34.62) 28 (15.30)
I/I* 127 (73.84) 43 (68.25) 17 (65.38) 155 (84.70)

GSTP1
A313G
rs1695

A 242 (70.35) 87 (69.05) 31 (62.00) 247 (67.49)
G 102 (29.65) 39 (30.95) 19 (38.00) 119 (32.51)

A/A 80 (46.51) 29 (46.03) 8 (32.00) 79 (43.17)
A/G 82 (47.67) 29 (46.03) 15 (60.00) 89 (48.63)
G/G 10 (5.81) 5 (7.94) 2 (8.00) 15 (8.20)

GSTM3 
G670A
rs 7483

G 203 (59.01) 80 (63.49) 28 (53.85) 222 (60.66)
A 141 (40.99) 46 (36.51) 24 (46.15) 144 (39.34)

G/G 63 (36.63) 26 (41.27) 8 (30.77) 73 (39.89)
G/A 77 (44.77) 28 (44.44) 12 (46.15) 76 (41.53)
A/A 32 (18.60) 9 (14.29) 6 (23.08) 34 (18.58)

NOS1 
c276t

rs 2682826

c 243 (70.64) 90 (71.43) 33 (63.46) 271 (75.70)
t 101 (29.36) 36 (28.57) 19 (36.54) 87 (24.30)

c/c 84 (48.84) 33 (52.38) 9 (34.62) 103 (57.54)
c/t 75 (43.60) 24 (38.10) 15 (57.69) 65 (36.31)
t/t 13 (7.56) 6 (9.52) 2 (7.69) 11 (6.15)

MTHFR
 c677t

rs1801133

c 228 (70.81) 76 (66.67) 36 (72.00) 221 (67.79)
t 94 (29.19) 38 (33.33) 14 (28.00) 105 (32.21)

c/c 80 (49.69) 25 (43.86) 13 (52.00) 70 (42.94)
c/t 68 (42.24) 26 (45.61) 10 (40.00) 81 (49.69)
t/t 13 (8.07) 6 (10.53) 2 (8.00) 12 (7.36)

XRCC1 
c589t

rs 1799782

c 322 (93.61) 119 (94.44) 46 (88.46) 337 (94.13)
t 22 (6.40) 7 (5.56) 6 (11.54) 21 (5.87)

c/c 150 (87.21) 56 (88.89) 20 (76.92) 160 (89.39)
c/t 22 (12.79) 7 (11.11) 6 (23.08) 17 (9.50)
t/t 0 (0.00) 0 (0.00) 0 (0.00) 2 (1.12)

XPD
t2251G
rs 13181

t 212 (61.63) 82 (65.08) 32 (61.54) 248 (68.13)
G 132 (38.37) 44 (34.92) 20 (38.46) 116 (31.87)

t/t 63 (36.63) 25 (39.68) 9 (34.62) 84 (46.15)
t/G 86 (50.00) 32 (50.79) 14 (53.85) 80 (43.96)
G/G 23 (13.37) 6 (9.52) 3 (11.54) 18 (9.89)

XPD
G862A

rs1799793

G 211 (61.70) 82 (66.13) 32 (61.54) 242 (66.48)
A 131 (38.30) 42 (33.87) 20 (38.46) 122 (33.52)

G/G 64 (37.43) 26 (41.94) 9 (34.62) 80 (43.96)
G/A 83 (48.54) 30 (48.39) 13 (50.00) 82 (45.05)
A/A 24 (14.04) 6 (9.68) 4 (15.38) 20 (10.99)

OGG1
c977G

rs1052133

c 274 (80.59) 92 (77.97) 40 (76.92) 270 (78.04)
G 66 (19.41) 26 (22.03) 12 (23.08) 76 (21.97)

c/c 116 (68.24) 36 (61.02) 18 (69.23) 105 (60.69)
c/G 42 (24.71) 20 (33.90) 4 (15.38) 60 (34.68)
G/G 12 (7.06) 3 (5.08) 4 (15.38) 8 (4.62)

*The number of individuals genotyped at certain loci may differ.
Note. Genotypes associated with diseases are highlighted in grey. 
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allele in either homo- or heterozygous form (I/∗). Hence 
and further ∗ depicts an unspecified allele.

Increased susceptibility to brain tumor development 
was observed for carriers of the D/D genotype of the 
GSTT1 gene. A two-side Fischer test for all the cnS 
tumor types yields p = 0.013, Or = 1.96, 95% confidence 
interval 1.16–3.32; for medulloblastoma patients - 
p = 0.009, Or = 2.57, 95% confidence interval 1.33–4.99; 
for children with brain stem tumors - p = 0.026, Or = 
2.93, 95% confidence interval 1.21–7.12. Of all the ana-
lyzed two-loci combinations, the one associated with 
the highest risk of malignant brain tumors turned out 
to be a double deletion of GSTM1-GSTT1 (27 people 
– 15.7% patients; p = 0.017, Or = 2.42, 95% confidence 
interval 1.18–4.95) (Figure). 

the risk of developing any type of brain tumor, and 
specifically a medulloblastoma, turned out to be up in 
carriers of the minor 606G allele of the CYP1A1 gene 
(for all types of tumor - p = 0.009, according to the two-
sided Fischer test, Or= 1.50, 95% confidence interval 
1.11–2.03, for medulloblastoma - p = 0.026, Or = 1.60, 
95% confidence interval 1.06–2.41). 

Among the brain stem tumor patients there was an 
elevated number of NOS1*276t minor allele carriers in 
both homo- and heterozygous forms, where p = 0.035, 
Or = 2.56, 95% confidence interval 1.10–5.96. the whole 
patient group also exhibited an increased occurrence of 
the minor allele; however, these data were statistically 
insignificant - p = 0.11, Or = 1.42, 95% confidence in-
terval 0.93–2.16. 

there was also a tendency for association between 
the 2251G minor allele of the nucleotide excision DnA 
repair gene XPD in both homo- and heterozygous 

forms and an increased chance of developing a brain 
tumor (p = 0.084, Or = 1.48, 95% confidence interval 
0.97–2.27).

DISCuSSION
the detoxification of xenobiotics consists of two main 
stages of detoxification and a third stage - secretion of 
the detoxified products out of the cell. the first stage 
involves activation of the xenobiotic compounds by 
P-450 cytochromes and a number of other enzymes. 
the second stage is the detoxification, per se, and it in-
volves glutathione-S-transferases and other proteins. 
the intermediary electrophilic metabolites that were 
formed in the first stage are toxic, and effective detoxi-
fication requires a fine balance between the activity 
of the first- and second-stage enzymes. this balance is 
deregulated both by insufficient activity of the poly-
morphic variants of the second-stage enzymes and by 
the increased activity of the first-stage enzymes [31]. 
Increased activity of the first-stage detoxification en-
zymes and insufficient activity of the second-stage en-
zymes (GSt) cause an increase in the level of activated 
electrophilic metabolites, thus increasing the deleteri-
ous effects of the xenobiotic compounds. 

this study demonstrates that there is an association 
between certain xenobiotic detoxification gene alleles 
and the development of brain tumors in children. the 
risk of developing malignant tumors in the brain dur-
ing childhood is increased in carriers of a minor variant 
of CYP1A1 (606G). 

the role of CYP1A1 polymorphism has not been 
studied in relation to child neurooncology. Associa-
tive studies on adults have shown no association be-
tween CYP1A1 A4889G (Ile462Val) polymorphism and 
the risk of developing glioma or several other types of 
malignant brain tumors [32–34]. the CYP1A1 gene is 
located in the 15q22-24 region, and people with a he-
reditary predisposition towards glioma have exhibited 
associations between the disease and low-penetrance 
markers in the 15q23-q26.3 region which overlaps this 
locus [35].

Data on the role of CYP1A1 gene polymorphism in 
carcinogenesis are contradictory, and it seems that 
their role considerably depends on the interaction be-
tween the genotype and the environment [36]. the 
t606G site is located in the first intron of the CYP1A1 
locus. the single nucleotide substitutions (SnP) locat-
ed in the intron regions do not usually influence gene 
activity. However, the t606G polymorphism has been 
associated with lung cancer [37], hormone-dependent 
tumors [38], and with the level of sex hormones, which 
are substrates of cYP1A1 [39]. there are data on the 
t606G site which indicate that in the absence of spe-
cific substrates, the allelic 606t (SnP t606G) vari-
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ant of the CYP1A1 gene is expressed more actively, 
whereas the 606G variant is induced in the presence of 
specific substrates (polycyclic aromatic hydrocarbons 
of exogenous origins, such as foods, industrial waste, 
tobacco smoke, as well as endogenous compounds, 
such as estrogens). the differential effect of the allelic 
variants 606G and 606t on the observed effects under 
ecologically unfavorable conditions (industrial pollu-
tion of air, smoking), as well as in their absence, has 
been demonstrated in two independent studies [40, 41]. 
the two studied sites in the CYP1A1 locus which were 
studied in this work are in strong linkage disequilib-
rium - D’=0.913, r=0.229, p=0, and the minor alleles 
(4889G, 606G) belong to a single linkage group. Linkage 
disequilibrium data in the patient and control groups 
were identical. In this work, we have confirmed our 
previous data obtained on different cohorts and indi-
cating that the polymorphic sites A4889G and t606G 
are linked [25, 42]. According to data from HapMap, the 
frequency of the 606G allele in caucasians is 0.36–0.45, 
while the frequency of 4889G is 0.04–0.07. until re-
cently, researchers had studied three major polymor-
phic sites in the CYP1A1 gene in european populations: 
t3801c, A4889G, and c4887A [43]. Besides, polymor-
phism t606G has a functional character, the frequency 
of the 606G allele is higher than the frequency of the 
minor alleles at other polymorphic sites. thus, this al-
lele seems to be a new promising marker for associative 
studies of multifactor diseases.

Our study also shows associations between the for-
mation of malignant brain tumors and the possession of 
deletion variants of GSTT1 (D/D) (Or=1.96, p= 0.013). 
Association between polymorphism of glutathione-S-
transferase genes, which encode enzymes for the sec-
ond phase of xenobiotic detoxification, and the develop-
ment of brain tumors in children, was analyzed in study 
[21]. Statistically significant results were obtained for 
the functional allele of GSTM1 and a minor allele of 
GSTP1 313G. Association between the development of 
malignant brain tumors in adults and polymorphisms 
of glutathione-S-transferase-encoding genes was ana-
lyzed much more thoroughly; for instance, 10 studies 
were conducted in europe [32–34, 44–50]. the results 
of seven of these studies and the results of the afore-
mentioned work on a cohort of sick children [21] were 
combined in a meta-analysis [51], which was performed 
for two of the most common nosological forms: gliomas 
and meningiomas. According to this meta-analysis, in 
caucasians the deletion variant of GSTT1 occurred sig-
nificantly more often in meningioma patients (Or = 
1.95). no differences in the frequencies of the GSTM1 
(Ins/Del) and GSTP1 A313G (Ile105Val) and the adja-
cent c341t (Ala114Val) allele were observed between 
the patient and control groups. Another large-scale 

study obtained data indicating the absence of an as-
sociation between polymorphisms of GSTM1 (Ins/
Del), GSTM3 (A63С), GSTT1 (Ins/Del) and the devel-
opment of gliomas, glioblastomas, and meningiomas. 
It was demonstrated that the 105G-114c (Val-Ala) 
haplotype of GSTP1 has a weak protective effect on 
the chance of developing glioma [32].

no significant differences in DnA repair gene allele 
frequencies were found (table 3); however, there was 
a tendency level association of the minor 2251G allele 
in the XPD locus with an elevated chance of developing 
the disease. 

Associative studies of malignant tumors of any lo-
calization concerning DnA repair gene polymorphisms 
most often involve XPD nucleotide excision repair 
genes and XRCC1 base excision repair genes [52], 
which are located on the same region of the chromo-
some (19q13.2–3). Most of the results of associative 
studies of brain tumors are summarized in review [53]. 
It was shown that in adults, the most common malig-
nant tumors of neuroepithelial tissues are associated 
with the nucleotide excision repair genes XPD, ERCC1 
and a gene located in the same (19q13.2-3) region of 
the chromosome - GLTSCR1 (glioma tumor suppres-
sor candidate of an unknown function) [54]. caggana et 
al. [55] showed that of 7 polymorphic sites in the XPD 
gene, maximum association with an increased risk of 
glioma was observed for the least studied synonymous 
Arg156Arg polymorphism, which may be a marker 
of another unknown gene that predisposes potential 
patients to this disease. Sites t2251G (Lys751Gln) 
and G862A (Asp312Asn) of the XPD gene are located 
12340 b.p. apart and are linked. this work has obtained 
the following linkage disequilibrium data: D’=0.674, 
r=0.662, p=0 (no difference between the patient and 
control groups), which is in agreement with the pub-
lished data on caucasians [56]. Despite the absence of 
significant results concerning DnA repair genes in this 
work, studying polymorphic loci in the 19q13.2-3 chro-
mosome region seems a promising line of research that 
could lead to the discovery of risk markers for malig-
nant brain tumors in children. 

this study also shows that a minor allele of the neu-
ronal nitric oxide synthase occurs significantly more 
often in patients with brain stem tumors (table 3); dif-
ferences for the whole patient group are statistically 
insignificant. 

Genes from the nitric oxide synthase family, which 
includes the neuronal nitric oxide synthase gene, are 
usually studied in connection with inflammatory proc-
esses. However, nNOS polymorphism is associated with 
melanoma predisposition [27]. Melanoma is included 
into the nerve-ending tumor group. Families that have 
a hereditary predisposition towards brain tumors are 
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often predisposed towards developing melanomas as 
well [5]. taking into account the elevated expression of 
nNOS in nervous tissue, as well as the putative cross-
sensitivity to melanoma and glioma, we resolved to an-
alyze the c276t site of the nNOS gene. this polymor-
phism is considered to be functional, since the single 
nucleotide substitution in the untranslated region re-
sults in elevated mrnA expression of the minor variant 
[57]. Significant results on the association of the minor 
allele with increased risk of developing brain tumors 
were only observed for the small group of patients with 
brain stem tumors and will of course require further 
study.

Our previous associative studies of xenobiotic de-
toxification genes have shown that women with repro-
ductive system diseases (mainly myomas and chronic 
cystic mastitis) carrying the 606G, 4889G alleles of 
the CYP1A1 gene have an increased frequency of so-
matic mutations at the t-cell receptor (tcr) locus in 
peripheral blood lymphocytes (phentoype cD3-cD4+). 
It is known that the number of such tcr-mutant lym-
phocytes is elevated in cancer patients (cancer of the 

larynx and hypopharynx, thyroid gland tumor, cervical 
cancer and Hodgkin’s lymphoma) and in people with 
hereditary predispositions towards oncological diseases 
(ataxia-teleangiectosia) [58, 59]. the single direction of 
the effects in two separate studies may indicate the 
pleiotropic effect of detoxification genes, which leads to 
insufficient resistance of the organism in the genotype-
environment interaction process. Besides the possible 
increased risk of disease due to altered detoxification 
enzyme activity, allelic variants associated with somatic 
mutability and with predisposition to the formation of 
malignant tumors in childhood may act as markers of a 
linked group of unknown genes that can be responsible 
for some of the observed effects. the obtained results, 
if confirmed by independent studies, can be useful for 
identifying the genetic risk factors involved in the for-
mation of malignant tumors in children.  

This work was supported under the Biological Variety 
RAS Presidium program for basic research, under the 

Genepools and Genetic Variety subprogram.
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ABSTRACT Hsp70 is a chaperone protein that participates in the folding of de novo synthesized proteins, protec-
tion of the hydrophobic regions of denaturated proteins, the regulation of apoptosis, the immune response, and 
several other cellular processes. Despite the large number of publications devoted to the functioning and struc-
ture of Hsp70, a reliable full-size 3D structure of this protein remains currently unavailable. Several probable 
full-size models of human Hsp70 have been constructed based on the structures of individual domains and their 
components from different organisms and using molecular modeling methodology. The stability of the obtained 
structures was studied using molecular dynamics. As a result of such an analysis, the most adequate model was 
selected. The model was built on the basis of Hsp70 elements from Bos Taurus and Caenorhabditis elegans. Us-
ing the method of steered molecular dynamics, the key salt bridges responsible for the interdomain interactions 
were identified: Arg171: Glu516 and Arg416: Glu218. Based on the performed molecular modeling, the scheme 
of the mechanism triggering ATP hydrolysis and leading to the separation of ATPase and the substrate-binding 
domains was proposed.
KEyWORDS chaperone, Hsp70, model, tertiary structure, ATPase and substrate-binding domains, molecular dy-
namics.

INTRODuCTION
Hsp70 (Heat shock 70 kDa protein 1A/1B) is a two-
domain AtP-dependent chaperone. Its function is to 
protect from aggregation the hydrophobic surfaces 
of proteins denaturated under stress and to promote 
their correct folding or direct them toward degrada-
tion. Proteins of this class are involved in the transport 
of peptides through the mitochondrial and cellular 
membranes. Depending on whether their localization 
is extracellular or intracellular, Hsp70s are involved, 
respectively, in the autoimmune labeling of tumor cells 
or in the protection of cells from stress and apoptosis 
[1, 2]. Hsp70 consists of two functionally distinct ele-
ments: the n-terminal AtPase domain hydrolyzes AtP 
to ADP with the formation of an inorganic phosphate; 
and the c-terminal substrate-binding domain binds 
hydrophobic peptides. the AtPase domain consists of 
two large subdomains, I and II, each of which is divided 
into the sections A and B (see Fig. 1). AtP binds at the 
bottom of the cleft located between the subdomains I 
and II. the AtPase domain also contains a binding site 
of the nucleotide exchange factor, which promotes the 
“recharging” of ADP to AtP by pulling the subdomains 
I and II apart from each other [3, 4].

the substrate-binding domain (SBD) consists of a 
β-sheet subdomain (βSBD), which binds the substrate 
peptide, and an α-helical “cap” (αSBD), formed by five 
α-helices A, B, c, D and e (see Fig. 1). Due to confor-
mational changes mediated by AtP hydrolysis and the 
action of cochaperone Hsp40, the substrate-binding 
domain changes its state from a closed to an open one, 
while the “cap” regulates its accessibility for the hy-
drophobic sites of the target peptides [5].

Mediated by Hsp40, AtP hydrolysis and substrate 
binding lead to separation of the Hsp70 substrate-bind-
ing domain from the AtPase domain. As a result, they 
remain connected only by the hydrophobic linker. It 
is known that Hsp70 is capable of forming oligomers 
in solution. Most likely, this is due to the fact that the 
substrate-binding domain of Hsp70 is able to bind the 
hydrophobic linker of another Hsp70 molecule when its 
domains are separated [8, 9].

AtP hydrolysis is induced by the J-domain of co-
chaperone Hsp40. A study of the binding of Hsp70 and 
Hsp40 showed that Asp35 of yeast Hsp40 J-domain in-
teracts with Arg171 of Hsp70. this leads to AtP hy-
drolysis and subsequent separation of Hsp70 domains 
from each other. the signal for AtP hydrolysis is as-
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sumed to pass through the chain J-domain of Hsp40 → 
Arg171 (interdomain linker of Hsp70) → tyr371 (Hsp70 
AtPase domain) → Ile181 (Hsp70 AtPase domain) [10-
12]. then, the substrate binds and domains separate 
from each other. the exact mechanism of this process 
remains unknown.

It is assumed that the structure of the substrate-
binding domain of mammalian Hsp70 is similar to the 
structure of the analogous domain of its prokaryotic 
homolog DnaK (see Fig. 1) [7]. Although the structures 
of individual elements of the Hsp70 substrate-binding 
domain are known [11, 13], the full-size three-dimen-
sional structure of mammalian Hsp70 is unknown. In 
this paper we attempt to construct a full-size three-
dimensional structure of Hsp70 using molecular mod-
eling methods. the structure is of interest not only for 
studying the interaction between AtPase and the sub-
strate-binding domains of the chaperone, but also as 
a promising target for a search for anticancer agents. 
Because of their immunogenic properties, chaperones 
have been subjects of successful pharmacological stud-
ies [5, 14]. establishing the plausible structure of human 
Hsp70 and the progress achieved in understanding the 
mechanism by which it functions could help to speed 
up research in the field of chaperone-associated cancer 
therapy strategies and reduce their cost.

EXPERIMENTAL
Homology modeling was performed using the Swiss 
Model [15, 16]. the systems for molecular dynamics 
simulation were prepared in tleap (program from the 
Ambertools 1.2 package). Molecular dynamics simula-
tions were performed in the software package Amber10 
[17]. the protein molecule was put in a cubic cell, with 
the distance between the protein and the cell boundary 
not less than 12 Å. tIP3P water was used as a solvent. 
the integration step in all stages was 2 fs. energy mini-

mization was restricted to 5,000 steps, and the steep-
est descent algorithm was replaced by the conjugated 
gradient after 2,500 steps. the cutoff distance was 10 Å. 
the structures under study were equilibrated in four 
stages: energy minimization with position restraints 
on all atoms, energy minimization without restraints, 
heating and molecular dynamics simulation. Heating 
from 0 to 300 K was performed at a constant volume 
for 50 ps. Molecular dynamics was implemented at a 
constant pressure. the Langevin thermostat was used 
for temperature control. the same parameters were 
used in running steered molecular dynamics. In sim-
ulations of salt bridges, the disruption force constant 
was taken to be 20 kcal/mol•Å2. the visual analysis 
of three-dimensional structures was performed using 
VMD 1.8.6 [18].

RESuLTS AND DISCuSSION

Modeling the full-size structure of Hsp70
For the modeling, the following elements from the 
Protein Data Bank were used: substrate-binding do-
main of DnaK from Escherichia coli (1DKZ; Fig. 1); 
α-subdomain of Hsp70 substrate-binding domain 
from Caenorhabditis elegans (2P32 [19]); AtPase do-
main, βSBD and α-helix ‘A’ αSBD from bovine Hsc70 
(1YuW). the latter structure describes the contact of 
the AtPase domain with the substrate-binding do-
main when the domains are rigidly coupled to each 
other.

Model hHsp70_1dkz
Modeling was conducted in three steps: 
1. Based on a primary amino acid sequence of human 
Hsp70 (hHsp70) (PID: P08107) and a tertiary structure 
of its close homologue from B. taurus – Hsc70 (1YuW), 
a model was built describing the AtPase domain, 

Fig.1. ATPase domain of hu-
man Hsp70 in complex with ADP 
(left; pdb ID 1HJO [6]) and the 
substrate-binding domain of Hsp70 
prokaryotic homolog from e.coli – 
chaperone DnaK (right), consisting 
of αSBD (yellow), βSBD (green) in 
complex with substrate peptide 
(red); pdb ID 1DKZ) [7].
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βSBD and the helix ‘A’ of αSBD. the identity of the 
model with the template was 88.6%. to obtain a full-
size structure, we had to construct the remaining part 
of the αSBD. 
2. to construct the αSBD the structure of the prokaryo-
tic homolog of Hsp70, DnaK (1DKZ) was used as a tem-
plate. In 1DKZ, the α-subdomain, in a complex with 
the β-subdomain, forms a full-size substrate-binding 
domain. the identity of the constructed structure with 
the template was 44.7%. 
3. the resulting structures were superimposed by 
βSBD. the model was equilibrated using molecular dy-
namics simulation for 6.5 ns. 

In the resulting construct, the AtPase domain and 
βSBD were built by homology modeling with the close 
eukaryotic relative of Hsp70; and αSBD, by homology 
modeling with the prokaryotic chaperone DnaK from 
E. coli. 

An analysis of molecular dynamic trajectories 
showed that the spatial structures of the AtPase do-
main and βSBD were stable, while the segment of 
αSBD, formed by the α-helices ‘B’-’e’, was prone to 
unfolding.

Model hHsp70_2p32
the structure of αSBD from nematode (Caenorhabdi-
tis elegans; PDB ID: 2P32) was taken as an alternative 
template for homologous modeling of the unstable seg-
ment. the identity of the resulting structure and the 
template was 63%. the created construction was su-
perimposed on hHsp70_1dkz by the α-helix ‘B’, after 
which part of the α-helix ‘B’, as well as helices ‘c’, ‘D’ 
and ‘e’, was replaced by the corresponding elements 
constructed by homology modeling with the 2P32. the 
resulting model was equilibrated for 8.5 ns. 

the model hHsp70_2p32 (after equilibration) is 
shown in Fig. 2. Helices ‘B’, ‘c’ and ‘D’ form a bundle 
similar in tertiary structure with 1DKZ; however, in 
contrast, the α-helix ‘e’ in hHsp70_2p32 is reduced. 
Based on an analysis of the molecular dynamic trajecto-
ry, the constructed structure showed high stability and 
was accepted as a working model (hereafter ‘hHsp70’) 
for further studies. 

Study of interdomain interactions in hHsp70
In the process of chaperone functioning, its domains di-
verge with a disruption of all noncovalent interactions. 

Fig.2. Model 
hHsp70_2p32 
after molecu-
lar dynamics 
simulation. 
ATPase domain 
is colored blue, 
αSBD - yellow, 
βSBD – green.
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As a result, they remain connected only by a cross-
domain linker. the process of domain separation was 
studied using the method of steered molecular dynam-
ics. the salt bridges that are crucial in this process were 
identified. It was shown that inverse convergence of the 
domains is not dependent on conformational changes in 
the AtPase domain. 

Disruption of salt bridge Arg171 : Glu516
According to [12], separation of the domains starts with 
(mediated by cochaperone Hsp40) disruption of the salt 
bridge Arg171: Glu516, which connects the α-helix ‘A’ 
of the substrate-binding domain with the subdomain 
IA from the AtPase domain. Modeling of this process 
was conducted using the method of steered molecular 
dynamics. the cα-atoms of the residues were pulled 
apart by 10 Å. the initial distance between the atoms 
was 12 Å. the amount of energy spent on pulling the 
residues apart was 34.3 kcal / mol. It is worth not-
ing that after the actual disruption of the salt bridge 
Arg171: Glu516, the average distance between loops 
of the AtPase domain fixing the β-and γ-phosphates 

of AtP decreased by 2 Å (from 8 to 6 Å; Fig. 3). In the 
native enzyme a similar movement, theoretically, could 
cause the hydrolysis of AtP. In such a case, the salt 
bridge Arg171: Glu516 protects the AtPase domain of 
hHsp70 from spontaneous AtP hydrolysis. the cochap-
erone disrupting this bond thus initiates the process.
the resulting structure was equilibrated for 1 ns. Signs 
of a restoration of the disrupted salt bridge Arg171: 
Glu516, as well as further domain separation, were not 
observed.

Disruption of salt bridge Arg416:Glu218
Disruption of the salt bridge Arg171: Glu516 led only 
to a partial divergence of the domains, but the final 
separation has not occurred. In this regard, it was in-
teresting to identify the most stable noncovalent bonds 
whose disruption could lead to a complete separation of 
the hHsp70 domains.

Initially, the salt bridge Arg155: Glu523 connecting 
the α-helix ‘A’ with the subdomain IA was selected, 
but its disruption has not led to the domains’ separation 
and has shown no signs of positive development of the 
process. the negative result led to the conclusion that 
the salt bridge Arg416: Glu218 is the bond most likely 
to be key in domain divergence. It links one of the βSBD 
loops with the subdomain IIA of the AtPase domain.
the initial distance between the cα-atoms of the resi-
dues forming the bond was 12.2 Å; after simulation of 
its disruption, it was - 22.2 Å. the total amount of en-
ergy spent on the process was 33.4 kcal/mol. On a curve 
representing the process, a leap was observed: an in-
crease in distance from 13.4 to 14.7 Å, accompanied by 
an immediate rupture of the salt bridge, required about 
7 kcal/mol (Fig. 4). 

Fig.3. Rearrangement of the salt bridges during hHsp70 
domains separation: on the right is the disrupted salt 
bridge Arg171: Glu516; on the left, the  second bridge 
Arg416: Glu218 before simulation of its break. β-sheet in-
cluding Glu218 and loop fixing the ATP is colored red. The 
second loop, which takes part in the fixation, is marked in 
gray.
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Fig. 4. The work expended on the second stage of the 
simulation of ATPase and substrate-binding domains sepa-
ration.
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the energy spent on breaking the salt bridge was equal 
to the energy released in AtP hydrolysis; it could, 
therefore, be assumed that breakage of the macro-
ergic AtP bond in the AtPase domain (presumably 
caused in the disruption of the salt bridge Arg171: 
Glu516) is required to break the salt bridge Arg416: 
Glu218. Glu218 is part of the β-sheet (formed by the 
amino acid residues 192 – 226 and 332 – 338; Fig. 5), the 
second β-turn of which immediately fixes the β- and 
γ-phosphates of AtP. the first β-turn is involved in 
the contact of AtPase with substrate-binding domains. 
considering the fact that the β-sheet is a rigid struc-
ture, its displacement, mediated by AtP hydrolysis, 
can cause a breakage of the second bond required for 
the divergence of domains.

As expected, simulation of the breakage of the bond 
Arg416: Glu218 has led to a complete separation of do-
mains. the resulting structure was equilibrated for 1.5 
ns, during which no significant changes in the structure 
were observed.

An interesting fact was observed in the simulation of 
domain separation: the residues Arg416 and Glu516 lib-
erated from salt bridges later formed a new salt bridge 
with each other (see Fig. 5). Formation of a similar salt 
bridge is sterically possible also between Arg171 and 
Glu218.

Based on these data we can draw a conclusion on 
the important role of interdomain salt bridges in the 
functioning of hHsp70: the salt bridges Arg171: Glu516 
and Arg416: Glu218 connect AtPase and substrate-
binding domains, but as the domains diverge from each 
other the partners are rearranged and can form the salt 
bridges Arg171: Glu218 and Arg416: Glu516, which 
stabilize the new structural state of the chaperone.

Simulation of separation of subdomains I and II
In the process of nucleotide exchange, AtPase and sub-
strate-binding domains converge back, but the force 
involved in this process has yet to be established. A sto-
chastic nature of domain convergence seems unlikely. 
Because nucleotide exchange occurs while domains are 
separated and is accompanied by the interaction of the 
AtPase domain with the nucleotide exchange factor, 
it is reasonable to assume that pulling the subdomains 
I and II apart by the nucleotide exchange factor, theo-
retically, can affect the convergence of AtPase and the 
substrate-binding domains. We conducted a simulation 
of the process. In simulating pulling apart subdomain I 
from subdomain II, points of application of force were 
taken to be the nitrogen atoms belonging to residues 
thr14 and Gly203, directly interacting with AtP / 
ADP. the initial distance between them was 7.3 Å; 
the final one, 14.3 Å. Despite the theoretical possibility 
that nucleotide exchange affects the convergence of 

domains, we obtained a predictable result: change in 
the distance between the subdomains I and II did not 
affect the interaction of the domains with each other. 
this result suggests that the convergence of domains 
is most likely mediated by some protein which may be 
another chaperone hHsp70. theoretically, it can bind 
the hydrophobic linker released in domain divergence 
as a substrate and thus bring the diverged domains 
closer. However, this hypothesis requires further veri-
fication.

CONCLuSIONS
Basing on research, the following scheme of hHsp70 
functioning can be suggested: at the interaction with 
the J-domain of cochaperone Hsp40, the salt bridge 
Arg171: Glu516 is broken. this leads to a convergence 
of the loops fixing AtP and promotes AtP hydrolysis. 
AtP hydrolysis, in turn, is accompanied by a shift of 
the β-sheet containing one of the loops fixing AtP and 
a shift of the residue Glu218 that is located in the site 
of interdomain contact, which leads to the disruption 
of the salt bridge Arg416: Glu218. Disruption of the 
salt bridge Arg416: Glu218 results in separation of the 
AtPase domain from the substrate-binding domain. 

Fig. 5. hHsp70 after the simulation of domains separa-
tion. The β-sheet, whose motion is accompanied by the 
disruption of the second salt bridge Glu218:Arg416, 
is colored red. The dotted line denotes the salt bridge 
Glu516:Arg416 formed after domain separation.
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Arg416 forms a salt bridge with Glu516 that belongs to 
the substrate-binding domain. Arg171, in turn, forms 
a new salt bridge with Glu218. thus, regrouping of the 
salt bridges that previously connected AtPase and the 
substrate-binding domains of hHsp70 occurs.

the role of the nucleotide exchange factor in the 
functioning of hHsp70, apparently, is not only in per-
forming the exchange of ADP for a new molecule of 
AtP, but also in the fixation of the subdomains I and II 
in separated states, which is accompanied by the con-
vergence of AtPase and substrate-binding domains 
with formation of the salt bridge Arg171: Glu516 that 

can be figuratively described as “cocking the hammer” 
for the next round of AtP hydrolysis. the “finger” that 
can pull the trigger is the J-domain of cochaperone 
Hsp40.

An equilibrated model of human Hsp70 can be 
found in the PMDB depositary [20, 21] (PMDB id: 
PM0076412). 

This work was supported by the Russian Foundation 
for Basic Research (Joint project RFBR-DFG RECESS, 

grant 09-04-92744).
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ABSTRACT The present work is devoted to the analysis of the G-quadruplex DNA structure using the bioinfor-
matics method. The interest towards quadruplex DNAs is determined by their involvement in the functioning of 
telomeres and onco-promoters as well as by the possibility to create on their basis aptamers and nanostructures. 
Here, we present an algorithm for a general analysis of the polymorphism of the G-quadruplex structure from 
the data bank PDB using original parameters. 74 structures were grouped according to the following param-
eters: the number of DNA strands, the number of G-quartets, and the location and orientation of the connecting 
loops. Two quantitative parameters were used to describe the quadruplex structure: the twist angle between two 
adjacent quartets (analogous to that for the complementary pair in the duplex DNA) and the quartet planarity 
(an original parameter). The distribution patterns of these values are specific for each group of quadruplex struc-
tures and are dependent upon the type of connecting loops used (diagonal, lateral or propeller). The tetramo-
lecular loopless parallel quadruplex was used as a comparison template. The lateral loops introduce the strongest 
distortion into the structure of quadruplexes: the values of the twist angles are the lowest and are not typical for 
the other quadruplex groups. The loops of the diagonal type introduce much weaker deformation into quadru-
plexes; the structures with propeller loops are characterized by the optimum geometry of G-quartets. Hence, the 
correlation between the twist angle and the tension in the structure of quadruplex DNA is revealed.
KEyWORDS G-quadruplex, G-quartet, twist angle, loops, structure.

INTRODuCTION

G-quadruplexes
It is known that the strands of guanosine oligo- and 
polynucleotides are capable of aggregating with each 
other, on condition that the solution contains a mono-
valent cation, such as potassium or sodium. X-ray dif-
fraction analysis revealed that these poly(G)-strands 
represent a novel type of DnA folding, a four-strand 
helix [1–3], where four guanine bases belonging to dif-
ferent strands form a planar structure retained by G-G 
pair interactions (Fig. 1). these structures are notable 
for their high stability and are known as guanine (G)-
quartets, or G-tetrads. each G-quartet is bound by a 
total of eight hydrogen bonds, which are formed as a 
result of the interaction between the Watson-crick side 
of one guanine base and the Hoogsteen side of another 
one.

One of the fundamental reasons the nucleic acids 
containing the G-tetrad motif are of interest is that the 
guanine-rich sequences are widely represented in all 

the genomes that have been discovered to date. these 
motifs were found in the promoter regions and im-
munoglobulin switch regions, recombination hotspots, 
etc. [4]. G-quartets are also represented in DnA at the 
ends of eucariotic chromosomes known as telomeres [5]. 
telomeric DnAs are tandem repeats of short poly-G-
blocks, sometimes comprising adenine or thymine bas-
es: Gn

t
n
, G

n
t

n
G

n
, G

n
A

n
 or (ttAGGG)

n
; telomeric DnAs 

are associated with telomeric proteins. the repeat types 
are species-dependent; for instance, the (ttAGGG)

n
 

repeat is typical of mammals. the function of the tel-
omeres is to protect the chromosomal ends from dam-
age under recombination or action of nucleases. Human 
telomeric DnA in somatic cells contains, on average, 
8–10 kbp. the terminal 100–200 nucleotides at the 3’-
end represent a conformationally unrestricted single-
strand “tail” [6]. In living cells, the “tail” is associated 
with POt1 protein [7]; while in the absence of this pro-
tein the single-stranded DnA is capable of folding and 
dimerizing to form four-stranded hairpins, which can 
be stabilized by the formation of guanine tetrads [8, 
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9]. An alternative method for the stabilization of this 
type of DnA consists in the formation of intramolecu-
lar G-quartets by repeated foldback. these G-quartet-
containing structures are known as quadruplexes or 
tetraplexes [10]. Aside from telomeres, G-quadruplex 
sequences were localized in promoters of a number of 
oncogenes and cancer-associated genes, such as k-ras 
[11], c-kit [12], and bcl2 [13]. thus, the possibility of 
inhibition of the corresponding gene expression using 
such quadruplex-specific agents as porphyrin tMPyP4 
[14, 15] appears to be encouraging.

G-quadruplexes can also be formed by short oligo-
nucleotides with the corresponding sequence, which 
can be written as G

m
X

n
G

m
X

o
G

m
X

p
G

m
, where m is the 

number of guanine per G-block. these guanines are 
generally directly involved in G-tetrad formation. X

n
, 

X
o
 and X

p 
can be a combination of any residues, includ-

ing G; these regions form loops between the G-tetrads.
Some of these sequences exhibit aptameric proper-

ties upon folding into quadruplex structures. Aptamers 
are short synthetic oligonucleotides or peptides, being 
functional analogs of monoclonal antibodies, and are ca-
pable of specifically recognizing a wide range of targets, 
from small molecules to whole cells [16, 17]. G-quadru-

plex aptamers targeting a wide range of proteins, such 
as thrombin [18] and StAt-3 [19], have been identified. 
there are G-quadruplex aptamers with anti-cancer 
properties, which are currently undergoing clinical tri-
als. their mechanism of action is connected with the 
nucleolin protein and its role in rnA processing [20].

Common structural features of quadruplex DNAs
Depending on the number of G-blocks, the formation of 
a quadruplex structure from a specified quadruplex se-
quence may occur via different paths. Four individual 
strands may associate with each other to form an inter-
molecular G-quadruplex (Fig. 2). Intramolecular tetra-
plexes are formed from a single-stranded molecule as 
a result of the complex spatial folding of the nucleotide 
strand (Fig. 3).

the G-quartet is a fundamental structural unit of all 
quadruplex structures. Within the quadruplex struc-
ture, the quartets are located one above the other; a 
minimum of two quartets are required for the struc-
tural stability of the tetraplex [21]. the number of 
guanines in each individual G-block is directly related 
to the number of G-tetrads in the final folded quadru-
plex. For example, in telomeric DnA found in mammals 
with tandem repeat d(ttAGGG), the quadruplexes 
formed by four of these repeats have three G-quartets 
located one above the other [22].

the factors that stabilize the quadruplex are the same 
as those that stabilize the duplex DnA; including the 
base stacking interaction, hydrogen bonds, electrostatic 
interactions, and the hydration shell. the hydration of 
the sugar-phosphate backbone plays a crucial role in the 
stability of the structure: within an ordered hydration 
shell, the water molecules with an extensive network 
of hydrogen bonds combine into a single unit with the 
bases, sugars, and charged phosphates which are local-
ized on the outer surface of the quadruplex. [25–27].

Fig. 1. Scheme of G-quartet. Four guanine residues form 
a square coplanar structure, where each nucleic acid base 
is a donor and acceptor of a hydrogen bond: N1 and N2 
from one side of the heterocycle, O6 and N7 from the 
other side of the guanosine involved in formation of 8 hy-
drogen bonds in one quartet. Sugar-phosphate backbone 
of nucleic acids is denoted as R.

Fig. 2. Four-stranded intermolecular parallel G-quadru-
plex.
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In addition to these stabilizing factors being stand-
ard for the duplex DnA, the quadruplexes have a 
highly specific component: a significant contribution 
to stability is made by the coordination of O6 carbo-
nyls by cations [28, 29]. Atoms O6 form a square in 
each quartet, forming a bipyramidal antiprism in the 
quadruplex with an interquartet distance of 3.3 Å [30]. 
this negatively charged space between the tetrads 
should be stabilized by coordination of a cation. the 
cation’s nature (size/ionic radius and charge) has a 
considerable effect on the stability of the resultant 
quadruplex [29].

Four guanosine nucleosides within a tetrad can ex-
ist in either anti- or syn-conformation with respect to 
the glicoside bond; thus providing 16 possible combina-
tions. the mutual orientation of the individual strands 
within a quadruplex has an effect on glicoside angles. 
For instance, with all four strands oriented in parallel 
(Fig. 2), all glicoside angles have an anti-conformation. 
For anti-parallel orientation, the quadruplexes contain 
both syn- and anti-guanines, regardless of whether the 
quadruplex is four- or single-stranded.

Various nucleotide sequences between G-blocks 
form extrahelical loops. these loops may be of three 
types. the parallel intramolecular quadruplex requires 
a loop that would connect the bottom G-tetrad with the 
top one, resulting in the formation of propeller-type 
loops (Fig. 3, right). Anti-parallel quadruplexes are ones 

in which at least one strand is located antiparallel to the 
other strands. Such topology of tetrads was revealed 
in most of the currently identified bimolecular and in-
tramolecular quadruplex structures. In addition to the 
propeller-type loops, loops of two more types are ob-
served in these structures. the adjacent G-strands are 
linked by the lateral (endgewise) loops. two loops of 
this type can be located both at the same and opposite 
poles of the molecule, corresponding to the “head-to-
head” or “head-to-tail” arrangement in bimolecular 
complexes. the second type of anti-parallel loop is rep-
resented by the diagonal loops connecting the opposite 
G-strands (Fig. 3, left).

All quadruplex structures have four grooves, unlike 
the double helix with only two grooves. the grooves 
are formed by the cavities restricted by sugar-phos-
phate backbones. the groove’s dimensions widely vary 
depending on the total topology and nature of loops, 
and on glycoside angles, as well. In the quadruplexes 
with loops of only diagonal or lateral type, the grooves 
are structurally simple, while in the structures with 
propeller-type loops they possess more complex struc-
tural features.

thus, there is a large number of structural variables 
(the number of G-tetrads; type, sequence, length, and 
orientation of loops), which leads to a wide topological 
and structural variety of quadruplexes. In this work, 
we attempted to reveal the interrelation between the 

diagonal loop

lateral loops

Fig. 3. Folding of a DNA strand into a monomolecular G-quadruplex with three G-quartets. Two variants of oligonucle-
otide d(AGGG(TTAGGG)

3
) differ from each other in the direction of the polynucleotide chain in different strands of the 

quadruplex. Left: topology with loops of lateral and diagonal type [23]; right: topology with strand-reversal loops of 
propeller type [24].
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structure and properties of G-quadruplex DnAs and 
determine the factors that have an influence on a quad-
ruplex’s geometry.

METHODS

Sampling
the PDB data bank was used to compile the list of 
quadruplex-containing structures. All found structures 
were divided into 8 groups according to the geometry of 
spatial organization of a quadruplex. On the basis of the 
Perl programming language and modules Vector::real 
and Statistics::Descriptive, we developed a software 
tool that would determine the presence of quartets in 
the structure, reveal their location, and measure their 
geometrical parameters. the quartet is determined as 
follows: a guanine should have a neighbor in contact 
with the O6 atom of the initial guanine via the n7 atom. 
the combination selected is recognized as a quartet on 
condition that the fourth guanine interacts with the 
first one, and all heterocyclic bases are located in one 
plane with the maximum permissible offset of the at-
oms from the surface being equal to 2 Å. the nearest 
quartet from the initial one with the distance between 
c1’ atoms from the nearest nucleotides being no more 
than 10 Å was recognized as the next quartet of the 
quadruplex (thus, the variants with guanines from dif-
ferent quartets forming a tetrad were eliminated). the 
structures belonging to different nMr models were 
processed as independent quadruplexes.

The twist angle between two adjacent quartets in a 
quadruplex
In order to determine the quadruplex twist angle, the 
angle between the two vectors was measured. the first 
vector joined the c1’ atoms of two adjacent nucleotides 
in a quartet, while the second vector joined the c1’ at-
oms of the corresponding nucleotides in the adjacent 
quartet (Fig. 4).

The out-of-plane deviations of the quartet
the distance between the centers of mass of two 
tetragons (an original parameter) was proposed as a 
method for measuring the degree of disturbance of 
symmetry and planarity for an individual quartet. the 
first tetragon is formed by four n9 atoms of guanine 
in the quartet; the second tetragon is formed by four 
O6 atoms of the same guanines (Fig. 4). If the quartet 
is symmetrical and all guanines form hydrogen bonds 
with each other, this parameter fixes the planarity of 
the quartet. If the hydrogen bonds break, the symme-
try of the quartet is disturbed; the parameter fixes the 
degree of quartet distortion, which includes deviations 
in both symmetry and planarity of a quartet.

The histogram of distribution of the quadruplex twist 
angles and out-of-plane deviations of the quartet
For each of the eight groups obtained, the values 
of the parameter were combined to plot a distribu-
tion histogram. the twist angle range was selected 
from 0 to 60°, the out-of-plane deviations were ana-
lyzed within a range from 0 to 2 Å, the ranges of an-
gles and distances were partitioned into 15 intervals. 
the data were analyzed using Gnuplot software 
(http://www.gnuplot.info).

RESuLTS AND DISCuSSION

Parameters for description of geometry and conforma-
tional polymorphism of quadruplexes 
even a cursory analysis of the diversity of structure 
variants of the quartets detected in the PDB data bank 
leads to the conclusion that there is a necessity for sys-
tematization and development of universal parameters 
for the description of quartet structures and their poly-
morphism. until now, no systematization attempts have 
been published.

In this work, two parameters were selected as struc-
tural characteristics of the quadruplexes. the first 
parameter was the twist angle of the quadruplex; i.e., 
the angle between two adjacent quartets, which is 
described by the angle between two vectors passing 
through the c1’ atoms of two adjacent guanines (Fig. 4). 

Fig. 4. Definition of the measured parameters. Left: Defini-
tion of the quadruplex twist angle. C1’ atoms are shown 
as spheres. Right: relative positions of two tetragons: 
the outer, formed by N9 atoms, and the inner, formed 
by O6 atoms. If the planarity of the quartet is disturbed, 
then the inner tetragon leaves the quartet plane. Dis-
tance between the centers of mass of the inner and outer 
tetragons is the numeric parameter of planarity deviation.
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this parameter has been widely used for the descrip-
tion of double-helix structures [31]. Previously it was 
demonstrated that the quadruplex twist angle repre-
sents the degree of tension of the oligonucleotide struc-
ture [32]. the second parameter was represented by an 
original parameter describing the planarity deviation 
of quartets; i.e., the distance between the centers of 
mass of two tetragons formed by the O6 and n9 atoms, 
respectively (Fig. 4). these two parameters make it pos-
sible to provide an adequate description of the confor-
mational polymorphism and conformational mobility of 
the structure of quadruplex DnA.

Four-stranded parallel quadruplexes
composition of the group (ID PDB): 
•  1eVM [33], 1eVn [33], 1nP9 [34], 1nZM [35], 1O0K 

[36] – telomeric DnA (human); 
• 139D [23, 37] – telomeric DnA (Tetrahymena); 
•  1eMQ [38] – telomeric DnA (Saccharomyces cerevi-

siae); 
• 1eVO [39] – fragment of SV40 viral genome.

the group under consideration is the simplest vari-
ant of the arrangement of quadruplex structures. the 
twist angle in such structures may be regarded as the 
ideal twist angle, since the association of four strands 
imposes no structural restrictions at all, something not 
observed for the bimolecular and monomolecular quad-
ruplexes.

Four-stranded parallel quadruplexes are character-
ized by a wide spectrum of twist angles (Fig. 5), with 
two ranges of preferred values: the narrow range cor-
responds to 21° and the more diffuse range lies within 
27°–34°. In addition, the planarity of the quartets with 
this structure varies. In most cases, the quartets have 
a small out-of-plane deviation amounting to 0.5 Å; 
however, the maximum deviations are above 1 Å. the 
determined polydispersity of parameters illustrates 
the wide range of possibilities of the conformational 
polymorphism of four-stranded parallel quadruplexes 

without any structural restrictions for their formation 
upon intermolecular association.

Chair-type structure
composition of the group:
•  148D [40], 1c32 [41], 1c34 [41], 1c35 [41], 1c38 [41], 

1QDF [42], 1QDH [42], 1rDe [43] – thrombin-binding 
DnA aptamer; 

•  2KM3 [22] – telomeric repeat ctAGGG (human).
the chair-type structure is a monomolecular quad-

ruplex which is connected by three lateral loops. It is a 
sufficiently unique structure represented by only two 
molecules: a 15-mer thrombin-binding DnA aptamer 
(148D, 1c32, 1c34, 1c35, 1c38, 1QDF, 1QDH, 1rDe) 
and a 22-mer oligonucleotide, which is formed by the 
telomeric repeat ctAGGG (2KM3). Such structures 
are characterized by significantly smaller twist angles 
in comparison with those of the preceding group of 
“loopless” intermolecular four-stranded quadruplexes 
(Fig. 6). the mean value of quadruplex twist angles for 
the chair-type structures is equal to 15° with a deviation 
of ± 5°. the quartets with such structure are character-
ized by a high planarity; the jump in values within the 
range of 0.8–0.9 Å corresponds to the structures that 
can exist in high ionic strength solutions. the planarity 
results from the fact that the heterocyclic bases of the 

Twist angle,  
degrees

Fr
e

q
ue

nc
y

 o
f o

cc
ur

re
nc

e

Fr
e

q
ue

nc
y

 o
f o

cc
ur

re
nc

e

Planarity deviation, 
 Å

Fig. 5. Structural organization and geometrical features of 
the first group of structures.
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Fig. 6. Structural organization and geometrical features of 
the second and third groups of structures.
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lateral loops form stacking interactions with the bases 
of the quartets, thereby limiting their out-of-plane de-
viations.

Monomolecular quadruplexes with (3+1) strand topol-
ogy
composition of the group:
•  2JSK [44], 2JSQ [44], 186D [45], 2GKu [46], 2HY9 

[47], 2JPZ [48], 2JSL [44], 2JSM [44] – telomeric DnA 
(human, Tetrahymena); 

•  2F8u [49] – BcL2 promoter (human).
these quadruplexes comprise two lateral loops and 

one propeller-type loop, which reverses the direction 
of the polynucleotide strand. this group differs from 
the preceding quadruplex type only by the existence 
of a propeller strand, which significantly affects the 
values of the twist angle (Fig. 6). An additional distribu-
tion with a maximum at 28° ± 4° emerges in the pattern 
of the angle distribution. Furthermore, the values of 
the twist angles within the range of 10°–20°, charac-
teristic of quadruplexes with lateral loops, are shifted 
toward higher values by 2°–4°. Quadruplex quartets of 
this type are highly planar structures. Similar to the 
quartets in the previous case, the planarity is fixed by 
stacking interactions with heterocyclic bases of lateral 
loops. 

Basket-type structure
composition of the group:
•  2KF8 [50], 2KKA [51], 2KOW [52], 143D [23], 230D 

[53], 201D [54] – telomeric DnA (human, Oxytricha).
the basket-type structures are represented by the 

monomolecular quadruplex connected by two lateral 
and one diagonal loops. As shown in the previous case, 
the substitution of a lateral loop by a diagonal one re-
sults in change in the character of the twist angle 
distribution and the emergence of two strongly pro-
nounced shoulders with mean values of 18° ± 4° and 36° 
± 4° (Fig. 7). thus, a new set of structures, character-

ized by quadruplex twist angles higher than the maxi-
mum angles in loopless four-stranded parallel quadru-
plexes, emerging in the conformational landscape are 
conditioned by the emergence of a diagonal loop. the 
degree of planarity of basket-type quartet structures is 
lower than that of the earlier discussed structures with 
lateral loops, which is likely the result of a decrease in 
stacking interactions between the heterocyclic bases of 
the diagonal loop and the top quartet.

Monomolecular parallel quadruplexes with propeller 
loops
composition of the group:
• 1KF1 [24], 3cDM [55] – telomeric DnA (human); 
•  1XAV [56], 2A5P [57], 1A5r [57] – c-MYc promoter 

(human); 
•  2KQG [58], 2KQH [58], 2KYP [59] – c-kit oncogene 

promoter (human); 
• 1MYQ [60] – synthetic oligonucleotide (GGA)4

;
• 1Y8D [61] – aptamer-targeting HIV-1 integrase.

these unusual structures represent intramolecu-
lar quadruplexes where all loops are of the propeller 
type and the polynucleotide strand changes its direc-
tion thrice. the presence of propeller loops strictly de-
termines the quadruplex structure; the distribution 
of twist angles has a pronounced maximum at 31° ± 3° 
(Fig. 8). this value is similar to that determined for loop-
less four-stranded parallel quadruplexes. Quadruplexes 
of this type have planar quartets. It is not unlikely that 
propeller loops ensure the optimal geometry for quad-
ruplexes with a rigid sugar-phosphate backbone.

Bimolecular quadruplexes with lateral loops
composition of the group:
• 1A8n [62], 1A8W [63] – tandem repeat GGGc; 
• 1F3S [64] – synthetic oligonucleotide.

unlike the monomolecular quadruplexes that are 
formed by intramolecular folding, bimolecular quadru-
plexes are formed upon dimerization of two self-folded 
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Fig. 7. Structural organization and geometrical features of 
the fourth group of structures.
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polynucleotide strands which contain guanine blocks. 
the members of this quadruplex group are notable for 
the relatively long length of lateral loops (5–6 nucle-
otides). they can be regarded as an intermediate group 
between monomolecular quadruplexes with lateral 
loops and quadruplexes with diagonal loops. the val-
ues of the twist angles in these quadruplexes, lying in 
the region between two extrema belonging to the ad-
jacent groups, argue for an intermediate position for 
this group as well (Figs. 6, 7, 9). It should be noted that 
the structures under consideration have a tendency to 
form 20° ± 1° and 27° twists. A higher statistical signifi-
cance is required in order to draw firmer conclusions. 
the quartets in quadruplexes of this type appear to be 
highly planar due to the intense stacking interactions 
with the heterocyclic bases of the loops.

Bimolecular quadruplexes with diagonal loops
composition of the group:
•  156D [53, 65], 1JPQ [25], 1L1H [66], 1QDI [42], 1QDK 

[42], 3eM2 [67], 3eQW [67], 3eru [67], 3eS0 [67], 
3et8 [67], 3euM [67], 2AKG [68], 1K4X [53], 1Jrn 
[25], 2HBn [69], 3euI [67] – telomeric DnA (Ox-
ytricha); 

•  2KAZ [70], 1u64 [71], 1LVS [72], 1FQP [73] – syn-
thetic oligonucleotides.
the molecules of this group form bimolecular quadru-

plexes with diagonal loops between the opposite angles 
of the quadruplex. thus, these quadruplexes resemble 
the earlier described basket-type structures with two 
lateral loops substituted by a diagonal loop. In terms of 
the values of the twist angles, this substitution leads to 
the elimination of the shoulder with a maximum at 35°, 
retaining only one maximum at 19° ± 4° (Fig. 9). the dis-
tribution of the values of quartet planarity also resem-
bles that of the basket-type structures.

Bimolecular parallel quadruplexes with propeller 
loops
composition of the group:
•  1K8P [24], 2HrI [74], 3ce5 [75] – telomeric DnA 

(human); 2KYO [59] – c-kit oncogene promoter (hu-
man); 

•  1nYD [76], 1eeG [77], 1Xce [78] – synthetic oligo-
nucleotides.
For this type of quadruplexes, as well as for their 

monomolecular analog, propeller loops restrict the 
conformational polymorphism of the quadruplex: the 
distribution of the twist angle values has a maximum 
at 31° ± 3°; the quartets are planar (Fig. 10).

Classification of quadruplex structures
G-quadruplex structures are localized at the ends of 
telomeric regions of DnA and promoters of a number 

of oncogenes and cancer-associated genes. this fact 
makes the quadruplexes an attractive target for anti-
cancer chemotherapy. the most preferable model of 
interaction between the anti-cancer agents and quad-
ruplex DnA is based on stacking interactions with the 
quartets (terminal, or via intercalation), on one side, 
and interactions with the grooves, on the other side. 
thus, thorough knowledge of the geometry of these 
elements and the factors that can influence them is a 
crucial part in a rational search for new efficient anti-
cancer agents.
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Fig. 9. Structural organization and geometrical features of 
the sixth and seventh groups of structures.
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nucleic acid quadruplexes are of interest not only as 
targets for anti-oncogenic drugs, but also as the struc-
tural core of aptamer-based therapeutic agents. In 
particular, this refers to aptamers targeting thrombin, 
HIV-1 integrase, the tumor marker – nucleolin protein 
which is involved in rnA processing. In order to opti-
mize the stability and efficient self-assembling of these 
oligonucleotides, it is necessary to have knowledge per-
taining to the nature of the forces able to have stabiliz-
ing or destabilizing effects on the aptamer molecule.

A wide topological and structural diversity condi-
tioned by such variables as the number of G-quartets, 
the orientation, type, sequence and length of the loops 
is typical for quadruplexes;. For the description of this 
conformational ensemble, two parameters were select-
ed: the twist angle between two adjacent quartets and 
the planarity of the quartets.

In our study it was shown that these parameters suc-
cessfully characterize the most complex quadruplex 
structures. It should be noted that by the term “planari-
ty” we refer to the generalization of two phenomena. 
When the quartet is symmetrical and all guanines form 
hydrogen bonds with each other, it is the planarity of 
the quartet that is fixed by this parameter. In the case 
of hydrogen bond breaking, the symmetry of the quar-
tet is violated, and the parameter shows the degree of 
quartet distortion.

A four-stranded intermolecular parallel quadruplex 
is the simplest case, where only one of the specified pa-
rameters (the number of G-quartets) is realized. this 
variable determines the range in which these struc-
tures can exist without losing their integrity. this 
range is appreciably wide; in terms of the twist angle it 
stretches 19°–36°, with two regions of preferred values: 
21° and 27°–34°. the motion of the terminal quartets in 
such structures is limited only by stacking interactions 
with the adjacent quartets and by coordination bind-
ings with stabilizing cations if they exist in this case. 
thus, G-quartets of these structures, in particular ter-
minal ones, do not exhibit pronounced planarity.

chair-type structures dramatically differ from the 
loopless four-stranded quadruplexes. the lateral loops 
of these structures restrict the geometry of quadru-
plexes; furthermore, they desrease the twist angles to 
values that are not characteristic of loopless quadru-
plexes. Whereas the minimum angles for loopless quad-
ruplexes are equal to 19°, in contrast the structures 
containing only lateral loops have a range of preferred 
values that lies within 15° ± 5°. this points to the fact 
that considerable tension is introduced into the struc-
ture of the quadruplex by the lateral loops, primarily 
because of their small length. Meanwhile, on account of 
the location features evident from their name, loops of 
this type interact eagerly with the terminal quartets of 

quadruplexes at the terminal poles of G-quadruplexes 
via the formation of stacking interactions, which has a 
positive effect on the planarity of chair-type quartets.

It is of interest that the addition of diagonal or pro-
peller loops to the chair-type structure has a consider-
able effect on the distribution pattern of twist angles. 
the preferred range of angle values shifts toward the 
higher values, typical of loopless parallel G-quadru-
plexes. In addition, a second shoulder emerges on the 
pattern, characterizing the region being adjacent to a 
loop other than the lateral one.

In basket-type structures the strength of the tension 
induced by the lateral loops located at one pole of the 
molecule is clearly visible. the moment of these forces 
turns the molecule region, which is adjacent to the di-
agonal loop, into a range of twist angles of 36° ± 4°. that 
is more than the required norm for loopless parallel 
quadruplexes; however, the diagonal loop compensates 
for this abnormality through its length and elasticity. 
It should be noted that these values of twist angles are 
not typical of structures with diagonal loops only. the 
quadruplex geometry is rather rigidly restricted by an-
gle values of 19° ± 4° in these structures, which is still 
closer to values that are reasonable for loopless quad-
ruplexes. thus, it could be concluded that the tensions 
induced by the lateral loops are stronger than those 
induced by the diagonal loops. It is noteworthy that 
the syn/anti-conformation pattern, which has been 
frequently used for the description of quadruplexes, is 
represented by the largest number of combinations in 
the group of bimolecular quadruplexes with diagonal 
loops. conversely, this group exhibits the smallest dis-
persion of quadruplex twist angles. this observation 
allows one to assume that the loop type is the dominant 
influence factor on the quadruplex structure.

the propeller loops determine the geometry of a 
quadruplex in the strictest manner. the values of twist 
angles fluctuate within 31° ± 3° both for monomolecular 
and bimolecular tetraplexes only with propeller loops. 
even the introduction of lateral loops into such struc-
tures has a weak effect on the twisting of the regions 
adjacent to the propeller loops; it is characterized by a 
range of 28° ± 4°. these parameters agree with the sec-
ond range of preferred values for the loopless quadru-
plexes (27°–34°). It seems likely that these twist angles 
correspond to the optimum geometry of a G-quartet, 
since the tetrads of structures with propeller loops are 
notable for high planarity, unlike quadruplexes with 
the diagonal loops.

CONCLuSIONS
In this work, we have investigated all known G-quad-
ruplex structures. these structures can be divided 
into groups that are not only limited to the basis of 
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their topology; indeed, many groups are represented 
by sequences of common or related origin. It should be 
noted that the final discussion did not encompass all 
of the structures, since some of them are character-
ized by a topology too specific for the creation of rep-
resentative samples. We have proposed two parame-
ters to be used for the description of the geometry of 
quadruplexes: the twist angle of the tetraplex and the 
G-tetrad planarity. We demonstrated that the loops 
connecting the G-strand blocks are the major source 

of tension in the quadruplex structure. Lateral loops 
result in the strongest alteration of the geometry of G-
quadruplexes; however, their influence is balanced by 
the introduction of diagonal and propeller loops into the 
structure. the diagonal loops provide the strict deter-
mination of the quadruplex structure, as well: however, 
the tensions induced by them are not as high as in the 
case with lateral loops. Propeller loops are character-
ized by an optimum quadruplex geometry. 
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INTRODuCTION 
enzymes are widely used as medication in thrombolytic 
therapy [1, 2]. the “golden molecule” of fibrinolysis and 
“golden time” of thrombolysis are known to increase 
the arsenal of biocatalysts used in treatment [3, 4]. 
However, the therapeutic applications of enzymes are 
far from having been exhausted, and there is a search 
for new forms that can be used in the development of 
original treatments for various pathologies [5, 6].

It is widely known today that the development of 
many pathologies is accompanied by oxidative stress 
[7, 8]. normally, reactive oxygen species (rOS) partici-
pate in cellular signaling. However, the distortion of the 
balance between oxidative and antioxidant activity, as 
well as the mass production of rOS, results in oxidative 
stress. excess rOS in the organism leads to the modi-

fication of macromolecules, disbalance of metabolic 
pathways and progression of the pathologic processes 
[9] that can be prevented or delayed by means of anti-
oxidant administration [10]. enzymes are considered as 
very efficient antioxidants, since they are specific and 
their mode of action is known in most cases [11]. Oxi-
dative stress is known to play an important role in the 
pathogenesis of most cardiovascular disorders, which 
is why many cardiology studies are focused on antioxi-
dants. 

current views hold that superoxide dismutase, cata-
lase, and glutathione peroxidase are the main antioxi-
dant enzymes of the body. the autonomous functioning 
of the first two makes them attractive in terms of the 
development of antioxidant medication to protect the 
cardiovascular system against oxidative stress. Based 
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on the described advantages, we chose cu,Zn-super-
oxide dismutase (SOD), and catalase for the develop-
ment of an enzymatic antioxidant derivate. 

Our approach was based on biochemical coupling 
of SOD and cAt activity, when the product of SOD-
reaction (H

2
O

2
) is used as a substrate by cAt, which 

finally yields water and oxygen as products [9, 11]. Ac-
cumulation of a glycosaminoglycan of endothelial gly-
cocalyx – chondroitin sulfate (cHS) – in zones of initial 
atherosclerotic changes of vessels (i. e. in sites of po-
tential damage of the vascular wall) [12] allowed the 
use of cHS as a cross-linking modifier of the enzyme 
subunits [13]. the water-soluble form of the obtained 
exogenic enzymatic conjugate SOD-cHS-cAt can be 
administered intravenously and per orally. It should 
be noted that the dimensions of a cAt molecule are 
10.5 × 10.5 × 5.0 nm [14], and they are 6.7 × 3.6 × 3.3 nm 
for a SOD molecule [15]. the polymer chain of cHS 
winds around the enzymatic subunits and connects 
them, thus forming a covalent conjugate, which was 
confirmed by means of electrophoresis under dena-
turing conditions [13, 16]. Moreover, the conjugate is 
more active in vivo than combinations of individual 
components, which are accounted for by its optimal in-
travascular distribution and higher action efficiency 
[17]. Based on its dimensions ─ (17–20) × (14–18) × (8–12) 
– the conjugate occupies the lower zone of the nano-
scale and, therefore, can be considered a nanoparticle. 
It is thought that the physical, chemical, and biological 
properties of molecular objects with nano-dimensions 
would surprisingly differ from the properties of their 
individual components, in part due to their quantum-
mechanical effects.

considering the supramolecular SOD-cHS-cAt 
conjugate, a bienzymatic nano-device, in the current 
work we studied its interactions with platelets (occur-
ring in the blood stream) and with a ring arterial frag-
ment (occurring on the surface of the vascular wall). 
We also studied the properties of the supramolecular 
conjugate at the level of the organism in laboratory 
animals, both under conditions of oxidative stress as 
modeled by infusion of hydrogen peroxide, and under 
stress-free conditions.

EXPERIMENTAL PROCEDuRES

Materials
In the present study, we used the following reagents: 
cu,Zn-superoxide dismutase (SOD), isolated from bo-
vine red blood cells (specific activity 3,000 u/mg pro-
tein); catalase (cAt) from bovine liver (specific activity 
11,000 u/mg protein); chondroitin-4-sulfate A (mo-
lecular weight 25-50 kDa) from bovine trachea; ben-
zoquinone, dimethylformamide, β-galactosidase (from 

Escherichia coli), xantine, hydrogen peroxide, nora-
drenaline (nA), nω-nitro-L-arginine (L-nnA), acetyl-
choline, sodium nitroprusside (SnP) were purchased 
from Sigma, uSA. Xantinoxidase was purchased from 
calbiochem (uSA), nitrotetrazolium blue - from reanal 
(Hungary), sephadex G-25 and sephacryle S-300 - from 
Pharmacia (Sweden). the other reagents were of ana-
lytical grade purity and manufactured in russia.

Bienzyme SOD-cHS-cAt conjugate was obtained 
as previously described [16]. the protein content in a 
SOD-cHS-cAt preparation was 4-6% weight, specific 
SOD activity was 60 u/mg solid, and cAt - 140 u/mg 
solid. For preparation of the SOD-cHS-cAt conjugate 
with irreversibly inactivated enzymes, SOD and cAt 
were preliminarily incubated in the presence of 0.3 M 
hydrogen peroxide (pH 7.0, 0.02 М phosphate buffer, 3 
hours at room temperature) and at pH 11.8-12.0 (0.05 
M naOH, 2 hours at room temperature), respectively 
[16].

Methods
Biochemical measurements. the protein content in 
preparations was determined by the Bradford method. 
the enzymatic activity of SOD was measured as inhi-
bition of reduction of nitrotetrasolium blue in the sys-
tem xantine-xantinoxidase, pH 7.8 [13]. cAt activity 
was determined spectrophotometrically as a decrease 
in absorption at λ=240 nm (disappearance of hydrogen 
peroxide; pH 7.0, room temperature) [16].

Studies on platelet aggregation. In order to investigate 
the effects of hydrogen peroxide and SOD-cHS-cAt 
on platelet aggregation, we used the blood of volun-
teers, which was taken from the ulnar vein and stored 
in plastic tubes containing 0.13 M sodium citrate (pH 
7.3). Platelet-rich plasma (PrP) was obtained by cen-
trifugation of blood samples at 180g for 15 min. Plate-
let aggregation was estimated by means of the laser 
two-channel aggregation analyzer BIOLA (LA 230-2 
model, nPF Biola, russia). Apart from the customary 
approach based on registration of light transmission 
(Born’s method), platelet aggregation was measured 
based on the analysis of fluctuations of the light trans-
mission. the relative value of these fluctuations is pro-
portional to the average radius of aggregates and al-
lows to study the formation of micro-aggregates; i. e., 
those containing less than 100 platelets. It also allows 
the omission of the possible uncertainties that arise 
from light absorption by plasma and changes in plate-
let shape, which is of primary importance in studies of 
spontaneous aggregation.

the ability to form small-sized aggregates (3-100 
platelets) was estimated by measuring both spontane-
ous aggregation and aggregation induced by the addi-
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tion of 0.5 µM ADP, 0.5 µM serotonine and 1.0 µM trAP 
(thrombin receptor-activation peptide) by the method 
of registration of the avarage size of the aggregates (in 
relative units). the formation of large aggregates (more 
than 100 platelets) in response to the addition of 5.0 µM 
ADP and 6.0 µM trAP was estimated by the Born’s 
method in % light transmission. Measurements were 
carried out during 2 hours after blood samples were 
obtained in 0.3 ml cuvettes.

Platelet adhesion was estimated by means of elec-
tronic microscopy. A 15 µM sample was mixed with 
a saline solution, H

2
O

2
 and/or cAt preparations and 

loaded onto an adhesive surface (glass), incubated 15 
minutes at room temperature in an enclosed space for 
preventing drying-out, rinsed with saline to wash the 
unattached platelets off and fixed by 2.5% glutaralde-
hyde for 1.5 hours. After fixation, the samples were de-
hydrated and prepared for electron microscopy.

Platelets of various shapes were quantified on 25 
scanning fields at a magnification of 2500x (PHILLIPS 
PSeM 550x scanning electron microscope). Adhesion 
was expressed as a percentage of platelets stuck to the 
surface.

Investigation of changes in tone of rat ring arterial 
fragment. After the decapitation of Wistar rats (males, 
350-400 g), the abdominal cavity was opened and ab-
dominal aorta was isolated. the isolated aortal seg-
ment was cleared from connective tissue and sliced 
into ring fragments 3 mm in length. Aortal fragments 
were then put on stainless needles connected to the 
tensosensor (which measures the mn forces produced 
by the arterial fragment) and placed into a Krebs-
Henseleit buffer insufflated with carbogenum at 37oc 
and pH 7.4 [18]. Oxidative stress was modeled by the 
addition of hydrogen peroxide to the preparation pre-
viously subjected to nA preconstriction (preliminary 
constriction of the arterial fragment induced by the 
addition of nA prior to another stimulus). Alteration 
of vascular tone was estimated relative to the level 
of contraction induced by 0.1 µM nA taken as 100%. 
Various concentrations of  antioxidant enzyme deriva-
tives were added 10 minutes before the addition of 
hydrogen peroxide against a background of nA-pre-
constriction. the production of endogenous nO and its 
influence on the tone of the ring arterial fragment was 
initiated by the addition of the exogenous inhibitor of 
nO-syntase L-nnA (0.1 µM).

Experiments in vivo. tolerance and the protective ac-
tion of the SOD-cHS-cAt conjugate under conditions 
of H

2
O

2
-induced oxidative stress were studied in male 

rabbits (n=29) 3.65±0.10 kg in weight and male Wistar 
rats (n=13) 427±7g in weight. All animals were anaes-

thetized prior to the experiments by infusion of keta-
mine.

In rabbits  undergoing ketamine narcosis 
(50-60 mg/kg weight), catheters (Pe-50 diameter) were 
placed in the central artery of one ear and the marginal 
veins of both ears. After the initial narcosis, (55 mg/kg) 
5% ketamine was infused with a syringe pump (SAGe 
Instruments, uSA) at a rate of 36-54 µl/hour per 1 kg 
of weight. the vein of the other ear was bolus-infused 
with saline or SOD-cHS-cAt solution, and 0.8% hy-
drogen peroxide solution at a rate of 0.4 ml/min for 
3 min, performed twice with a 20 min interval, which 
was necessary for full recovery of parameters after the 
first injection of hydrogen peroxide and distribution of 
the conjugate in the body. In the acute experiment, the 
infusion of reagents was done in the following order: 
hydrogen peroxide - saline solution (control group) or 
SOD-cHS-cAt (experiment group) - hydrogen perox-
ide. registration of the mean blood pressure (BP), heart 
rate (Hr) and electrocardiogram (ecG) in the second 
lead was carried out on BIOGrAF-4 (Saint-Petersburg 
State university of Aerospace Instrument Making, 
russia) equipped with an ADc board nI 6210 (national 
Instruments, uSA). Physiological signals were proc-
essed using corresponding software (Dr. e.V. Lukosh-
kova). After the registration of initial BP, Hr and ecG 
(during 15 min) animals were infused with hydrogen 
peroxide (3 min) and the aforementioned physiological 
parameters were measured again during 10 minutes. 
the total dose of hydrogen peroxide injected through-
out the experiment was 0.31 µM/kg. the number of 
animals in the control group was 12; in the experimen-
tal group - 15.

In Wistar rats under ketamine narcosis (100 mg/kg), 
catheters (Pe-50) were placed in the carotid artery and 
jugular vein. the protocol of the experiment was essen-
tially similar to the abovementioned, but with a minor 
difference: the time of hydrogen peroxide infusion was 
extended by 2 minutes in order to obtain similar effects 
on hemodynamic. the total dose of hydrogen peroxide 
injected in rats was 4.5 µM/kg. no animals died in the 
course of these experiments. 

A separate series of experiments on rabbits (n=8) 
was focused on the investigation of tolerance of vari-
ous doses of the SOD-cHS-cAt conjugate (therapeutic 
– 1.5 mg/kg and also 7.5 and 15 mg/kg). Hr, BP, and 
ecG parameters were measured in these experiments. 
After a 15-minute control registration of BP, Hr (taken 
as 100%), and ecG, the first dose of SOD-cHS-cAt 
(1.5 mg/kg ) was injected and Hr, BP, and ecG were 
registered during 15 min. Afterward, the next dose of 
SOD-cHS-cAt (7.5 mg/kg) was injected, followed by 
the registration of hemodynamic parameters. 20 min-
utes later, another (15 mg/kg) dose, ten times greater 
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than the therapeutic dose, was administered and he-
modynamic parameters were measured. the animals 
that  received a total dose of SOD-cHS-cAt 16 times 
greater in 72 hours were used to estimate the preven-
tive effects of the bienzyme conjugate during oxidative 
stress (as described above).  this contrasts with the ef-
fects obtained in both acute and control experiments 
on animals that had not been administered anything 
beforehand. 

Statistical treatment of obtained results. the results 
obtained are presented as a mean value±standard 
error, where n is the number of animals. the two 
groups were compared using the two-sample Stu-
dent’s t-test (the statistical significance of the differ-
ences was estimated at p < 0.01). In the case of more 
than two comparison groups, the statistical calcula-
tions were carried out using the AnOVA (p < 0.01) 
method. 

RESuLTS AND DISCuSSION

The effects of SOD-CHS-CAT on platelets
under normal conditions, hydrogen peroxide acts as 
an intra- and inter-cellular signaling molecule. In the 
concentration range of 20-50 µM, hydrogen peroxide 
has limited cytotoxicity for many cell types. under 
physiological conditions, 50 µM concentration is con-
sidered high [19]. the addition of 50-2000 µM hydro-
gen peroxide in vitro led to an aggregation of platelets 
(Fig. 1). Scanning electronic microscopy showed that at 
the moment of maximum aggregation the aggregates 
consisted of tightly packed platelets in the core. How-
ever, the platelets were bound rather loosely on the pe-
riphery (Fig. 1B). By the 5th minute in the process, the 
average size of the aggregates had decreased and their 
structure had become so dense that it was impossible 
to distinguish discrete platelets (Fig. 1c). the decrease 
in the size of the aggregates could be explained by a 
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Fig. 1. Typical platelet aggregation curve induced by 50 μM – 2.0 mM hydrogen peroxide and composition of platelet 
aggregates in different stages of their formation. A: segregate platelets before aggregation, mainly, in discoid forms; 
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dissociation of weakly bound platelets from aggregate 
clusters, as well as the consolidation of aggregate cores. 
the addition of 3,000 u native catalase to the cuvette of 
the aggregometer substantially lowered the aggrega-
tion induced by 300 µM hydrogen peroxide (Fig. 2). the 
SOD-cHS-cAt conjugate was shown to suppress ag-
gregation in a dose as low as 400 u cAt activity, show-
ing an increased dose-dependent antioxidant activity 
compared to cAt alone. neither cAt nor cHS affects 
platelet aggregation. 

the presence of 300 µM H
2
O

2 
increased platelet acti-

vation, in terms of their aggregation, induced by various 
inducers (with varying mechanisms of action, i.e., ADP, 
serotonin and trAP (Fig. 3)). the addition of 3,000 u 
cAt or 400 u cAt-activity of the SOD-cHS-cAt con-
jugate to PrP suppressed the activating effects of H

2
O

2
 

(curves 4 and 5 in Figs. 3A, 3B and 3c, respectively). Ap-
plication of the conjugate proves its increased antioxi-

dant activity, exceeding that of cAt. the effect dem-
onstrated dose-dependence and reached a maximum 
(which did not substantially change when increased 
doses were added to the cuvette) at 3,000 and 400 u cAt 
activity for cAt and SOD-cHS-cAt, respectively. 

Due to the catalase activity, the cAt and SOD-
cHS-cAt derivates suppressed the effects of H

2
O

2
 on 

platelets (Figs. 2 and 3). However, it was shown that 
the platelets themselves can produce rOS [20]. this is 
in line with the inhibiting effect of the SOD-cHS-cAt 
on ADP-induced platelet aggregation (Fig. 4). At the 
same time, the effect of the cAt-cHS derivate was 
quite moderate, and cAt did not possess it at all (data 
not shown). the anti-aggregate activity of the bien-
zyme conjugate was due to the presence of enzymatic 
activities (curves 1 and 2 in Fig. 4) and also to its unique 
supramolecular structure, mediated by cHS (curves 1 
and 3 in Fig. 4) [11, 17]. Indeed, β-galactosidase (similar 
in molecular size to SOD-cHS-cAt) used in the same 
experimental scheme in equimolecular protein concen-
trations did not inhibit the ADP-induced platelet ag-
gregation. 

the action of SOD-cHS-cAt was expressed in inhib-
iting ADP-, serotonin-, and trAP-induced platelet ag-
gregation (all the inducers exploit different mechanisms 
of action and were used in different concentrations) (Fig. 
5). this is a new quality for the SOD-cHS-cAt conju-
gate, since the individual components lack it.

Platelet spreading on the adhesive surface is one of 
the critical stages of hemostasis, which induces a se-
quence of reactions, leading to thrombus formation. 
Platelet adhesion and spreading takes place during 
transferral to glass (Fig. 6A). In the presence of H2

O
2, 

the amount of spread platelets increases (Fig. 6B), but 
when SOD-cHS-cAt conjugate is transferred be-
forehand to the glass (Fig. 6c) or the PrP (Fig. 6D), no 
spread platelets are found in the sample. A similar situ-
ation can be observed when PrP and SOD-cHS-cAt 
are transferred to glass which had H

2
O

2
 added to it be-

forehand (Fig. 6e). When PrP and cAt are added, the 
amount of spread platelets decreases significantly (Fig. 
6F). We note that free cHS did not demonstrate anti-
aggregate inhibition with regard to hydrogen peroxide. 
It is probable that this effect of the bienzyme conjugate 
has something to do with its adhesive and antioxidant 
qualities, which allow it, on the one hand, to protect the 
surface from platelet adhesion, and, on the other, to 
neutralize H

2
O

2
, which strengthens adhesion and plate-

let spreading on glass. 
the results we obtained indicate that the bienzyme 

SOD-cHS-cAt conjugate expresses an antioxidant 
dose-dependent effect during induced platelet aggre-
gation in the presence of hydrogen peroxide. the anti-
aggregate activity of the SOD-cHS-cAt conjugate is 
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Fig. 2. Influence of hydrogen peroxide, CAT and 
SOD-CHS-CAT on platelet aggregation. Curve of spon-
taneous platelet aggregation (1), aggregation in presence  
of 300 μM hydrogen peroxide (2), addition of 3,000 U 
native CAT first, followed by 300 μM hydrogen peroxide 
(3),  addition of 400 U CAT activity of SOD-CHS-CAT first, 
followed by 300 μM hydrogen peroxide (4). 
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Fig. 3. Influence of CAT and SOD-CHS-CAT on platelet aggregation induced by ADP (A), serotonin (B), and TRAP (C) in 
the presence of hydrogen peroxide. A: Platelet aggregation curves in the presence of 0.5 μM ADP (1), 300 μM hydro-
gen peroxide (2), 0.5 μM ADP, and 300 μM hydrogen peroxide (3); preventive administration of 3,000 U CAT and then 
0.5 μM ADP with 300 μM hydrogen peroxide (4); and preventive administration of 400 U of CAT activity  
of SOD-CHS-CAT and then 0.5 μM ADP with 300 μM hydrogen peroxide (5). B: Platelet aggregation curves in the 
presence of 0.5 μM serotonin (1), 300 μM hydrogen peroxide (2), 0.5 μM serotonin, and 300 μM hydrogen peroxide 
(3); preventive administration of 3,000 U CAT and then 0.5 μM serotonin with 300 μM hydrogen peroxide (4); and 
preventive administration of 400 U of CAT activity of SOD-CHS-CAT and then 0.5 μM serotonin with 300 μM hydrogen 
peroxide (5). C: Platelet aggregation curves in the presence of 1 μM TRAP (1), 300 μM hydrogen peroxide (2), 1 μM 
TRAP, and 300 μM hydrogen peroxide (3); preventive administration of 3,000 U CAT and then 1 μM TRAP with 300 μM 
hydrogen peroxide (4); and preventive administration of 400 U of CAT activity of SOD-CHS-CAT and then 0.5 μM TRAP 
with 300 μM hydrogen peroxide (5). Typical aggregation curves were representative of 4-5 experiments. 
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reliably higher than that of other cAt derivates and 
is demonstrated in a wide range of conditions when 
platelet aggregation is stimulated by various inducers 
(ADP, serotonin, trAP – all of which differ in terms of 
mechanisms of action), both with and without hydro-
gen peroxide. the latter is evidence of a new aspect of 
the anti-aggregate potential of SOD-cHS-cAt, absent 
in the native enzymes and free cHS, and determined 
by its molecular composition and size. these qualities 
of the bienzyme SOD-cHS-cAt nanoconjugate show 
that it has a promising future in biopharmaceutical de-
velopment for purposes of antioxidant therapy. they 
are also proof of the promises in using enzyme conju-
gates as medicinal agent. 

The change in the tone of a ring fragment of rat aorta
the effects of oxidative stress on the tone of a ring 
fragment of rat abdominal aorta were modeled by the 
addition of H

2
O

2 
against a background of nA precon-

striction. the latter made up 50-60% of the maximum 
possible contraction of the arterial fragment, which 
made it possible to measure both contraction and re-
laxation. the change in vascular tone was estimated 
relative to the contraction exhibited in response to 0.1 
µM nA, taken at a 100% range of interval (for the gra-
dation of the size of tone change), and at the baseline of 
the experiment as 0% (to indicate the direction of tone 
change, contraction or relaxation). Hydrogen perox-
ide caused a dose-dependent vascular contraction. At 

Fig. 5. Influence 
of SOD-CHS-CAT 
conjugate (400 U 
of CAT activity, 
curve 2) on plate-
let aggregation 
induced (curve 1) 
by: 0.5 μM (A) 
and 5.0 μM (D) 
ADP; 0.5 μM (B) 
and 5.0 μM (E) 
serotonin; 1 μM 
(C) and 6 μM (F) 
TRAP. Typical ag-
gregation curves 
were representa-
tive of 3-6 experi-
ments. Abscissa 
is time (minutes), 
ordinate is aver-
age size of platelet 
aggregates (in rel. 
units, A-C, E) or 
light transmission 
(%, D and F).
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Fig. 6. Electron microscopy picture of platelet adhesion 
on glass surface (Scanning Electron Microscope Phillips 
PSEM 550x, magnification x2500). Platelet adhesion on 
glass with addition to PRP: saline (physiological solution, 
A), hydrogen peroxide (B), SOD-CHS-CAT (D). Adhesion 
of platelets on glass preventively treated by SOD-CHS-
CAT and then the addition on the glass surface of the PRP 
with hydrogen peroxide (C); by hydrogen peroxide and 
then the addition on the glass surface of PRP with SOD-
CHS-CAT (E) or with native CAT (F).   
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a 0.01 mM concentration of H
2
O

2
, we observed a small 

(10-12%) tone increase. At a 0.1 mM H
2
O

2
, this increase 

was more (48-50%) with a subsequent decrease to the 
initial level of nA preconstriction (0-3% relaxation). 
At a 1.0 mM concentration of H

2
O

2
, there was a rapid 

contraction of the arterial fragment (88-90%), which 
was followed by a relaxation phase (68-70%). thus, the 
model we presented revealed a dose-dependent effect 
of hydrogen peroxide and was suitable for an experi-
mental study of the effect of rOS on the tone of the 
vascular fragment. 

After triple washing and a 15-minute rest period, the 
vascular fragment was exposed to nA and hydrogen 
peroxide again at the concentrations used earlier (0.01-
0.1 mM). the level of functional activity of the vascular 
fragment during the second response decreased with 
the increase in hydrogen peroxide concentration, both 
in relation to the second addition of nA, as well as to 
the amount of contraction during the second addition 
of H

2
O

2
 (Fig. 7). the reliable decrease in the second 

contraction of the arterial fragment after the second 
addition of large concentrations of hydrogen peroxide 
serves as a measure of the invariability of vascular re-
actions. 

the addition of native cAt against the background 
of nA-induced preconstriction did not influence the 
vascular tone in any of the concentrations used. the 
reaction to the addition of 1.0 mM H

2
O

2 
in the presence 

of cAt decreased substantially in terms of contraction 
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Fig. 7. First and repeat responses to NA and hydrogen 
peroxide. A: the original tracings of the first and repeat 
responses. B: the size of repeat response to NA, the size 
of first contraction induced by NA is equal to 100 %. The 
size of first (painted bar graphs) and repeat (empty bar 
graphs) contraction (C) of arterial fragment after adminis-
tration of different concentrations of hydrogen peroxide.
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concentrations of CAT  (painted bar-graphs), CAT activity 
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bar-graphs) and second (empty bar-grafs) contraction 
(C) and relaxation (D) of ring arterial fragment to 0.1 mM 
hydrogen peroxide according to CAT activity, (U/ml).
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and relaxation. At a concentration of 1,000 u/ml the 
cAt effect of 1.0 mM H

2
O

2
 decreased to 16% contrac-

tion. cAt displayed a dose-dependent protective effect 
against the stimulation of the vascular fragment by hy-
drogen peroxide. 

Prior incubation of the arterial fragment with cAt 
substantially influenced the invariability of subsequent 
responses to nA and hydrogen peroxide (Fig. 8). At a 
cAt concentration of 100 u/ml and higher the size of 
the second response to nA did not change, whereas in 
the absence of the enzyme it decreased three- or four-
fold (Fig. 8B). the presence of cAt during the first ad-
dition of H

2
O

2
 increased the subsequent contractive and 

dilative response (in comparison with the control), and 
when 1,000 u/ml cAt was used the second response 
reliably exceeded the first (Figs. 8c and 8D). Insofar as 
vascular reactions to the repeated effects of nA and 
H

2
O

2
 in the absence of cAt decrease significantly, the 

protective function of cAt is obvious. the data re-
ceived after using 0.1 mM H

2
O

2 
for 25-500 u/ml cAt 

confirm this conclusion. 
the preventive character of antioxidants implies 

their defensive effect as soon as the physiological level 

of rOS is exceeded. therefore, we used 0.1 mM H
2
O

2 
to 

estimate the comparative effectiveness of the protec-
tive effect of cAt and the SOD-cHS-cAt conjugate in 
our experimental model when testing the invariability 
of vascular functionality (Fig. 9). cAt derivates were 
used in concentrations that were identical in terms of 
cAt activity (u/ml). native cAt and the SOD-cHS-
cAt conjugate maintained their level of response to 
the secondary addition of nA (Fig. 9B); this addition is 
comparable to the control indicators. In a concentra-
tion range of 25-100 u/ml of catalase activity, the cAt 
and SOD-cHS-cAt derivates demonstrated similar (in 
terms of size) protective effects against 0.1 mM H

2
O

2
. At 

a concentration of 500 u/ml, the SOD-cHS-cAt con-
jugate lowered the amplitude response to H

2
O

2 
more ef-

fectively than cAt. the protective effect expressed by 
SOD-cHS-cAt may be connected to its affinity to the 
vascular wall (due to the conjugation of SOD with cAt 
via glycosaminoglycan of endothelial glycocalyx [11, 
17]) and/or to the presence of SOD and endogenous nO 
in the model system. In the system described above, it 
is difficult to estimate the sorption of enzyme derivates 
because of the flow of vascular reactions not only from 
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within outwards, but also from without inwards (i.e. on 
both the intima and the adventitia) [21]. the defensive 
effect of SOD with regard to nO, however, is possible 
to estimate. 

this effect of native SOD and SOD-cHS-cAt was 
quite pronounced when studied on an nA-preconstrict-
ed arterial fragment (Fig. 10). Both substances caused 
reliable vascular relaxation. this suggests that the ob-
served dilation was determined by the conservation of 
endogenous nO. this is because SOD neutralized the 
superoxide radical capable of turning nO into perox-
ynitrite, which does not have vasodilative properties. 
the experimental evidence of this is the inhibiting ef-
fect of nO-synthase with L-nnA, which caused an in-
crease in vascular tone (Fig. 10c). this effect expresses 
the inhibition of nO-synthase activity and the develop-
ment of a contractive response because of the lack of a 
dilative effect in endogenous nO. the introduction of 
acetylcholine (as an inducer of vascular relaxation by 
means of its effect on the endothelial receptors which 
start off nO-synthase) gave no response, which indi-
cates the effective inhibition of nO-synthase. Against 
the background of L-nnA, the introduction of 10 u/ml 
SOD-activity gave no response. this confirms the role 
of endogenous nO in the vascular relaxation we ob-
served earlier. the introduction of sodium nitroprus-
side (SnP), which acts as an nO donor, caused dilation 
(Fig. 10c); i.e., the vascular fragment did not lose its 
ability to relax under the influence of nO. the increase 
in the bioavailability of nO when the SOD-cHS-cAt 
conjugate was used, similar in size to the effect of na-
tive SOD (Fig. 10A), demonstrates the effectiveness of 
the vasoprotective action of the conjugate, due to the 
activity of its SOD component. 

the bienzyme SOD-cHS-cAt overall reliably dem-
onstrates its vasoprotective qualities that are connected 
to the activity of both of its enzyme components (SOD 
and cAt). these are no less effective than the native 
forms of biocatalysts. this is convincing evidence of the 
SOD-cHS-cAt conjugate’s potential for medicinal de-
velopment. However, its safety and effectiveness need 
to be assessed and proven in vivo.

Vasoactivity of the SOD-CHS-CAT conjugate in vivo
Intravenous bolus injection of varying doses of the 
SOD-cHS-cAt conjugate in rabbits showed that BP 
and Hr were changed by no more than 4% relative 
to their average means in intact narcotized animals. 
ecG did not reveal any alterations of the St-interval, 
rhythm or conductivity disturbances and other abnor-
malities, even when doses of the conjugate 10 times 
greater were administered. Singular intra-abdominal 
injections of SOD-cHS-cAt into BALB/c mice and 
cBAxc57B16 F1-hybrid mice showed a low acute tox-
icity of the conjugate and the absence of mutagenic 
properties, as confirmed through the Ames test. these 
data, together with the high tolerance of the SOD-
cHS-cAt conjugate in animals as was mentioned ear-
lier, as well as its pronounced antithrombotic activity 
[11, 17], justifies the significance of its further inves-
tigation.

the first injection of hydrogen peroxide into rabbits 
(Fig. 11A, curve 1) caused a sharp decrease in BP (up to 
60% of its initial level), which was restored during 10 
minutes in the control group to 90% of its initial level. 
Similar changes were observed in the experimental 
group (Fig. 11A, curve 2). It is noteworthy that the ad-
ministration of the SOD-cHS-cAt derivate 72 hours 
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Fig. 10.  Influence of SOD activity on the tone of arterial fragment. The original tracings after administration of 10 U/ml 
native SOD (A) or SOD-CHS-CAT (B) with NA preconstruction. C: the alteration of vascular tone after administration of 
NA, N-nitro-L-arginine (L-NNA), acetylcholine, native SOD and sodium nitroprusside (SNP), respectively. Alike curves 
were obtained after 3-4 experiments. 
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prior to the experiments reliably prevented a drop in 
BP. In that case, we observed only minor initial oscilla-
tions in the BP level followed by smoothening, and the 
stabilization of BP at its initial level (Fig. 11A, curve 3). 
Preventive administration of SOD-cHS-cAt account-
ed for its prophylactic effect in respect to Hr in animals 
(Fig. 11B, curve 3) in comparison with data obtained 
in the control (Fig. 11B, curve 1) and the experimental 
(Fig. 11B, curve 2) groups.

ten minutes after the injection of the conjugate 
(time required for its distribution in the rabbit’s organ-
ism), which did not affect the characteristics of central 

hemodynamics, hydrogen peroxide was injected for 
the second time in a similar concentration and at the 
same rate. the second infusion caused more profound 
changes in BP and Hr (Fig. 11). the course of BP re-
covery had two stages – a fast one that took 5 minutes 
and a slow one.

After the administration of SOD-cHS-cAt in the 
animals of the experimental group, the changes in BP 
and Hr in response to the injection of the second dose of 
hydrogen peroxide were significantly less pronounced 
and recovery was faster (Fig. 11).

After the first injection of hydrogen peroxide, we did 
not detect any substantial changes in ecG in rabbits, 
although in the control group the St-segment was low-
ered. the second injection of hydrogen peroxide caused 
the St-interval to rise, especially in the cases when rab-
bits experienced breathing problems. At 5-8 minutes, 
we observed both isolated and group extrasistoles. the 
first injection of hydrogen peroxide was often accom-
panied by dyspnea, while after the second injection we 
observed hindered breathing and bronchospasms, which 
were more pronounced in the control group.

the first injection of hydrogen peroxide in rats 
caused an initial short-term (no more than 1 minute) 
3-5% increase in BP with a subsequent decrease by 15% 
and full recovery during 10 minutes (Fig. 12A). under 
these conditions, Hr decreased by 3-5% and recov-
ered to up to 96-98% of its initial level during 10 min-
utes (Fig. 12B, curves 1 and 2). Injection of SOD-cHS-
cAt did not affect hemodynamics and ecG in rats. In 
ten minute’s time after the injection of the conjugate 
(time required for its distribution in the rat’s organ-
ism), which did not affect the characteristics of central 
hemodynamics, hydrogen peroxide was injected for 
the second time. the second infusion caused more pro-
found changes in BP and Hr as compared to the first 
one. the decrease in BP reached 52% of its initial level 
in the control group and 73% in the experimental group 
(Fig. 12A, curves 1 and 2, respectively, p < 0.05). BP re-
covery in the control group was significantly slower. 
A statistically significant difference in BP recovery in 
both groups was observed in the first minutes.

the shape of the ecG signal was not significantly 
changed, although the number of ventricular extra-
sistols increased in both groups of animals, especially 
after the second injection of hydrogen peroxide.

thus, the bienzyme SOD-cHS-cAt conjugate was 
shown to significantly prevent changes in the hemo-
dynamics caused by hydrogen peroxide in two animal 
species. the conjugate effectively neglected hydrogen 
peroxide’s direct influence on smooth muscle and car-
diac cells [22], presumably due to the neutralisation of 
both superoxide and H2

O
2
. the effects of SOD-cHS-

cAt were reliably detected before the second injection 
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of hydrogen peroxide, when the antioxidant systems 
were weakened by the first injection of H

2
O

2
.

the preventive effect of the SOD-cHS-cAt conju-
gate was more pronounced in animals that were admin-
istered high doses of the conjugate 3 days before the 
experiment. In this case, we observed a full recovery of 
BP and Hr after the first injection of H

2
O

2
. this is the 

most pronounced antioxidant activity in comparison 
with the other cases considered. It is possible that pre-
ventive administration of the conjugates accounts for 
a more efficient resistance to the action of hydrogen 
peroxide through direct and/or indirect pathways. the 
importance of cAt activity is confirmed by its neces-
sary presence as a component of lecitinized SOD-based 
therapy of bleomycin-induced pulmonary fibrosis in 

mice [23]. the dose-dependence of the therapeutic ef-
fect of lecitinized SOD is described as a bell-shaped 
curve. In the range of high SOD concentrations, the in-
troduction of cAt restores the effect of SOD due to the 
prevention of peroxide accumulation. the presence of 
both SOD and cAt in the enzyme conjugate accounts 
for its antithrombotic activity [9, 17] and normaliza-
tion of BP and Hr, which were distorted by hydrogen 
peroxide infusion (Figs. 11 and 12). the effectiveness of 
oral and inhalation administration of a modified form 
of SOD, described in [24] and [23], indicates the impor-
tance of developing oral forms of SOD-cHS-cAt as 
means of preventive antioxidant therapy [25].

CONCLuSIONS 
the results of the present study indicate that supra-
molecular enzymatic conjugates are potentially effec-
tive and safe and that they can be used in practical 
medicine. covalent cross-linking of enzymatic subu-
nits accounts for a mutual stabilization of  biocatalyst 
activity. Augmented molecular weight and the inclu-
sion of chondroitin sulphate (glycosoaminoglycan of 
the endothelial glycocalyx) in the conjugate results in 
a vasoprotective activity of the SOD-cHS-cAt deri-
vate on the inner surface of the vascular wall. the 
therapeutical effect of the SOD-cHS-cAt is deter-
mined by covalent coupling of SOD and cAt activities, 
which underlies their combined action and formation of 
harmless products of enzymatic conversion. the supra-
molecular structure of the nanoconjugate accounts for 
its previously unknown quality – the capacity to pre-
vent induced platelet aggregation. the activity of the 
components of the SOD-cHS-cAt conjugate is very 
pronounced, since the influence of the SOD and cAt 
activities of the conjugate on the tone of the vascu-
lar fragment is similar to that of  native enzymes. the 
contribution of chondroitin sulphate to the antiaggre-
gational effect is also very clear. the described quali-
ties determine the higher antioxidant activity of the 
SOD-cHS-cAt conjugate, as compared to the other 
combinations of its individual components. the SOD-
cHS-cAt conjugate is well-tolerated, it possesses sat-
isfactorily acute toxicity, normalizing action in relation 
to hemodynamics under oxidative stress, and a pro-
nounced therapeutical effect. All these factors make 
the conjugate a prospective drug candidate. this study 
represents a new approach to the development of ther-
apeutically significant enzymatic conjugates. 
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ABSTRACT A database of Prostate Cancer Proteomics has been created by using the results of a proteomic study 
of human prostate carcinoma and benign hyperplasia tissues, and of some human-cultured cell lines (PCP, 
http://ef.inbi.ras.ru). PCP consists of 7 interrelated modules, each containing four levels of proteomic and 
biomedical data on the proteins in corresponding tissues or cells. The first data level, onto which each module 
is based, is a 2DE proteomic reference map where proteins separated by 2D electrophoresis, and subsequently 
identified by mass-spectrometry, are marked. The results of proteomic experiments form the second data level. 
The third level contains protein data from published articles and existing databases. The fourth level is formed 
with direct Internet links to the information on corresponding proteins in the NCBI and UniProt databases. PCP 
contains data on 359 proteins in total, including 17 potential biomarkers of prostate cancer, particularly AGR2, 
annexins, S100 proteins, PRO2675, and PRO2044. The database will be useful in a wide range of applications, 
including studies of  molecular mechanisms of the aetiology and pathogenesis of prostate diseases, finding new 
diagnostic markers, etc.
KEyWORDS proteomics, prostate cancer, digital database
ABBREVIATIONS 2DE—two-dimensional gel electrophoresis, BPH—benign prostate hyperplasia, PCa—prostate 
cancer, PCP—prostate cancer proteomics

INTRODuCTION
the first decade of the post-genome era was marked 
by a rapid development in the field of bioinformatics, 
the extension of major databases (such as ncBI and 
uniProt), and the creation of specialised information 
resources for biomedical research in many countries 
[1–4]. the impressive resources created in Ireland 
(ucD-2DPAGe, http://proteomics-portal.ucd.ie:8082/
cgi-bin/2d/2d.cgi) [2] and India (Human Proteinpedia, 
www.humanproteinpedia.org) [3] make the state of things 
in russia pale in comparison.

currently, one of the most important tasks for bio-
medical research is to find efficient prostate cancer 
(Pca) biomarkers which would enable new diagnostic 
methods [5–8]. the fact that in recent years the Pca 
incidence rate has dramatically increased worldwide 
[9, 10], and particularly in russia, making Pca the most 
frequent male oncological disease in some countries 
[11, 12], is reason enough to pay close attention to this 
disease. In early diagnostics of Pca at the moment it is 
important to establish the presence of one of the most 
studied biomarkers, the so-called Prostate-Specific An-
tigens (PSA), in the blood. the test, however, is known 
to produce a significant number of false-positive and 

false-negative results, leading to the wrong clinical and 
financial outcomes [5, 7]. therefore, in the u.S. and in 
other Western countries, new Pca biomarkers are be-
ing actively sought, an initiative recently stimulated by 
the development of proteomic and other post-genome 
technologies [6, 8, 13].

Since 2005, the Bach Institute of Biochemistry, 
in collaboration with other research and medical in-
stitutions, has been researching new Pca biomar-
kers by utilising various proteomic technologies [14, 
15]. In 2009, the “Prostate cancer Proteomics” (PcP, 
http://ef.inbi.ras.ru/) national database was created in 
order to facilitate this research, summarising experi-
mental and referenced published data and providing 
links to several other biomedical Internet databases. 
this paper describes the structure and capabilities of 
the new, extended PcP version.

MATERIALS AND METHODS
Biomaterials— Biopsy and surgical samples of 
prostate tissues from patients with Pca (n = 
72) and benign prostatic hyperplasia (BPH, n = 
69) were provided by staff members of the Urology Depart-
ment of the Botkin Clinical Hospital (Moscow). Diagnosis 
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was performed using clinical, histological, and immu-
nochemical (PSA level) tests. Histological verification 
was performed via u.S.-controlled transrectal multifo-
cal needle biopsy; up to 18 tissue samples from various 
prostate zones per patient were taken [16, 17]. All Pca 
cases were found to be adenocarcinoma. Gleason score 
was determined by following the standard procedure 
[16, 17].

In parallel tests, we analysed the proteins of the 
РС-3 (АСС 465), Du-145 (Acc 261), and BPH-1 (Acc 
143) cell cultures purchased from the German col-
lection of Microorganisms and cell cultures, as well 
as the proteins of cultured cells of the LncaP line 
provided by Dr. I. G. Shemyakin (Obolensk national 
Science centre for Applied Microbiology and Biotech-
nology). the cells were cultured in the rPMI-1640 

medium with HePeS, sodium pyruvate, gentamicine 
and 20% fetal bovine serum (FBS) [18], using cell cul-
ture plastic (costar, uSA and nunc, Denmark) in a 
СО

2
-incubator (Sanyo, Japan). In addition, we studied 

proteins from the cultured cells of two lines of human 
rhabdomyosarcoma (А-204 and rD) purchased from 
the Ivanovsky Virology Institute, rAMS, and proteins 
from the cultured normal human myoblasts kindly 
provided by Dr t. B. Krohina [19].

the preparation of protein extracts, their O’Farrell 
2De fractioning, coomassie Blue r-250 and silver ni-
trate staining, and 2De analysis were performed fol-
lowing the techniques described in [20, 21]. In addition, 
we used a 2De procedure with isoelectric focusing us-
ing IPG-PAGe and ettan IPGphor 3 kit (Ge Health-
care), according to the manufacturer’s protocol. Pro-

Prepare human biomaterials  
for study

Step 1

Collect biopsy and 
prostatectomy sample series 

from patients  
with PCa and BPH

Select several cultured  
human cell lines  

(LNCaP, PC-3, DU-145, BPH-1 etc) 
for a comparative study

Step 2
Extract and fraction proteins by O’Farrell 2DECollect two-dimensional 

electrophoregram series
Collect two-dimensional 
electrophoregram series

Collect 1 Collect 2

Scan and analyze 
images

Scan and analyze 
images

Create synthetic 
images № 1

Create synthetic 
images № 2

Step 3 (for each series)
Identify proteins  

and create protein map

Separate protein 
fractions and perform 
their trypsinolysis

Perform MS analysis  
of tryptic peptides Identify proteins using  

Mascot (Matrix Science)  
and map

Step 4
Create the four-level PCP database  

using the protein maps of human prostate 
tissue samples and cultured cell lines

http://ef.inbi.ras.ru

Fig. 1. Main steps in the proteomic study of prostate tissue samples from patients with malignant and benign tumors, as 
well as from several cultured human cell lines.
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teins were identified with MALDI-tOF MS and MS/
MS using an ultraflex instrument (Bruker) at a 336-nm 
uV laser beam in a 500–8000 Da cation mode calibrated 
using reference trypsin autolysis peaks and processed 
with Mascot software, Peptide Fingerprint option (Ma-
trix Science, uSA) [21, 22]. the proteins were identi-
fied by matching experimental masses with the masses 
of proteins listed in the ncBI Рrotein and SwissProt/
treMBL databases. the accuracy of monoisotopic 
masses measured in the reflection mode calibrated with 
autolytic trypsin peaks was 0.005%, and the accuracy 
of the fragment masses was ±1 Da. Hypothetical pro-
teins identified with MALDI-tOF MS corresponding 
to fragments of the full-size proteins, which are pro-
ducts of corresponding genes, were revealed with MS/
MS. the molecular masses of protein fractions were 
determined using the ultrapure recombinant protein 
sets SM0661 (10–200 kDa) and SM0671 (10–170 kDa) 
(Fermentas). the measurement of the optical density 
of 2De images and/or their fragments was performed 
following scanning (epson expression 1680) or digital 

photography (nikon 2500 or canon PowerShot A1000 
IS). Digital image processing with densitometry of the 
protein fractions was performed with Melanie Image-
Master, versions 6 and 7 (Genebio).

Data logging and processing for the Prostate cancer 
Proteomics multilevel database were done with various 
software packages, including Mapthis!, Molly Penguin 
Software, Mozilla Firefox, and some Microsoft Office 
applications. A MySQL-based interactive database was 
used which could be updated and modified online using 
any computer with Internet connection. the BIOStAt 
and Microsoft Office excel 2003 software packages 
were used for statistical analysis.

RESuLTS AND DISCuSSION
According to the conventional proteomics strategy de-
veloped in the late 20th century, the national PcP da-
tabase was created in several consecutive steps which 
involved systematic characterisation of proteins in 
prostate tissue samples obtained from benign and ma-
lignant tumors (Fig. 1) ([23, 24]). Proteins from several 
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Fig. 2. Results of proteomic study of malignant prostate tissue samples.  
A. Typical 2D electrophoregram of proteins from prostate tissue biopsy 
samples with PCa. B. Synthetic 2DE image of proteins from prostate tissue 
biopsy samples with PCa; reference fractions are marked with red ovals. 
Vertical axis: molecular weights.  Horizontal axis: isoelectric points. C. 2D 
protein map constructed from synthetic 2DE image of proteins from prostate 
tissue biopsy samples with PCa; fractions characterized with 2DE are marked 
with blue arrows.
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cultured human cell lines were studied in parallel ex-
periments (Fig. 1).

the first step was to make series of 2De protein sam-
ples (50 or more) by fractioning dozens of bioptates or 
prostate tissue samples (from 30 or more patients). Fi-
gure 2A illustrates a typical 2De of the Pca prostate 
tissue proteins. the 2De series for cell line proteins 
were created with 20 2De, taking into account the ho-
mogeneity of the analyte.

the distribution of 2De protein fractions was re-
gistered and stored as graphic *.tif  files. the images 
of the entire 2De and (in some cases) their segments 
were produced by scanning and/or digital photogra-
phy. the relevance of the selected 2De was assessed 
by comparing protein fractioning results using digital 
image matching [23, 24].

the second step was to construct synthetic 2D maps 
of the proteins. 2De images from each series were 
standardised with Melanie ImageMaster software us-
ing 15 selected reference points corresponding to easily 
identifiable major protein fractions. Figure 2B shows 
reference points on the 2De images of proteins from 
prostate tissue samples.

each image was analysed using the cummings tech-
nique [25] with some modifications [20, 24]. the analysis 

was based on dividing the images into 49 rectangular 
fragments, the sides of which formed six horizontal and 
six vertical standard lines and the sides of the 2De im-
age itself. the points for plotting the horizontal lines 
were determined by special molecular-weight-marker 
proteins, which were placed on each gel plate before 
fractioning in the second direction (SDS-PAGe). thus, 
the protein fractions located on the corresponding hori-
zontal lines have identical molecular weights. For plot-
ting the vertical lines, protein markers with previously 
measured pI values were used [20, 24]. As a result, each 
image analyzed consisted of 49 rectangular fragments, 
each usually containing no more than 10 protein frac-
tions (only 4 fragments contained more than 20 frac-
tions). Image fragmenting significantly simplified the 
image comparison and construction of synthetic 2D 
maps.

the described procedure was performed with the 
60 best 2De images of proteins from BHP samples and 
with 70 2De images of proteins from Pca samples. the 
comparison of standardised BHP and Pca 2De images 
showed that the coordinates of more than 95% of pro-
tein fractions were constant. Quantitative or qualita-
tive variations in the coordinates were observed for less 
than 5% of the fractions. the variations could be caused 
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database.
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by genetic factors (e.g. single nucleotide polymorphism) 
or a different expression of corresponding genes, as 
well as differences in tissue composition of the samples 
and the pathology’s intensity.

Having made sure that the positions of the majority 
of the protein fractions were constant, we were able 
to construct the 2D maps of prostate tissue proteins 
from patients with BHP and Pca. After that, we per-
formed a fragment-by-fragment comparison of the 2D 
maps constructed. the fraction patterns in BHP and 
Pca maps were found to be quite similar, the differ-
ence being that about 20 fractions present in the Pca 
map were either present in a much smaller amount in 
the BHP map or absent altogether. We paid particu-
lar attention to those fractions in further study, as de-
scribed below. In general, as a result of our analysis, an 
integrated synthetic 2D map of human prostate pro-
teins was constructed that contains more than 200 pro-
tein fractions in the ranges of Mw 8.5–450 kDa and pI 
4.5–11.5 (Fig. 2c). each fraction was assigned a unique 
seven-digit number; the first four digits representing 
the logarithm of the fraction’s molecular weight, and 
the next three digits representing the value of the iso-
electric point expressed in units described in [20, 24].

the same procedure was applied to construct other 
synthetic maps of proteins from cultured human cell 
lines, although much fewer 2De images were used for 
those maps.

Table 1. Description of the PCP modules and the number of 
identified proteins by modules.

Modules—synthetic maps of proteins in 
specific objects (fractioning technique)

Proteins 
identified

Prostate biopsy samples, Pca and BPH 
(IeF-PAGe*) 165

LncaP
(IeF-PAGe*) 60

LncaP
(IPG-PAGe) 18

Pc-3
(IeF-PAGe*) 25

BPH-1
(IeF-PAGe*) 24

rhabdomyosarcoma
(IeF-PAGe*) 29

normal human fibroblasts
(IeF-PAGe*) 38

* modification [20]

thus, each of the constructed maps contained data 
on the electrophoretic properties of the protein frac-
tions (represented by their coordinates) in the corre-
sponding object. these maps were in *.jpg format (with 
a resolution of at least 300 dpi), constituting Level 1 of 
the database. Further studies and analysis of data on 
proteins were based on the information contained in 
the Level 1 maps. therefore, the synthetic maps rep-
resented original modules enabling the characterizing 
and formalizing of the biochemical properties of the 
proteins studied. there are currently seven modules in 
PcP (table 1). there is a special panel enabling navi-
gation among the modules. the 2D maps are scaleable, 
and the user can mark certain proteins on the maps 
and create links (buttons) for accessing other levels–
second, third, and fourth–that contain data on the pro-
teins. the database also automatically displays 2D co-
ordinates (along the two fractioning axes) as the cursor 
moves around the map. the general organisation of the 
PcP database is presented in Fig. 3.

the third step in the proteomic study was to identify 
individual protein fractions. the proteins were mainly 
identified by mass-spectrometry: the results are pre-
sented in table 1.

As table 1 shows, there is a total of 359 identified 
proteins in PcP. Among them there are many well-
known proteins, such as the enzymes responsible for 
glycolysis (glyceraldehyde-3-phosphate dehydroge-
nase, triose-phosphate isomerase, etc.) and other met-
abolic processes, as well as cytoskeletal (actin, trans-
gelins, etc.) and mitochondrial (porins, superoxide 
dismutase, etc.) proteins. Some of the identified pro-
teins, for instance transgelins [21, 22], were represented 
with several isoforms.

We paid particular attention to the identification 
of the protein fractions which differed qualitatively 
or quantitatively in the prostate tissue samples from 
patients with BHP and Pca. We previously reported 
on the results of identification of two potential Pca 
biomarkers, the proteins AGr2 [14] and Dj-1 [26]. In 
total, we succeeded in identifying 17 potential Pca bi-
omarkers, some of which are new. table 2 provides a 
short description of the potential Pca biomarkers. For 
example, Fig.4 shows the results of MS identification 
of one of the new biomarkers, protein PrO2675, which 
contains an albumin domain in its primary structure.

For each protein identified (and marked with a “but-
ton” on the 2D map), the second information Level was 
formed, comprising a standardized system of 15 fields 
for the entry of text and graphical data obtained during 
characterization of the corresponding protein fraction. 
In four fields, general information about the protein is 
entered, in the next six fields the identification results 
are entered, and in the other five fields additional in-
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formation is entered. the filled Level 2 fields for one 
of the potential Pca biomarkers, protein nAnS (n-
acetylneuraminic acid phosphate synthase), are shown 
in Fig. 5.

the same protein could be present in more than one 
object. therefore, within Level 2, one can use the con-
trol panel to create cross-links between identical pro-
teins in different modules. An example of such cross-
referencing for protein Dj-1 is presented in Fig. 6.

Table 2. Potential PCa biomarkers in the “Prostate biopsy samples, PCa and BPH” module and other PCP modules

unique  
identifier*

Protein (synonyms  
and symbol in PcP)

numbers in ncBI**  
and Swiss-Prot

Additional information in PcP and refer-
ences***

5653580 Ferritin light chain complex  
(K-(L)F) 182516, P02792 [15]

4785508
(4799550) chaperonin (HSPD1) 31542947, nP_002147, 

118190, P10809
Found in rhabdomyosarcoma cells;

{Bindukumar B. et al. 2008, 18646040}
4716560

(4756612)
Protein-disulphide isomerase 

(er60) 7437388, P30101 [15]

4531685 n-acetylneuraminat phosphate 
synthase (nAnS)

12652539, AAH00008, 
nP_061819, 605202, 

Q9nr45
Found in rhabdomyosarcoma cells; [15]

4502675 Annexin 2, isophorm 2 (AnXA2-i2) 4757756, nP_004030, 
151740, P07355

{Shiozawa Y. et al. 2008, 18636554; Hastie c. 
et al. 2008, 18211896}

4454692
Unknown protein PRO2675 

containing the albumin domain 
(PRO2675)

7770217 [15]

4447605 Protein 29 of endoplasmic reticu-
lum, isophorm 1 (erp29)

5803013, nP_006808, 
602287, P30040 {Myung J.K. et al. 2004, 15598346}

4352630 
(4342620) Dj-1 protein (Dj-1) 50513593, 1SOA_A, 

606324, Q99497 {Bindukumar B. et al. 2008, 18646040}

4356607 
(4344615)

Dj-1 protein, electrophoretic 
isophorm (Dj-1-ei) 31543380

4336712 
(4301795)

Prostatic binding protein (neu-
ropolypeptide h3, PeBP1)

21410340, AAH31102, 
604591, P30086

[15]; {Li et al. 2008, 18161940; Woods 
Ignatoski K.M. et al. 2008, 18722266}

4286750 
(4290620)

nM23B-protein, nucleoside phos-
phate kinase B

4505409, nP_002503, 
156491, P22392 {Johansson B. et al. 2006, 16705742}

4255880
Unnamed protein (NEDO human 
cDNA sequencing project, tissue 

type = “testis”) (NEDO)
21758704, BAc05360

4204630 Fatty acid binding protein, iso-
phorm 5 (e-FABP)

30583737, AAP36117, 
605168, Q01469 [15]; {Morgan e.A. et al. 2008, 18360704}

4279900 AGr2 (AGr2) 37183136, AAQ89368, 
606358. Q4JM47

[14, 15]; {Zhang J.S. et al. 2005, 15834940; 
weitzig D.r. et al. 2007, 17694278}

41811130 Hystone H3, 3A family (H3f3a) 55665435 [15]

4161675
Unknown protein PRO2044 

containing the albumin domain 
(PRO2044)

6650826 [15]

4021610 S100 calcium binding protein A11 
(S100A11)

12655117, AAH01410, 
603114, P31949

{rehman I. et al. 2004, 15668896; Schaefer 
K.L. et al. 2004, 15150091}

* Numbers in the “LNCaP (IEF-2DE Modification)” module are given in parenthesis
** Numbers from the NCBI databases are given in the following order: Protein, Genbank and/or Nucleotide, OMIM
*** Publications listed in the References section of this article are given in square brackets; publications from the PubMed database 
are given in curly brackets.
Note: a new potential biomarkers are shown in bold

the majority of the 359 identified fractions were 
well-known proteins (and/or their electrophoretic iso-
phorms) described in the literature and various data-
bases. Some information on those proteins, relating to 
the PcP scope, constituted the third information Level 
of the database. Level 3 is a standardized system of 23 
fields for the entry of text and graphical data. In twelve 
fields information about the protein is entered, in the 
next six fields information about the gene coding for 
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Start-end Experimental 
Mw

Calculated 
Mw

Peptide  
sequence

1 - 16 1706.77 1705.82 MPADLPSLAADFVESK + 
Oxidation (M)

27 - 39 1639.82 1638.79 DVFLGMFLYEYAR + 
Oxidation (M)

76 - 92 2045.05 2044.09 VFDEFKPLVEEPQNLIK

106 - 113 960.52 959.56 FQNALLVR

118 - 131 1511.74 1510.84 VPQVSTPTLVEVSR

249 - 263 1763.73 1762.77 AVMDDFAAFVEKCCK + 
Oxidation (M)
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Fig. 4. Results of mass-spectrometric identification of the PRO 2675 protein.
A. Mass-spectrum of tryptic peptides. (1) MALDI-TOF MS data. (2) Peptide identification by Mascot.
B. Mass-spectrum of one of the tryptic peptides (1) MALDI-TOF MS data. (2) Peptide identification by Mascot.
C. Amino acid sequence of the PRO 2675 protein (records AAF69644.1 GI:7770217 in the NCBI Protein database); amino acid 
residues of the tryptic peptides are printed in red; the peptide's whose sequence was identified by MALDI-TOF MS/MS and is 
highlighted in grey; the sites corresponding to the albumin domain are underlined.
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the protein is entered, and in the next three fields in-
formation about the protein’s polymorphism is entered. 
In the other fields, selected references to publications 
about the general properties of the proteins, as well as 
its oncological properties, are entered (Fig. 7).

the Level 3 text fields can contain hyperlinks to var-
ious Internet databases, such as ncBI’s Protein, OMIM 

and PubMed, and SwissProt. this feature allowed the 
creation of the fourth information Level, providing 
the user with prompt access to international databases 
containing, in particular, the results of human genome 
sequencing.

the PcP database is an interactive MySQL-based 
web resource located at http://ef.inbi.ras.ru and can 

Fig. 5. Level 2 fields for the NANS protein.
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Rhabdomyosarcoma 4342690.DJ-1 Link Disconnect

PC3 4342630.DJ-1 Link Disconnect

Add
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Fig. 7. Level 3 
fields for specially 
selected references 
to publications on 
the AGR2 protein.
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be accessed from any computer connected to the In-
ternet using the Mozilla Firefox and Microsoft Internet 
explorer browsers. there are three access permission 
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each giving certain rights for working with PcP. In 
particular, users with “Manager” access permission can 
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while users with the “Administrator” category access 
permission, have the ability to expand the database by 
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ers with “Guest” access can browse all fields but cannot 
edit them.

In conclusion, our work resulted in the creation of an 
original multi-module national database entitled “Pros-

tate cancer Proteomics,” which summarizes data on 
the proteins in prostate tissue collected from patients 
with BHP and Pca, as well as on proteins in several hu-
man cell lines. this is very promising in the further use 
of proteomic and other biochemical data. We are hope-
ful that the PcP database will be useful to biochemists 
and other biomedical scientists, making  their research 
on Pca more efficient. 
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ABSTRACT Human exposure to chemical carcinogens is an important etiological factor in cancer diseases. In this 
article, we will discuss a new approach to the development of anticarcinogenic vaccines. The main task in our 
research was to select a benzo[a]pyrene immunomimetic peptide considered as a hapten-specific component. For 
this purpose, we synthesized carcinogen-protein conjugates and prepared mono- and polyclonal antibodies to 
benzo[a]pyrene. Phage display technology was used to select the benzo[a]pyrene immunomimetic peptide, fol-
lowed by an evaluation of the immunological properties of the obtained peptide. The obtained benzo[a]pyrene 
immunomimetic peptide could only simulate chemical carcinogens in the frame of the pIII protein. As a result, 
we prepared a recombinant protein composed of the benzo[a]pyrene immunomimetic peptide and pIII-encoding 
sequences. Using ELISA, we demonstrated that the recombinant protein specifically interacts with the anti-
benzo[a]pyrene monoclonal antibody (mAB B2). Using molecular modeling, we predicted the 3-D structure of 
the mAB B2 active center and analyzed the characteristics of its interaction with different polycyclic aromatic 
hydrocarbons, as well as with the benzo[a]pyrene immunomimetic peptide. Thus, a comprehensive analysis of 
the results of the obtainment of hapten-specific components of anticarcinogenic vaccines allowed us to outline 
a strategy for future development in this direction.
KEy WORDS benzo[a]pyrene, anticarcinogenic vaccine, immunomimetic peptide, phage display, molecular mod-
eling
ABBREVIATIONS CBD – cellulose-binding domain; OD – optical density; BP – benzo[a]pyrene; BSA – bovine 
serum albumin; AB – antibody; mAB – monoclonal antibody; ELISA – enzyme-linked immunosorbent assay; 
PAH – polycyclic aromatic hydrocarbon

INTRODuCTION
the un Health Agency has reported that more than 
8 million people die from cancer every year. this rein-
forces the need to develop a novel therapeutic strategy 
based on antitumor vaccines. unfortunately, such vac-
cines commonly target the existing disease rather than 
its cause.

Data from the World Health Organization (WHO) in-
dicate that 90% of cancer cases are a result of the action 
of environmental carcinogenic agents. the bulk (70–
80%) of such agents is made up of chemicals, including 
widely circulating polycyclic aromatic hydrocarbons 
(PAHs). It is an easy guess to assume that the identifi-
cation of carcinogenic substances and their elimination 
from the sphere of human activity could serve as effec-
tive cancer prophylactic. However, such an approach is 
virtually impossible to pursue because of many factors. 
therefore, the creation of antitumor defense by anti-
carcinogenic vaccines buttressing the immunological 

barrier in animals (including humans) against carcino-
genic chemicals, seems necessary.

chemical carcinogens are low-molecular substanc-
es that cannot, in themselves, induce an immune re-
sponse. In 1937, creech and Franks first synthesized 
conjugates of carcinogens with high-molecular carri-
ers - blood serum proteins. they found that immuni-
zation of these conjugates leads to synthesis of specific 
anticarcinogenic antibodies (ABs). At the same time, 
some inhibition of carcinogen-induced tumor progres-
sion was noted following pre-immunization, and the 
idea that the approach could be applied to prevent 
tumor development in humans was first put forward 
[1].

In 1981, Moolten and associates took the next step 
in the development of anticarcinogenic vaccines. they 
prepared protein conjugates with a structural analog 
of carcinogen, which in itself cannot induce a tumor. 
the pre-immunization of animals with this conjugate 
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essentially decreased the probability of tumorigenesis 
caused by an actual carcinogen [2].

A novel approach was used by chagnaud and associ-
ates. In 1992, they reported the preparation of an anti-
idiotypic monoclonal antibody (mAB) against benzo[a]
pyrene (BP). the second anti-idiotypic mAB carries the  
internal image of a carcinogen and can induce the syn-
thesis of the first ABs against the carcinogen without 
the use of carcinogen-protein conjugates. the inhibi-
tory effect of the second mABs on the development of 
chemically induced tumors was described in 1993 [3].

In the mid-1980s and afterward, Silbart and associ-
ates focused their efforts on the induction of specific 
secretory ABs in the gastrointestinal and respiratory 
mucosa by combining carcinogen-protein conjugates 
with various adjuvants to create a barrier preventing 
carcinogen  transport between the environment and 
the body. In a review published in 1997, Silbart directly 
raised the issue of the future use of anticarcinogenic 
vaccines in humans [4].

Since conjugates of carcinogens or their analogs with 
carrier proteins can lead to iatrogenic induction of tu-
mors, and the introduction of anti-idiotypic ABs – to 
allergic and autoimmune diseases, the proposed ap-
proaches are inapplicable in the development of anti-
carcinogenic vaccines for animals, including humans.

We  offer a fundamentally novel approach in anti-
carcinogenic vaccine development implying the use of 
a peptide as a hapten-specific component that can in-
duce specific anticarcinogenic ABs. Since BP is one of 
the most active and widely distributed PAHs and an 
absolute carcinogen for humans, we set out to prepare 
a peptide immunomimetic of BP.

MATERIALS AND METHODS

Synthesis of conjugates
PAH-protein conjugates of BP, benz[a]anthracene, 
anthracene, chrysene, and pyrene (Aldrich, Germa-
ny) were synthesized by means of covalent binding of 
haptene aldehyde groups with the amino groups of the 
carrier protein (bovine serum albumin [BSA] or hex-
okinase) [5].

Peptide-cBSA conjugates: 2 mg of the synthetic pep-
tide and 10 mg of 1-ethyl-3-(3-dimethylaminopropyl)
carbodiimide hydrochloride (eDc) were added to 
700 µL of solution containing 2 mg of cationized BSA 
(cBSA) [6], incubated for 2 hours, and dialyzed six times 
against 1 L of H2

O.

Immunization of laboratory animals
Preparation of hybridomas producing mABs specific to 
BP: hybridomas were prepared by the fusion of murine 
Sp2/0 myeloma cells and female Balb/c mouse spleno-

cytes following immunization with the BP-BSA conju-
gate [7], as described by Kohler G. and Milstein c. [8].

Preparation of polyclonal ABs against BP: rabbits 
were immunized with 2 mg of the BP-BSA conjugate 
by weekly intramuscular injections for three weeks. 
the first injection was performed with the mixture of 
the antigen with a complete Freund’s adjuvant (cFA) 
(Sigma, uSA); the second – with the mixture of the 
antigen with a incomplete Freund’s adjuvant; and the 
third – with the antigen in PBS. then, supporting in-
jections were introduced once in two weeks. Blood was 
taken two months after the beginning of immunization 
– every other week.

Immunization of animals with a chimeric protein 
containing a BP immunomimetic peptide: Balb/c mice 
were immunized by intraperitoneal injections of a chi-
meric protein four times once every two weeks. For the 
first injection, the antigen was mixed with cFA. Other 
injections were performed using the antigen mixture 
with an incomplete Freund’s adjuvant. the amount 
of the antigen was 100–150 mg. the blood serum was 
tested for specific ABs against PAH, beginning from 
the first injection.

Purifucation of anti-BP ABs was carried out by af-
finity chromatography on columns filled with PAH-
hexokinase-Sepharose 4B [9]. the replacement of the 
carrier protein enabled to avoid a preliminary purifica-
tion of the antiserum from admixing ABs against the 
protein carrier used for immunization (anti-BSA ABs).

ELISA
Identification of specific anti-PAH-BSA ABs by ELISA: 
PAH-BSA conjugate (5 µg/mL, 100 µL in each well) 
was sorbed into wells of a polystyrene 96-well plates 
(Medpolymer, russia) for 12 hours at 4°c. nonspecif-
ic binding sites were blocked with 0.5% BSA in PBS, 
pH 7.2–7.4, containing 8 g of nacl, 0.2 g of Kcl, 2.68 g 
of na2

HPO
4
 × 7H

2
O, 0.24 g of KH

2
PO in 1 L of water,  

then100 µL of blood serum samples serial dilutions in 
PBS containing 0.05% tween-20 (PBSt) and 0.5% BSA 
were added into the wells. unbound material was re-
moved by washing with PBSt and PBS, and bound 
ABs were detected by treatment with an anti-mouse 
IgG horseradish peroxidase (Biosan, russia) conjugate, 
followed by staining with tMB (Fluka, Switzerland). 
the optical density was determined on a microplate 
reader (FFM, russia) at 450 nm.

To detect a specific binding of the chimeric protein 
with anti-BP ABs, the mono- or polyclonal AB to BP 
(5 µg/mL) was sorbed into wells of a polystyrene 96-
well plate. Following blocking, serial dilutions of the 
chimeric protein in PBSt containing 0.5% BSA (100 µL 
per a well) were added and incubated. the plates were 
then thoroughly washed, and 100 µL of rabbit serum 
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against a cellulose-binding domain (cBD) was added 
into each well followed by incubation, while the bound 
recombinant proteins were detected with an anti-rab-
bit IgG horseradish peroxidase conjugate as described 
above. the experiment was triplicated for estimation 
of reproducibility.

Competitive ELISA: conjugate BP-BSA (5 µg/mL) 
was sorbed into wells of a polystyrene 96-well plate. 
Following blocking, a mixture of mAB B2 of equal con-
centration with varied amounts of a competitor (PAH 
or synthetic peptide) was added into the wells. the 
mAB B2-competitor mixtures (total volume 100 µL, 
each) were preincubated for 30 min at 37°c and shak-
en gently. All tested samples were diluted with PBSt 
containing BSA. the plates were incubated for 1 hour 
at 37°c and shaken gently. then, following thorough 
washing with PBSt, the bound mABs were detected 
with an anti-mouse IgG horseradish peroxidase con-
jugate as described above. the experiment was tripli-
cated for estimation of reproducibility.

Affinity selection of phage display peptide library 
was carried out according to the recommended protocol 
to the Ph.D-12tM kit (new england BioLabs), with ad-
ditional modifications [10].

Chemical synthesis of peptides by the method of ac-
tivated esters in solution was performed in the Labora-
tory of Organic Synthesis, Institute of chemical Biology 
and Fundamental Medicine, SB, rAS.

Molecular modeling.
Optimum patterns for the AB structure modeling by 
homology were matched using the BLASt server. 
Modeling was performed using the Modeller9v1 soft-
ware. Molecular docking was performed using Auto-
Dock version 4.0. construction of the model for a pep-
tide comprising the pIII protein was performed using 
the rosetta program for de novo modeling [11].

RESuLTS AND DISCuSSION

Synthesis of PAH-protein conjugates for preparation 
and analysis of antibodies
A major shortcoming of known methods of PAH-pro-
tein conjugate synthesis including the preparation of 
BP conjugates with proteins is the formation of a poly-
mer, which considerably decreases the yield of the sol-
uble fraction and, as a result, makes this conjugate un-
suitable for immunoassay. So, the main task in this set 
of studies was to prepare well-soluble hapten-protein 
conjugates that contain a minimum of the polymeric 
admixture and are stable without the need for specific 
stabilizers.

We applied a method of covalent hapten-protein 
binding via the formation of an azomethine bond be-

tween an aldehyde group of hapten and amine groups 
of protein [5]. the use of BP aldehyde for the synthe-
sis of conjugates with proteins enabled good results: 
animal blood sera with high titers of anti-BP ABs were 
obtained. Immunization with a hapten bound with one 
carrier protein (for example BSA) followed by the de-
tection of ABs against this hapten based on another 
carrier protein (hexokinase) was found to be highly 
effective in both the analysis of anti-BP ABs in direct 
and competitive eLISA and the one-step preparation 
of affinity-purified ABs against PAH [9].

Preparation and immunochemical characterization of 
a monoclonal antibody against benzo[a]pyrene
there are several anti-BP mABs available in the world 
currently (uSA, czech republic, Japan). they were 
raised mainly for the development of eLIZA-based 
test-systems to detect PAH pollutants in the environ-
ment, as well as their metabolites and DnA-adducts 
in the biological fluids of animals, including humans 
[12–14]. the main shortcoming of these mABs – in the 
case of hapten-specific vaccine component preparation 
– is the insufficient specificity of their binding with BP, 
compared with noncarcinogenic PAH. Besides, the ca-
pability of the abovementioned mABs to bind with hy-
drophobic endobiotics (steroid hormones) and aromatic 
aminoacids hasn’t been  studied yet . So, the key stage 
in our work was the preparation of a highly specific an-
ti-BP mAB and the analysis of its cross-reactions with 
other PAHs, steroid hormones, and aromatic aminoac-
ids.

Among the obtained murine hybridoma clones, the 
clone B2 was chosen producing IgG mAB, which had 
no affinity to the anthracene-BSA conjugate and had 
low affinity to chrysene-BSA and pyrene-BSA con-
jugates. the mAB B2 most effectively binds BP and 
benz[a]anthracene, a putative human carcinogen [7].

We checked for the possibility of cross-reaction of 
the mAB B2 with aminoacids, such as tryptophan and 
phenylalanine, based on the belief that the presence 
of an aromatic ring is one of the requirements of the 
interaction of anti-PAH AB with other substances. It 
is known that one aryl hydrocarbon receptor is impli-
cated in signal transduction from PAH and endogenous 
substrates (in particular, estrogens); so, we also studied 
the cross-reaction of the mAB B2 with these substanc-
es and found no binding. this excludes the probability 
of preparing an anticarcinogenic vaccine with a side 
effect such as inducing autoimmune reactions against 
endogenous ligands.

Preparation and characterization of a benzo[a]pyrene 
immunomimetic peptide
We applied the phage display technique in the search 
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for a BP immunomimetic peptide. the procedure of af-
finity selection included incubation of the Ph.D-12tM 
initial library with mono- and polyclonal ABs to BP and 
washing from AB-unbound and elution of bound bacte-
riophages. the preliminary procedure of bacteriophage 
exhaustion with intact murine or rabbit IgG was sub-
stituted with cross-mapping of ABs in the third round 
of selection; i.e., the first two rounds were carried out 
on single species ABs, for instance mAb B2, and poly-
clonal ABs against BP were mapped with the obtained 
bacteriophage population in the third round, and vice 
versa. the proposed approach should favor the selec-
tion of high-affinity bacteriophage clones.

Five resulting bacteriophage clones were produced 
that specifically interact with mAB B2. Four clones re-
sulted from cross-selection, when the two first rounds 
were carried out on mAB B2, and the last round – on 
polyclonal ABs to BP. One clone was produced when all 
selection rounds were carried out on mAB B2. DnA se-
quencing of these clones, followed by translation, dem-
onstrated that all five clones had an identical aminoacid 
sequence of the recombinant peptide: LeuHisLeuPro-
HisHisAspGlyValGlytrpGly [10, 15].

the BP immunomimetic peptide (named PiP) was 
synthesized for further study of its immunochemical 
properties. Since two halves of the PiP, LeuHisLeuPro-
HisHis (LH-peptide) and AspGlyValGlytrpGly (DG-
peptide), were synthesized first and then linked, we 
also evaluated LH- and DG-peptides for specific inter-
action with mAB B2.

Since the PAH structural mimicry is supposed to de-
pend on the presence of a tryptophan residue within 
the peptide sequence, tryptophan was used as a nega-
tive control.

Synthetic peptides were found to compete with 
the BP-BSA conjugate for the binding with mAB B2. 
However, their binding force is substantially weaker 
than that of BP. tryptophan (trp) did not demonstrate 
any significant competition for binding with mAB B2 
(Fig. 1). this fact suggests that trp can specifically bind 
with ABs against the PAH group of chemical carcino-
gens, only when in context with other amino acid resi-
dues of these peptides.

the nature of LH-peptide binding with mAB B2 re-
mains an enigma. One can speculate that a very complex 
interaction takes places between the PiP peptide and 
mAB B2, which cannot be explained by the fact that trp 
or other hydrophobic residues structurally mimic BP.

Analysis of blood sera from mice immunized with 
peptide–cBSA conjugates revealed the presence of 
ABs to benz[a]anthracene and anthracene. However, 
their level is an order of magnitude lower than that of 
anti-PAH ABs induced by the immunization of mice 
with BP-BSA [11].

Several reports on the production of the peptide mi-
metic of low-molecular compounds have shown that 
the initial conformation of peptides present on the sur-
face of a bacteriophage carrier can change when the 
peptide is disengaged, or undergo additional modifica-
tion. these alterations are crucial for ABs to recognize 
a peptide [16].

thus, using the rosetta software, we constructed a 
model for the peptide portion within the bacteriophage 
M13 pIII protein. the model assumes that the trp side 
radical is localized on the surface of the protein [11]. It 
is likely that the structure of a peptide immunomimetic 
enabling mimicry of PAH-type carcinogens is possible 
only within the context of the pIII protein. In this con-
text, our efforts therefore focused on the production of 
a recombinant protein composed of the BP immunomi-
metic peptide and bacteriophage pIII protein.

Preparation and characterization of a recombinant 
protein containing the benzo[a]pyrene immunomi-
metic peptide
Several approaches in gene engineering are known to 
enable an increase in the expression level and stability 
of transgenic proteins in a bacterial system, the facilita-
tion of the testing procedure, and to enhance efficiency 
in protein purification. One of these approaches is a fu-
sion technique directed toward the synthesis of chi-
meric proteins. It is based on the linkage of two genes 
(a gene for the antigene component and that encoding 
a carrier protein) in one reading frame, which leads to 
the synthesis of a chimeric protein in the bacterial sys-
tem [17].

using this technology, we produced and character-
ized the chimeric protein whose antigen component 
comprises amino acid sequences of a BP immunomi-
metic peptide and the pIII protein of bacteriophage 
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Fig. 1. Competitive inhibition of mAb B2 binding with im-
mobilized conjugate BP-BSA by BP, DG, LH, PiP, and Trp.
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M13, on the basis of which the Ph.D-12tM library was 
constructed. A cBD-domain of Anaerocellum ther-
mophilum endoglucanase was used as a carrier. It can 
interact with high affinity with a cellulose sorbent, 
thus enabling the isolation and purification of the re-
combinant protein containing the immunomimetic 
peptide.

noncompetitive eLISA was used in the study of the 
interaction between mAB B2 and the produced chi-
meric protein containing the antigen component (BP 
immunomimetic peptide within the pIII protein) and 
the carrier protein (cBD). cBD was used as the nega-
tive control. the ability of the chimeric protein contain-
ing the immunomimetic peptide to bind with mAB B2 
sorbed on a plastic was found to be dose-dependent 
(Fig. 2). the chimeric protein did not bind polyclonal 
murine and rabbit ABs to BP.

Balb/c mice were intraperitoneally immunized with 
the chimeric protein to test for the ability of the im-
munomimetic peptide within the bacteriophage pIII 
to induce ABs against PAH. A low level of anti-PAH 
ABs was detected in the blood serum of immunized 
mice. the most prominent binding was detected be-
tween the ABs and anthracene. At the same time, the 
blood serum of mice immunized with the bacteriophage 
recombinant clone containing the BP immunomimetic 
peptide within the pIII protein contains a mAB against 
BP, wherein the titers are comparable with those in 
the positive control – immunization with the BP-BSA 
conjugate [10, 15].

With the aim to find approaches to enhancing chi-
meric protein immunogenicity in relation to BP, we 
studied – using molecular modeling – the spatial 
structure of the mAB B2 active center and the features 
characterizing its interaction with PAHs and the im-
munomimetic peptide.

Peculiarities of the interaction between mAB B2 and 
benzo[a]pyrene immunomimetic peptide
A model for the mAB B2 Fab-fragment was created by 
the method of homology using the determined primary 
structures of heavy and light chains. the average bind-
ing energy between the mAB B2 Fab-fragment and 
several PAHs calculated using molecular docking soft-
ware correlated with the experimental data on cross-
reactivity between mAB B2 and these PAHs, thus con-
firming the validity of the created model [11].

two pockets for PAH binding possibly exist in the 
active center of mAB B2, as was determined by molec-
ular docking. the best position for BP and other PAH 
binding was determined to be between the third loops 
of the light and heavy chains of mAB B2 (this pocket 
was named P1). two variants of BP docking in the P1 
pocket were determined: the vertical and the horizon-
tal, the first and the second one, respectively. the sec-
ond pocket between the second loop of the light chain 
and the third loop of the heavy chain was less profound 
and less preferable for PAH binding, judging from the 
higher binding energy predicted by the docking (this 
pocket was conditionally named P2) [11].

A number of molecular docking calculations for the 
mAB B2 Fab-fragment with tripeptides comprising 
PiP have been carried out with the aim of modeling 
the interaction between the LeuHisLeuProHisHisAs-
pGlyValGlytrpGly peptide and mAB B2. none of the 
tripeptides binds with ABs in the region of the first 
pocket. Several tripeptides (HisLeuPro, LeuProHis, 
ProHisHis, and GlytrpGly) have bound with Ab in the 
region of the second pocket (Fig. 3). three tripeptides 
are convergent in the presence of a histidine residue, 
which is not shielded by other amino acid residues. this 
explains the LH-peptide’s ability to compete with the 
BP-BSA conjugate for mAB B2.

At the same time, tryptophan, being within the BP 
immunomimetic peptide, obviously plays the key role 
in the binding of mAB B2, if the latter is exposed to the 
protein’s surface. this immunomimetic peptide struc-
ture is possible within the pIII protein structure.

When the presence of the second binding pocket in 
the active center of mAB B2 is taken into account, one 
can explain the fact that the chimeric protein contain-
ing the immunomimetic peptide actively binds only to 
mAb B2, but not other polyclonal ABs against BP.

It is likely that in the process of recombinant bacte-
riophage selection on mAb B2, the peptides were se-
lected by their binding with the second pocket as the 
most desired one. It is possible that the initial library 
contained no peptide capable of specifically binding 
with the deeper first pocket. the fact that no clones 
capable of specifically binding with the mAB B2 were 
found among the recombinant bacteriophages that re-
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Fig. 2. Binding of chimeric protein containing benzo[a]
pyrene immunomimetic peptide with mAB B2.
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sulted from the affinity selection on polyclonal ABs, 
as well as the fact that all five clones had an identical 
amino acid sequence, confirms the abovementioned 
hypothesis.

the experimentally revealed weak reverse-mimic-
ry in vivo, i.e. weak immune reaction between AB and 
PAH, when mice were immunized with chimeric pro-
tein can be explained as follows.

As mentioned above, tryptophan has the closest 
structural similarity to BP among all side radicals. Su-
perposition of the tryptophan and BP structures at 
the first position of the P1 pocket demonstrates that 
tryptophan, being within the polypeptide chain, can-
not bind to such a deep cavity, because the length of 
BP exceeds that of the tryptophan side radical. At the 
same time, BP structural mimicry by tryptophan, in 
combination with some other side aminoacid radicals, 
is possible in the second position of the P1 pocket. It 
is likely that some part of AB induced by immuniza-
tion with the immunomimetic peptide has a cavity for 
binding which is similar to the P2 pocket: therefore, 
tryptophan binding to AB does not generally bind to 
BP. Other parts of AB can possess a cavity for the bind-
ing of the P1 pocket’s second position, enabling them to 
bind PAHs, including BP.

CONCLuSION
the use of conjugates of chemical carcinogens (or their 
structural analogs) with macromolecular carriers as 
vaccines is completely unacceptable in the immune 
prophylaxis of malignant tumors in humans because 
of the risk that the vaccine itself can induce a tumor. 
the hybridoma technique for the production of anti-
idiotypic ABs has limitations in the optimization of the 

immunogenic properties of target vaccines. In addition, 
it is complex and expensive.

the proposed approach, i.e. the production of im-
mune peptides that mimic chemical carcinogens using 
phage display technology, is preferable.

the mAB B2 obtained in our experiments possesses 
high specificity to BP, low cross-reactivity with non-
carcinogenic PAHs, and does not react with endobiot-
ics. Moreover, molecular docking showed that the pre-
dicted average energy for dibenzo[a]pyrene binding to 
the mAB B2 Fab-fragment is –8.91 kcal/mol, which is 
higher than the values for BP and other PAHs. We have 
established a direct correlation between the predicted 
binding energy and the experimentally measured PAH 
cross-reactivity. Based on this, one can surmise that the 
usage of mAB B2 in phage display technology could be 
effective in the search for immune peptides that mimic 
not only BP, but other PAHs with higher carcinogenic 
activity as well.

It is important to note that anti-idiotypic mABs are 
produced when animals are immunized with polyclo-
nal ABs to BP [3]. In this context, the right strategy 
going forward will be to use new molecular targets in 
the search for PAH immunomimetic peptides. In our 
opinion, the use of the recombinant Fab-fragment of 
the mAB B2 with its second pocket removed via site-
directed mutagenesis seems to be the most successful 
avenue. the recombinant bacteriophages resulting 
from the selection on such AB must be tested for bind-
ing with polyclonal ABs against BP.

the second method in enhancing the immunogenic-
ity of target vaccines against carcinogenic PAHs would 
be the use of other phage libraries and/or optimization 
of the recombinant peptide structure via point muta-

b c
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Fig. 3. The struc-
ture models of 
BP, GlyTrpGly, 
and ProHisHis 
complexes with 
the active center 
of the mAB B2 
Fab-fragment. BP 
binding in posi-
tions P1P1 (A), 
P1P2 (b), and P2 
(c); GlyTrpGly 
(d) and ProHisHis 
(e) binding in 
position P2.



reSeArcH ArtIcLeS

 VOL. 2  № 4 (7)  2010  | ActA nAturAe | 111

tions. this approach could enable the production of a 
peptide inducing a highly specific immune response to 
BP and more carcinogenic PAHs.  
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