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Letter from the Editors

Dear readers,
The Editorial Board and the Editorial 
Council are delighted to bring to your 

attention the ninth issue of Acta Naturae. We 
have maintained the conventional format 
of previous issues,  and we offer several re-
views, original articles, and the popular Fo-
rum section, which we believe will be of great 
interest. Regretfully, and in spite of numerous 
attempts, we were unable to get clinicians, 
experts in the sphere of experimental medi-
cine, involved with this issue. We are on the 
lookout for serious research made by Russian 
and foreign scientists in the field of funda-
mental medicine for our subsequent issues. 
It is no coincidence that a new department 
has been established in the Russian Academy 
of Sciences, with a mission to focus efforts in 
this field. Therefore, we invite the members 
of this newly founded department to share 
the most interesting developments and their 
views in our Forum section in subsequent is-
sues of this journal.

We offer to your attention the review 
made by V.V. Pleshkan et al., which is de-
voted to gene therapy for melanoma. In our 
opinion, the review is representative of the 
modern tendencies that exist in the directed 
therapy of malignant tumors. The review by 
M.V. Nesterchuk et al. deals with the rath-
er interesting field of the posttranslational 
modifications of ribosomal proteins of the 
prokaryotic cell. Regardless of the vast pool 
of studies devoted to the prokaryotic ribos-
ome, including the contemporary X-ray dif-
fraction studies, the functional role of the 
posttranslational modifications of ribosomal 
proteins still remains a puzzle. The review by 
L.A. Dykman and N.G. Khlebtsov is devoted 
to gold nanoparticles and their application 
in biology and medicine. The review con-
tains a considerable amount of bibliographic 
data; we believe it will be of equal interest to 
seasoned researchers, undergraduates, and 
PhD students.

The insightful population genetics study 
by V.A. Stepanov et al. opens the section of 
experimental articles in this issue. The ar-
ticles devoted to the components of innate 
immunity are conventionally published in 
this issue. The article by O.V. Samsonova 
et al. is devoted to the structural and func-
tional studies of the antimicrobial peptide 
Ltc1-K that is toxic to eukaryotic cells. The 
article by K.V. Lobanov et al. deals with the 
topic of the mechanism-dependent therapeu-
tic effect of drugs. The studies in the field of 
the physical chemistry of trans-membrane 
proteins (K.S. Mineevet al.) are traditionally 
strong. Composite authors (O.A. Zorina et al.) 
present clinical research through the use of 
modern methods of DNA diagnostics. It is 
exulting that articles relating to physiology 
have begun to appear in the journal. The ar-
ticle by Yu.G. Odnoshivkina et al. devoted to 
the activation of β2

-adrenoreceptors should 
be mentioned in this context.

The Forum section offers you information 
on the visit by a delegation from the National 
Institute of Health (NIH, U. S.) to the Rus-
sian Academy of Sciences. The authors of 
the article look into the prospects of future 
international collaboration and emphasize the 
fact that, after an affectedly long interrup-
tion in official scientific contacts, both parties 
have finally found it worthwhile to resume 
dialogue. The section also features an inter-
view with Deputy Minister of Education and 
Science of the Russian Federation Sergei Iva-
nets devoted to the crucial issue of financial 
support for contemporary science and the 
problem of the “150-million-rouble grants.” 
Although some of the views in the interview 
are not shared by the members of the Edito-
rial Board and the Editorial Council of this 
journal, we have always stood for the diver-
sity multipolarity of views in this section, and 
we intend to continue publishing interesting 
materials and articles devoted to topics that 
have the attention of Russian researchers.
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 K.S. Mineev, E.V. Bocharov, P.E. Volynsky, M.V. Goncharuk, E.N. Tkach,  
Ya.S. Ermolyuk, A.A. Schulga, V.V. Chupin, I.V. Maslennikov, R.G. Efremov,  
A.S. Arseniev

Dimeric Structure of the Transmembrane 
Domain of Glycophorin A in Lipidic and 
Detergent Environments
In the present work, heteronuclear NMR spectroscopy and molecular dynamics 
simulations were used to demonstrate that the two most widely used media (de-
tergent DPC micelles and lipid DHPC/DMPC bicelles) enable to perform struc-
tural studies of the specific interactions between transmembrane α-helices by the 
example of dimerizing the transmembrane domain of the bitopic protein glyco-
phorin A. However, a number of peculiarities place lipid bicelles closer to natural 
lipid bilayers in terms of their physical properties.

Central part of the dimeriza-
tion interface of GpAtm.

K.V. Lobanov, L. Errais Lopes, N.V. Korol’kova, B.V. Tyaglov, A.V. Glazunov, R.S. Shakulov, A.S. Mironov

Reconstruction of Purine Metabolism in Bacillus subtilis  
to Obtain the Strain Producer of AICAR - a New Drug with  
a Wide Range of Therapeutic Applications
AICAR is a natural compound, an analogue and precursor of adenosine. As activator of AMP-activated protein 
kinase (AMPK), AICAR has a broad therapeutic potential, since it normalizes the carbohydrate and lipid metabo-
lism and inhibits the proliferation of tumor cells. The synthesis of AICAR in Bacillus subtilis cells is controlled by 
the enzymes of purine biosynthesis; their genes constituting purine operon (pur-operon). Reconstruction of purine 
metabolism in B. subtilis was performed to achieve overproduction of AICAR. B. subtilis strain obtained by these 
genetic manipulations accumulates 11–13 g/L of AICAR in the culture fluid.
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V. L. Akhmetova, O. V. Zhukova, Yu. V. Shneider, I. N. Shil’nikova, S. A. Borinskaya, A. V. Marusin,  
M. G. Spiridonova, K. V. Simonova, I. Yu. Khitrinskaya, M. O. Radzhabov, A. G. Romanov, O. V. Shtygasheva,  
S. M. Koshel’, E. V. Balanovskaya, A. V. Rybakova, E. K. Khusnutdinova, V. P. Puzyrev, N. K. Yankovsky

Heterzygosity of autosomal STR (12 loci, averaged)

Studied populations
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Characteristics of Populations of the 
Russian Federation over the Panel of 
Fifteen Loci Used for DNA Identification 
and in Forensic Medical Examination
Seventeen population groups within the Russian Federation were charac-
terized for the first time using a panel of 15 genetic markers that are used 
for DNA identification and in forensic medical examinations. Significant 
differences were revealed between the Russian populations and the U.S. 
reference base that was used recently in the forensic medical examina-
tion of the RF. The necessity to take into account a population’s genetic 
structure during forensic medical examinations and DNA identification of 
criminal suspects was substantiated.

Map of average heterozygosity for 
12 autosomal microsatellites.

Schematic diagrams of the B. subtilis pur-operon and its 
regulation.
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Boosting Class

The Ministry of Education and Science of the Russian Federation 
has announced the second stage of the open public grant com-
petition (each grant is up to 150 million rubles). The research will 
be carried out in Russian universities and will be spearheaded 
by leading scientists from all over the world. In his interview with 
the head of the project “Science and technologies of the Russian 
Federation” Konstantin Kiselev,  Deputy Minister of Education 
and Science Sergei Ivanets spoke about the characteristics of the 
project  and how to adjust this innovative competition to Russian 
realities.

Konstantin KISELEV:
Sergei Vladimirovich, the imple-
mentation of Resolution of the 
Government of the Russian Fed-
eration № 220 commenced last 
summer. It is an open competi-
tion aimed at the establishment 
of research subdivisions headed 
by world-class scientists in higher 
educational institutions. Since the 
financial support for this competi-
tion is considerable even in com-
parison with competitions held in 
scientifically developed countries, 
the attention of the scientific com-
munity is equally high.

In 2010, the Ministry of Educa-
tion and Science of the Russian 
Federation held the first stage of 
the competition; 40 winners were 
announced. Not all researchers 
were successful in their attempts 
to secure grants within the frame-
work of the selection that took 
place last year; however, they all 
will be able to participate in the 
second stage, which will be held 
this year.

Let us refresh the memories of 
our readers and touch upon the 
problems that emerged during the 
implementation of the competition. 

Sergei IVANETS:
Indeed, this competition was un-
precedented for Russian research 

and development and higher pro-
fessional education both in terms of 
the scale of the tasks to be solved 
and in terms of the allocated funds. 
The participants included research-
ers, among which were world-rec-
ognized scientific leaders. When or-
ganizing the competition, the most 
important task for us was to make 
it open and transparent. I hope that 
we were successful to a large ex-
tent, since the system of evaluation 
and selection of the applications 
was based on high-quality expertise 
involving a considerable number of 
Russian and foreign experts, and 
some world-leading scientists. Of 
course, there were critical com-
ments concerning the holding of 
the contest; we will be able to ad-
dress a number of these criticisms 
when we hold the competition in 
2011.

However, we believe that the 
overall results of the 2010 competi-
tion were satisfactory.

What was the aim of this compe-
tition? What results did it seek to 
achieve?

This event is one of the most 
complex organizational events that 
have been financially supported 
by the Government of the Rus-
sian Federation since 2008 with the 
aim of modernizing higher educa-
tion. The other major components 

of this complex are already known 
to you. The complex nature of the 
event was due to the fact that it 
involved the competition of inno-
vative programs of development 
of higher educational institutions 
within the framework of the pri-
ority national project “Education,” 
the establishment of federal and 
national research universities, and 
the development of an innovative 
infrastructure at higher education-
al institutions.

We believe that modern educa-
tion can be competitive only when 
combined with research activity. 
This activity should be promoted, 
i.e., financially supported. In order 
to promote this concept, in 2009, a 
competition was held among Rus-
sian higher educational institutions 
and the winners were announced, 
which were subsequently convert-
ed into the national research insti-
tutes. The next stage comprised not 
just the stimulation of university 
researchers, but also the involve-
ment of the best foreign scientists. 
Firstly, these researchers will im-
plement a world-class research 
project, and secondly, they will 
establish a laboratory that will be 
competitive on the world stage. 
Moreover, the modernization of in-
frastructure supplies (instruments, 
equipment, and communications) 
will take place. For a higher educa-
tional institution, the appearance of 
a “star” in its staff is an opportunity 
to provide the entire research team 
with cutting-edge knowledge and 
first-grade practice in performing 
research and preparing publica-
tions.

Some observers have been criti-
cal: “Why is it higher educational 
institutions only? Why is it not re-
search organizations that belong to 
the system of state academies?”

Our aim was not to exclude the 
financing of research in research 
organizations in favor of that in 
higher educational institutions. The 
aim of this competition is to foster 
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an increase in the level of higher 
educational institutions and control 
the quality of education, ensuring 
that it remains competitive at the 
international level.

Meanwhile, other organizational 
and financial instruments are used 
to support research in state acad-
emies of sciences.

You have mentioned the in-
volvement of a large number of ex-
perts, including foreign ones, in the 
selection and assessment of the ap-
plications. To what extent was this 
activity “unusual” for the Minis-
try?

In general, we have a rather rep-
resentative and wide expert base 
which has been used in the Russian 
Federal when holding various com-
petitions in the research and de-
velopment sector and in the higher 
professional education sector. How-
ever, during this competition we 
had an additional problem to solve: 
that of contacting experts. The in-
volvement of a large number of in-
ternational experts was necessary 
for the success of the first stage of 
the contest.  The experts were ei-
ther contacted directly, or, through 
special organizations which deal 
with the organization of the exper-
tise of research projects by nature 
of their professional activity. This 
was how the task was solved, and 
now we have contacts and business 
relations with these experts. We are 
certain that this will be a consider-
able advantage for us at the second 
stage of the competition.

Sometimes a conflict of inter-
ests may emerge even in perfect 
expertise. It is inevitable. Did the 
Ministry have to fight against it 
somehow?

Yes, sometimes it may happen: 
the circle of experts and executors 
of large international projects is not 
boundless. In our case, an expert 
pledges that he will report on a pos-
sible conflict of interests, if one ex-
ists, and will not contribute exper-
tise to that certain project.

We also avoid conflicts of in-
terests due to the fact that half of 
our expert group includes foreign 
researchers who do not have any 
direct relationship with Russian 
higher educational institutions. 
Moreover, the expert group leaders 
pay careful attention  to  ethical is-
sues, since in the scientific commu-
nity, reputation is more valuable 
than those hypothetical advantages 
that may be acquired through the 
award of unfair points to a certain 
project.

Is the geography of expertise 
wide?

Yes, the geography is appre-
ciably wide and corresponds to 
the terms of the competition. All 
countries that are considered key 
players in terms of science and 
technology have been embraced: 
the United States of America, the 
European Union, sections of Latin 
America, and a number of experts 
from South Eastern Asia.

The President of Russia and the 
Government of the Russian Feder-
ation support the idea of involving 

foreign scientists and experts. The 
problem is that people who come 
to Russia, especially those who are 
used to a certain standard of ex-
isting institutional settings and 
institutions, may have difficulties 
adapting to the conditions that ex-
ist in our country.

Speaking about the day to day 
life of a foreign scientist in our 
country, we see no particular prob-
lems: the grant amount is appreci-
ably large to solve these problems, 
especially if a foreign scientist has 
to be in Russia for 4  months per 
year in total (not necessarily con-
secutively).

Of course, there are some limi-
tations that can cause certain dif-
ficulties, such as those associated 
with the migration legislation re-
quirements, or those connected 
with the import/export of biologi-
cal samples and reagents. Unfortu-
nately, I cannot say that all these 
problems have already been solved. 
However, we are making progress 
and they are being solved, step by 
step.

Sergei Ivanets



8 | Acta naturae |  VOL. 3  № 2 (9)  2011

FORUM

Concerning the disposition of 
money, are there any limitations?

The only limitation is that the 
fund for remuneration of labor 
could be no more than 60% of the 
total grant. In all other respects, the 
money can be spent on infrastruc-
ture, retraining programs, and the 
purchase of reagents and materials. 
The higher educational institution 
is responsible for matching the ex-
penses and the contract terms, all 
expenditures being approved only 
by the project leader.

Last year, since the competition 
actually ended in the very end of 
the year, whereas the applications 
(including those for the stages of 
fund expenditure) were filed much 
earlier, we managed to get permis-
sion for higher educational institu-
tions and scientists who won in the 
competition to change the applica-
tion format before signing the con-
tract. This measure was undertaken 
so that these funds could be redis-
tributed for the following period at 
the stage when the winners are an-
nounced in order not to lose them. 

We managed to solve this appreci-
ably complicated problem, which 
was not caused by the scientists.

Will the second stage of the com-
petition somehow differ from the 
first stage?

It seems very important to us 
that there are no fundamental dif-
ferences, since the competition is a 
whole. The participants of the first 
stage should be placed under the 
same conditions as the participants 
of the second stage.

Are you apprehensive that some-
thing could go wrong, and how bad 
could it be? There can be different 
combinations, when a highly rated 
specialist is invited into a higher 
educational institution which has 
failed to provide normal conditions. 
Or the specialist fails to put togeth-
er an appropriate team. Or it could 
turn out that the results are not 
worth the money that was spent.

For the efficient implementation 
of the competition in accordance 
with its terms, a share of the funds 
is sent to the monitoring organiza-
tions that are in charge of control-

ling the project at all its stages. 
There are indices that allow the 
monitors to precisely trace wheth-
er there has been progress in the 
specified direction or whether some 
adjustments are necessary.

In the scientific sector, there are 
a number of risks, and measures 
are to be taken to minimize them. 
We consider international exper-
tise to be the most correct one. With 
the guarantees ensured by this ex-
pertise, one may expect that there 
should be no failures.

When do you plan to summarize 
the second stage?

We took into account the short-
comings of the first stage, and we 
increased the time for preparation 
of applications by two months. Ap-
plications deadline is now mid-July. 
The expertise then occurs, followed 
by summarization.

This year, the expertise will take 
less time, since last year we had to 
simultaneously perform the selec-
tion of experts. Therefore, I am pos-
itive that this year we will strike a 
balance much earlier. 
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Collaboration between Russian and U.S. 
Scientists in  Biomedical Research

V. N. Danilenko
Vavilov Institute of General Genetics, Russian Academy of Sciences
E-mail: valerid@rutenia.ru

During the past two decades, tens of thousands of Russian sci-
entists, including leading researchers in the field of biomedicine, 
have left Russia to work abroad. Some scientists maintained con-
tact with institutes of the Russian Academy of Sciences (RAS) and 
the Russian Academy of Medical Sciences (RAMS); however, 
such interactions were usually initiated by the scientist. Recently, 
there has been a shift in the pattern of international collaboration; 
the meeting between the representatives of the National Institute 
of Health (USA) and the Russian Academy of Sciences, held on 
April 25–26, 2011, in Moscow, is evidence of this change.

BACKGROUND
On July 6, 2009, during the visit by 
U.S. President B. Obama to Moscow, 
the establishment of the US–Rus-
sia Bilateral Presidential Commis-
sion was declared. The move was 
intended to contribute towards the 
strengthening of relations (includ-
ing scientific relations) between 
Russia and the United States. 
Eighteen working groups are now 
at work within the Commission. 
The Health Working Group head-
ed by Minister of Healthcare and 
Social Development of the Russian 
Federation T.A. Golikova and Min-
ister of Health and Human Servic-
es of the United States of America 
K. Sebelius is focused on collabo-
ration in protecting the health of 
Russian and U.S. residents; and 
“the entire planet,” as is stated in 
the document. The deputy admin-
istrator of the working group is the 
Deputy Minister of Healthcare and 
Social Development of the Russian 
Federation V.I. Skvortsova. In July 
2009, a Memorandum of Mutual 

Understanding between the Minis-
try of Health and Human Services 
of the United States of America 
and the Ministry of Healthcare and 
Social Development of the Russian 
Federation was also signed. In the 
document, collaboration on health-
care and medical sciences is under-
lined.

On September 22, 2010, the 
Foundation for the National In-
stitutes of Health announced the 
establishment of the US–Russia 
Medical Science Forum within the 
framework of the US–Russia Bilat-
eral Presidential Commission in or-
der to facilitate collaboration in the 
sphere of biomedical research. The 
Forum was initiated by the National 
Institutes of Health Fogarty Inter-
national Center and representatives 
of the U.S. pharmaceutical business. 
This private-public partnership 
aims at advancing collaboration be-
tween Russian and U.S. scientists in 
the field of morbidity control, treat-
ment and prevention, clinical and 
applied research, the development 

of new medical technologies, and 
the design of innovative drugs.

The organizers believe that this 
meeting should facilitate the estab-
lishment of close contacts between 
Russian and American governmen-
tal institutions, as well as between 
Russian and American scientists. 
Conferences will be held annually 
in order to elaborate the strategy 
of joint scientific research during 
the forum; the organizers also be-
lieve that it will help breach the 
gap between actual research and 
the practical implementation of 
this research. The elaboration of 
research priorities, formation of 
joint research projects, including 
those involving the pharmaceutical 
business, are among the significant 
tasks facing the Forum. 

In July 2010, representatives of 
the U.S. National Institute of Health 
met with the vice-president of the 
RAS, Academician A.I. Grigoriev. 
The meeting initiated a scientific 
dialogue concerning the resumption 
of collaboration. In October 2010, 
during a visit by the RAS president, 
Academician Yu.S.Osipov, to the 
United States of America, the ad-
ministration of the U.S. National In-
stitute of Health expressed interest 
in establishing official collaboration. 
The working visits of a number of 
Russian scientists, RAS Academi-
cians V.V. Vlasov and M.V. Ugryu-
mov, RAMS Academicians G.T. Su-
khikh and V.A. T utel’yan, and 
corresponding member S.V. Netes-
ov to the U.S. National Institute of 
Health facilitated the elaboration of 
a platform for collaboration.
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Much work in this direction has 
been carried out by the formed Pro-
gram and Organizational Commit-
tees, with outstanding scientists of 
the RAS, RAMS, and Moscow State 
University among the members

WORKING CONFERENCE DEVOTED 
TO FORUM PREPARATION
The working conference that was 
held between  April 25 and 26, 2011, 
in Moscow at the Russian Acad-
emy of Sciences was an important 
step towards fostering closer rela-
tions between the research com-
munities of the two countries. The 
major goal of the conference was 
to prepare the Russian–American 
Forum on collaboration in the field 
of biomedical research. The Russian 
Academy of Sciences, the Ministry 
of Healthcare and Social Develop-
ment of the Russian Federation, 
and the Russian Academy of Medi-
cal Sciences were among the or-
ganizers on behalf of Russia;  the 
Foundation for National Institutes 
of Health, the National Institute of 

Health, and the Institute of Medi-
cine of the United States National 
Academy of Sciences, on behalf of 
the United States of America. 

The vice-president of the RAS, 
Academician A. I.Grigoriev, and 
the director of the U.S. National 
Institute of Health Fogarty Inter-
national Center, Dr. Rodger Glass, 
were elected as co-chairpersons of 
the Working Conference.

The deputy chairperson of the 
Working Group on Healthcare of 
the US–Russia Bilateral Presi-
dential Commission and Deputy 
Minister of Healthcare of the Rus-
sian Federation V.I. Skvortsova set 
the major directions of the strat-
egy of interaction between Russian 
and American scholars within the 
framework of the Forum. In his re-
port, A.I. Grigoriev highlighted the 
problems of infrastructural supply 
for research in Russia, the priori-
ties in biomedical research, and she 
also emphasized the role of funda-
mental science as the basis for in-
novative developments. Dr. Rodger 
Glass presented a report devoted to 
the structure of the National Insti-
tute of Health, the subject areas of 
research, and the directions of the 
bilateral partnership at the initial 
stage of the Forum’s activity.

More than 90  participants sat 
through the Working Conference; 
among them were outstanding Rus-
sian and U.S. scholars and govern-
ment officials. A Considerable de-
gree of interest was shown by the 
business community, including such 
pharmaceutical and biotechnologi-
cal companies as Amgen, Amway, 
Bach Pharma, Becton Dickinson, 
Bristol-Myers Squibb, Boston Sci-
entific, Coca-Cola, Eli Lilly, Galen-
Bio, Genzyme, Johnson & Johnson, 
PepsiCo, and Pfizer.

The following research orien-
tations were selected as topics of 
discussions at the Conference: 
fundamental neurology, organism 
development and childhood pa-
thology; oncology; infections and 

epidemiology; physiology and pa-
thology of the cardiovascular sys-
tem; healthy lifestyle; and trans-
lational medicine. The following 
scholars made oral reviews of the 
research carried out in Russia and 
the United States of America in the 
selected directions: Academician 
M.V. Ugryumov (Brain Sciences), 
RAMS Academician A.A. Baranov 
(Human development), Academi-
cian G.P.  Georgiev, and Dr. Ted 
Trimble (Oncology), RAMS Acad-
emician V.V. Zverev and Dr. Rob-
ert Fontaine (Infectious Diseases 
and Epidemiology), Academician 
V.A. Tkachuk and Dr. Susan Shurin 
(Cardiovascular Diseases), RAMS 
Academician V.A. Tutel’yan and Dr. 
Van Hubbard (Healthy Lifestyle), 
and RAMS Academician G.P. Su-
khikh (Clinical and Translational 
Studies). A separate section was 
devoted to business, with 12 reports 
both on fundamental science and 
applied clinical and translational 
studies. The representatives of the 
business community proposed col-

Vice-president of the RAS,  
Academician A.I. Grigoriev

Director of the Fogarty International 
Center NIH R. Glass
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laboration and joint participation 
in the elaboration and promotion of 
joint projects.

The American delegation visited 
the Shemyakin and Ovchinnikov 
Institute of Bioorganic Chemistry, 
RAS, the Engelhardt Institute of 
Molecular Biology, RAS, the In-
stitute of Gene Biology, RAS, the 
Vavilov Institute of General Genet-
ics, RAS, Lomonosov Moscow State 
University (Faculty of Fundamental 
Medicine), Blokhin Russian Cancer 
Research Center, RAMS, Cardiol-
ogy Research Center, Ministry of 
Healthcare and Social Develop-
ment, the Child Health Research 
Center, RAMS, and the Nutrition 
Research Center, RAMS. During 
these meetings, the participants 
discussed the specific problems of 
the scientific partnership.

To conclude, the co-chairpersons 
of the Conference formulated rec-
ommendations for the development 
of the Forum’s structure and de-
termined the most important work 
stages.

The initial stage of collabora-
tion is meant to determine priority 
projects that are of mutual inter-
est to leading research institutions 
and groups in both countries, and 
to involve partners from non-gov-
ernmental organizations and the 
private sector. Provisions have 
been made for other governmental 
institutions and non-governmental 
organizations to join the collabora-
tion, including the Foundation for 
the National Institutes of Health, 
the U.S. Agency for International 
Development, and private sector 
organizations.

 The formation of a bilateral 
working committee which will be 
made up of representatives of or-
ganizations on both the Russian and 
American sides, as well as business, 
has been scheduled. The Committee 
will elaborate the criteria for select-
ing projects, partners, the terms of 
project financing, and will ensure 
that the deadline for the prepara-

tion of the Forum conference in No-
vember 2011 in Moscow is met.

SIGNING THE RAS–NIH 
MEMORANDUM
On April  26, 2011, in Moscow, in 
the old residence of the RAS Pre-
sidium, the scientific collaboration   
already underway was officially 
formalized through the signing of 
the memorandum on collaboration 
in the sphere of fundamental bio-
medical research between the Rus-
sian Academy of Sciences and the 
U.S. National Institute of Health.

On the Russian part, the follow-
ing personalities participated in 
the signing: vice-president of the 
RAS, Academician A.I. Grigoriev, 
vice-president of the RAS, Acad-
emician A.F. Andreev; the Coun-
sellor to the president of the RAS 
in foreign economic activity, Acad-
emician M.V. Ugryumov; Deputy 
Head of the Board for Foreign Re-
lations of the RAS, V.V. Shapova-
lenko; Academic Secretary of the 
Council under the RAS Presidium 
“Medical Engineering, Technolo-
gy, and Pharmaceutics,” Professor 
V.N. Danilenko, and the representa-
tive of the Department of Foreign 

Relations of the RAS, Yu.K. Shiy-
an.

On the U.S. side, the follow-
ing personalities participated in 
the signing of the Memorandum: 
Director of the Fogarty Interna-
tional Center R.  Glass, President 
of the Office of Global Health of 
the Ministry of Health and Hu-
man Services of the United States 
of America N.  Dolaire, President 
of the Institute of Medicine of the 
U.S. National Academy of Sciences 
H. Feinberg, Director of the Nation-
al Heart, Lungs, and Blood Institute 
S. Shurin, Director of the Founda-
tion for the U.S. National Institute 
of Health S. Campbell, Professor at 
the Medicine Institute G. Cassell,  
Deputy  Head of the U.S. Mission to 
Russia M. Mitman, and  Coordinator 
of the Fogarti International Center 
M. Levintova.

After a 12-year gap, this docu-
ment made public the official col-
laboration between the two largest 
research organizations in Russia 
and the United States of America 
in the field of biomedical studies.

The scope of the priorities in the 
collaboration had been outlined at 
the initial stage. They include on-

Signing the RAS-NIH Memorandum
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cologic, cardiovascular, neurologic 
and infectious diseases; innovation 
pharmaceutics, translational re-
search, bio-safety, and the health of 
large population groups (megapolis-
es, stress situations, and geographic 
features). It is assumed that the pri-
orities in the collaboration could be 
adjusted if necessary.

THE FORUM SCHEDULED 
FOR NOVEMBER 2011
The Conference within the frame-
work of the U.S.-Russia Scientific 
Forum for Biomedical and Behavio-
ral Research will be held in Moscow 
in November of 2011. The organiz-
ing committee of the Forum is cur-
rently being formed. It will include 
representatives of the Russian 
Academy of Sciences, the Ministry 
of Healthcare and Social Develop-
ment of the Russian Federation, the 
Russian Academy of Medical Sci-

ences, the U.S. National Institute of 
Health, the Institute of Medicine of 
the U.S. National Academy of Sci-
ences, and private companies.

The Foundation for NIH has be-
gun accepting applications from or-
ganizations and companies for par-
ticipation in the Forum. The terms 
of participation and the application 
forms can be downloaded at http://
www.medtechpharm-ras.ru (in 
Russian) and http://www.fnih.org/
work/programs-development/us–
russia-scientific-forum (in English). 
The most promising projects and 
proposals will be selected to partici-
pate in the Forum. Proposals for the 
Forum may comprise applications 
for scientific conferences, research-
ers exchange programs, research 
projects, educational programs, and 
professional-development courses.

The platform for partner collab-
oration between Russian and U.S. 

scientists has been prepared; how-
ever, given the immutable impor-
tance of the human factor,  leaders  
willing to and capable of organ-
izing such collaboration are being 
actively sought. As mentioned by 
many participants at the Confer-
ence, a great contribution to the 
organization of the collaboration 
was made by Professor Gail Cas-
sell, who has devoted more than 
10 years to joint U.S.–Russian re-
search in the field of the study and 
treatment of tuberculosis. It is of 
considerable importance that the 
world’s largest pharmaceutical 
companies are showing interest in 
joint Russian–American projects.  
Medico-biological science in any 
country can develop only if there is 
demand from the government, in-
dustry, and medicine aimed at en-
suring the health of populations.
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ABSTRACT Melanoma is one of the most aggressive tumors. It develops from pigment-forming cells (melanocytes) 
and results in a high number of lethal outcomes. The use of genetic constructs with the ability to specifically kill 
melanoma cells, but not normal cells, might increase the lifespan of patients, as well as improve their quality of 
life. One of the methods to achieve a selective impact for therapeutic genes on cancer cells is to utilize a tran-
scriptional control mechanism using promoters that are specifically activated only in cancerous cells. In this re-
view, promoters of the genes that are preferentially expressed in melanoma cells are described. These promoters, 
and other highly melanoma-specific regulatory elements, reduce the unspecific expression of therapeutic genes 
in normal tissues. Moreover, cancer-specific promoters and their elements are advantageous for the development 
of universal anticancer drugs. Examples of the use of double promoters that have a high potential as instruments 
in cancer gene therapy are also given in this review.
KEYWORDS melanoma; gene therapy; tissue-specific promoters; specific expression of a transgene
ABBREVIATIONS Ad – adenovirus; CRAds – conditionally replicative adenoviruses; DT-A – diphtheria toxin A 
chain; HSVtk – herpes simplex virus thymidine kinase; SCLC – small cell lung cancer; MC1R – melanocortin 1 
receptor; MIA – melanoma inhibitory activity, MITF – microphthalmia-associated transcription factor; TERT – 
human telomerase reverse transcriptase; TSP – tumor specific promoter; TSS – transcription start site

INTRODUCTION
A steady increase in deaths caused by malignant skin 
melanoma has recently been in evidence around the 
world, including in Russia. Malignant melanoma be-
longs to the most aggressive variety of tumors; the 
five-year survival rate of patients is less than 50%. 
Melanoma especially stands out by its early metastaz-
ing; therefore, chemotherapy and radiation therapy 
are not very effective against the disease [1–3].

In the longer term, an important role could be played 
by gene therapy methods based on the introduction of 
a therapeutic gene (transgene) into melanoma cells in 
patients. Therapeutic contructs may contain genes that 
compensate for the reduction in the expression of sup-
pressor genes, which results in tumor development. Or 
conversely, they may contain genes whose products 
neutralize the increased expression of an undesirable 
gene (oncogene) [4–7]. The approach in which the so-
called suicide genes are used is considered to be one of 
the most universal strategies among genetic strategies 
for killing cancer cells [8–10]. In this case, a gene is in-
troduced into a tumor cell; which encodes an enzyme 
that is not typical for the normal cell and is capable of 
converting the compound that has no toxicity towards 
healthy cells (prodrug) into a toxin that results in the 
killing of tumor cells containing a suicide gene. Thus, 

the selective killing of cancer cells in which the suicide 
gene acts is provided [11–13]. The gene encoding the 
herpes simplex virus thymidine kinase (HSVtk) and the 
gene encoding yeast cytosine desaminase (FCY1) are 
the most widely known and the most frequently used 
suicide genes. As opposed to cellular thymidine kinase, 
HSVtk has the ability to phosphorylate the antiherpes 
drugs acyclovir and ganciclovir. The cells transformed 
by the HSVtk gene die in the presence of these agents, 
since cellular kinases convert the phosphorylated acy-
clovir and ganciclovir into triphosphates, which are 
inserted into the newly synthesized DNA upon cyto-
kinesis and terminate its subsequent synthesis. It is the 
dividing cells that die, rather than the resting cells, in 
which DNA is not synthesized and ganciclovir or acy-
clovir is not inserted [14]. The gene HSVtk has been 
successfully used for the experimental therapy of nu-
merous types of tumors in animals. A number of sys-
tems comprising this gene have been undergoing clini-
cal trials [13, 15, 16]. The use of the FCY1 gene is based 
on the absence of its product, cytosine desaminase, in 
mammal cells and on its ability to convert 5-fluorocy-
tosine, which is not toxic to humans, into a known cy-
tostatic, 5-fluorouracil [17, 18]. After the incorporation 
of cytosine desaminase into tumor cells and its specific 
expression in these cells, the introduction of fluorocyto-
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sine into a patient’s organism results in its intracellular 
conversion into fluorouracil, which reduces the toxic 
effect that fluorouracil has on normal cells.

The specificity of the vector to tissue of this type can 
be specified either by delivering it exactly into the tis-
sue or by creating conditions for the specific expression 
of the transgene in the specified tissue. Due to its sim-
plicity, the latter method has been used more frequent-
ly. With this aim, promoters and enhancers that act 
specifically in the tumors of the given tissue are used in 
the construction of vectors [19, 20]. In the case of malig-
nant melanoma, promoters and enhancers of the genes 
that are involved in melanin biosynthesis are used. The 
fact that transgene expression is ensured only in tu-
mor cells, and not in normal cells, is an advantage of 
the promoters and other regulatory elements that are 
strictly specific to tumors of this type. However, their 
non-universality and the inevitable increase in the cost 
of drugs based on the promoters connected with this 
fact is a significant disadvantage of such approaches. 
A variant which offers a potential compromise consists 
in the use of more universal tumor-specific promoters 
capable of acting in a wide range of tumors, but not in 
normal cells. Although this approach slightly increases 
the risk of affecting normal tissues, it is considered to 
be more economically viable, since the same constructs 
can be used for the therapy of a wide range of tumors. 
An additional factor that supports promoters having a 
broader action spectrum is connected with the poorly 
studied specificity of gene expression in metastases 
of the given tumor. There is no strict guarantee that a 
narrow-specific promoter that acts well in a primary 
tumor will retain this ability in all its metastases. The 
use of universal promoters reduces the probability of 
promoter inactivation in metastases.

This review describes the structure and properties of 
promoters that are specific to melanoma cells and those 
that are active for a wide range of tumors but are still 
used in the gene therapy of melanoma.

PROMOTERS THAT ARE SPECIFICALLY 
ACTIVE IN MELANOCYTES 
The most well-studied promoter modules that con-
trol the specific expression of the therapeutic gene in 
melanoma cells, with recent widespread application, 
are promoters of the tyrosinase gene (TYR) or the gene 
encoding the melanoma inhibitory activity (MIA), 
sometimes combined with distal elements of other pro-
moters and/or the enhancers [21, 22].

Tyrosinase gene promoter
Tyrosinase (TYR) is one of the key enzymes required for 
the synthesis of pigment melanin, which is formed only 
in melanocytes and in retinal pigment epithelium. The 

TYR gene is expressed only in the specified cells and in 
many (but not in all) human melanomas and serves as 
a good marker of melanocyte differentiation [23]. It has 
been shown that the 5’-region with respect to the tran-
scription start site (TSS) determines the specificity of 
tyrosinase gene expression [24, 25]. It was demonstrated 
by the deletion analysis that the minimal promoter of 
the human tyrosinase gene is likely to be located in co-
ordinates -209/+51 with respect to TSS [26] (Fig. A). A 
115 bp fragment is enough for a tissue-specific activity 
of the human TYR promoter [24]. This promoter frag-
ment contains three positive regulatory elements: the 
conservative element that is typical for melanocyte-spe-
cific promoters – M-box (-104/-37 from the TSS), linked 
with nine nucleotides that are known as CR1; the Sp1-
site (-45/-37 from the TSS); and the evolutionarily con-
servative element CR2 consisting of the E-box motif and 
the octamer element (-14/+1 from the TSS) overlapping 
with it [24]. It is significant that the octamer element in 
the TYR promoter is degenerate in many mammals, 
including mice [27]. The E-box contains the CANNTG 
motif, which binds bHLH family transcription factors 
(basic-helix-loop-helix). This motif was detected in TYR 
gene promoters in various animal species. A similar motif 
can be found within the M-box and the enhancer region 
of the tyrosinase gene [27]. Melanocyte-specific expres-
sion of the tyrosinase gene is activated upon the binding 
of the product of the MITF gene to the promoter region, 
including the M-box and the E-box starting region [24].

Promoters of the human and mouse tyrosinase genes 
are characterized by a high degree of identity of the nu-
cleotide sequence [25]. However, a functional comparison 
of the promoters of these genes for a human and a mouse 
has demonstrated that the human TYR promoter has a 
lower efficacy and specificity of expression in melano-
cytes in comparison with the mouse Tyr promoter [25]. 
It has been assumed that an enhancer plays a significant 
role in the activity of the human TYR promoter. The hu-
man TYR enhancer, termed tyrosinase distal element 
(TDE), is located at positions -2014/-1810 and contains 
the E-box [25]. The binding of two MITF transcription 
factors to the E-boxes found within both the promoter 
and enhancer is significant for the specific activity of the 
human tyrosinase gene [21].

A 200 bp enhancer identical to the human TYR en-
hancer was also found in the 5’-region of the mouse ty-
rosinase gene; however, only the promoter is essential 
for manifesting the specific activity of the mouse gene 
[26, 28].

Promoter of the gene encoding melanoma inhibitory 
activity (MIA)
The gene encoding the melanoma inhibitory activ-
ity (MIA) is expressed predominately in melanoma or 
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chondrosarcoma cells, in certain adenocarcinomas and 
chondrocytes; however, it is inactive in normal melano-
cytes [29–31]. The MIA protein, the secreted inhibitor 
of cell growth, prevents the attachment of melanoma 
cells to the extracellular matrix, thus promoting inva-
sion and metastazing [32–34]. As opposed to the TYR 
gene promoter, the activity of the human MIA gene 
promoter correlates with melanoma progression [35]. 
It has been known that the 1.4 kb-long region flank-
ing the 5’-fragment of the MIA gene with respect to 
the transcription starting site provides the specificity 
of expression of this gene only in melanoma cells, not in 
melanocytes [36]. By means of deletion analysis it has 
been demonstrated that the minimal promoter of the 
human MIA gene consists of 212 bp (positions -211/+1) 
and of 230 bp (-229/+1), in the case of the mouse MIA 
gene, as is shown in Fig. B. The elements of the pro-
moters of this gene for humans and mice, which are re-
sponsible for the specificity of expression in melanoma 
cells, are located at positions -212/-170 and -230/-130, 
respectively [36, 37]. The structure and size of the hu-
man and mouse MIA promoters are conservative and 
contain identical elements, which can differ only in 
their position [38]. Thus, both MIA promoters contain 
no TATA-box and/or CAAT-sequence near the tran-
scription start site. Site Sp1 is conservative and is locat-
ed at position -108/-103 in the human MIA promoter, 
and at 106/-101, in the mouse promoter. MIA promot-
ers contain multiple E-boxes with bHLH-binding sites 
[36] (Fig. B). The binding site of the NF-κB transcrip-
tion factor is also highly conservative in human and 
mouse genes; in addition, it is located at different posi-
tions (-207/-198 and -819/-811, respectively) [36]. De-
letion or mutation of this site results in a considerable 
decrease in human MIA promoter activity in melanoma 
cell lines [36]. Human and mouse MIA promoters also 
comprise such widespread elements as the binding sites 
α-INF-2, C/EBP, GATA-1, GM-CSF, NF-IL6, NF-
κB, TCF-2, etc. It is of interest that the activity of the 
MIA promoter may be dependent on the NF-κB factor, 
which controls the expression of the genes encoding 
the immune response, apoptosis, and cell cycle [36]. At 
the time of writing, nothing was yet known about the 
enhancer elements of the MIA gene.

Promoter of the melacortin receptor gene
The melanocortin 1 receptor (receptor MC1R) is ex-
pressed predominately in melanocytes and melanomas 
[39, 40]. MC1R is a transmembrane G-protein-coupled 
receptor of the α-melanocyte-stimulating hormone 
(α-MSH). High expression of the MC1R gene is also typ-
ical of the cell lines originating from primary and meta-
static melanomas [41]. Minor amounts of these recep-
tors are found in other tissues and cells; e.g., in testicles, 

ovary, adrenal glands, keratinocytes, dendrite cells, 
and activated monocytes [41, 42]. The 3.2 kb-long frag-
ment located in the 5’-region with respect to the TSS 
of the MC1R gene contains several Sp1-binding mo-
tifs, consensus sequences of the AP-1 and AP-2 sites, 
and several E-boxes. The MC1R gene promoter con-
tains no TATA- or CAAT-sequences near the TSS [43, 
44]. Melanocyte-specific expression of MC1R, similar to 
that of the tyrosinase gene, is activated upon binding of 
the MITF transcription factor to the E-box [45–48]. It 
has been shown that 150 bp located above the ATG co-
don of the MC1R gene are sufficient in order to initiate 
the melanocyte-specific transcription [49]. This mini-
mal promoter can be considered as one of the possible 
candidates for the transcriptional control of transgene 
expression in melanoma cells.

The use of heterologous regulatory elements to en-
hance melanoma promoters
The use of cis-regulatory elements based on various 
combinations of the tyrosinase gene promoter and ad-
ditional heterologous enhancers, which control tran-
scription for specific transgene expression in melano-
ma, has been described in a number of studies [21, 22, 
26]. It is apparent that the TYR promoter ensures high 
activity and specificity of the human TYR gene only 
in the presence of the enhancer element [25]. The con-
struct consisting of the human TYR promoter (209 bp) 
and two or more sequentially attached human TYR en-
hancers (200 bp each) exhibit the highest specific effect 
upon transfection of melanoma cell lines [26]. The dimer 
of the mouse tyrosinase gene enhancer linked with the 
mouse gene promoter also enhances the activity and 
specificity of the mouse gene [26]. Similar constructs 
were used when constructing the conditionally replicat-
ing adenoviruses (CRAds), where the promoter of the 
adenoviral Е1А gene was substituted for the promoter 
hTyr2E/P that is specifically active in melanomas and 
consists of the dimer of the human tyrosinase gene en-
hancer and the core promoter of this human gene [50]. 
The resulting adenoviruses manifested a pronounced 
oncolytic effect on melanoma cell lines. The cytotoxic 
effect of these constructs was also comparable in terms 
of the level of CRAd action with the strong nonspecific 
cytomegalovirus (CMV) promoter. Meanwhile, a strong 
decrease in the cytotoxic effect of the adenovirus on 
normal fibroblasts and keratinocytes was observed [50]. 
Thus, the use of the specific promoter in the E1A re-
gion of the adenovirus genome made it possible to at-
tain a selective effect on melanoma cells. The binding 
of several enhancers of the mouse tyrosinase gene had 
an even stronger effect on the activity and specificity 
of the human TYR promoter. Thus, when constructing 
oncolytic adenoviral vectors, the TETP promoter con-
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struct was used. It contained the core human tyrosinase 
promoter (TP) and a tandem consisting of four mouse 
tyrosinase gene enhancers (tyrosinase enhancer – TE) 
[51]. The use of this promoter to control the expression 
of the luciferase reporter gene enhanced the activity of 
the latter in melanoma cells by several orders of magni-
tude in comparison with the activity in non-melanoma 
cells [51]. The replacement of mouse enhancers by hu-
man enhancer sequences in these constructs resulted 
in only a 2–3-fold increase in reporter gene activity 
[51]. The same promoter (TETP) was used to control 
the expression of suicide genes that were delivered 
to melanoma cells by bacteria Listeria monocytogenes 
[52]. It was demonstrated earlier that avirulent listeria 
strains can penetrate into solid tumor cells and provide 
replication of the delivered plasmids in them [53–55]. 
Upon bacterial delivery of plasmids, in which the TETP 
promoter controls the suicide gene of purine nucleoside 
phosphorylase (PNP) or the chimeric gene of cytosine 
desaminase and phosphoryl transferase (FCU1) of 
yeasts, the transgene is specifically expressed in B16 
melanoma cells, but not in kidney COS-1 fibroblasts. If 
a nonspecific CMV promoter is used, the suicide genes 
are expressed in both cell lines [52].

The Tyrex2 promoter that contains the human TYR 
core promoter and the tandem that consists of two 

mouse tyrosinase gene enhancers may serve as another 
example of using heterologous regulatory elements in 
order to enhance the TYR promoter [56]. When con-
structing the adenoviral vector, this promoter was used 
to control the activity of the PNP suicide gene, which 
can convert prodrug 6-methylpurine deoxyribonucle-
oside into a highly toxic purine-base 6-methylpurine 
[57]. After treating melanoma cells with adenovirus 
Tyrex2-PNP and introducing the prodrug, approxi-
mately 90% of the cells died. In nonmelanoma cell lines, 
there was a cytotoxic effect  only when  the nonspecific 
constitutive CMV promoter was used [56].

The reporter gene of chloramphenicol acetyltrans-
ferase (CAT) and therapeutic genes HSVtk and DT-A 
(diphtheria toxin A-chain) were used to compare the 
activity of the mouse Tyr gene promoters and human 
MIA gene promoters and their combinations with one 
or several enhancers of the mouse tyrosinase gene [22]. 
Promoters of genes encoding Tyr, MIA, and various 
combinations of them with one or several enhancers of 
the mouse tyrosinase gene provided a specific expression 
of both the CAT reporter gene and therapeutic genes 
HSVtk and DT-A in melanoma cell lines. It was demon-
strated that the binding of several enhancers of the tyro-
sinase gene to the MIA promoter considerably enhances 
the specific activity of the MIA promoter in melanoma 
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a loci corresponding to the 
minimal promoter is given in 
parentheses. The arrow shows 
the transcription start site.
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cell lines; the effect of mouse enhancers is stronger by an 
order of magnitude in comparison with that from human 
TYR enhancers, similar to the case of using the tyrosi-
nase gene promoter. The strongest effect in both cases 
was observed when using  constructs containing three or 
four mouse enhancers simultaneously [22].

The recombinant adeno-associated vector, in which 
the suicide gene is placed under the MIA promoter 
linked to the tandem consisting of four enhancer el-
ements of the mouse tyrosinase gene, was described 
in [58]. The constructs with a full-size MIA promoter 
(1386 bp) and the minimal MIA promoter (493 bp) that 
is sufficient for maintaining the specific transcrip-
tion in melanoma cells have been studied (Fig. B). It 
was shown that the constructs containing only MIA 
promoters have a low transcriptional activity only in 
melanoma cell lines [58]. The transcriptional potential 
of a construct with tyrosinase gene enhancers and the 
minimal MIA promoter was somewhat lower than that 
of the construction with the full-size promoter. The in-
hibition effect of melanoma cell growth with the use of 
MIA promoters with four tyrosinase gene enhancers is 
only slightly lower to the effect of the construct with 
the CMV-promoter; however, the latter does not pro-
vide the selectivity of transgene expression [58].

The given results demonstrate that the use of vari-
ous combinations of melanoma-specific promoters and 
enhancers provides a high level of transgene expression 
in melanoma cells and can resolve the specificity prob-
lem for the gene therapy of the specified disease [50, 52, 
56]. The MIA gene promoter is of special interest, since 
this gene, as opposed to the TYR gene, is expressed only 
in malignant melanoma cells but not in other cells of the 
melanocyte lineage. Thus, the regulatory elements of 
this gene may combine both tissue-specific and tumor-
specific properties. However, the MIA gene promoter 
has still not been adequately studied as a candidate for 
the gene therapy of melanoma; almost nothing is known 
about the potential of the MC1R gene promoter.

PROMOTERS SPECIFICALLY ACTIVE IN CELLS 
OF MELANOMA AND OTHER TUMORS
Another approach that makes it possible to specifically 
control transgene expression in melanoma cells is the 
use of promoters that are specific not only in melano-
ma, but in other tumor cells as well. The examples of 
such tumor-specific promoters (TSP) include promot-
ers of the genes TERT, Cox-2, CXCR4, and BIRC5, for 
which overexpression of the genes controlled by them 
in numerous tumor types and the absence or a minimal 
expression in the normal tissues is typical.

The TERT gene encodes the catalytic subunit of hu-
man telomerase. This gene is active during the embry-
onic development and in tumor cells (in approximately 

85% of all cases), whereas the expression of TERT is sup-
pressed in the overwhelming majority of normal cells 
in the organism [59]. The level of TERT expression is in-
creased for superficial spreading melanoma [60], which 
is believed to prevent the cells from entering apoptosis. 

Cyclooxygenase 2 (Cox-2) is the inducible isoform of 
Cox-1, which cannot be detected in most normal tissues, 
as opposed to Cox-1 [61]. Expression of the Cox-2 gene is 
closely associated with cancerogenesis and the progres-
sion of certain types of intestinal neoplasias and tumors 
of epithelial origin [62, 63]. The Cox-2 gene is expressed 
at a high level in melanoma cells and is not expressed in 
nevus and in the normal epithelium of the gene [64].

The expression of the α-chemokine CDF-1 recep-
tor – CXCR4 gene is typical for breast cancer cells and 
virtually cannot be detected in the normal breast epi-
thelium [65]. Overexpression of the CXCR3 and CXCR4 
receptors was demonstrated in melanoma cells as well. 
It is assumed that receptors play a significant role upon 
melanoma invasion by modulating cell mobility, prolif-
eration, and survival [66].

Survivin encoded by the BIRC5 gene belongs to the 
group of apoptosis-inhibitory proteins; it plays an im-
portant role in the growth and progression of tumors 
of various types [67]. BIRC5 is expressed in embryonic 
and fetal tissues [68], many types of neoplasias, includ-
ing melanoma [69–71], and cannot be detected in dif-
ferentiated adult tissues [72].

Tumor-specific promoters can be used within the 
conditionally replicating adenoviruses (CRAds) that 
were described above to achieve the oncolytic effect. 
Thus, the TERT promoter was used instead of the E1A 
gene promoter for transcriptional control of adenovi-
rus replication. Moreover, this construct contained the 
apoptin gene under the strong constitutive CMV pro-
moter [73]. Apoptin is a viral protein which specifically 
induces the apoptosis of cancer cells [74]. Thus, a system 
is constructed possessing “double” tumor-specificity, 
which is determined by the TERT promoter (activated 
in tumor cells) and apoptin (which has a selective ef-
fect on tumor cells). When cells were infected with Ad-
TERT-Apoptin viruses, the growth of melanoma cells 
(line A375 and B16) was suppressed, resulting in apop-
tosis, whereas the normal epidermal melanocytes were 
protected from this effect [73]. Moreover, the reduction 
of lung metastases upon intratumoral and systemic ad-
ministration of the Ad-TERT-Apoptin construct was 
demonstrated on a model of mouse metastatic melano-
ma. When using this system, a higher mouse survival 
rate was also observed [73].

The potential benefits of using other tumor-specific 
promoters in melanoma therapy were assessed by de-
termining the activity of the luciferase reporter gene, 
when it is transcriptionally controlled by promoters 
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of the Cox-2, CXCR4, and BIRC5 genes. Recombinant 
adenoviruses containing one of the TSP promoters 
and the luciferase gene controlled by them, instead 
of the Е1 region, were used as a vector [75]. The luci-
ferase activity was measured in four melanoma cell 
lines (Mel-624, A375M, SK-MEL-28 и MeWo) and in 
normal epithelial melanocytes (HEM) [75]. The CXCR4 
gene promoter had no required specificity; its activ-
ity in the normal melanocytes was even higher than in 
melanoma cells [75]. Earlier, the transcriptional activ-
ity of the Cox-2 promoter that was inactive in primary 
melanocytes had been revealed in melanoma cell lines 
[76]. However, the activity of the Cox-2 gene promoter 
varies considerably depending on the cell line type [75]. 
The highest specific activity was demonstrated by the 
survivin gene promoter. Moreover, its activity in the 
normal melanocytes was considerably lower than it was 
in melanoma cells [75]. It has been recently shown that 
upon using the survivin gene promoter to control the 
expression of the iodide simporter (NIS) gene, the cells 
of the melanoma line A375 acquire the ability to uptake 
radioactive iodine-131, which has a negative effect on 
their survival [77]. Meanwhile, normal fibroblasts of hu-
man tooth pulp transfected by the same construct nei-
ther absorb iodine nor die. Thus, the survivin promoter 
was the optimal one for melanoma therapy among the 
tumor-specific promoters under comparison.

The activity of most tumor-specific promoters is 
lower than that of constitutive strong promoters, such 
as the SV40 and CMV promoters [75, 78, 79]. The activ-
ity of even relatively strong tumor-specific promoters 
varies considerably depending on the type of cancer 
cells. In different tumor cell lines, the activity of the 
survivin gene promoter varies from 0.3 to 16% of the 
activity of the CMV promoter [80–82], while the effi-
cacy of the performance of the TERT promoter may 
differ by up to 20 fold [83].

The use of promoters that have a certain tissue-spe-
cific activity allows one to solve a number of problems 
associated with the nonspecific toxicity of the delivery 
vector. Thus, adenoviral vectors have considerable re-
strictions caused by the low efficacy of the transduc-
tion of melanoma cells, due to the low concentration or 
absence of the coxsackievirus and adenovirus recep-
tors (CAR) that mediate cell transduction on melanoma 
cells [84]. The introduction of high doses of adenovi-
ruses had a negative effect on the organism in general.  
Constructs of AdRGD adenoviruses that possess tro-
pism towards αV

-integrins and transduce melanoma 
cells more efficiently as compared with the standard 
adenoviruses have been created [85]. Nevertheless, the 
systemic introduction of such adenoviral constructs re-
sulted in nonspecific transduction and death of normal 
cells. The problem was solved by using specific promot-

ers. AdRGD adenoviruses containing the HSVtk suicide 
gene under the transcriptional control of the tumor-
specific promoter TERT or melanoma-specific promot-
er Tyrex2, instead of the standard nonspecific CMV 
promoter, turned out to be promising for melanoma 
therapy [86]. A decrease in the size of mice tumors was 
observed upon intratumoral introduction of AdRGD-
TERT-HSVtk or AdRGD-Tyrex2-HSVtk, after subse-
quent administration of ganciclovir . The same effect is 
achieved by the introduction of low doses of nonspecific 
AdRGD-СМV-HSVtk; however, in this case increasing 
the dose of the vector resulted in weight loss and hepa-
totoxicity in the mice [86]. On the other hand, even an 
intravenous introduction of high doses of the AdRGD-
TERT-HSVtk or AdRGD-Tyrex2-HSVtk vector does 
not cause toxic damage to the liver. Thus, the suppres-
sion of the nonspecific cytotoxicity of adenoviruses in 
normal nontumor cells is achieved via the use of spe-
cific promoters [86].

The size of the promoter plays a significant role in 
the design of efficient gene therapy agents, since many 
vectors are characterized by their limited capacity. 
Thus, it has been demonstrated that in retroviral vec-
tors containing long promoter modules, the viral titer 
typically decreases when the size of the promoter in-
troduced is increased [87]. However, a large number of 
short promoters are either very weak or lose their tis-
sue specificity; therefore, the possibility of constructing 
short and specific promoters that would possess suf-
ficient transcriptional potential is a considerable task. 
Construction of synthetic and/or double (chimeric) 
promoters may become a method that could allow to 
overcome these limitations.

CONSTRUCTION AND OPTIMIZATION OF 
SYNTHETIC and DOUBLE PROMOTERS 
POSSESSING TISSUE-SPECIFIC ACTIVITY
The controlling elements of the known promoters that 
have been characterized are used to construct de novo 
specific promoter modules. For instance, artificial pro-
moters based on the elements of the promoters of the 
human tyrosinase and α-fetoprotein (AFP1) genes pos-
sessing strong and specific expression in melanoma cell 
lines were constructed [88]. As previously mentioned, 
the tyrosinase promoter contains the M-box, the con-
servative element that is common to melanocyte-spe-
cific promoters [89]. This element was used in combina-
tion with the elements from the 5’-region of the AFP1 
promoter – the GRE element, which is specific for the 
cell cycle and the AP1-binding element. Several ef-
ficient melanocyte-specific promoters were obtained 
upon different combinations of one or several copies of 
fragments of the tyrosinase and α-fetoprotein promot-
ers – the M-box, AP1 and GRE elements. These pro-
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moters were selectively active in the B16 melanoma 
line, but not in the HeLa cell line [88]. The length of the 
artificial constructs was not more than 300 bp; the pro-
moter consisting of three GRE, three AP1 elements, 
and two M-boxes was the most efficient one. It was as-
certained that if the number of regulatory elements of 
the promoter in the chimeric construct is higher than 
eight units, a loss in promoter specificity is observed 
[88]. It seems that the activity of synthetic promoters 
is dependent both upon the number of regulatory el-
ements and upon the vector. The optimal number of 
regulatory elements has to be selected in each case. For 
example, it was shown in the above-mentioned study 
by Rothfels et al. [22] that it is sufficient to bind four 
copies of the enhancers of the mouse tyrosinase gene in 
order to increase the activity of both the MIA and TYR 
promoters. 

Another approach to constructing specific promot-
ers consists in the construction of chimeric or double 
promoters.

As previously mentioned, most tumor-specific pro-
moters show lower activity in comparison with con-
stitutive strong promoters, such as the promoters of 
the SV40 and CMV viruses. One of the approaches that 
help to resolve the problems related to the efficacy of 
tumor-specific promoters is the use of hybrid double 
promoters: (i) one of them being tumor-specific, while 
the second is a strong nonspecific promoter; (ii) each 
promoter being tumor-specific. The double promoters 
described exhibit a higher activity in tumors of a cer-
tain type in comparison with natural promoters.

The chimeric promoter CMV-hTERT is an example 
of the first construct [90]. The chimeric construct was 
obtained on the basis of the promoter of the human te-
lomerase reverse transcriptase (hTERT) gene and the 
minimal CMV promoter, which is characterized by a 
higher activity in comparison with the nonmodified 
hTERT promoter, while it retains tumor specificity.

Double tumor-specific promoters have also been de-
scribed [91, 92]. In order to increase the efficacy of ex-
pression of therapeutic genes in small lung cancer cell 
(SCLC), a chimeric double promoter based on promot-
ers of the hASH1 and EZH2 genes with a high level of 
expression in SCLC cells was obtained. The activity of 
the double chimeric promoter was higher than the ac-
tivities of the corresponding single promoters by up to 
1–8 fold, depending on the cell line of SCLC [92].

In another study, a high level of expression of apop-
tosis activator tBid in breast cancer cells was achieved 
via the use of a hybrid promoter consisting of promot-
ers of the human survinin gene and the gene encoding 
glycoprotein mucin; its expression increased in breast 
cancer cells [91]. Thus, the use of double promoters 
permits one to provide a high level of expression of the 

therapeutic gene in tumor cells, retaining specificity 
towards cancer. The use of double tumor-specific pro-
moters facilitates the construction of more universal 
gene therapeutic constructs: i.e., constructs that pro-
vide the expression of the therapeutic gene in many 
types of cancer cells. For instance, a vector bearing two 
DT-A gene fragments controlled by the promoters of 
the IGF2-P4 and H19 genes was constructed [93]. The 
introduction of this vector to  cells of several lines of 
urinary bladder cancer ensured  gene expression in all 
lines, whereas the DT-A gene controlled by one of the 
promoters, IGF2-P4 or H19, exhibited activity not in all 
the lines of tumor cells that were used.

No systems of double promoters containing melano-
ma-specific promoters have been described yet. How-
ever, the construction of systems based on melanoma-
specific promoters, such as promoters of the MIA and 
TYR genes, could provide a universal, highly efficient, 
and specific expression of the therapeutic gene in 
melanoma cells.

CONCLUSION
Melanoma treatment is associated with a number of 
difficulties, including the high resistance of melano-
ma cells and early metastazing, which determine the 
unfavourable prognosis. The necessity to affect the 
metastatic loci disseminated over the entire organism 
requires the systemic administration of antimelanoma 
agents, which involves a certain risk that other cells of 
the organism can be affected. Gene therapy, which has 
known rapid development, offers new methods that al-
low to increase the specificity of the effect on melanoma 
cells whilst simultaneously decreasing the probability 
of damaging healthy cells. The use of melanoma-spe-
cific promoters makes it possible to specifically affect 
melanoma cells. These methods have recently gone into 
the stage of development and are permanently being 
improved to find the most efficient solutions, start-
ing with the selection of optimal regulatory elements, 
the designing of constructs based on these elements, 
and ending with the search for new vectors, with both 
natural viruses or artificially constructed systems for 
packing the genetic material being used as such vec-
tors [94, 95]. One can hope that a simple and efficient 
system for the elimination of melanomas and its metas-
tases will be designed. 
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ABSTRACT А number of ribosomal proteins in Escherichia coli undergo posttranslational modifications. Six ri-
bosomal proteins are methylated (S11, L3, L11, L7/L12, L16, and L33), three proteins are acetylated (S5, S18, and 
L7), and protein S12 is methylthiolated. Extra amino acid residues are added to protein S6. С-terminal amino 
acid residues are partially removed from  protein L31. The functional significance of these modifications has 
remained unclear. These modifications are not vital to the cells, and it is likely that they have regulatory func-
tions. This paper reviews all the known posttranslational modifications of ribosomal proteins in Escherichia coli. 
Certain enzymes responsible for the modifications and mechanisms of enzymatic reactions are also discussed.
KEYWORDS ribosomal proteins; posttranslational modification; Escherichia coli
ABBREVIATIONS RNA – ribonucleic acid; rRNA – ribosomal RNA; mRNA – messenger RNA; tRNA – transfer 
RNA; IF2 – initiation factor 2; EF-Tu – elongation factor Tu; EF-G – elongation factor G; RF3 – release factor 3; 
GTP – guanosine-5′-triphosphate

INTRODUCTION
Ribosome is a sophisticated molecular machine that is 
responsible for the correct translation of genetic in-
formation from the mRNA nucleotide sequence into 
the amino acid sequence of the synthesized protein. A 
ribosome is a complex of ribosomal RNAs (rRNAs) and 
proteins consisting of two unequal parts (the large and 
the small subunits). The small subunit of Escherichia 
coli ribosomes consists of 16S rRNAs and 22 proteins 
(denoted as S1–S22); the large subunit consists of 5S 
and 23S rRNAs and 34 different proteins (L1–L36). 
Both rRNAs and ribosomal proteins undergo enzy-
matic modification in the cell. The N-terminal methio-
nine residue is cleaved in more than half of ribosomal 
proteins. Six proteins are methylated (S11, L3, L11, 
L7/L12, L16, and L33), three proteins are acetylated 
(S5, S18, and L7), the S12 protein is methylthiolated, 
additional amino acid residues are added to the S6 
protein, and the L31 protein undergoes partial prote-
olysis (L31) (Table 1). The nature of certain modifica-
tions of the ribosomal proteins of E. coli has yet to be 
determined [1].

Most genes encoding the enzymes that perform post-
translational modification have been identified. None-
theless, the functional role of these modifications re-
mains poorly studied. The central role of the ribosome 
in the mechanism of realization of the genetic informa-
tion in the cell permits to assume that modified ribos-

omal proteins can be significant in a number of mecha-
nisms of the regulation of gene expression.

PROCESSING OF THE N-TERMINUS 
OF RIBOSOMAL PROTEINS
Removal of the N-terminal methionine residue by me-
thionine aminopeptidase (MAP) is the most common 
type of posttranslational modifications in proteins. The 
terminal methionine is cleaved in 37 E. coli ribosomal 
proteins out of 57 (Table 2).

This modification is most frequently found in pro-
teins in which the amino acid following methionine has 
the short side chain [2]. Large side chains impede the 
penetration of a protein into the active site of methio-
nine aminopeptidase. If the second residue in a protein 
molecule is alanine (21 case) or leucine, proline, or gly-
cine, the N-terminal residue is always cleaved. If the 
first residue is followed by lysine, isoleucine, glutamine, 
arginine, aspartic acid, tyrosine, glutamic acid, phe-
nylalanine, or valine, as it is observed in 20 ribosomal 
proteins, the N-terminal methionine residue is always 
retained in the protein molecule. When position 2 is oc-
cupied by serine, in four cases out of five, the methio-
nine residue is retained. It should be noted that methio-
nine residues are cleaved only from a certain portion of 
protein L33 molecules; some chains (no more than 25%) 
remain with the N-terminal methylated methionine. 
It is possible that this is associated with the competi-
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tion between N-terminal methylation and methionine 
cleaving [3].

PROCESSING OF THE C-TERMINUS OF PROTEIN L31 
The C-terminus amino acid sequence of the ribos-
omal protein L31 (...RFNK) determined chemically in 
[4] differs from the one predicted on the basis of the 
nucleotide sequence of the gene of this protein (…RF-
NKRFNIPGSK). A conclusion was made that protein 
L31 undergoes C-terminal processing (there may be a 
specific protease removing the RFNIPGSK fragment). 
These data were subsequently refuted; the primary 
structure of L31 was shown to agree with the genomic 
structure [5]. However, a mass spectrometry analy-
sis of ribosomal proteins detects two peaks for L31: at 
7871.1 Da, corresponding to the complete sequence of 
L31 predicted on the basis of the genomic sequence and 
that at 6971.1 Da, corresponding to the L31 fragment 
without the C-terminus region ...RFNIPGSK [1].  Pro-
tein L31 molecules are apparently only partially proc-
essed.

L31 is a component of a bacterial ribosome that has 
not been studied adequately. L31 is known to form a 
ribonucleoproteid complex with the rRNA proteins L5, 
L18, L25, and 5S. It is located at the vertex of the cen-
tral protuberance in immediate proximity to the site of 
the subunit contact. It is probable that the posttrans-
lational modification serves the purpose of protein ac-
tivation or has a regulatory role. However, there is no 
data on the function of the site-specific proteolysis of 
L31 or on its possible mechanism.

It is of interest that the E. coli genome contains two 
genes of protein L31 with a similar, but not identical, 
sequence [6]. Protein L31 that is present in cells un-
der “regular” laboratory conditions in which culturing 

is performed contains the “zinc ribbon” motif. When 
there is a deficiency in zinc ions, the expression of an-
other variant of L31 without the “zinc ribbon” is acti-
vated by the transcriptional regulator Zur. This switch-
ing likely facilitates economy of zinc ions in the cell. A 
similar mechanism has been described for ribosomal 
protein L36 [7].

METHYLATION OF RIBOSOMAL PROTEINS
Methylation is one of the most common types of post-
translational protein modifications to which various 
prokaryotic and eukaryotic proteins are subjected. 
Methylation is performed by special enzymes (meth-
yltransferases), which use S-adenosylmethionine as a 
methyl group donor. Five classes of methyltransferases 
differing in structure and substrate specificity exist.

The methylation of ribosomal proteins usually occurs 
at the side amino group of lysine or arginine; methyla-
tion of N-terminal amino groups is also common. Six ri-
bosomal proteins are methylated in E. coli cells (Table 1) 
[8]. Methyltransferases that are specific to two proteins 
(L11 and L3) (PrmA and PrmB, respectively) have been 
identified; the genes encoding them have been found. 
Very little data exist about other modifications.

Certain methylated ribosomal proteins play a sig-
nificant role in the functioning of ribosome: L7/L12 and 
L11 interact with the translation factors, and L3 par-
ticipates in ribosome assembly. However, regardless of 
the fact that the functions of these ribosomal proteins 
have been studied appreciably well, the biological sig-
nificance of their methylation is yet to be satisfactorily 
elucidated. Mutations in the genes encoding the cor-
responding methyltransferases do not result in notice-
able phenotypical changes. The methylation apparently 
regulates the intra- and intermolecular interactions in 

Table 1. Modifications of E. coli ribosomal proteins

Protein Modification position Modification Modifying enzyme

S5 N-terminal amino group Acetylation RimJ
S6 C-terminus Insertion of additional glutaminic acid residues RimK

S11
N-terminal amino group Methylation, formation of the isopeptide bond Not determined

Formation of isoaspartate residue Not determined
S12 Asp88 Methylthiolation RimO
S18 N-terminal amino group Acetylation RimI
L3 Gln150 Methylation PrmB

L7/L12 Lys81 Methylation Not determined
L11 Ala1, Lys3, Lys39 Methylation PrmA
L12 N-terminal amino group Acetylation RimL
L16 N-terminal amino group Methylation Not determined
L31 C-terminus Removal of amino acid residues Not determined
L33 N-terminal amino group Methylation Not determined
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a protein or impacts its affinity to RNA, thus influenc-
ing various cell processes: translation regulation, its ac-
curacy, RNA processing, and ribosome assembly.

Protein L11 Methylation
Ribosomal protein L11 is the most strongly methy-
lated protein of the bacterial translation apparatus 
[9]. It contains three methylated amino acid residues: 
the N-terminal alanine residue is trimethylated at the 
α-amino group, the 3rd and 39th lysine residues are 
trimethylated at ε-amino groups. Thus, a total of nine 
methyl groups are posttranslationally bound to the 
protein [10]. The methylation is performed by a single 
enzyme, PrmA (protein modification), which has been 
isolated and characterized [11]. It was ascertained that 
this protein has a mass of 31 kDa and uses S-adenosyl-
methionine as a methyl group donor and preferentially 
modifies the unbound protein L11. The latter fact at-
tests to the fact that methylation precedes the insertion 
of a protein into the ribosome [11].

The mutant E.  coli strain containing no methyl 
groups in protein L11 was obtained. The position of the 
prmA gene encoding methyltransferase PrmA was de-
termined using this strain [12].

This enzyme has a unique substrate specificity, 
which enables the modification of several amino groups  
of the protein which belong to different amino acid res-
idues and are located at different sites with respect to 
the peptide backbone (α- and ε-amino groups). To do 
so, either the enzyme has to be bound to a substrate in 
several different orientations, or the system of flexible 
substrate positioning has to be used for the multiple 
modifications. This system facilitates the reorientation 
of the substrate with respect to the permanent bind-
ing site. The PrmA structure and the mechanism of its 
interaction with the substrate has been the subject of 
thorough study [13, 14]. 

Methyltransferase PrmA consists of two domains 
connected by a flexible linker (Fig. 1). A large cata-
lytic C-terminal domain is a typical example of class I 
methyltransferases. Seven-stranded β-sheet is flanked 
on both sides by α-helices. A small additional three-
stranded β-sheet acts as an interlink between the C-
terminal domain and the linker interdomain α-helix. 
The small N-terminal domain consists of a four-strand-
ed β-sheet flanked by an interdomain linker α-helix, 
on one side, and by an N-terminal α-helix, on the other 
side. The N-terminal domain PrmA is unique; it is ca-
pable of recognizing and binding protein L11 (Fig. 1) 
[13]. It was ascertained using bioinformatics methods 
that the structure of the N-terminal domain PrmA is 
reminiscent of the V-domain of the EF-G factor, which 
is located in close proximity to protein L11 upon bind-
ing with the ribosome [15].

Table 2. Posttranslational removal of the N-terminal me-
thionine residue in E. coli ribosomal proteins [1]

Protein Removal  
of Met

The second residue  
following Met

S1 ? Thr
S2 + Ala
S3 + Gly
S4 + Ala
S5 + Ala
S6 – Arg
S7 + Pro
S8 + Ser
S9 + Ala

S10 – Gln
S11 + Ala
S12 + Ala
S13 + Ala
S14 + Ala
S15 + Ser
S16 – Val
S17 + Thr
S18 + Ala
S19 + Pro
S20 + Ala
S21 + Pro
S22 – Lys
L1 + Ala
L2 + Ala
L3 – Ile
L4 – Glu
L5 + Ala
L6 + Ser
L7 + Ser
L9 – Gln

L10 + Ala
L11 + Ala
L12 + Ser
L13 – Lys
L14 – Ile
L15 – Arg
L16 – Leu
L17 – Arg
L18 – Asp
L19 – Ser
L20 + Ala
L21 – Tyr
L22 – Glu
L23 – Ile
L24 + Ala
L25 – Phe
L26 + Ala
L27 + Ala
L28 + Ser
L29 – Lys
L30 + Ala
L31 – Lys
L32 + Ala
L33 + Ala
L34 – Lys
L35 + Pro
L36 – Lys
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The binding surface between the N-terminal do-
main PrmA and protein L11 is partially overlapped by 
the binding surface of L11 and 23S rRNA. Therefore, 
PrmA modifies L11 only in the unbound state, prior to 
its insertion into the ribosome. This fact is confirmed by 
the data obtained earlier on in vitro methylation [11]. 
The binding of the N-terminal domain PrmA to L11 is 
highly specific and is stabilized by a number of hydro-
gen bonds, whereas the catalytic C-terminal domain 
does not possess any specificity; its interaction with 
the substrate is stabilized only by the local hydropho-
bic interaction (the side chain of the modified lysine 
residue enters the active site via the tunnel formed by 
hydrophobic amino acid residues, which interact with 
the hydrophobic part of the side lysine radical). Due to 
the flexibility of the interdomain linker, the catalytic 
domain can change its position with respect to the N-
terminal domain bound to L11 and methylate all the 
amino groups that are available to it (Fig. 2).

In the structure of a catalytic domain, there is a spe-
cial hydrophobic pocket for the binding of S-adenosyl-
methionine; this pocket is open. This means that the 
exchange between S-adenosylhomocysteine (the re-
action product) and S-adenosylmethionine is possible 
without disturbance of the enzyme-substrate complex. 
The active site of PrmA contains no atoms that could 
impede the rotation of the methylated amino group, 
which allows the enzyme that are bound to the sub-
strate to trimethylate it. To methylate the amino group, 
it is necessary that the catalytic centre contain a basic 
amino acid residue that can accept a proton from the 
nitrogen atom. His104 located in the active site oppo-
site the cofactor binding site apparently acts as such a 
residue.

Thus, the methylation performed by enzyme PrmA 
is a rare example of simultaneous specific recognition of 
the target and multiple modifications of substrate due 
to the spatial separation of the binding site and the cat-
alytic center, as well as their mutual mobility. A single 
methyltransferase molecule is capable of sequentially 
introducing nine methyl groups into protein L11, with-
out the dissociation of the enzyme-substrate complex.

Protein L11 is a conservative component of the large 
subunit of the bacterial ribosome and is an active par-
ticipant of the interaction between the ribosome and 
the factors of translation initiation, elongation, and 
termination. It consists of two domains connected by 
a flexible linker: the C-terminal domain binding 23S 
rRNA and the N-terminal domain interacting with the 
translation factors [13]. The N-terminal domain is the 
target of antibiotic thiostrepton, which inhibits EF-G–
ribosome binding (resistance towards thiostrepton is 
ensured by a number of mutations in the N-terminal 
domain of protein L11) [16]. It was revealed via cryo-
electron microscopy that the N-terminal domain of L11 
is in direct contact with the EF-G [15] and EF-Tu fac-
tors [17].

All amino acid residues trimethylated with PrmA 
are located in the N-terminal domain. This arrange-
ment of the modified residues near the site of contact 

N-terminal 
domain

L11  
(N-terminal 

domain)

PrmA

C-terminal 
domain

Fig. 1. The PrmA–
L11 complex 
structure. PrmA 
and L11 are 
colored in salmon 
and cyan. The 
Lys39 side chain 
is shown in a stick 
representation 
[13].

N-terminal  
domain

C-terminal  
domain

SAM

Fig. 2. Superposition of four different conformations of 
PrmA. Apo-enzyme structures are colored in green and 
grey. The SAM-bound form of PrmA is colored in yellow. 
The structure of PrmA in the complex with L11 is colored in 
salmon [13].
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with the translation factors may point to the functional 
significance of methylation. The PrmA structure is con-
servative in all bacteria, which may also attest to its 
contribution to L11 functions. Nevertheless, the func-
tion of modification carried out by PrmA has not, as 
yet, been ascertained. In addition to being viable, the 
strain with a mutation of the prmA gene does not differ 
noticeably from the wild-type strain (the same growth 
rate and the same behavior under stress conditions) [18, 
19]. This means that multiple methylation of L11 is not 
necessary for the normal functioning of the ribosome. 
Meanwhile, it may have an effect both on the rate and 
accuracy of such stages of ribosome functioning as de-
coding and translocation, which can be detected only 
using a very accurate kinetic in vitro analysis or by the 
in vivo introduction of specific mutations into protein 
L11 or other components of the translation apparatus 
[13].

Methylation of Protein L3
One methyl group is posttranslationally added to ri-
bosomal protein L3 [20]. The methylation takes place 
at the amide group of the 150th glutamine residue [21]. 
Modification is performed by specific methyltrans-
ferase PrmB. Its gene has been identified [12]. PrmB 
is the first described methyltransferase with an amide 
nitrogen atom acting as its target.

The absence of methylation in protein L3 in the 
strain containing a mutation in the prmB gene is com-
bined with cold sensitivity. The growth rate of mu-
tant cells at 22°С is considerably lower than that in 
wild-type cells [22, 23]. This is due to the fact that at 
low temperatures ribosome assembly in mutant cells is 
inefficient; the structure and stability of the resulting 
intermediate ribonucleoproteid complexes differ from 
that of the corresponding intermediates in the wild-
type strain. Nevertheless, the mutant ribosomes that 
are completely formed at a reduced temperature do not 
differ from the wild-type ribosomes in terms of their 
stability. No difference in the translation rate or its ac-
curacy was observed neither in vivo nor in vitro [22].

In vitro studies of the activity of the PrmB enzyme 
demonstrated that protein L3, in the unbound state, 
does not undergo methylation. Neither does methyl-
transferase methylate, the completely assembled ribos-

ome. The highest activity is observed in the partially 
assembled ribosome and in the presence of RNA (of any 
type, not necessarily ribosomal) in the reaction mixture 
[22].

Protein L3 is bound to the 3’-terminal site of 23S 
rRNA at the very first stage of structure folding and, 
along with L24, is the initiator of the entire process of 
ribosome assembly [24].

A conclusion can be made from the aforementioned 
that PrmB in vivo methylates L3 by binding to the ri-
bosome at one of the intermediate stages of its folding; 
hence, it is likely to have a certain effect on the cor-
rectness of its packing. Thus, the PrmB enzyme can be 
referred to ribosome assembly factors.

Protein L3 has a globular domain located on the ri-
bosome surface and a long tail that is deeply submerged 
inside. The modified 150th glutamine residue is locat-
ed inside the ribosome near the tunnel or the growing 
polypeptide chain. It forms contacts with the nucleotide 
residues G2032, C2055, and A2572, which are located 
in the 3’-terminal region of 23S rRNA. This residue ap-
parently contributes to the formation and maintenance 
of the correct rRNA conformation.

Methylation of Protein S11 and Formation of the Iso-
meric Peptide Bond
In ribosomal protein S11, the N-terminal amino group 
belonging to the alanine residue undergoes methyla-
tion. In addition to methylation, the formation of an 
isopeptide bond is observed. Only one E. coli protein, 
S11, is susceptible to this transformation. During this 
process, the peptide bond between the first and second 
residues (alanine and lysine) in the S11 molecule is de-
stroyed (Fig. 3) [25].

It was reported [26] that the isoaspartate residue 
was detected in the protein S11; there is 0.5 mol of iso-
aspartate per 1 mol of the protein. It was demonstrated 
that only S11 has such a modification in the logarithmic 
growth phase.

Neither the enzymes that perform the aforemen-
tioned modifications nor the functional role of the mod-
ifications have been ascertained.

Protein S11 is located in immediate proximity to 
mRNA and tRNA in the E-site. Its N-terminus protrud-
ing on the ribosome surface cannot be seen in the crys-
tal structure and probably has no fixed orientation. It 
is unlikely that the modified residue contributes to the 
maintenance of the ribosome structure. The methyl-
ated N-terminus of S11 probably interacts with tRNA 
and facilitates its escape from the E-site.

Methylation of Protein L7/L12
Ribosomal protein L7/L12 is monomethylated at the 
ε-amino group of the 81st lysine residue. The degree of 

Fig. 3. Structure 
of the N-terminal 
amino acid resi-
due of S11, which 
is methylated and 
forms isopeptide 
linkage [25].
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methylation strongly depends on temperature. At 37°С, 
almost no modification is observed (less than 0.1 methyl 
groups per protein molecule). The number of groups 
introduced increases abruptly with decreasing temper-
ature and is equal to 0.6 monomethyl-lysine residues 
per protein molecule [27]. The enzyme performing this 
reaction has not been identified.

The protein L7/L12 is located in the ribosome as a 
tetramer representing a rod-shaped appendix, the so-
called “L7/L12 stalk”. Each chain in a tetramer consists 
of two domains: the N-terminal domain, which is bound 
to protein L10, and the C-terminal domain. The do-
mains are connected by a flexible linker, which makes 
it possible for the C-terminal domains to change their 
orientation with respect to the large subunit. Thus, L7/
L12 is the only ribosomal protein that does not have di-
rect contact with rRNA; it is bound to it via the complex 
with protein L10. This complex plays a significant role 
in the translation process; it participates in the binding 
between the translation factors (IF2, EF-Tu, EF-G, and 
RF3) and the ribosome [28]. The methylated residues 
are located in the C-terminal domain, and it is possible 
that they contribute to the interaction with the transla-
tion factors.

Methylation of Proteins L16 and L33
N-terminal amino groups are methylated in the ribos-
omal proteins L16 and L33. In L16, the first methionine 
residue is methylated [29]. In L33, some polypeptide 
chains start with the monomethylated methionine 
(no more than 25%), whereas some chains start with 
monomethylated alanine [30]. Such heterogeneity is 
probably associated with the competition between the 
processes of methylation and N-terminal methionine 
cleavage [30]. The assumption of a possible reduction of 
N-formylmethionine to N-methylmethionine has been 
refuted [3].

The methyltransferases performing the modification 
of proteins L16 and L33 have not been identified.

Another modification type has been detected in pro-
tein L16. Based on the amino acid sequence, the molec-
ular weight of protein L16 is supposed to be 15281.3 Da. 
However, there is no peak in the mass spectrum of this 
protein that would correspond to this weight, although, 
there is a peak corresponding to 15326.2 Da, which is 
higher by 44.9 Da. The methyl group at the N-terminus 
of the protein increases its weight only by 14 Da. This 
entails that the molecule L16 should contain at least 
one more posttranslational modification. Hypotheti-
cally, Arg81 undergoes hydroxylation. However, in 
this case the modified protein should be lighter than 
the value observed by mass spectroscopy: 14.9 Da [1]. 
Another methylation or hydroxylation may take place. 
The more explicit data concerning the nature and lo-

calization of the unknown modification were obtained 
from the mass spectra of the products of tryptic cleav-
age of protein L16.

Proteins L16 and L33 are located near the central 
protuberance on the opposite sides from it. Their N-
terminal residues are exposed to the ribosome surface 
and are not in direct contact with rRNA and the pro-
teins.

ACETYLATION OF RIBOSOMAL PROTEINS
Nα-acetylation of proteins is catalysed by Nα-
acetyltransferases, which transfer the acetyl group 
from acetylcoenzyme A to the N-terminal amino group 
of the protein. In eukaryotes, this modification of pro-
teins is widespread: 80–90% of cytoplasmic proteins in 
mammals and 50% in yeasts are acetylated at the N-
terminal amino acid residue [31]. In prokaryotes, this 
modification is rarely realized. Only four E. coli proteins 
are known to undergo this process: the EF-Tu factor 
and the ribosomal proteins S5, S18, and L7. The genes 
which encode the enzymes that perform the modifi-
cation of the ribosomal proteins S5, S18, and L7 were 
determined: rimJ, rimI, and rimL, respectively. Each 
of the mentioned transferases specifically modifies only 
one protein (as opposed to eukaryotes, in which these 
enzymes are less specific). Despite their similar func-
tions, the structures of these enzymes are very differ-
ent. The similarity between sequences RimI (148 resi-
dues), RimJ (194 residues), and RimL (178 residues) 
is 19 and 20%, respectively; while that between RimJ 
and RimL is 23% (although RimI and RimJ are alanine 
acetyltransferases, whereas RimL is serine acetyltrans-
ferase). It is likely that these proteins have no common 
ancestor and evolved independently from each other 
[32].

Eukaryotic Nα-acetyltransferases typically consist 
of two or three different subunits; they cotranslation-
ally modify the substrate, whereas the prokaryotic en-
zymes are most frequently monomeric or in the form of 
homodimers (e.g., RimL) and acetylate substrate post-
translationally [33].

Acetylation of Protein S5
Ribosomal protein S5 is acetylated at the α-amino 
group of the first alanine residue [34]. The acetylation 
is performed by a specific enzyme, RimJ (ribosomal 
modification) [35]. The rimJ gene encoding this enzyme 
has been identified and sequenced [36].

The substrate specificity of RimJ has been ascer-
tained. Poot et al. [37] investigated an E. coli strain con-
taining the mutation in the central pseudoknot in 16S 
rRNA (C18A). This mutation leads to the disturbance 
of the assembly of the 30S subunit, deterioration of 
binding between it and proteins S1, S2, S18, and S21 
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and, therefore, to the reduction in translation efficacy. 
Moreover, the mutation results in a decrease in the pro-
portion of acetylated molecules S5; i.e., the activity of 
RimJ decreases. This is apparently connected with the 
fact that S5 is located in immediate proximity to the 
central pseudoknot, in which the mutations can change 
the site of landing of S5 on the 30S subunit; therefore, 
RimJ cannot be bound to the substrate. It should be 
noted that non-acetylated S5 has not been found in the 
assembled 70S mutant ribosomes. The binding between 
the mutant 30S subunit and 50S apparently stabilizes 
the functionally active conformation of the 30S subunit. 
Having this conformation, the 30S subunit becomes the 
RimJ substrate. It was earlier demonstrated that the 
mutation in protein S4 also results in lower efficacy of 
acetylation of S5 [38]. These data attest to the fact that 
acetylation of S5 is performed on an assembled ribos-
ome.

The function of RimJ is associated not only with the 
modification of protein S5, but also with other stages 
of biogenesis of the small ribosomal subunit [39]. In the 
E. coli strain with mutation in the gene of protein S5 
(the 28th glycine residue is substituted for aspartic 
acid), the assembly of ribosomes is disturbed, trans-
lation accuracy is reduced, and cold sensitivity is ob-
served. The superexpression of RimJ in this strain 
completely recovers all the translational defects. This 

entails that, regardless of the acetyltransferase actriv-
ity, RimJ contributes to the formation of the correct 
ribosome structure. It can be proven by the fact that 
RimJ is bound to subunit 30S at early stages of its as-
sembly [39]. The functions of RimJ as a factor of ribos-
ome and acetyltransferase assembly can be combined 
and performed simultaneously or sequentially.

Protein S5 is located on the side of the small subunit 
that is opposite to the decoding centre. The N-termi-
nal residues protrude over the ribosome surface and 
cannot be seen in the crystal structure. Therefore, the 
α-amino group of the first residue of protein S5 within 
a ribosome is accessible for acetylation, which agrees 
with the results of study [37].

Protein RimJ performs functions that are not di-
rectly connected with the acetylation of S5. It has been 
demonstrated that RimJ is a repressor of the pap oper-
on responsible for pilus biosynthesis in the pathogenic 
E. coli strain causing pyelonephritis. RimJ regulates the 
transcription of this operon depending on environmen-
tal conditions (temperature, the presence of nutrients). 
The mechanism of this regulation and how it is con-
nected to the acetyltransferase function of RimJ have 
not been ascertained [40].

Acetylation of Protein S18
In a similar fashion to S5 and L12, protein S18 under-
goes N-terminal acetylation (at the alanine residue) [41]. 
The modification is performed by the specific acetyl-
transferase encoded by the rimI gene [36].

Acetylation of S18 does not belong to the modifica-
tions that are vital to a cell. The cells with mutations in 
the rimI gene are not only viable, but they also do not 
phenotypically differ from wild-type cells [42].

The 3D structure of RimI from Salmonella typhimu-
rium (the primary structure being absolutely identical 
to RimI from E. coli) has been determined [32]. The en-
zyme has a mixed αβ-structure, with the central seven-
stranded β-sheet flanked by four α-helices (Fig. 4). The 
central sheet has a predominately antiparallel struc-
ture, with the exception of the parallel 4th and 5th 
strands. The order of β-strands in the sheet is linear, 
with the exception of strand β7 that is located between 
β5 and β6. The sheet has a V-shaped structure, where 
strands β1–β4 form one shoulder, while strands β5–β7 
form the other shoulder. It is assumed that the acetyl-
transferase center is located in the V-shaped broaden-
ing between the β4- and β5-strands.

Based on the data on the 3D structure of the com-
plex of enzyme with substrate and coenzyme (acetyl 
coenzyme A), a mechanism of acetyltransferase reac-
tion was proposed (Fig. 5).

The N-terminal nitrogen atom in S18 nucleophilically 
attacks the carbonyl carbon atom of acetyl coenzyme A, 

Fig. 4. Structure of the RimI-bisubstrate complex. Bisub-
strate is shown as sticks. From the N-terminus, secondary 
structural elements are colored green (b1, a1, a2), yellow 
(b2–b4), red (a3, b5), and blue (a4, b6) [32].
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with the Glu103 residue acting as a proton acceptor 
(Fig. 5a). This results in the formation of a tetrahedral 
intermediate (Fig. 5b). Tyr115 acts as a proton donor 
upon decomposition of the intermediate (Fig. 5c).

Despite the fact that the mechanism of S18 acetyla-
tion has been ascertained, the function of acetylation 
and the stage at which it takes place have not as yet 
been elucidated. Protein S18 is located in the central 
domain of the small ribosomal subunit near proteins 
S11 and S6. The interaction between S18 and S6 is so 
strong that a stable heterodimer is formed [43]. S18 is 
located near the E-site. The first 15 N-terminal resi-
dues in S18 cannot be seen in the crystal structure of 
the ribosome; therefore, it is most likely that they do 
not have a fixed 3D position. They are probably located 
near the site of mRNA landing on the small subunit. In 
this case, the N-terminal acetylation can have an effect 
on the translation initiation process.

Acetylation of Protein L12
Ribosomal protein L12 exists in two different forms: 
the non-acetylated (L12) and acetylated (so-called L7) 
forms [44]. Due to the identity of the amino acid se-
quences, this protein is called L7/L12.

Acetylation of the α-N-atom of Ser1 in protein L12 
is performed by the specific enzyme RimL and results 
in the formation of L7 [45]. RimL is capable of in vitro 
acetylation of the two unbound proteins L12 [46] and 
L12 within the ribosome [33]. Apparently,  in  vivo 
modification of L12 can also take place at any stage of 
ribosome biogenesis. As opposed to the totally modi-
fied S5 and S18, L12 is only partially acetylated. The 
L7/L12 ratio varies depending on the phase and rate 
of cell growth. In the middle of the logarithmic phase, 
the proportion of L12 attains 85%; then, the L7 content 
gradually increases to 75–80% in the stationary phase 
[47]. When the cells grow in a minimum medium, all of 

the protein is converted into the L7 form.
The modification of L12 was shown to enhance the 

strength of the complex formed by the L7/L12 tetram-
er and protein L10 [48]. These authors account that 
by the fact that acetylation stabilizes the N-terminal 
α-helices of L7 (are denoted as α1 in Fig. 6) and fix the 
position of the N-terminal residue in space, thus mak-
ing the structure more compact and stronger.

Nevertheless, the strain with a mutation in the rimL 
gene, in which the entire protein L12 is present in 
deacetylated form, has no noticeable phenotypic dis-
tinctions from the wild-type strain. In particular, there 
is no difference in the cell growth rate at 25, 37, or 42°С 
[46]. Therefore, the modification is insignificant for ri-
bosome functioning; the question as to its possible func-
tion remains open.

The substrate specificity of RimL and nature of 
the N-terminal amino acid residue of the substrate 
was studied in [33]. According to the data published, 
in Nα-acetylated proteins these residues typically are 
represented by serine, alanine, or methionine. Thus, it 
is serine for L12 from E. coli and alanine for L12 from 
Pseudomonas aeruginosa and Bacillus subtilis and S18 
and S5 from E. coli. The assumption that RimL is not 
specific towards the N-terminal residue has been ex-
perimentally confirmed. RimL efficiently acetylates 
in vitro the mutant L12, with Ser1 replaced by Ala1 
[33].

In the case of eukaryotic Nα-acetyltransferases, the 
second amino acid residue of the Nα-acetylated protein 
has an effect on the modification of the first protein. 
If the second residue is aspartate or glutamate, modi-
fication occurs efficiently. In order to investigate the 
effect of the second amino acid residue on the activ-
ity of RimL, the mutant L12 was obtained, with Ile2 
replaced by Asp2. It turned out that RimL acetylates 
this mutant protein much less efficiently in comparison 

а b c

Fig. 5. The pro-
posed mechanism 
of the reaction 
catalyzed by RimI. 
(i) Nucleophilic at-
tack on the carbo-
nyl carbon of Ac-
CoA; (ii) collapse 
of the tetrahedral 
intermediate; (iii) 
product complex 
[32].
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with the native L12. This, again, emphasizes the differ-
ence between prokaryotic Nα-acetyltransferases and 
eukaryotic ones [33].

The crystal structure of RimL was obtained from 
Salmonella typhimurium (the similarity between the 
primary structure and the RimL from E. coli is 83%). 
RimL is a homodimer that is capable of binding two 
molecules of acetyl coenzyme A and modifying dimeric 
L12 [49].

METHYLTHIOLATION OF PROTEIN S12
The primary structure of ribosomal protein S12 of 
E. coli was determined chemically; however, its 88th 
amino acid residue could not be identified [50]. The sub-
sequent sequencing of the gene encoding S12 demon-
strated that aspartic acid is located at this position [51].  
Only 20 years later was it shown mass spectrometrical-

ly that the molecular weight of S12 is equal to 13652 Da 
(which is bigger than that predicted on the basis of the 
nucleotide sequence by 46.1 Da) [1].  Further study of 
this phenomenon demonstrated that this discrepancy 
is conditioned by the presence of the methylthioether 
group (–SCH3) (Fig. 7) at the β-carbon atom of Asp88 
[52]. Later, the rimO gene encoding methylthiotrans-
ferase that performs this posttranslational modification 
was found [53].

This reaction is an example of the enzymatic forma-
tion of the C–S bond from C–H, which is relatively rare 
in nature. These reactions occur via a radical mecha-
nism using S-adenosylmethionine as a coenzyme [54]. 

S12 is the conservative element of ribosome; the 
Asp88 residue was found in all known S12 homologues: 
in bacteria, archaebacteria and eukaryotes (although 
the modification is not always observed). Asp88 is lo-
cated near the functional centers of the ribosome. The 
attempts to obtaining E. coli cells with a mutation of 
this amino acid were unsuccessful. All these facts point 
to the significance of Asp88 in the functioning of ribos-
ome.

All the methylthiotransferases that had been known 
before RimO posttranscriptionally modify RNA; RimO 
is the first studied enzyme in this family, with a protein 
as its target. In addition to RimO, only one methylth-
iotransferase was detected in E. coli: MiaB modifying 
tRNA. The amino acid sequences of these two proteins 
are characterized by a close similarity [53]. In particu-
lar, they both contain the СхххСххС motif, which is 
canonical for the entire methylthiotransferase family.

The methylthiolation of protein S12 was carried out 
via a radical mechanism (Fig. 8). At the first stage, the 
C–S bond in S-adenosylmethionine is broken, yield-
ing an unbound methionine and a 5’-desoxyadenosyl 
radical. Then, this radical takes away a hydrogen atom 
from the β-carbon atom of Asp88. Next, a thioether 
is formed, which undergoes methylation at the final 
stage. Thus, two molecules of S-adenosylmethionine 
are required to modify a single molecule of protein S12 
[55].

At the final stage, the RimO enzyme also takes part 
in the methylation. This means that RimO is methyl-
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Fig. 6. A hypothetical model of E. coli ribosomes with the 
ribosomal stalk complex attached. L10 is shown in blue; 
L7/L12 dimers, in red/magenta and light/dark green. 
The detailed view of the interaction of the L7/L12 NTD 
dimer with a segment of the α8 helix of L10 illustrates the 
hypothesis that N-terminal acetylation results in stronger 
binding of the L7 NTD dimer onto the α8 helix of L10 [48].
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transferase, although no conservative S-adenosylme-
thionine-binding motifs that are typical of enzymes of 
this class have been detected in it [56].

It was ascertained through spectroscopic studies 
that there are two [4Fe–4S] clusters in the structure 
of RimO (Fig. 9). The first cluster is coordinated by the 
residues Cys150, Cys154, and Cys157 (the conserva-
tive СхххСххС motif); the second is coordinated by 
the residues Cys17, Cys53, and Cys82. It is assumed 
that the first cluster participates in the formation of 
the 5’-desoxyadenosyl radical, whereas the second one 
serves as the source of sulphur atoms for thioether for-
mation [56].

RimO contains the so-called TRAM domain, which 
serves for RNA binding in MiaB [53]. This could be an 
indication that RimO modifies protein S12 within the 
ribosome. It has indeed been confirmed experimentally 
that RimO in vivo methylthiolates residue Asp88 of 
protein S12, which is a component of the small subu-
nit [57]. It was ascertained earlier that the recombinant 
RimO from E. coli and Thermatoga maritima can mod-
ify in vitro the synthetic peptide substrate imitating a 
loop containing residue Asp88; however, the efficacy of 
the modification is very low [58].

It was recently demonstrated that in addition to 
RimO, the conservative protein YcaO also partici-
pates in the modification of protein S12; the function 
of YcaO remained unknown. Knockout of the ycaO 
gene results in the almost complete suppression of 
the methylthiolating activity of RimO. Moreover, the 
transcriptome analysis of strains with the deletion of 
the rimO and ycaO genes points to the overlapping 
of transcriptional phenotypes, which attests to the 
functional similarity between RimO and YcaO. Pro-
tein YcaO is bound to the small subunit and probably 
functions as a chaperon by facilitating the formation 
of the enzyme–substrate complex [57].

It should be mentioned that after the methylthiola-
tion of the aspartic acid residue, a new chiral centre 
(β-carbon atom) emerges; however, its configuration 
has not yet been ascertained.

Protein S12 consists of a globular domain located 
near the A-site in the decoding centre and a long rod-
shaped tail, which fixates the protein on the small 
subunit. S12 is the only protein located on the contact 
surface between the large and small subunits. The 
modified residue is located near the decoding centre; 
however, it forms direct contacts neither with mRNA 
nor tRNA. It is submerged into a pocket formed by two 
loops: the first loop is formed from the nucleotides 522–
528 of 16S rRNA, the second loop is formed from the 
amino acid residues 44–51 of S12.

The function of S12 modification has not been eluci-
dated yet. It is known that mutations in the neighbor-
ing residues (Lys87, Ley89, Pro90, Gly91, and Arg93) 
lead to the emergence of resistance to streptomycin 
or streptomycin dependence [53]. It is also known that 
protein S12 participates in the spontaneous transloca-
tion of the ribosome (independent of EF-G and GTP), 
whereas the mutation in the neighboring 87th amino 
acid residue violates this function [59]. Nevertheless, in 
case of mutation in the rimO gene, none of these phe-
notypical changes take place. The only difference be-
tween this mutant and the wild-type strain consists in 
a slightly reduced growth rate [53].

MODIFICATION OF PROTEIN S6
Ribosomal protein S6 has a unique type of posttrans-
lational modification. From two to six glutaminic acid 
residues (…ADDAEAGDSEE(E)0–4

) are located on its 
C-terminus [60, 61]. Only the first two (…ADDAEAGD-
SEE) are encoded in the gene (rpsF) [62]; the rest of the 
residues are added posttranslationally. The modifica-
tion occurs in a stepwise fashion; glutaminic acid resi-
dues being added one by one [63].

The mutant strain was obtained; it contained only 
two glutaminic acid residues and demonstrated no het-
erogeneity of the C-terminus of protein S6. Using this 
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strain, the rimK gene that is responsible for this modi-
fication was detected [64]. This gene encodes an enzyme 
with a molecular weight of 31.5 kDa, which recognizes 
the protein S6 and adds more residues on its C-termi-
nus. In the case of the mutation in the rpsF gene, re-
sulting in substitution of the penultimate residue of 
glutaminic acid by lysine, no posttranslational modifi-
cation of protein S6 was observed [64]. This means that 
RimK recognizes the C-terminal region of wild-type 
protein S6. In some mutant strains, RimK adds more 
than four glutaminic acid residues to S6; however, the 
reasons for this have not been elucidated [65].

It was ascertained that under conditions when ribos-
ome assembly does not occur (in cells irradiated with 
ultraviolet light), S6 does not undergo modification [66]. 
The RNA-binding motif was found in RimK using bio-
informatics methods [67]. These data may point to the 
fact that modification occurs during or after the inser-
tion of protein S6 into the ribosome.

Protein S6 is located in the central domain of the 
small ribosomal subunit. By interacting with the pro-
teins S18, S8, and S15, it protects 16S rRNA against 
attacks by endonucleases. The C-terminal amino acid 
residues of S6 protrude outside and are not seen in the 
crystal structure.

S6 is the most acidic protein of the 30S subunit 
(pI = 4.8), the posttranslational modification enhanc-
ing its acidity to a larger extent. The function of this 
modification has yet to be elucidated; however, it is the 
first known case of posttranslational addition of amino 
acid residues. 
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ABSTRACT Functionalized gold nanoparticles with controlled geometrical and optical properties are the subject 
of intensive studies and biomedical applications, including genomics, biosensorics, immunoassays, clinical chem-
istry, laser phototherapy of cancer cells and tumors, the targeted delivery of drugs, DNA and antigens, optical 
bioimaging and the monitoring of cells and tissues with the use of state-of-the-art detection systems. This work 
will provide an overview of the recent advances and current challenges facing the biomedical application of gold 
nanoparticles of various sizes, shapes, and structures. The review is focused on the application of gold nanopar-
ticle conjugates in biomedical diagnostics and analytics, photothermal and photodynamic therapies, as a carrier 
for delivering target molecules, and on the immunological and toxicological properties. Keeping in mind the 
huge volume and high speed of the data update rate, 2/3 of our reference list (certainly restricted to 250 Refs.) 
includes publications encompassing the past 5 years.
KEYWORDS gold nanoparticles; plasmon resonance; biosensors; biomedical diagnostics; photothermal and pho-
todynamic therapy; targeted drug delivery; nanotoxicology
ABBREVIATIONS GNP – gold nanoparticles; PR – plasmon resonance; PPTT – plasmonic photothermal therapy; 
PEG – polyethylenglycol; SEM – scanning electron microscopy; TEM – transmission electron microscopy; PDT – 
photodynamic therapy; TNF – tumor necrosis factor; CTAB – cetyltrimethylammonium bromide; SPIA – sol 
particle immunoassay
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INTRODUCTION
Gold is one of the first metals to have been discovered; 
the history of its study and application spans at least 
several thousand years. The first data on colloidal gold 

can be found in treatises by Chinese, Arabian, and In-
dian scientists, who managed to obtain colloidal gold 
as early as in the V–IV centuries BC. They utilized it 
for medicinal purposes (Chinese “golden solution” and 
Indian “liquid gold”), amongst other uses. In Europe 
during the Middle Ages, colloidal gold was studied and 
used in alchemist laboratories. Paracelsus wrote about 
the therapeutic properties of gold quintessence — 
“quinta essentia auri,” which he obtained via the reduc-
tion of gold chloride by vegetable extracts in alcohols 
or oils. He used the “potable gold” for the treatment 
of a number of mental diseases and syphilis. His con-
temporary, Giovanni Andrea, used “aurum potabile” 
as a therapy for patients with leprosy, plague, epilepsy, 
and diarrhea. In 1583, the alchemist David de Planis-
Campy, who served as doctor to Louis XIII of France, 
recommended his “longevity elixir,” a colloidal solu-
tion of gold in water. The first book on colloidal gold 
preserved to our days  was published in 1618 by the 
philosopher and doctor of medicine Francisco Antonii 
[1]. It contains data on how to obtain colloidal gold and 
its application in medicine, including practical advice.
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Despite its centuries-old history, the “revolution in 
immunochemistry” associated with the use of gold na-
noparticles (GNP) in biological studies occurred only in 
1971, when the British researchers Faulk and Taylor 
[2] described a method of antibody conjugation with 
colloidal gold for direct electron microscopy visualiza-
tion of the surface antigens of salmonellae. The study 
was initiated using biospecific markers – colloidal gold 
conjugated with immunoglobulins and other molecules 
– in different spheres of biology and medicine. Over the 
past 40 years, there have been many studies devoted to 
the application of functionalized nanoparticles – con-
jugates with recognizing biomacromolecules (antibod-
ies, lectins, enzymes, aptamers, etc.) – in biochemistry, 
microbiology, immunology, cytology, plant physiology, 
morphology, etc.

The range of GNP use in modern medical and biology 
studies is extremely wide. In particular, it comprises ge-
nomics, biosensorics, immunoanalysis, clinical chemis-
try, detection and photothermolysis of microorganisms 
and cancer cells; the targeted delivery of drugs, DNA 
and antigens; optical bioimaging and the monitoring of 
cells and tissues using modern registration systems. It 
has been argued that gold nanoparticles could be used 
in almost all medical applications: diagnostics, therapy, 
prevention, and hygiene. A wealth of information on 
how to obtain and use colloidal gold in biology and med-
icine, as well as how it functions, can be found in books 
and reviews [3–8]. The broad range of applications for 
GNP is based on their unique physical and chemical 
properties. In particular, the optical properties of GNP 
are determined by their plasmon resonance, which is 
associated with the collective excitation of conduction 
electrons and localized in the broad region, from the 
visible to the infrared (IR) region, depending on the 
particle size, shape, and structure [9].

Taking into account the large volume of data pub-
lished and the high speed at which they are updated, 
our review aimed to generalize the results obtained 
over the past several years in the most promising di-
rections in the use of GNP in modern medical and bio-
logical studies.

1. GOLD NANOPARTICLES IN DIAGNOSTICS
1.1. Visualization and bioimaging 
Gold nanoparticles have been in active use in the iden-
tification of chemical and biological agents. Electron 
microscopy (predominantly, transmission electron mi-
croscopy — TEM) has historically remained the pre-
dominant means to detect biospecific interactions using 
colloidal gold particles (due to their high electron den-
sity). It is not by happenstance that the first three-vol-
ume publication about the application of colloidal gold 
[10] was chiefly devoted to TEM using GMP. The use 

of high-resolution instruments (high-resolution trans-
mission electron microscope – HRTEM) and systems of 
digital recording and the processing of images are ex-
amples of the modern application of electron microsco-
py equipment. The main practical use of immune elec-
tron spectroscopy in modern medico-biological studies 
is for the identification of causative agents of infectious 
diseases and their surface antigens [11] (Fig. 1A). Scan-
ning probe microscopy [12] (Fig. 1B), scanning electron 
microscopy [13], and fluorescence microscopy [14] are 
frequently used for the same purpose.

In addition to the conventional colloidal gold with 
quasi-spherical particles (nanospheres), non-spherical  
particles, such as nanorods, nanoshells, nanocages, na-
nostars, and other types of particles (this group of par-
ticle were named “plasmon resonance particles of noble 
metals”) have recently been used [8] (Fig. 2).

The visualization methods with the use of GNP and 
optical microscopy [27], in particular, confocal laser mi-
croscopy, have gained increasing popularity in medical 
and biological research. Confocal microscopy is a meth-
od for the detection of micro-objects using an optical 
system, which permits the registering of light radiation 
only from the objects located in its focal plane; there-
fore, the scanning of samples along their height can be 
performed, and their 3D images can be obtained by su-
perposition of scanograms. The use of GNP and anti-
body–GNP conjugates allows for real-time detection 
of the penetration of gold into living cells (e.g., cancer 
cells) at the level of a single particle and even for the 
estimation of their amount [28].

The methods for obtaining confocal images include 
fluorescence detection (confocal fluorescence micros-
copy) or resonance elastic or two-photon (multiphoton) 
light scattering by plasmon nanoparticles (resonance 
scattering confocal microscopy or two-photon lumines-

a 0.5 µm b 0.5 µm

Fig. 1. TEM image of a Listeria monocytogenes cell (a) 
and AFM image of a tobacco mosaic virus labeled by col-
loidal gold nanoparticles conjugated with the correspond-
ing antibodies. (b). Adapted from Refs. [11] (а) and [12] 
(b).
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cence confocal microscopy). These techniques are based 
on detecting micro-objects using an optical microscope 
in which the object’s luminescence is excited due to the 
simultaneous absorption of two (or more) photons; the 
energy of each of them being lower than that required 
for fluorescence excitation. The major advantage of this 
method is that the strong decrease in the background 
signal results in the contrast being enhanced. The use of 
two-photon luminescence of gold nanoparticles allows 
to visualize (amongst other objects) oncomarkers on the 
surface or inside a cell [29, 30]. Figure 3A provides an 
example of combined bioimaging of a malignant cell 
using adsorption, fluorescence, and luminescence plas-
mon resonance labels.

Dark-field microscopy based on light scattering by 
microscopic objects (resonance scattering dark-field 
microscopy), including objects with a size less than the 
resolution limit of a light microscope, remains one of 
the most popular methods in bio-imaging using GNP 
(Figs. 3B, C). Upon dark-field microscopy, only the light 
scattered by an object under lateral illumination can 
reach the lens (similar to the Tyndall effect); therefore, 
the scattering object shines brightly against the dark 
background. Gold nanoparticles offer more possibili-
ties for the detection of biospecific interactions using 
dark-field spectroscopy in comparison with fluores-

cence labels [8], since the scattering cross-section of a 
particle is higher than the fluorescence cross-section 
of one molecule by 3–5 orders of magnitude. This prin-
ciple was applied by American researchers at the El-
Sayed laboratory [31] in a new method for a simple and 
reliable diagnostics of oncologic diseases with the use of 
GNP. The method is based on the preferential binding 
of GNPs conjugated with antibodies specific to tumor 
antigens to the surface of cancerous cells, as compared 
with binding to healthy cells. Thus, resonance scatter-
ing dark-field microscopy can be used to map a tumor 
with an accuracy of up to several cells (Figs. 3B, C). In 
subsequent studies, gold nanorods [32], nanoshells [33], 
nanostars [34], and nanocages [35] were used with the 
same purpose.

Nanocages belong to a relatively new family of na-
noparticles fabricated by galvanic replacement on sil-
ver nanocube templates. In this reaction, three silver 
atoms are replaced by a single gold atom, resulting in 
the gradual formation of various porous alloy struc-
tures of gold and silver, which are called nanoboxes and 
nanocages [35]. In the formation process of these parti-
cles, the plasmon resonance shifts from 430–440 nm for 
cubes to 700–900 nm for nanocages.

The use of nonspherical and/or heterogeneous par-
ticles, as well as self-assembling particle monolayers 

a	 b	 c	 d

e	 f	 g	 h

i	 j	 k	 l

100 nm 100 nm 50 nm 25 nm

200 nm 500 nm 500 nm 200 nm 100 nm

100 nm 100 nm 250 nm
100 nm 50 nm

Fig. 2. Various types of gold plas-
mon-resonance nanoparticles: 16-nm 
nanospheres (a) [8], nanorods (b) 
[15], bipyramids (с) [16], gold nano-
rods with silver coating (d) [17], “na-
norice” – Fe

2
O

3
 nanorods covered 

by a gold nanoshell (e) [18], gold 
nanoshells onto silica cores, SiO

2
/

Au (f) [19] (the inset shows a hol-
low gold nanoshell [20]), nanobowls 
with a gold seed on the bottom (g) 
[21],“spiky nanoshells” with SiO

2
/Au 

cores [22] (the inset shows a “nanos-
tar” particle [23]) (h), tetrahedra, oc-
tahedra, and cubooctahedra (i) [24], 
nanocubes (j) [24], silver nanocubes 
and gold-silver nanocages obtained 
with silver cube templates (insets) 
(k) [25], nanonecklaces [26] (l). The 
figures were adapted from the cited 
works. The figures are reproduced 
by permission from The Royal Soci-
ety of Chemistry (http://dx.doi.
org/10.1039/b711490g, http://
dx.doi.org/10.1039/c0cs00018c), 
The PCCP Owner Societies (http://
dx.doi.org/10.1039/b925102b) and 
The American Chemical Society.
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or island films, opens up new opportunities to enhance 
sensitivity in detecting biomolecular binding on or near 
the surface of nanostructures. The principle of amplifi-
cation of the biomolecular binding signal is based on in-
ducing strong local electromagnetic fields near particles 
with sharp regions on their surface or in the narrow (on 
the order of nanometer or less) gaps between two na-
noparticles. It stipulates enhanced sensitivity of plas-
mon resonance to the local dielectric environment and 
a high scattering intensity in comparison with spheres 
of the same volume. Therefore, these nanostructures 
can be considered as having significant potential for 
application for biomedical diagnostics purposes using 
dark-field microscopy [36].

Gold nanoparticles are used in resonance scatter-
ing dark-field microscopy for the detection of micro-
bial cells and their metabolites [37], the bio-imaging of 
tumor cells [38], and for the detection of receptors on 
their surface [39], and for the study of endocytosis [40]. 
In most biomedical applications, the efficacy of label-
ling cells with conjugates is assessed at the qualitative 
level. The method of quantitative assessment of the ef-
ficacy of cell labelling with gold nanoparticles that was 
used for labelling pig embryo kidney cells with gold na-
noshell conjugates is one of the few exceptions [41].

In addition to the aforementioned methods used to 
detect biospecific interactions using different variants 
of optical microscopy and GNP, other modern methods 
for detecting and bio-imaging have recently been in 
active development; these methods can be combined 
under the general name “biophotonic methods” [9]. Bio-
photonics combines all studies associated with the in-
teraction between light and biological cells and tissues. 
Biophotonic methods include optical coherence tomog-

raphy [42], X-ray and magneto-resonance tomography 
[43, 44], photoacoustic microscopy [45] and tomography 
[46], fluorescence correlation microscopy [47], etc. Gold 
nanoparticles of various sizes and shapes are also suc-
cessfully used in these methods. We believe that bio-
photonic methods with the use of gold non-spherical 
nanoparticles may prove to be of considerable promise 
for in vivo bioimaging [48]. Moreover, the significance 
of a new class of GNP conjugates with recognized con-
structions based on the barnase–barstar module [49] 
should be noted.

	
1.2. Analytic methods for diagnostics
1.2.1. Homophase methods. Beginning in the 1980s, con-
jugates of colloidal gold and recognizing biomacromol-
ecules began to be used in various analytic methods of 
clinical diagnostics. In 1980, J. Leuvering et al. [50] pro-
posed a new method that was called sol particle immu-
noassay (SPIA). This method is based on two principles: 
1) the color and absorption spectrum of a sol vary little 
upon biopolymer adsorption on individual particles [51]; 
2) when particles approach a distance that is less than 
one-tenth of their diameter, the sol’s red color changes 
into purpuric; the absorption spectrum broadens and 
shifts into the red region [51]. These changes in the ab-
sorption spectrum can be easily detected either spec-
trophotometrically or visually (Fig. 4, [52]).

An optimized version of this method (using larger 
gold particles and monoclonal antibodies to various sites 
of an antigen) was applied to detect chorionic gonado-
tropin in the urine of pregnant women [53]. On the basis 
of these elaborations, Chefaro Company (Netherlands) 
launched the Discretest™ kit for early out-of-hospital 
diagnosis of pregnancy. Kits for immune colorimetric 

a	 b	 c

Fig. 3. a - Confocal image of HeLa cells in the presence of gold nanoparticles. The nucleus was stained with a Hoechst 
33258 reagent (in blue), whereas the actin cytosceleton was stained with an Alexa Fluor 488 labeled falloidine (in red), 
and gold nanoparticles (in green) were detected by two-photon luminescence [30]. A dark-field microscopic image 
of cancer (b) and healthy (c) cells with gold nanoparticles conjugated with antibodies to EGRF [31]. Adapted from the 
cited works by permission from The American Chemical Society. 
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determination of the rheumatoid factor and strep-
tolysin are produced by PLIVA Lachema Company 
(Czech Republic).

This method was subsequently used for performing 
immunoassay of the antigens of schistosomes and rubella 
viruses and for the quantitative determination of immu-
noglobulins (refs. in [5]), for determining thrombin (using 
aptamers) [54] and glucose [55], for the direct detection 
of cancer cells [56] and leptospira cells in urine [57], and 
for determining markers of Alzheimer’s disease [58] and 
protease activity [59]. The simultaneous use of conju-
gates of gold nanorods and nanospheres with antibod-
ies for detecting tumor antigens was described in [60]. 
The data on the determination of the hepatitis B virus 
in blood using gold nanorods conjugated with specific 
antibodies were published in [61].

The implementation of all versions of the SPA 
method proved to be relatively simple but at the same 
time both highly sensitive and specific. However, in a 
number of cases, despite the evident complementari-
ty of a pair, no aggregation took place; the solution’s 
color and the absorption spectra either did not change 
or changed to an insignificant degree. The model of 
formation of the second protein layer on gold particles 
without a loss in the aggregate stability of the sol was 
suggested in [62]. The changes in spectra caused by ad-
sorption of biopolymers on the surface of gold nano-
particles are relatively small. However, even such neg-
ligible changes in absorption spectra resulting from the 
change in the biopolymer layer structure  (or, equiva-
lently, in its average refractive index) near the GNP 
surface can be recorded and used for a quantitative 
analysis in biological applications [63]. 

Various optical methods, including different versions 
of IR Fourier [64] and UV-vis beam absorption or de-
flection spectroscopy (see refs. in [5]), hyper-Rayleigh 
[65], differential static [51], and dynamic [60] light scat-
tering, as well as surface-enhanced Raman scattering 
[66], have been used to enhance the sensitivity of the 
analytical homophase reaction.

A new version of the SPIA method was proposed 
by C. Mirkin et al. [67] for the colorimetric detection 

of DNA. Currently, the colorimetric determination of 
DNA involves two strategies: (1) the use of GNP conju-
gated with thiol-modified single-stranded DNA [67–71] 
and (2) the use of nonmodified GNP [72, 73]. The first 
strategy is based on the aggregation of conjugates of 
10–30 nm GNP with thiol-modified single-stranded 
DNA probes upon introduction of target polynucle-
otides into the system. In this case, probes of two types 
are used, which are complementary to two terminal re-
gions of the targets. Hybridization of targets and probes 
results in the formation of GNP aggregates, which is 
accompanied by changes in the absorption spectrum of 
the solution and can be easily detected visually, pho-
tometrically [74], or via dynamic-light scattering [71]. 
Within the framework of the first strategy proposed by 
Maeda et al. [75], the diagnostic system based on the ag-
gregation of GNP modified by probes of one type upon 
introduction of DNA targets into the solution under 
conditions of high ionic strength was used. Meanwhile, 
Baptista et al. [70] elaborated a method based on the 
enhanced stability of conjugates upon the introduction 
of complementary targets even under conditions of 
high ionic strength (2 M NaCl), and the aggregation of 
noncomplementary targets was observed. The appar-
ent contradictions between the two approaches were 
ascribed [76] to the difference in the surface function-
alization density. 

The second strategy [72] is based on the fact that the 
single-stranded DNA protects unmodified GNP against 
aggregation upon high ionic strength, while the forma-
tion of duplexes upon hybridization cannot stabilize the 
system. This approach was used to determine the hepa-
titis C virus [77]. Xia et al. [78] recently described a new 
variant of the second strategy in which single-stranded 
DNA, unmodified GNP, and cationic polyelectrolyte 
are used. The same approach turned out to be suitable 
for determining a wide range of targets, including pep-
tides, amino acids, pesticides, antibiotics, and heavy 
metals. Contrary to the procedures with usual GNP, 
He et al. [73] proposed a method for determining HIV-
1 U5 viral DNA using nanorods stabilized by cetyltri-
methylammonium bromide (CTAB) and the light scat-
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Fig. 4. Sol-particle immunoassay: 
a scheme of conjugate aggrega-
tion caused by binding to target 
molecules (a) and corresponding 
changes in the sol color and absorp-
tion spectra (b). Adapted from Ref. 
[52] by permission from The Ameri-
can Chemical Society.
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tering method with a detection limit of about 100 pM. In 
the optimized version where absorption spectroscopy is 
used [79], the detection limit was reduced to 0.1 pM. It 
has been recently demonstrated that positively charged 
GNP coated with CTAB can be used for the detection 
of DNA targets in combination with spectroscopy and 
dynamic scattering methods [15].

The enumerated versions of the method of sol parti-
cle aggregation due to the hybridization reaction were 
used to determine the DNA of micobacteria [70], sta-
phylococci [80], streptococci [81], and chlamydiae [82] 
in clinical samples.

The ability of gold particles to aggregate upon in-
teraction with proteins inducing colour change in the 
solution served as the basis for the quantitative method 
of colorimetric determination of proteins [83]. A new 
version of the SPIA method using microtitration plates, 
an ELISA reader, and colloidal gold-trypsin conjugates 
was proposed for the detection of proteins [84].

1.2.2. Dot immunoassay. At the early stages of the de-
velopment of immunoassays, preference was given to 
liquid phase techniques, in which the bound antibodies 
were deposited or the unbound antigen was removed 
using dextran-coated activated coal. The solid-phase 
techniques have recently been the most widely used 
(first used in radioimmunoassay of proteins), since they 
provide the possibility to considerably simplify the 
analysis procedure and reduce the background signal. 
The most widespread solid-phase carriers are poly-
styrene plates and nitrocellulose membranes.

Radioactive isotopes (125I, 14C, 3H) and enzymes (per-
oxidase, alkaline phosphatase, etc.) are widely used as a 
label in membrane tests (dot and blot analyses). In 1984, 
four studies were independently published [85–88] in 
which colloidal gold was used as a label for solid-phase 
immunoanalysis. The use of GNP conjugates in solid-
phase analysis is based on the fact that the intense red 
coloration of a gold-containing marker allows one to de-
termine visually the results of a reaction that was car-

ried out on a solid carrier. “Immuno-gold techniques” in 
dot blot assay are superior to the other types of assays 
(e.g., immunoenzyme assay) in sensitivity (Table 1, [89]), 
simplicity, speed, and cost. The GNP size after the cor-
responding immunochemical reaction can be increased 
using the reaction of amplification with silver [90] or 
gold salts (autometallography) [91], which considerably 
broadens the limits of application of this method. The 
optimized version of solid-phase assay using the Quan-
tity One densitometry system (Bio-Rad, USA) provided 
a linear range of detection from 1 pM to 1 µM [92] with 
a limit of 100 aM and its decrease to 100 zM by silver 
amplification. It should be kept in mind that this record 
decrease in the detection limit due to silver amplifica-
tion was attained using the sensitive densitometry sys-
tem (Quantity One). The modern instrument methods, 
such as photothermal deflection of a probe laser beam 
induced by heating of the local environment near the 
absorbing particles by heating laser pulses (LISNA 
[93]), also ensure a very broad detection range: from 
several orders of magnitude to several isolated particles 
per blot.

When carrying out specific staining, the membrane 
with the material applied on it is incubated in a solu-
tion containing antibodies (or other biospecific probes) 
labelled with colloidal gold [94]. Immunoglobulins, Fab- 
and scFv- antibody fragments, protein A, lectins, en-
zymes, avidin or anti-biotin antibodies upon the study 
of biotin conjugated samples, aptamers, and other 
recognizing molecules are used as probes when car-
rying out “gold” dot or blot assay. Several labels can 
be simultaneously used as well (e.g., colloidal gold and 
peroxidase or alkaline phosphatase) to reveal different 
antigens on a membrane.

Colloidal gold in membrane tests was used to diag-
nose parasitic, virus, and fungus diseases; tuberculosis, 
melioidosis, syphilis, brucellosis, shigellosis, and coli-
infections; to determine blood groups and pregnancy 
at an early stage, for dot blot hybridization, and for re-
vealing the diphtheritic toxin, diagnostics of myocar-
dial infarction, and hepatitis B (see refs. in [5]).

Immunodot assay is one of the simplest methods for 
determining the antigens immobilized on membranes; 
in some cases, this method allows one to estimate their 
quantitative content. Most frequently, immunodot as-
say is used to study soluble antigens [95]. However, few 
studies have been published in which corpuscular an-
tigens (whole bacterial cells) were studied by dot assay 
with enzyme labels [96]. The procedure of dot assay in 
whole bacterial cells with visualization of the reaction 
products using colloidal gold conjugates as biospecific 
markers (“cell-gold immunoblotting”) was first used for 
serotyping soil nitrogen-fixating microorganisms of the 
Azospirillum genus [97]. This method was subsequently 

Table 1. The sensitivity limits of the immunodot/blot 
methods on nitrocellulose filters using various labels (ac-
cording to [89])

Label Sensitivity limit, pg 
of protein/fraction

125I 5
Horseradish peroxidase 10

Alkaline phosphatase 1
Colloidal gold 1

Colloidal gold + silver 0.1
Fluorescein isothiocyanate (FITC) 1000
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used for express diagnostics of enteric infections [98].
The results of applying gold nanoshells as biospecific 

labels for dot assay were first presented in paper [99], 
where three types of gold nanoshells with diameters 
of the silicate nucleus of 100, 140, and 180 nm and gold 
shell thickness of approximately 15 nm were studied. 
Normal rabbit serum (target molecules) and sheep anti-
rabbit immunoglobulins (recognizing molecules) were 
used as a biospecific pair. When using the standard 
protocol of the dot assay on a nitrocellulose membrane 
with 15-nm colloidal gold nanoparticles as labels, the 
minimum detectable amount of rabbit IgG was equal 
to 15 ng. The replacement of the colloidal gold conju-
gates for nanoshells enhanced the assay sensitivity to 
0.2 ng in the case of gold nanoshells of 180/15 nm, and 
to 0.4 ng in the case of gold nanoparticles of 100/15 and 
140/15 nm type (Fig. 5). Such a noticeable increase in 
the sensitivity of the dot assay with nanoshells, in com-
parison with colloidal gold, was explained by the differ-
ing optical properties of the particles [100].

The use of GNP seems to have a high potential for 
analyzing large arrays of antigens in micromatrices 
(immunochips) [101], which permits the simultaneous 
determination of the analyzed compound in 384 sam-
ples at a concentration of 60–70 ng/l or (taking into 
account the microliter amounts of the sample and the 
immunogold marker) with a detection limit of less than 
1 pg.

1.2.3. Immunochromatography. Approximately 10 
years ago, several foreign companies launched immun-
ochromatographic test systems for instrument-free di-
agnostics. Due to the high specificity and sensitivity of 
the immunoassay, these tests found wide application in 
determining narcotic agents, toxins, early diagnostics of 
pregnancy, and screening of extremely dangerous and 
urogenital infections. New methods for the diagnostics 
of tuberculosis, helicobacteriosis, staphylococcus infec-
tion, hepatitis B, prostatitis, determining pregnancy at 
the early stages, pesticides, aflatoxin, diethylstilbestrol 
and cephalexin in the environment, and DNA hybridi-
zation have been elaborated (see refs. in [5]). 

Immunochromatographic assay [102] is based on elu-
ent motion along the membrane (lateral diffusion), re-
sulting in the formation of specific immune complexes 
that are detected as stained bands on different mem-
brane regions. Enzymes, stained latexes, and quantum 
dots [102] are used as labels in these systems; however, 
in the overwhelming majority of cases, gold nanoparti-
cles are used [103].

The sample under investigation migrates along the 
test strip due to capillary forces. If a sample contains 
the desired compound or immunologically close ones 
when the sample passes through the absorbing device, 
a reaction with specific antibodies labelled with colloi-
dal gold occurs, accompanied by the formation of an 
antigen–antibody complex. The colloidal preparation 
is involved in the reaction of competitive binding with 
the antigen immobilized in the test zone (haptene con-
jugated with a protein carrier is usually used for im-
mobilization in the detection of low-molecular-weight 
compounds). If the concentration of antigens in the 
sample is higher than the threshold level, the conjugate 
has no vacant valences for interacting in the test zone; 
the stained band corresponding to complex formation 
is not observed. If the sample does not contain the de-
sired compound, or its concentration is lower than the 
threshold level, antigen immobilized in the test zone of 
the strip reacts with antibodies on the surface of col-
loidal gold, which results in the formation of a stained 
band.

As the liquid front moves further, gold particles with 
immobilized antibodies, which did not react with the 
antigen in the test zone of the strip, are bound to an-
tispecific antibodies in the control zone of the test strip. 
The emergence of a stained band in the control zone at-
tests to the validity of the testing procedure and the di-
agnostic activity of the components of the system. The 
negative testing result, the emergence of two stained 
bands (in the test zone and the control zone), points to 
the fact that the sample contains no antigen or its con-
centration is lower in comparison with the threshold 
level. The positive testing result, the emergence of a 
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Fig. 5. Dot immunoassays of a normal rabbit serum (1) by 
using 15-nm GNPs and silica/gold nanoshells (180-nm-
core diameter and 15-nm gold shell) conjugated to 
sheep’s antirabbit antibodies. The IgG quantity equals 
1 μg for the first (upper left) square and is decreased by 
twofold dilution (left to right). The bottom rows (2) cor-
respond to a negative control (10 μg BSA in each square). 
Adapted from Ref. [100].
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single stained band in the control zone attests to the fact 
that antigen concentration is higher than the threshold 
concentration (Fig. 6).

The study of these test systems has demonstrated 
their high stability, the reproducibility of the results, 
and correlation with alternative methods. Densitomet-
ric characterization of the degree of heterogeneity of 
the samples stands at 5–8%, which enables one to visu-
ally assess the results of the analysis with an appreci-
ably reliable accuracy. These tests are very simple and 
convenient to use.

1.2.4. Plasmon resonance biosensors. Over the past 
years, gold and silver nanoparticles and their compos-
ites have found broad application as efficient optical 
detectors of biospecific interactions [104]. In particular, 
the resonance optical properties of nanometer-sized 
metal particles have found successful application in the 
design of so-called biochips and biosensors. There are 
many types of sensors, viz. colorimetric, refractometric, 
electrochemical, piezoelectric, and certain others [102, 
105, 106]. These devices are of great interest in biology 
(determination of nucleic acids, proteins, and metabo-
lites); medicine (drug screening, analysis of antibodies 
and antigens, diagnostics of infectious diseases); and 
chemistry (environmental express monitoring, quanti-
tative analysis of solutions and dispersed systems).

The study of the biospecific interactions in such 
systems, where GNP are represented by ordered 
structures (self-assembling thin films) [107] or within 
polymer matrices [108], has been developing for over 
a decade. In this case, the amplification of the optical 
signal from the conjugate due to the strengthening of 
the exciting local field in an aggregate that was formed 
from gold nanoclusters is used. New unique technolo-
gies are currently being used for the design of biosen-
sor devices, including monolayer self-assembly of metal 
particles (see [109] and refs therein), nanolithography 
[110], vacuum evaporation [111], etc. It is of funda-

mental significance to note that particle size and shape 
[112], interparticle distance [113], and the optical prop-
erties of the local environment [114] have a consider-
able effect on the optical response obtained from nano-
particles or their aggregates (in particular, the ordered 
ones), which provides the possibility of controlling the 
sensor’s “tuning.” These properties of metal clusters 
served as the basis for the design of new promising 
plasmon resonance biosensor systems (SPR-biosensors) 
based on the conversion of biospecific interactions into 
an optical signal. The theory behind the designing proc-
ess and variants of practical application of such systems 
were considered in reviews [115–119].

Sensor sensitivity, stability, and selectivity directly 
depend on the characteristics of the optical registra-
tion system. BIAcore™ is the most popular sensor sys-
tem of this kind [120]. The measurement principle in 
planar, prismatic, or mirror biosensors is analogous to 
the principle used in the method of frustrated total in-
ternal reflection, which has been conventionally used 
to measure the thickness and the refractive index of 
ultrathin organic films on metal (reflecting) surfaces 
[105]. Plasmon resonance excitation in a planar gold 
layer occurs when polarized light falls onto the surface 
at a certain angle. The electromagnetic fields running 
along the boundary of the surface and localized in its 
proximity due to the exponential decrease in the am-
plitude perpendicular to the dielectric with a typical 
attenuation distance of up to 200 nm are excited on the 
metal/dielectric interface (the effect of total internal 
reflection, Fig. 7). The index of refraction at a certain 
angle and at a certain wavelength depends on the di-
electric properties of the thin layer on the interface, 
which are determined in the final analysis by the con-
centration of target molecules in the layer.

Various types of biosensors using GNP have been 
developed for immunodiagnostics of tick-borne en-
cephalitis [121], human papilloma [122] and immuno-
deficiency-associated [123] viruses, Alzheimer’s disease 
[124], the determination of phosphororganic compounds 

1 2

Fig. 6. Positive (1) and negative (2) results of an immuno-
chromatographyc assay.
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Gold film
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Photodiode Laser

Fig. 7. Scheme 
for detection of 
target molecules 
with a BIAcore™ 
device based on 
a total internal 
reflection prism 
covered by a 
thin gold layer. 
Adapted from 
Ref. [106].
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and pesticides [125], antibiotics [126], allergens [127], 
cytokines [128], hydrocarbons [129], immunoglobulins 
[130], for detecting tumor [131] and bacterial [132] cells, 
and for determining the activity of cerebral cells [133].

GNP-based biosensors are applied not only in immu-
noanalysis [134], but also for the detection of nucleotide 
sequences [67, 119]. A record sensitivity was achieved 
for these sensors in pioneer studies [135, 136] in the zep-
to-molar range based on the recording spectra of reso-
nant scattering from individual particles. This opened 
the door for the registration of intermolecular interac-
tions at the level of individual molecules [137].

2. GOLD NANOPARTICLES IN THERAPY
2.1. Photothermal therapy using gold nanoparticles
Photothermal cell damage is a promising direction in 
both tumor therapy [138] and the therapy of infectious 
diseases, which has been intensively developing. The 
essence of this technique is as follows: gold nanopar-
ticles reach their absorption maximum in the visible 
or near-infrared region and become hot when irradi-
ated at the corresponding light wavelength. If they are 
located inside or around the target cells (which can be 
achieved by conjugation of gold particles with antibod-
ies or other molecules), these cells die.

Thermal exposure has been used in tumor therapy 
since the 18th century. To do that, both local heating 
(using microwave, ultrasound, and radio radiation) and 

hyperthermia of the entire organism [139] (heating to 
41–47°С for 1 h) [139] were applied. Upon local heating 
to 70°С, the duration of the procedure can be reduced 
to 3–4 min. Local and general hyperthermia result in 
irreversible cell damage caused by the disruption of the 
cell’s membrane permeability and protein denatura-
tion. Healthy tissues are also clearly damaged in this 
process. All this imposes considerable restrictions on 
the application of this method.

The revolution in cancer thermotherapy was trig-
gered by the use of laser radiation, which made con-
trolled and directed damaging of tumor tissues possible 
[140]. The combination of laser radiation with fiber-op-
tic waveguides gave excellent results and was named 
interstitial laser hyperthermia [141]. The disadvantages 
of laser therapy include the low selectivity associated 
with the necessity of using powerful lasers for the ef-
ficient stimulation of tumor cell death.

In 2003, GNP were applied for the first time as 
agents for photothermal therapy [142, 143]; it was latter 
proposed to refer to this kind of therapy as plasmonic 
photothermal therapy (PPTT) [139]. A new method for 
selective damaging of target cells, which is based on 
the use of 20–30 nm gold nanospheres radiated by 20 ns 
laser pulses (532 nm) in order to create local warming-
up, was described in [144]. The sandwich technology 
consisting in labeling T-lymphocytes with GNP conju-
gates was used for the pulse photothermy in the model 
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Fig. 8. Scheme (left) and photothermal therapy of tumor-burdened mice (2-3 weeks after injection of MDA-MB-435 
human cancer cells into opposite flanks). Laser irradiation (a, b, 810 nm, 2 Wt/cm2, 5 min) were performed 72 h after 
injection of PEG-coated gold nanorods (NR) (a, с, 20 mg Au/kg) or saline buffer (b, d). It can be seen that the irradia-
tion without particles (control b), as well as the injection of nanorods or saline without irradiation (controls c and d), had 
no destructive effect, whereas the nanoparticle and laser treatment completely destroyed tumor. Adapted from Ref. 
[145] by permission of the Publisher.
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experiment. The use of GNP for the photothermal ther-
apy of chemotherapy-resistant types of cancers seems 
to be the most promising direction. As opposed to pho-
tosensitizers (see below), GNP appear unique because 
the cells retain their optical properties under certain 
conditions for a significant amount of time. Successive 
irradiations with several laser pulses allows to control 
cell inactivation using a method that is not traumatic, 
while the use of the nanoparticles, properties to simul-
taneously scatter and absorb radiation makes PPTT 
possible using optical tomography [33].

Figure 8 represents an example of the successful 
therapy of induced tumors in mice [145]. Further devel-
opment of PPTT and its introduction in clinical prac-
tice will depend on how successful scientists will be in 
solving a host of problems,  the most significant ones 
being 1) selecting nanoparticles with the optimal optic 
properties; 2) increasing the contrast of nanoparticle 
accumulation in a tumor and decreasing overall poten-
tial toxicity; and 3) elaborating methods for delivering 
optical radiation to the targets and searching for alter-
native irradiation sources, which would combine high 
permeation ability with the possibility of GNP heat-
ing.

The first requirement is determined by the coinci-
dence of the spectral position of the maximum of the 
plasmon absorption resonance and the biotissue trans-
parency window in the near-infrared region (700–
900 nm). The summarizing theoretical analysis of the 
photothermal efficiency of GNP depending on their 
size, shape, structure, and degree of aggregation has 
been published [113]. It was shown that although gold 
nanospheres are inefficient in the near-infrared range, 
their aggregates can be very efficient at appreciably 
small interatomic distances (below 10% of their diam-
eter). Such clusters form both on a cell’s surface and 
inside cells [146]. Data on the amplification of PPTT due 
to clusterization were obtained [147, 148]. In particular, 
it was ascertained [147] that small aggregates consist-
ing of 30 nm particles enable the destruction of cancer 
cells at an intensity lower than that in the particle-free 
control by a factor of 20.

The parameters of gold nanoshells and nanorods that 
are optimal for PPTT were determined [113, 149]. To-
day, a number of studies have been published in which 
the application of gold nanorods [32, 150], nanoshells 
[142, 151], and a relatively new class of particles – gold-
silver nanocages [152, 153] – for PPTT is described. The 
results of a comparison of the efficiency of heating na-
norods, nanoshells, and nanocages are provided in [25, 
154].

Three fundamental things should be kept in mind in 
connection with the optimization of the parameters of 
a particle. First, intrinsic absorption is not the only pa-

rameter determining the efficiency of PPTT [155]. The 
rapid heating of nanoparticles or clusters results in the 
formation of vapor bubbles [156], which can cause cavi-
tation cell damage upon irradiation with visible [148] or 
near-infrared light [157]. The efficiency in the forma-
tion of vapor bubbles considerably improves upon the 
formation of nanoparticle clusters [143, 146]. It is possi-
ble that it is this effect, instead of the enhanced absorp-
tion, that determines the larger extent of cell damage, 
other conditions being equal [155]. Finally, irradiation of 
nanoparticles by high-intensity resonance nanosecond 
IR pulses may result in the destruction of particles as 
early as after the first pulse (e.g., see [158, 159] and refs. 
therein). In a series of studies, Lapotko et al. (see [160] 
and refs. therein) focussed their attention on the fact 
that the heating of GNP and their destruction may re-
sult in an abrupt decrease in the photothermal efficacy 
of “cold” particles tuned to the laser wavelength. The 
use of femtosecond pulses does not solve this problem 
because of the low energy supplied; therefore, it is nec-
essary to accurately control the retention of nanoparti-
cles’ properties for the selected irradiation mode.

We shall now turn our attention to the second issue 
connected with the problem of targeted delivery of 
nanoparticles into the tumor. This issue has two sig-
nificant aspects: increasing the contrast in the desired 
biotarget and decreasing the side effects conditioned 
by the accumulation of GNP in other organs, prima-
rily in the liver and spleen (see below). Two delivery 
strategies are typically used. The first strategy is based 
on GNP conjugation with PEG, and the second one is 
based on GNP conjugation with antibodies to certain 
marker proteins of tumor cells. PEG is used to enhance 
the bioavailability and stability of nanoparticles, result-
ing in the increase in time of their circulation in blood 
flow. Citrate-coated gold nanospheres and CTAB-coat-
ed nanorods and nanoshells are characterized by low 
stability in buffer saline solutions. Upon conjugation of 
nanoparticles with PEG, their stability increases con-
siderably, preventing salt-induced aggregation.

PEGylated nanoparticles are preferentially accumu-
lated in vivo due to the enhanced permeability of tumor 
vessels [161] and are retained in it due to the reduced 
lymphatic drainage. Moreover, PEGylated nanoparti-
cles possess lower availability for the immune system 
(stealth technologies). This delivery method is called 
passive delivery, as opposed to the active method, in 
which antibodies are used [162] (Fig. 9). The active de-
livery method is more reliable and efficient. Antibodies 
to tumor markers are used in it. Most frequently, the 
epidermal growth factor receptor (EGFR) and its varie-
ties (e.g., Her2) [152, 163], and the tumor necrosis factor, 
(TNF) [164] serve as such markers. The use of GNP con-
jugated with antibodies simultaneously for diagnostics 
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and photothermal therapy (the so-called theranostics 
methods) seems to be the most promising [165]. In addi-
tion to antibodies, folic acid, ligand of numerous folate 
receptors of tumor cells [150], and hormones [166] can 
be used for active delivery.

The question of the efficacy of targeted delivery of 
nanoparticles into the tumor has recently resurfaced 
as the subject of investigation and discussion [167]. In 
experiments with liposomes labeled with anti-Her2-
antibodies [168] and GNP labeled with transferrine 
[169], it was shown that functionalization improves the 
penetration of nanoparticles into cells; however, the 
contrast of particle accumulation in the tumor does 
not improved considerably. The biodistribution and 
localization of gold nanorods labeled with three types 
of probe molecules, including the (1) scFv-fragment of 
EGFR antibodies; the (2) N-terminal fragment of the 
peptide recognizing the urokinase plasminogen activa-
tor receptor (uPAR); and the (3) cycliс RGD-peptide 
recognizing the α

v
β

3
-integrin receptor have been stud-

ied [167]. It appears that all three types of ligands fail to 
significantly improve the contrast of particle accumu-
lation in cell models and in the tumor upon intravenous 
administration, but they do have a considerable effect 
on extracellular distribution and intracellular localiza-
tion. Therefore, a conclusion can be made that in the 
case of PPTT, the direct introduction of particles into 
the tumor can be more efficient than intravenous ad-
ministration. 

The last important question associated with mod-
ern PPTT has to do with the efficient delivery of ra-
diation to the biotarget. Since the absorption of biotis-
sue chromophores in the visible region is lower by two 

orders of magnitude than it is in the infrared region 
[138], the use of IR radiation dramatically reduces the 
nontarget thermal dose and increases the deep tissue 
penetration of the radiation. Nevertheless, the pene-
tration depth typically does not exceed 5–10 mm [142, 
170]; therefore, it is necessary to search for alternative 
solutions. The first approach consists in using impulse 
(nanoseconds) modes of radiation instead of continu-
ous ones, which allow to increase the intensity of the 
irradiation without additional side effects. The second 
approach consists in using fibre-optic devices for endo-
scopic delivery of the radiation or delivery inside the 
tissue. The advantages and drawbacks of this approach 
are evident. Finally, radiation with deeper penetration, 
such as radio radiation [171], can be used for hyper-
thermia.

GNP conjugated with antibiotics and antibodies have 
also been used as photothermal agents to inflict selec-
tive damage to protozoa and bacteria [172, 173]. The 
data on some questions related to the use of PPTT can 
be found in books and reviews [139, 170, 174, 175]. The 
thorough review [138] warrants special attention.

2.2. Photodynamic therapy using gold particles
The photodynamic method [176] is applied in the ther-
apy of oncological diseases, certain dermal or infec-
tious diseases, and is based on the use of light-sensitive 
agents – photosensitizers (including dyes) and, typi-
cally, visible light of a certain wavelength. Most fre-
quently, the sensitizers is introduced into the organism 
intravenously; it may also be administered applicative-
ly or perorally. The agents for photodynamic therapy 
(PDT) can selectively accumulate in the tumor or other 
target tissues (cells). The affected tissues are radiat-
ed with laser light with a wavelength corresponding 
to the absorption maximum of the dye. In addition to 
the usual heat release due to absorption [6], the sec-
ond mechanism is also significant. It is associated with 
the photochemical generation of singlet oxygen and 
the formation of highly active radicals inducing necro-
sis and apoptosis of tumor cells. PDT results in tumor 
malnutrition and death due to the damage inflicted on 
its microvessels. The major drawback of PDT is that 
the photosensitizers remain in the organism for a long 
period of time; as a result, the patient’s tissues remain 
highly sensitive to light. On the other hand, the use of 
dyes for the selective heating of tissues [6] is character-
ized by low efficacy due to the small absorption cross-
section of chromophores.

It is well-known [177] that metal nanoparticles are 
efficient fluorescence quenching agents. However, it 
has been recently demonstrated [178] that the fluores-
cence intensity can be amplified by a plasmon particle, 
by locating molecules at optimum distance from the 
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Fig. 9. Scheme of the plasmon photothermal therapy with 
an active delivery of GNPs to cancer cells. Reproduced 
from Ref. [8] by permission of Elsevier.
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metal. Theoretically, this idea can be used to enhance 
the efficacy of PDT.

In a number of studies, the proposed method allowed 
to deliver drugs in polyelectrolyte capsules on GNP 
that disintegrate under laser radiation and deliver the 
therapeutic agent to the targets [179, 180] or to use na-
noparticles surrounded by a layer of polymer nanogel 
[181, 182]. Moreover, photoactive agents [183] and pep-
tides facilitating the intracellular penetration [184] are 
used within conjugates. It has recently been proposed 
[185] to use composite nanoparticles that, in addition to 
gold nanoshells, comprise magnetic particles, photody-
namic dye, PEG, and antibodies. Finally, according to 
the data [186], nanoparticles conjugated with photody-
namic dyes can have a synergetic antimicrobial effect.

Thus, gold nanostructures with plasmon resonance 
show promise for the selective PPTT of oncological and 
other diseases. However, it is clear that a number of 
questions require further study, such as: stability, bio-
compatibility, chemical interaction between nanopar-
ticle conjugates in physiological environments, blood 
circulation time, penetration into the tumor, interac-
tion with the immune system, excretion of nanoparti-
cles, etc. We expect that the success in the initial stages 
in the use of nanoparticles for selective PPTT will be 
broadened to the clinical stage [138], provided that the 
optimal technical parameters are studied further.

2.3. The use of gold nanoparticles as therapeutic 
agents
Gold nanoparticles are increasingly actively being used 
not only in diagnostics and cell photothermolysis ex-
periments, but also for therapeutic purposes. In 1997, 
the successful application of colloidal gold in a patient 
with rheumatoid arthritis was first reported [187]. In 
2008, a vast array of data on the ten-year-long clini-
cal trials of the preparation Aurasol® for peroral ad-
ministration upon severe forms of rheumatoid arthritis 
was published [188]. The positive results achieved upon 
intra-articular introduction of colloidal gold into rats 
with collagen-induced arthritis were described [189]. 
The authors attribute the positive effect to an increase 
in anti-angiogenic activity due to the binding between 
GNP and the vascular endothelial growth factor and, 
therefore, the decrease in macrophage infiltration and 
inflammation. Similar results were obtained upon sub-
cutaneous introduction of gold nanoparticles into rats 
with collagen- and pristan-induced arthritis [190].

Researchers from Maryland University used a col-
loidal gold vector to deliver the TNF to solid tumors 
in mice [191, 192]. Upon intravenous injection, GNP 
conjugated with TNF rapidly accumulates in tumor 
cells and is not detected in cells of the liver, spleen, and 
other healthy organs. Accumulation of GNP in the tu-

mor is attested by the change in the color of the tumor; 
the tumor acquires a bright red/purple color (the color 
typical of colloidal gold and its aggregates), which co-
incides with the maximum of tumor-specific activity of 
the TNF (Fig. 10). The colloidal gold–TNF vector had 
lower toxicity and a higher efficacy in reducing tumor 
size in comparison with the native TNF, since maxi-
mum antitumor reaction was attained by using lower 
doses of the drug. The preparation for intravenous ad-
ministration based on a GNP–TNF conjugate named 
AurImmune™ has already passed the second stage of 
clinical trials.

The antiangiogenic properties of GNP [193] were 
observed in vitro and in vivo. It turned out that GNP 
interact with heparin-binding glycoproteins – vas-
cular permeability factors, growth factors of cardiac 
endothelium and fibroblasts. These agents mediate 
angiogenesis, including that in tumor tissues; there-
fore, GNPs inhibit their activity. Since intensive ang-
iogenesis (the process of formation of new blood vessels 
in organs or tissues) is considered as one of the main 
tumor growth factors, the existence of antiangiogenic 
properties in GNPs could make them promising for 
tumor therapy. It was also demonstrated by the same 
researchers that gold nanoparticles enhance the ap-
optosis of the chronic lymphocytic leukemia cells that 
are stable to programmed death [194] and suppress the 
proliferation of multiple myeloma cells [195].

0 h	 1 h	 2 h	 3 h	 5 h

Fig. 10. Accumulation of the GNP-TNF conjugates in mice 
tumors over 5 h after injection. A MC-38 tumor-burdened 
C57/BL6 mouse was intravenously injected with 15 µg 
of the GNP-TNF conjugates. The ventral surface of the 
animal was photographed at the indicated times, show-
ing the color changes of the tumor over 5 hr. Red arrows 
show tumor uptake in the conjugates; blue arrows show 
accumulation of the conjugates in the tissues surrounding 
the tumor. Adapted from Ref. [191] by permission of The 
American Association for Cancer Research.
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3. GOLD NANOPARTICLES AS DRUG CARRIERS
The targeted delivery of drugs is one of the most prom-
ising and actively developing directions in the medici-
nal use of GNPs [196, 197]. Antitumor agents and anti-
biotics are the most popular objects of target delivery.

The options of using GNP conjugated with the fol-
lowing antitumor agents were proposed: paclitaxel 
[192], methotrexate [198], daunorubicine [199], hem-
cytabin [200], 6-mercaptopurine [201], dodecylcysteine 
[202], sulfonamide [203], 5-fluorouracil [204], platinum 
complexes [205], kahalalide [206], tamoxifen [207], her-
ceptin [208], doxorubicin [209], prospidin [210], etc. The 
conjugation was carried out either by simple physical 
adsorption of the drugs onto GNPs or via the use of 
alkanethiol linkers. The effect of conjugates was as-
sessed both (chiefly) on in vitro models, using tumor 
cell cultures, and in vivo, in mice with induced tumors 
of different natures and localizations (Lewis lung car-
cinoma, pancreatic adenocarcinoma, etc.). In addition 
to the active substance, target molecules (e.g., cetuxi-
mab) providing better anchoring and penetration of the 
complex into the target cells were used to design the 
delivery system. It was also proposed to use multimodal 
delivery systems, when a gold nanoparticle is loaded 
with several therapeutic agents (both hydrophilic and 
hydrophobic) and auxiliary agents, such as target mol-
ecules, dyes for photodynamic therapy, etc. [211]. Most 
researchers note high the efficacy of antitumor agents 
conjugated with gold nanoparticles.

Antibiotics and other antibacterial agents are also 
considered as objects that can be delivered by gold na-
noparticles. The possibility of producing a stable com-
plex of vancomycin and colloidal gold and the efficacy 
of such a complex against various enteropathogenic 
strains of Escherichia coli, Enterococcus faecium, En-
terococcus faecalis (including vancomycin-resistant 
strains) have also been demonstrated [212]. Similar re-
sults were obtained in [213]: a complex of ciprofloxacin 
with gold nanoshells showed high antibacterial activ-
ity towards E. coli. The anti-leukemia drug 5-fluorou-
racil, conjugated with colloidal gold, has a noticeable 
antibacterial and antifungal effect against Micrococcus 
luteus, Staphylococcus aureus, Pseudomonas aerugi-
nosa, E. coli, Aspergillus fumigates, and A. niger [214]. It 
should be noted that in all of the listed cases, the com-
plexes of drugs with gold nanoparticles were stable, 
which could be attested by the optical spectra of con-
jugates.

On the contrary, stable complexes with gold na-
noparticles could not be obtained for such antibiotics 
as ampicillin, streptomycin, kanamycin, hentamycin, 
neomycin, ciprofloxacin, gatifloxacin, and norfloxacin, 
which are active against E. coli, M. luteus, S. aureus, 
and P. aeruginosa [215–217]. Nevertheless, their ac-

tivity when mixed with colloidal gold was higher by 
12–40% than that of the antibiotic when used alone, 
depending on the antibiotic. On the basis of these data, 
the authors arrived at the conclusion that the antibac-
terial activity of antibiotics was enhanced by GNPs. 
However, the issue of the mechanisms underlying the 
possible boosting of the antibacterial effect of drugs has 
remained unsolved. It has been proved experimentally 
[218] that unbound gentamicin and a mixture of it with 
gold nanoparticles do not considerably differ in terms 
of their antimicrobial activity in tests on both dense 
and liquid nutrient media. It is speculated that stable 
conjugates of nanoparticles coated with antibiotic mol-
ecules are required to enhance the antibacterial activ-
ity. Thus, it was proposed to use the antibiotic cefaclor 
directly in the synthesis of GNPs. As a result, a stable 
conjugate was obtained. It was characterized by high 
antibacterial activity against E. coli and S. aureus. 

There has been much less data on other drugs con-
jugated with gold nanoparticles. However, the high 
anti-oxidant activity of the tocoferol complex with gold 
nanoparticles should be noted, along with [220] the var-
iants of its potential use that were proposed. Data has 
been published [22] indicating that, due to high local 
concentration, GNPs conjugated with the drug TAK-
799 manifested a more pronounced activity against the 
human immunodeficiency virus, as compared with the 
drug itself. The procedure of per oral and intranasal 
introduction of insulin conjugated with colloidal gold 
was elaborated on rat models of diabetes mellitus. A 
decrease in blood sugar levels comparable with the ef-
fect of a subcutaneous introduction of insulin was reli-
ably demonstrated [222]. Finally, the therapeutic effect 
of the antirheumatic drug etanercept conjugated with 
gold nanorods has been described [223].

In the end of this section, we would like to men-
tion gene therapy, which seems to be the ideal strat-
egy concerning genetics, as well as acquired, diseases 
[224]. Gene therapy implies an approach based on the 
introduction of genetic structures into cells and the or-
ganism for therapeutic purposes [225]. The desired ef-
fect was achieved either due to the expression of the 
inserted gene or by partial or complete suppression of 
the function of the damaged or overexpressed gene. 
Attempts to adjust the structure and function of the ill-
functioning (affected) gene were recently made. In this 
case, gold nanoparticles can act as an efficient agent for 
delivering the genetic material into the cytoplasm and 
cell nucleus [226].

4. IMMUNOLOGIC PROPERTIES OF 
GOLD NANOPARTICLES 
Since the 1920s, researchers have shown keen inter-
est in the immunological properties of colloidal metals 
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(gold, in particular). This has been associated mainly 
with the physicochemical (non-specific) immunity 
theory proposed by J. Bordet, which postulates that 
immunogenicity and antigenic specificity depend 
predominately on the physicochemical properties of 
the compounds and, first and foremost, on their col-
loidal state. L.A. Zilber was successful in his attempts 
to obtain agglutinating sera from colloidal gold [227]. 
Moreover, it was shown in a number of studies that the 
introduction of a rigorous antigen, together with col-
loidal metals, stimulates the production of antibodies. 
Furthermore, it was found that certain haptenes ad-
sorbed on colloidal particles can cause the formation 
of antibodies. In one of the best early reviews [228], a 
trove of data on the effect of colloidal gold on nonspe-
cific immune reactions was provided [228]. In particu-
lar, it was noted that, 2 h after 5 ml of colloidal gold is 
introduced intravenously into rabbits, the leukocyte 
content in 1 ml of blood considerably increases (from 
9900 to 19800) against a negligible decrease in mono-
nuclear forms (from 5200 to 4900) and a considerable 
increase in polynuclear forms (from 4700 to 14900). It 
should be noted that such effects have not been ob-
served upon the introduction of other colloidal metals. 
Unfortunately, with the development of immunology 
and the negation of many postulates in Bordet’s theory, 
interest towards the immunological properties of col-
loids has abated. However, the data on the amplifica-
tion of the immune response to antigens adsorbed on 
colloidal particles has been used in the design of various 
adjuvants.

It is known that antibody synthesis is induced by 
agents that have an appreciably developed structure 
(immunogenicity). They include proteins, polysaccha-
rides, and certain synthetic polymers. On the contrary, a 
considerable share of biologically active compounds (vi-
tamins, hormones, antibiotics, narcotics, etc.) have a rela-
tively low molecular weight and, therefore, cause a low 
immune response. In order to overcome this limitation in 
the standard methods used to produce antibodies in vivo, 
such agents (haptens) are chemically bound to high-mo-
lecular-weight carriers (most frequently, to proteins), 
making it possible to produce specific antisera. However, 
such antisera usually contain accompanying antibodies to 
the antigenic structures of the carrier [229].

In 1986, in a pioneering study by Japanese research-
ers [230], information on a successful attempt at pro-
ducing antibodies to glutamic acid using colloidal gold 
particles as a carrier was published. A number of stud-
ies were subsequently published, in which this method 
was applied and developed in order to produce antibod-
ies to the following haptens and rigorous antigens: ami-
no acids, the platelet-activating factor, quinolinic acid, 
biotin, recombinant peptides, lysophosphatide acid, en-

dostatin, peptides of viral capsid of B and C hepatitis, 
influenza, murrain, α-amidated peptides, actin, anti-
biotics, azobenzene, Аβ-peptide, clenbuterol, surface 
Yersinia antigens, transmissible gastroenteritis virus, 
and tuberculin (see review [231] and refs. therein). In 
all of the works listed, hapten was directly conjugated 
with colloidal gold particles and mixed with Freund’s 
complete adjuvant to immunize animals. As a result, 
sera with a high titre were obtained. The sera required 
no further purification to remove ballast antibodies.

In 1993, it was suggested that hapten (gamma-ami-
nobutyric acid) be bound to the carrier protein before 
its conjugation with colloidal gold [232]. The proposition 
was supported in the studies devoted to the produc-
tion of antibodies to a number of peptides, amino ac-
ids, phenyl-β-D-thioglucoronide, and diminazene (see 
[231 and refs. therein). The antibodies obtained through 
this procedure were characterized by both a high spe-
cificity to antigens and a higher titre (“extremely high, 
according to [232]”) –from 1 : 250000 to 1 : 1000000, in 
comparison with those produced using a routine meth-
od. The ImmunoSolution company currently offers an-
tibodies to a number of neurotransmitters and amino 
acids. These antibodies are produced according to the 
procedure in [232].

In 1996, the possibility of using colloidal gold parti-
cles in the antiviral vaccine as the carriers of protein 
antigen of the capsid of the tick-borne encephalitis vi-
rus was first demonstrated [233]. Despite the fact that 
the vaccine contained no adjuvants, the experimental 
vaccine had better protective properties as compared 
with its commercial analogues.

A significant number of studies devoted to the use of 
GNP in designing DNA vaccines with gene construc-
tions encoding proteins, to which antibodies had to be 
produced, have been published. In the case of efficient 
gene expression, these proteins serve as antigens for 
the development of the immune response. Colloidal 
gold particles are the most popular examples of nano-
particles–DNA carriers [234]. 

The technology used to produce antibodies against 
various antigens using colloidal gold as a carrier and 
adjuvant was described in [233, 235]. In this case, an-
tigens are adsorbed directly at the surface of gold na-
noparticles without using any binding agents. It was 
ascertained that the immunization of animals with an 
antigen conjugated with colloidal gold (both using Fre-
und’s complete adjuvant and without it) results in the 
obtainment of specific antibodies with a high titre to a 
wide range of antigens without ballast antibodies. Gold 
nanoparticles can stimulate antibody synthesis in rab-
bits, rats, and mice if a lower dose of the antigen is used 
in comparison with the amount that is required when 
using a number of conventional adjuvants (Table 2).
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Gold nanoparticles used as antigen carriers were 
shown to stimulate the phagocytic activity of mac-
rophages and affect the functioning of lymphocytes, 
which probably is responsible for  their immune-mod-
ulating effect. Moreover, gold nanoparticles and their 
conjugates with low- and high-molecular-weight an-
tigens stimulate the respiratory activity of the cells of 
the reticulo-endothelial system and the activity of the 
mitochondrial enzymes of macrophages [236], which 
may be one of the causal factors behind the adjuvant 
properties of colloidal gold. The fact that gold nanopar-
ticles act both as a carrier and an adjuvant (i.e., rep-
resent haptens to T-cells) should be considered as the 
most interesting side of the manifestation of the im-
mune properties of colloidal gold. In particular, gold 
nanoparticles conjugated with antigens affect T-cell 
activation: a tenfold increase in the proliferation, as 
opposed to that upon the addition of a native antigen, 
was detected. This provides evidence in support of the 
fact that it is fundamentally possible to act directly on 
T-cells with the subsequent activation of macrophages 
and destruction of a pathogen. 

However, none of the studies contains data on the 
mechanisms that underline these properties of gold 
particles. We consider the discussion in [232] on the 
preferable macrophage response to corpuscular an-
tigens, as opposed to the soluble ones, to be undoubt-
edly reasonable. The researchers who study the 
mechanisms of action of DNA vaccines and use gold 
nanoparticles to deliver genetic material into the cell 
also confirm this fact [234]. The role of Kupfer cells 
and Langerhans cells in the formation of the immune 
response was revealed in these studies. The effect 
of dendrite cells on the formation of the immune re-
sponse upon the introduction of an antigen conju-
gated with gold nanoparticles was discussed in [237]. 
Moreover, it was noted that when using nanoparticles 
in medical practice, one should make sure that there 
are no lipopolysaccharides on their surface. The re-
cent studies [238, 239] were devoted to the interac-
tion between the cells of the immune system and gold 
nanoparticles.

The penetration of peptide-conjugated GNP into 
macrophage cytoplasm resulting in their activation was 
shown by electron microscopy [240]. It was ascertained 
that after the conjugates interact with the TLR-4 re-
ceptors of macrophages, the nanoparticles penetrate 
into the cell, which is accompanied by the secretion 
of inflammatory cytokines – TNF, interleukin-1β and 
interleukin-6–and the inhibition of macrophage prolif-
eration. Upon the introduction of GNP, the amount of 
macrophages decreases, while their size increases [241]. 
The level of interleukin-1 and interleukin-6 and TNF 
also increases. Another (noninflammatory) mechanism 
of penetration of gold nanoparticles into macrophages 
– by interaction with scavenger receptors---is not im-
probable [242]. The effect on nonconjugated colloidal 
gold on immune-competent cells in vivo was studied 
[243]. It was shown that the introduction of GNP into 
mice results in an increase in the proliferation of lym-
phocytes and normal killers and an increase in inter-
leukin-2 production.

We believe that the detection of adjuvant properties 
in GNP creates favorable conditions for the develop-
ment of a new generation of vaccines.

5. BIODISTRIBUTION AND TOXICITY 
OF GOLD NANOPARTICLES
All the facts mentioned above are proof that GNP have 
recently been actively used in different spheres of na-
nomedicine for diagnostic and therapeutic purposes. 
Moreover, they are being introduced parenterally into 
the organism of animals and humans with increasing 
frequency. The acute questions concerning their bio-
distribution, blood stream circulation, pharmacokinet-
ics and removal from the organism, as well as possible 
toxicity at the level of the entire organism or at the 
level of cyto- and genotoxicity, emerged almost at the 
same time when GNP started to be used in medicine. 
It should be noted that data on the biodistribution and 
toxicity of GNP at the time of writing remained scarce 
and inconsistent.

It was demonstrated by the analysis of published 
data that the burst in activity regarding investigations 

Table 2. Indices of antibody titres during immunization of rabbits with yersiniose antigen (according to [235])

Preparation First  
immunization

Second  
immunization Reimmunization

Colloidal gold + antigen (1 mg) 1:32 1:256 1:10240

Freund’s complete adjuvant + antigen (100 mg) 1:32 1:256 1:10240

Physiological solution + antigen (100 mg) 1:32 1:256 1:512
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into the biodistribution and toxicity of GNP took place 
during the past 3–4 years [7, 244–248]. Since numerous 
research groups started their projects independently, 
there is a vast dispersion in the experimental design, 
including the size and shape of particles, functionaliza-
tion methods, types of animals, doses and methods of 
particle introduction, etc. As a result, there has been 
serious discrepancies in the data and conclusions on the 
level and kinetics of biodistribution  for toxicity estima-
tions, as well. Yet, certain tentative conclusions can still 
be made.

Firstly, the organs of the reticuloendothelial system 
serve as the main target for the accumulation of 10–
100 nm GNP; biodistribution homogeneity decreasing 
with decreasing size. The rapid reduction in particle 
concentration in blood and their prolonged retention 
in the organism is associated with the functioning of 
the hepatobiliary system. Since it takes 3 to 4 months 
for the accumulated particles to be excreted from the 
liver and spleen, the question of the doses and possible 
inflammatory processes is of paramount importance.

Secondly, the available data allows for the reasonable 
assumption that the effect of nanoparticle penetration 
via the hematoencephalic barrier depends critically on 
their size; 5–20 nm being the upper limit. Thirdly, gold 
nanoparticles 1–2 nm in diameter could be more toxic 
due to the possibility of irreversible binding to the bi-
opolymers in cells. Also, numerous experiments on cell 
cultures have revealed no observable toxicity in colloi-
dal particles with a size of 3–100 nm, provided that the 
threshold dose does not exceed a value of the order of 
1012 particles/ml.

Data on in vivo experiments is scarce and somewhat 
inconsistent. It can only be assumed that there is no ob-
servable toxicity upon the short-term (approximately 
one week long) introduction of GNP at a daily dose 
lower than 0.5 mg/kg.

Recent data underscore the interest generated by 
and intensity of studies in the sphere of nanotoxicol-
ogy, whose number has exploded. Figure 11 shows the 
general scheme of a study of the biodistribution and 
toxicity of nanoparticles, which can be used for plan-
ning experiments [248]. For a better insight into the 
problems of the biodistribution and toxicity of GNP, 
we recommend reviews [244–248].

CONCLUSIONS
Thanks to the rapid development in technologies for 
the chemical synthesis of GNP over the past decade, a 
great variety of particles with different sizes, shapes, 
structures, and optical properties are now available to 
contemporary researchers. Moreover, the question of 
the simulation of nanoparticles that would possess the 
desired physical (optical, thermal, etc.) properties, with 

subsequent development of the procedures for synthe-
sizing the simulated structures, is now on the agenda.

In terms of applications in medicine, the develop-
ment of efficient technologies for the functionalization 
of GNP with different classes of molecules providing 
stabilization in vivo and directed interaction with bio-
logical targets is of significance. Today, thiolated deriv-
atives of PEG and other molecules are considered to be 
the best stabilizing agents. In particular, PEG-coated 
particles can remain in the blood flow for a longer time 
and are less susceptible to attacks from the cell compo-
nents of the immune system.

It is now widely accepted that GNP conjugates are 
excellent labels for solving the problems of bioimaging, 
which can be implemented using various optical tech-
nologies, including resonance scattering dark-field mi-
croscopy, confocal laser microscopy, different variants 
of two-photon luminescence of GNP, optical coherence 
tomography, acoustic tomography, etc.

GNP conjugates have found application in analytic 
studies that can be based both on modern instrumen-
tal methods (surface-enhanced Raman spectroscopy, 
LISNA, IR Fourier spectroscopy, etc.) and on the use 
of simple solid-phase or homophase procedures (dot 
analysis, immunochromatography). Two examples can 
be given as illustrations: (1) the prostate-specific an-
tigen can be determined using GNP conjugated with 
antibodies with a sensitivity that is higher than that in 
the conventional immunoenzyme assay by a factor of 
1,000,000 [249]; (2) the strict dependence of color on in-
terparticle distances allows visual detection of mutant 
DNAs in the so-called “Northwestern spot test” [68]. 
Along with the examples of clinical diagnostics of can-
cer, Alzheimer’s disease, HIV, hepatitis, tuberculosis, 
diabetes mellitus, and other diseases, new diagnostic 
applications for GNP should be expected.

Plasmon photothermal laser therapy of cancer using 
GNP was first described in 2003 and recently moved 
into the stage of clinical approval. The actual clinical 
success of this technology will depend on how quickly 
several urgent problems can be solved: (1) developing 
efficient methods for the delivery of radiation to tu-
mors inside the organism using fibre-optic technologies 
or nonoptical heating methods; (2) elaborating methods 
for delivering conjugates to tumors, enhancing the con-
trast and uniformity of accumulation; and (3) develop-
ing methods for controlling the in situ photothermoly-
sis process.

Targeted delivery of DNA, antigens, and drugs us-
ing GNP is one of the most promising directions in bio-
medicine. In particular, the studies performed by Jiang 
et al. of the University of Toronto [250] have revealed 
the size-dependent possibility of herceptin conjugated 
GNP into tumor cells with a much higher efficacy in 
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comparison with that of the pure preparation. The re-
cent critical revision of the PPTT concept based on the 
intravenous-targeted delivery of GNP conjugated with 
molecular probes to tumor receptors [167] points to the 
necessity to continue studies in this direction. In view 
of the data in [167], it seems quite reasonable to use 
the “non-targeted” PEG-coated gold nanoshells of the 
SiO

2
/Au type with a nucleus diameter of 120 nm and 

thickness of the gold layer of 15–20 nm as a universal 
marker for PPTT and bioimaging [25, 41]. It should be 
emphasized that N. Halas, J. West, et al. of Rice Uni-
versity (United States) started clinical trials of these 
particles for PPTT in 2010.

Finally, there is a necessity to continue and broaden 
studies of the biodistribution and the toxicity of GNP. 
First of all, a coordinated program is required, which 
would reveal the correlations between particle param-
eters (size, shape, functionalization with various molec-

Synthesis and characteristics
Size, shape, structure, charge
TEM, SEM, DLS, UV-vis, EP

Functionalization, opsonization 
of PEG-SH, PEO-SH, BSP TNF-α, 
antibodies, folates

Model (mouse, rat, HeLa, ...)
Administration method: IV, IP, RE, GA

Biodistribution
Kinetics of accumu-
lation, clearance, 
excretion

RA INAA ICP-MS 
AAS

Аu

Аu

Time
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Structural 
analysis

HIST
TEM
EDX
XAS
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Au Au
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Biological in vitro and in vivo characterization
Recognition and uptake of particles by cells

Cytotoxicity and genotoxicity, apoptosis (MTT, WST-1)
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Immune response, inflammation
RISK EVALUATION

Fig. 11. Scheme of biodistribution and nanotoxicology 
experiments. The first step is the fabrication of desired 
particles and the characterization of their size, shape, 
structure, charge by transmission or scanning electron 
microscopy (TEM, SEM), dynamic light scattering (DLS), 
UV-vis spectroscopy at the ensemble (suspension) and 
single-particle levels, electrophoresis, and other methods. 
The second step includes the functionalization of the particle 
surface with appropriate ligands, including thiolated PEG 
or poly(ethylene oxide) (PEO) molecules, tumor necrosis 
factor (TNF-a), antibodies, and folates, as well as opsoni-
zation with blood serum proteins (BSP, like albumin etc.). 
Conjugates are administered to models in accordance with 
the experimental design, i.e., by using selected doses and 
routes of exposure, including intravenous (IV), intraperi-
toneal (IP), respiratory (RE), or gastrointestinal (GA). The 
biodistribution into organs and the kinetics of accumula-
tion/clearance are determined according to a selected 
time-dependent scheme of tissue sampling. Samples are 
analyzed by radioactive analysis (RA), instrumental neutron 
activation analysis (INAA), inductively coupled plasma-mass 
spectrometry (ICP-MS), and atomic absorption spectros-
copy (AAS). Particles and related structures also can be 
identified at the tissue (histological, HIST) and cellular levels 
by electron microscopy (SEM, TEM), energy dispersive 
X-ray spectroscopy (EDX), and X-ray absorption spectros-
copy (XAS). The final step is the integration of data for the 
biological characterization of GNP effects and the evaluation 
of possible risks through the use of cellular-level information 
(cellular recognition and penetration, cytotoxicity, genotox-
icity, and apoptosis/necrosis; MTT and WST-1 assays) and 
at the whole organism level (organ distribution, accumula-
tion and clearance/excretion, degradation and metabolism, 
immunogenicity, and inflammation). Reproduced from Ref. 
[248] (http://dx.doi.org/10.1039/c0cs00018c) by per-
mission from The Royal Society of Chemistry.

ular probes), experimental parameters (model, doses, 
method, and administration scheme, observation dura-
tion; organs, cells, subcellular structures under study, 
etc.), and the observed biological effects. Coordinated 
efforts in the introduction of standards for the particles 
and methods used for the testing of nanomaterial toxic-
ity are also required. 
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ABSTRACT Seventeen population groups within the Russian Federation were characterized for the first time 
using a panel of 15 genetic markers that are used for DNA identification and in forensic medical examinations. 
The degree of polymorphism and population diversity of microsatellite loci within the Power Plex system 
(Promega) in Russian populations; the distribution of alleles and genotypes within the populations of six cities 
and 11 ethnic groups of the Russian Federation; the levels of intra- and interpopulation genetic differentiation 
of population; genetic relations between populations; and the identification and forensic medical characteristics 
of the system of markers under study were determined. Significant differences were revealed between the Rus-
sian populations and the U.S. reference base that was used recently in the forensic medical examination of the 
RF. A database of the allelic frequencies of 15 microsatellite loci that are used for DNA identification and foren-
sic medical examination was created; the database has the potential of becoming the reference for performing 
forensic medical examinations in Russia. The spatial organization of genetic diversity over the panel of the STR 
markers that are used for DNA identification was revealed. It represents the general regularities of geographical 
clusterization of human populations over various types of genetic markers. The necessity to take into account a 
population’s genetic structure during forensic medical examinations and DNA identification of criminal suspects 
was substantiated.
KEYWORDS microsatellites; short tandem repeats; allelic frequencies; forensic medical examination; DNA iden-
tification; population of Russia; reference database; genetic diversity; gene geography
ABBREVIATIONS MI RF – Ministry of Interior of the Russian Federation; PCR – polymerase chain reaction; 
He – expected heterozygosity; AMOVA – Analysis of molecular variance; CODIS – combined DNA index system; 
EDNAP – the European DNA Profiling Group; ENFSI – European Network of Forensic Science Institutes; ESS – 
European Standard Set; MP – matching probability; PD – power of discrimination; PE – power of exclusion; 
PI – paternity index; SNP – single nucleotide polymorphism; STR – short tandem repeats; UPGMA – unweighted 
pair group method with arithmetic mean

INTRODUCTION
Molecular genetic analysis methods are now widely 
applied in the identification of the biological samples 
of individuals: victims of crimes, disasters, and acts of 

terrorism, criminals, and contingent of special divisions 
of armies or law enforcement. A genetic DNA analysis 
in forensic medical examinations has two stages. At the 
first stage, the DNA characteristics of the samples col-
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lected at the locus delicti are determined. At the second 
stage, they are matched with the DNA collected from 
the suspects or relatives of the victims. If there is no 
match of the genotypes, that points to the fact that the 
samples examined do not belong to the individual in 
question (taking into account the exclusion probabil-
ity). When genotypes match, the probability of their 
random matching, i.e., the probability that other indi-
viduals may have the same genotypes, is also taken into 
account.

The probability of a random match is calculated on 
the basis of data on the occurrence frequencies of the 
alleles (and genotypes) of the analyzed panel of genetic 
markers in reference populations. In order to create 
such reference databases, population samples collected 
with allowance for the population genetic structure of 
certain ethno-territorial groups are used. Allelic fre-
quencies in various populations and groups have been 
published and presented in databases. These reference 
databases serve as a legally valid basis for forensic 
medical conclusions in interpreting the results of geno-
type comparisons.

 The reliability and efficiency of DNA identification 
depends on two key factors: on the choice of the locus 
panel and the choice of the reference population.

Selection of the loci panel. The genetic markers that 
are used for forensic medical expertise should be highly 
polymorphic and should possess a high resolution ca-
pacity. Multiallelic (mostly consisting of 8–10 alleles) 
unlinked microsatellite markers – STR (Short Tandem 
Repeats) loci are considered to be the most efficient 
ones. However, different panels of these STR markers 
are used in different regions.

In Europe, Interpol uses two standards of loci sets – 
ENFSI (the European Network of Forensic Science In-
stitutes) and EDNAP (the European DNA Profiling 
Group), consisting of seven STR loci each. In 2005, an 
agreement on the unification of the loci systems used 
in Europe was signed. The ENFSI proposed six more 
markers as candidates to be included into the Euro-
pean standard set (ESS) [1]. In 2009, the ENFSI add-
ed five out of six candidate markers to its standard, 
thus broadening the European Standard panel ESS 
to 12 STR: TH01, vWA, D18S51, D8S1179, D3S1358, 
FGA, D21S11, D1S1656, D2S441, D10S1248, D12S391 
и D22S1405. In 2010, the standard was approved by the 
European Union.

Starting in 1994, the CODIS (Сombined DNA Index 
System) system has been in use in the United States, its 
full format comprising 13 loci (D7S820, D13S317, CS-
F1PO, TPOX, D16S539, TH01, vWA, D5S818, D18S51, 
D8S1179, D3S1358, FGA, D21S1). The CODIS and 
ENFSI systems have seven markers in common from 
the EDNAP/ENFSI primary standard.

In all the aforementioned systems (with the excep-
tion of the polymorphic autosomal STR loci,) another 
locus (amelogenin) is used, the size of its PCR fragments 
being different on the X and Y chromosomes, which al-
lows for the determination of the sex of an individual 
by analyzing the DNA of a biological sample.

When creating these systems, among the several 
tens of STR loci that had been tested, the most highly 
polymorphic ones within the majority of the examined 
populations were selected. For the convenience of ge-
netic typing, the PowerPlex 16 system was designed, 
enabling the simultaneous amplification of 16 polymor-
phic loci in a single test tube, which considerably sim-
plifies the analysis and reduces its cost. In addition to 
the amelogenin locus and the 13 loci from the CODIS 
system, this kit also comprises two highly polymorphic 
and easily readable pentanucleotide markers (PentaD 
and PentaE) [2].

On December 3, 2008, the Federal Law of the Rus-
sian Federation On State Genomic Registration in the 
Russian Federation was adopted. The law provides for 
the creation of the Federal database of genomic infor-
mation under the Ministry of the Interior of the Rus-
sian Federation.  Order of the Ministry of the Interior 
of the RF no. 70 dated February 10, 2006, is the official 
statutory act regulating the gene typing procedures for 
DNA identification; in the edition dated May 21, 2008, 
it establishes a set consisting of 12 STR markers and 
the amelogenin locus, which is totally identical to the 
American CODIS standard, as a mandatory set.

Selection of the reference population. In order to 
reliably compare genotypes in each case, the choice of 
the reference population should depend on the group 
that the individual who has left biological marks be-
longs to. In actual practice, the reference population is 
usually selected among the populations represented in 
the criminal databases which were studied using this 
panel of STR markers.

The less the reference population represents the 
gene pool of a tested group, the more individuals within 
this group have alleles that are not  in the reference 
database, which results in a considerable decrease in 
the discrimination capacity of the method. There are 
correlations between the number (percentage) of indi-
viduals who have alleles that are not in the reference 
population and the genetic distance between the refer-
ence population and the population under analysis [3].

The use of an inadequate reference group may re-
sult in a decrease in the total identification probabil-
ity by several orders of magnitude. The situation can 
be improved by introducing corrections based on the 
maximum degree of genetic differences between sub-
populations within a reference population (e.g., an eth-
nic group). In order to introduce such a correction, it is 



58 | Acta naturae |  VOL. 3  № 2 (9)  2011

RESEARCH ARTICLES

necessary to have information on the genetic differen-
tiation between populations (Fst) with respect to the 
loci used for each specific group within each specific 
territory. This correction permits the replacement of 
alleles and genotypes that are unknown for the refer-
ence population by their calculated frequencies, with 
allowance made for the differentiation degree Fst [4]. It 
is assumed that these calculated frequencies take into 
account the maximally possible differences between 
the unknown and reference populations.

Even if the group of an individual to whom the bio-
logical sample belongs is unknown, it can be identified 
with a certain probability, provided that there are pop-
ulation databases. Thus, when identifying the victims 
of the World Trade Centre terrorism act in New York, 
if the remains belonged to an unknown group, the 
probability was calculated using all four major Ameri-
can groups as reference points; the most conservative 
estimate was used as the final one [5]. After four years, 
1,594 remains have been identified out of 2,749; 850 of 
those were identified only on the basis of data of a DNA 
analysis [5].

The criminal databases and criteria of comparison 
were developed with allowance for the genetic charac-
teristics of ethno-territorial groups (e.g., see [4]) and are 
published in accordance with specific rules [6]. 

In the United States and Europe, a large massif of 
population has been characterized with respect to the 
loci used in forensic medical examinations. In other 
regions, several tens of population groups have been 
known to have been studied on the basis of panels of 
ENFSI, EDNAP, and CODIS genetic markers [7–14].

 Data on the distribution of individual genetic 
markers from these panels in Russian populations 
has remained fragmentary [15–18]. In terms of inter-
pretability of the data, Russia stands out upon DNA 
identification   by its diverse mix of nationalities and 
vast geographical expanse. The considerable differenc-
es in the range of individual features of the genomes 
that are typical of various ethnic groups, in particu-
lar, the spatially remote ones, have been well known. 
Numerous population genetic studies of the Russian 
population performed using various systems of genetic 
markers, including mtDNA, the Y chromosome, and 
autosomal markers, have demonstrated that the range 
of interpopulation variability for different ethnic and 
territorial groups of the RF exceeds considerably the 
variability of the entire population of Europe [19–22]. 
However, because of the absence of systematic infor-
mation on the RF population in terms of the marker 
panels that are commonly accepted in the world, the 
data on the frequencies of genetic characteristics in the 
population of the U.S. and Europe are used in practice 
for DNA identification in the RF, although whether 

these data can be applied to the RF population has not 
been assessed.

In this context, our work was aimed at determin-
ing the allelic frequencies of 15 autosomal STR loci 
from the PowerPlex 16 system in six urban population 
groups and 11 ethnic groups in the RF. A solution to 
this problem will allow to characterize the genetic vari-
ability of the Russian population using this system of 
markers and will lay the basis for the creation of our 
own reference population for DNA identification and 
forensic medical examinations in Russia.

EXPERIMENTAL

Populations
Seventeen population groups with a total of 1,156 peo-
ple representing different geographical regions of Rus-
sia (European part of the RF, the North Caucasus, the 
Volga–Ural region, Siberia) and belonging to different 
linguistic groups and different anthropological types 
were examined.

Six samplings represent the Russian urban popula-
tion: Moscow (N = 60), Belgorod (N = 50), Orel (N = 51), 
Orenburg (N = 50), Yaroslavl (N = 50), and Tomsk (N 
= 185). Eleven samplings represent a wide range of the 
Russian population and neighboring countries: Komi 
(N = 50), Mari (N = 52), Khakas (N = 92), Bashkir (N = 
70), Tatar (N = 61), Chuvash (N = 53), Dargins (N = 48), 
Avars (N = 50), Lezgins (N = 50), Ukrainians (N = 138), 
and Belorussians (N = 46).

Molecular biology techniques
The amplification of 15 STR loci and the sex marker 
(amelogenin gene) was carried out in the multiplex 
PCR format (one multiplex per all 16 loci) on Applied 
Biosystems and Biometra gradient amplifiers under the 
conditions that were recommended by the manufac-
turer of the commercial PowerPlex system (Promega). 
Fluorescently labeled PCR fragments were separated 
by capillary gel electrophoresis on an ABIPrism 3130 
and an ABIPrism 310 genetic analyzer (Applied Bio-
systems). The genotypes were read using Gene Map-
per software (Applied Biosystems). The quality of gene 
typing was controlled using the standard set of alleles 
of all 16 microsatellites (“ladder”) supplied within the 
PowerPlex 16 system; the “ladder” were loaded in each 
gene typing cycle (in each run).

Methods of statistical analysis of the results
The data were analyzed using the modern statistical 
approaches employed in population genetics and fo-
rensic medicine. Correspondence of the observed geno-
type distributions to the Hardy–Weinberg equilibrium 
was estimated by the exact test of Guo and Thomp-
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son [23] implemented using the Arlequin and GenePop 
software. The genetic diversity of populations and the 
genetic variability of 15 STR were analyzed using the 
Arlequin software [24].

The genetic differentiation of the populations was 
analyzed by a calculation of pairwise Fst values and by 
an analysis of molecular variance (AMOVA), using the 
matrix of root-mean-square discrepancies in repeat 
numbers of Rst. The dendrogram illustrating the ge-
netic relationships between the populations was con-
structed using the unweighed pair group method with 
the arithmetic mean (UPGMA) in PHYLIP software.

The variability of the studied loci in the population 
of North Eurasia was analyzed using the database on 
the frequencies of microsatellite markers in 51 popu-
lations that we compiled (the total sampling volume 
was 8,700 individuals). The database comprised both 
our own results presented in this paper and the data 
from earlier studies [25–39], including data on the 
populations of 12 countries (Belorussia, Bosnia, Greece, 
China, Macedonia, Mongolia, Pakistan, Poland, Rus-
sia, Slovakia, Sweden, and the Czech Republic). The 
database contains information on 17  loci (D3S1358, 
TH01, D21S11, D18S51, D13S317, D7S820, D16S539, 
CSF1PO, vWA, D8S1179, TPOX, FGA, D5S818, Pen-
taD, PentaE, D2S1338, and D19S433). However, since 
five markers (D5S818, PentaD, PentaE, D2S1338, and 
D19S433) had not been studied in a number of popula-
tions, the remaining 12 loci were used in the analysis.

The analysis of this vast massif was carried out us-
ing both statistical and cartographic gene-geographic. 
The statistical analysis consisted of the calculation of 
genetic distances according to Nei [40] using the DJge-
netic software designed by Yu.A. Seregin and E.V. Bal-
anovskaya. The Statistica 6.0 program (StatSoft. Inc., 
2001) [41] was used to visualize the resulting genetic 
distance matrix on a multidimensional scaling dia-
gram.

Heterozygosity with respect to each locus was cal-
culated, and the averaged (over 12 loci) values of het-
erozygosity were obtained in each population. These 
values were mapped using GeneGeo software that was 
developed by a number of authors for several years. 
The calculation of interpolated heterozygosity values 
was performed on the basis of the data in reference 
points (immediately in the populations under study) to 
a uniform grid consisting of 335,661 nodes (881× 381); 
the 301,681 nodes remaining after the water area were 
eliminated. Interpolation was performed using the gen-
eralized Shepard’s method. The cube of the weighting 
function was employed; i.e., the contribution of each 
point into the calculated value in a certain node was in 
reverse proportion to the cube of the distance between 
the reference point and the node; the reference points 

at a distance of more than 3,000 km were not taken into 
account.

The discrimination potential of the system, which 
consisted of 15 microsatellites, was estimated using 
standard medical forensic indices that included the 
matching probability (MP), power of discrimination 
(PD), power of exclusion (PE), and paternity index (PI) 
[42].

RESULTS AND DISCUSSION

Genetic variability of 15 STR PowerPlex 16
In addition to 15 unlinked autosomal STR markers, 
the PowerPlex 16 system, which is intended for deter-
mining an individual’s genetic profile, comprises the 
marker of the amelogenin gene, which is located on X 
and Y chromosomes and is required for sex determina-
tion. Figure 1 shows an example of the multiplex gene 
typing of amelogenin and 15 satellites from the Power-
Plex 16 system in one of the samples. Only the panel of 
microsatellite markers (15 STR) was used to perform 
the analysis in this study.

The results of a study of the genetic variability of 
these 15 STR in Russia and neighboring countries are 
listed in Table 1. The average level of intra-population 
genetic diversity (expected heterozygosity, He) of 
15 STR in the populations under study was 0.796; the 
most variable loci (He > 0.85) – D21S11, D18S51, Pen-
taE, and FGA – have more than 15 alleles. The highest 
number of alleles was found in loci FGA (20), PentaE 
(18), and D18S51 (18).

Pentanucleotide microsatellites PentaE are charac-
terized by the highest dispersion of the repeat number 
(the 18-repeat difference between the shortest and the 
longest alleles) and PentaD (17-repear dispersion). The 
least polymorphic marker (He = 0.612), TPOX, has eight 
alleles. The expected heterozygosity of the remaining 
10 microsatellites of the PowerPlex 16 system varies 
within the range 0.74 < He < 0.82, the number of alleles 
detected varying from 8 to 12.

Distribution of alleles and genotypes over populations
In the populations consisting of 255 genotype distri-
butions (15  loci in 17 samplings) that were studied, 
the deviation from the Hardy–Weinberg equilibrium 
(HWE) (p < 0.05) was detected only in 21 of them. The 
accumulation of deviations from the Hardy–Weinberg 
equilibrium was detected only in the Tomsk popula-
tion (five loci out of 15). However, when introducing the 
Bonferroni correction for comparison multiplicity, the 
actual significance level for the kit consisting of 15 tests 
per population is equal to 0.0035; therefore, with allow-
ance for the Bonferroni correction, only one deviation 
from the Hardy–Weinberg equilibrium (FGA locus in 
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the Tomsk population) turned out to be statistically sig-
nificant.

An example of allele distribution in populations 
(D7S820 locus in six Russian cities) is shown in Fig. 2. 
The genetic variability indices of 17 populations over 
15 microsatellites are summarized in Table 2. All 17 pop-
ulations have close degrees of genetic diversity (the av-
erage heterozygosity fluctuating within 0.771–0.803). 
The highest degree of genetic variability was revealed 
in the populations of Lezgins, Ukrainians, and Tomsk 

residents; the lowest degree was revealed in the Mari, 
Khakas, and Orel residents.

Gene geography of genetic diversity of PowerPlex 16 
markers in North Eurasia
The heterozygosity of 12 loci (D3S1358, TH01, D21S11, 
D18S51, D13S317, D7S820, D16S539, CSF1PO, vWA, 
D8S1179, TPOX, and FGA) was calculated in 51 popu-
lations of Russia and neighboring countries using both 
our data and the results obtained by other authors rep-

FGA

AMEL

PentaD

PentaE

TPOX

D8S1179

vWA

CSF1PO

D16S539

D5S818

D7S820

D13S317
D3S1358

TH01

D21S11

D18S51

Fig. 1. Multiplex 
genotyping of 15 
microsatellites and 
the amelogenin 
locus (AMEL) in 
the PowerPlex 16 
System by capil-
lary electropho-
resis.

Table 1. Genetic variability of 15 STR from the PowerPlex 16 system

Locus Expected het-
erozygosity

Average expected 
heterozygosity 
per population

Number of 
alleles

Average number of 
alleles  

per population

Dispersion 
of repeat 
numbers

Average dispersion of 
repeat numbers per 

population
D3S1358 0.77543 0.76634 8 5.647 7 4.765

TH01 0.78141 0.76693 8 5.588 6 3.588
D21S11 0.84974 0.84229 17 10.588 9 6.353
D18S51 0.87419 0.86735 18 11.882 16 11.118
PentaE 0.91497 0.90474 18 15.176 18 16.118
D5S818 0.73859 0.73546 9 6.529 8 5.941

D13S317 0.79676 0.78925 10 7.176 9 6.176
D7S820 0.80174 0.79478 12 7.471 10 6.471

D16S539 0.78966 0.78064 9 7.000 7 5.941
CSF1PO 0.73503 0.73035 8 5.882 7 5.059
PentaD 0.82446 0.82034 13 8.588 17 8.588

vWA 0.79355 0.79053 10 7.176 9 6.235
D8S1179 0.79676 0.79044 11 8.471 10 7.647

TPOX 0.61227 0.60398 8 5.294 7 4.412
FGA 0.85811 0.85062 20 10.941 13 8.882

Average per 
locus 0.79618 0.78893 11.933 8.227 10.200 7.153
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resented in the database compiled by us (Fig. 3). Al-
though all the markers contained in the PowerPlex 16 
panel were selected on the basis of the maximum in-
tra-population variability (including heterozygosity), 
the populations in different Russian regions differ in 
terms of their heterozygosity level. The map demon-
strates that the maximum heterozygosity (above 79%) 
is observed in the populations of Western and Central 
Europe and in the neighboring western regions of NIS 
countries. The heterozygosity level decreases gradu-
ally when moving eastwards. Thus, in the European 
part of Russia and the Trans-Urals, it is equal to 78%; 
in Central Asia and Altai, approximately 77%; in the 
Baikal region, less than 77%. This regularity of gradual 
decrease in heterozygosity across the entire Eurasian 
continent (from the Atlantic to the Pacific coast) can be 
clearly traced to an appreciable degree, although sepa-
rate populations may fall out of the general trend (e.g., 
heterozygosity in the Kostroma population abruptly 
decreases). In the deep south, an increase in heterozy-
gosity to maximum values exemplified by the Pakistani 
population was observed.

The longitude tendency towards decreasing getero-
zygosity (from the west to the east of North Eurasia) 
that was first described in the markers of the “criminal 
panel” has been well-known on the basis of the con-

Belgorod
Orel
Orenburg
Yaroslavl
Tomsk
Moscow
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0
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Fig. 2. Allelic distribution of the D7S20 locus in populations 
of six Russian cities. The X axis shows the alleles (repeat 
numbers), the Y axis shows the allelic frequencies (frac-
tions of one).
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std = 0.01

Fig. 3. Map of average heterozygosity for 12 autosomal microsatellites (D3S1358, TH01, D21S11, D18S51, D13S317, 
D7S820, D16S539, CSF1PO, VWA, D8S1179, TPOX, and FGA). The color saturation level corresponds to the level of 
average heterozygosity (exact delimiter values are indicated on the map scale). Populations are depicted by red dots. 
In the legend window, the following parameters are indicated: the number of reference points (K); the number of the 
map grid nodes (N); minimum (min), maximum (max) and average (aver) heterozygosity values, and the standard devia-
tion (std).
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ventional gene-geographic studies of the population 
of the USSR. Heterozygosity maps of the conventional 
(immunobiochemical) markers are given in [43], which 
also demonstrate a decrease in variability from the 
European part towards Siberia. The reason for the de-
crease in heterozygosity can be accounted for by the 
more intense genetic drift in the relatively small and 
isolated Siberian populations; whereas the effect of ge-
netic drift in the East, and particularly in the Western 
part of Europe, is levelled by intense population migra-
tions.

Genetic differentiation of populations
The analysis of the genetic differences between pop-
ulations was performed by the molecular variance 
method (AMOVA) with account  for the variation in 
allelic frequencies, and the dispersion of tandem re-
peat numbers  revealed significant genetic variations 
between the groups of populations studied. All Russian 
populations, the Ukrainians, Belorussians, and Komis 
are characterized by a community of the gene pool with 
respect to the studied markers and the absence of a 
significant inter-population differentiation (Fst values 
compared pairwise are not higher than 0.25%). Mean-
while, the group of Slavic populations significantly dif-
fers from most of the other populations. Populations 
of the Volga-Ural region (the Tatars and Chuvash), as 
well as the Mari, have no significant genetic difference 
between each other; however, they differ from other 
ethnic groups. Two other groups that are characterized 
by significant differences from all the other groups are 
the populations from the North Caucasus (Dargins, Av-
ars, and Lezgins), the Bashkirs, and the Khakas.

The total level of genetic differentiation of the pool 
consisting of 17 populations turned out to be relative-
ly high (Fst = 0.0267, or 2.67%) and highly significant 
(p > 0.00001).

Meanwhile, the analysis inside the massif consisting 
of six Russian urban populations, in spite of the consid-
erable territorial sparseness of the cities that represent 
the center of the European section of Russia (Moscow), 
its south (Belgorod, Orel), north (Yaroslavl), the Urals 
(Orenburg), and Siberia (Tomsk) revealed the total ab-
sence of inter-population differences between 15 mic-
rosatellites in these populations in terms of frequencies 
and molecular dispersion. The Fst value in six Russian 
urban populations was equal to 0.00095 (p = 0.6187).

Within the context of using and studying 15 STR to 
perform DNA identification, these data point to the 
possibility of using the sum frequencies over Russian 
megapolises when carrying out a medical forensic ex-
pertise of the urban (predominantly Russian) popula-
tion. In addition, these data indicate the necessity for 
accounting for data on the frequencies of the “identifi-

cation” markers in other ethnic groups of the Russian 
Federation to perform calculations in these popula-
tions.

The comparison of the frequencies of 15 STR in an 
aggregate sampling of the populations of Russian cities 
with the frequencies in Caucasian Americans supplied 
by Promega company [2] as the reference frequencies 
for the PowerPlex 16 system by an analysis of the mo-
lecular dispersion for each locus revealed reliable dif-
ferences in frequencies in 12 out of the 15 microsatellite 
loci (Table 3).

Genetic relationships between populations: phyloge-
netic analysis
The tree of genetic inter-population relationships was 
constructed based on the matrix of pairwise genetic 
distances between populations with respect to the com-
bination of the 15 STR loci obtained by AMOVA and 
with account for the differences in allelic frequencies 
and the dispersion of the tandem repeat number. The 
dendrogram constructed by the unweighed pair-group 
method with an arithmetic mean (UPGMA) in PHYLIP 
software is shown in Fig. 4.

The arrangement of populations on the dendrogram 
completely coincides with the revealed pattern of ge-
netic differentiation in the Russian population over the 
DNA markers that are used for medical forensic ex-
pertise. The populations studied are grouped into four 
clusters, each of these clusters being characterized by 
a community of the gene pool of populations inside the 
cluster and significant differences (and large genetic 

Table 3. Comparison of 15 STR frequencies for each locus 
in Russian urban populations and in Caucasian Americans

Locus Fst p

D3S1358 0.00169 0.02444+-0.00383
TH01 0.00238 0.00782+-0.00343

D21S11 0.00113 0.04008+-0.00603
D18S51 0.00380 0.00000+-0.00000
PentaE 0.00181 0.00196+-0.00136
D5S818 0.00091 0.13001+-0.01025

D13S317 0.00638 0.00000+-0.00000
D7S820 0.00436 0.00000+-0.00000

D16S539 0.00132 0.05963+-0.00636
CSF1PO 0.00205 0.02835+-0.00465
PentaD 0.00460 0.00000+-0.00000

vWA 0.00154 0.02639+-0.00540
D8S1179 0.00256 0.00391+-0.00185

TPOX 0.00438 0.00489+-0.00203
FGA 0.00095 0.06256+-0.00769
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distances) from the populations belonging to other clus-
ters.

The most distant cluster is formed by the Khakas 
and Bashkir populations, the ones with the highest pro-
portion of the mongoloid race component. The rest of 
the populations are much closer to each other than they 
are to the Bashkirs or Khakas; however, they can also 
be clearly divided into three separate groups – Slavic 
populations (all of the Russian megapolises that were 
studied, Ukrainians, Belorussians) and Komis; popula-
tions of the Volga-Ural region (Chuvash, Tatar, Mari); 
and North Caucasus populations (Dargins and Avars). 
The location of the Lezgin population in a cluster with 
the Turk-lingual and the Uralian-lingual populations 
of the Volga-Ural region is a surprise. This is likely as-
sociated with random effects due to the small number 
of samplings.

Genetic relationships between populations: multidi-
mensional scaling
The location of the populations in the space within the 
first two dimensions of multidimensional scaling is 
shown in Fig. 5. The spatial distribution of a population 
represents the degree of similarity between the indi-
vidual gene pools in the best way. It can be seen that all 
European populations are concentrated in the left-hand 

side of the plot. The proximity of populations in the Eu-
ropean cluster points to the unity of the gene pool of 
the populations studied (the Swedes, the Greeks, the 
Poles, the Slovaks, a number of East Slavic populations, 
and the Komi). Two more clusters are located in direct 
proximity: the population of the Volga-Ural region and 
the North Caucasus population. It is noteworthy that, 
as opposed to a phylogenetic analysis, the multidimen-
sional scaling places the Lezgins into a cluster together 
with the Dargins and Avars. The Asian populations 
are located in the right-hand side of the plot. Here, the 
largest and vastest (i.e. genetically diverse) cluster was 
formed by the South Siberian and Central Asian popu-
lations. The populations of the extreme northwest of 
Siberia (the Koryak and Chukchi) stand apart and form 
their own cluster. Finally, the East Asian populations 
(the Chinese and Koreans) also form a separate clus-
ter. It is interesting that the population of Russians who 
have been living in China for several generations [35] 
cannot be genetically differentiated from the native 
populations of East Asia.

A conclusion can be reasonably drawn that the panel 
consisting of the 12 autosomal microsatellite loci that 
are used in the practical activity of medical forensic 
experts also happens to be highly informative for fun-
damental studies into the gene pool. Firstly, this fact 
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Fig. 5. Location of the first two dimensions of the mul-
tidimensional scaling of the genetic distance matrix for 
51 populations (17 populations from this paper and 
34 populations from earlier published data). The Euro-
pean cluster includes the following populations: Swedes, 
Greeks, Komis, Czechs, Slovaks (2 samples), Polish 
(3 samples), Ukrainians, Belorussians, Russians from 
Belgorod (2 samples), Orel (2 samples), Yaroslavl, Kos-
troma, Novgorod, Pskov, Mineralnye Vody, Rostov-on-
Don, Saratov, Orenburg, and Tomsk.

is attested to by the consistency between the genetic 
clusterization of populations with respect to the mark-
ers set and the geographic (and linguistic) grouping 
of the same populations. Secondly, the distribution of 
populations within the plot space repeats their spatial 
distribution on the geographical map (e.g., the Koryaks 
and Chukchis are located in the top-right corner of 
the plot and in the top-right corner of the geographi-
cal map of Russia). Thirdly, the relative dimensions of 
the clusters correlate well with the concepts that were 
earlier formulated in science (e.g., decreasing hetero-
zygosity when moving eastwards, the pronounced het-
erozigosity of the Siberian cluster). Let us specify that 
high interpopulation variability in Siberia agrees well 
with the low interpopulation variability (heterozygos-
ity) of these populations (Fig. 3), since both features 
typically result from genetic drift, its intensity being 
higher in small and isolated Siberian populations. An-
other significant conclusion consists in the contrast be-
tween the homogeneity of European populations (such 
geographically distant from each other populations as 
the Swedes, Greeks, and Russians are almost indiscern-
ible in the plot) and heterogeneity of the other regions 
studied. The populations of the Caucasus, Volga-Ural 
region, Southern Siberia, Northeastern Siberia, and 
East Asia have drastically different allelic frequencies. 

In addition, Siberian populations differ considerably 
between each other.

This fact is likely to be of great practical significance, 
since it becomes clear in which geographic range the 
databases concerning the frequencies of the markers 
used in medical forensic expertise can be employed. 
Thus, the use of separate databases for native popula-
tions of the Caucasus, the Volga-Ural region, and Si-
beria can be recommended when calculating the prob-
ability of a random match during the identification of a 
person. For Siberia, an even more detailed zoning may 
be required. The data on the allelic frequencies in Rus-
sian populations that are presented in our study may 
serve as one of the most important sources of informa-
tion in the compilation of these databases.

Identification potential of 15 STR in populations of 
Russia and neighboring countries
To assess the possibility of using the marker system 
under study for DNA identification in medical foren-
sic expertise, the standard population statistic indices 
characterizing the identification potential of the mark-
er system were determined. These indices include the 
matching probability (MP), the power of discrimination 
(PD), the power of exclusion (PE), and the paternity 
index (PI). The MP and PD indices are used in the DNA 
identification of a person, whereas the PE and PI in-
dices are calculated when determining paternity. The 
values of these indices in certain populations, as well as 
those in Caucasian Americans, are listed in Table 4.

In general, all the populations studied had very high 
values of the discrimination potential of the Power-
Plex 16 system. The matching probability of genotypes 
with respect to 15 STR markers for a total sampling 
of the Russian urban population was equal to 1 out of 
281 000 000 000 000 000 (1 out of 281 quadrillion) in-
dividuals. In other populations, this index is slightly 
lower, but it still considerably exceeds all reasonable 
thresholds for DNA identification.

It should also be noted that the paternity indices in 
all populations are higher than the values set by the 
statutory acts prevailing on the territory of the Rus-
sian Federation by several orders of magnitude. Thus, 
the following levels of evidence of the expert investiga-
tion was ascertained in  Section 7 of the Instruction for 
Organization and Production of Expert Investigations 
in the Bureau of Medical Forensic Expertise approved 
by  Order of the Ministry of Healthcare of the Russian 
Federation no. 161 dated March 24, 2003: The Bayesian 
probability of paternity is at least 0.9990, and the pa-
ternity index (PI) is at least 1,000 for a case of complete 
trio mother–child–putative father; and the Bayesian 
probability is at least 0.9975, and the PI is at least 400 
for a duet child–putative father.
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Table 4. Identification parameters of 15 STR in certain populations

Population Probability of geno-
type matching (MP)

MP recalculated for 1 
out of...

Power of exclusion 
(PE) Paternity index (PI)

Belgorod 1.66 x 10-16 6.33 x 1015 0.999998 742717
Orel 2.53 x 10-16 3.95 x 1015 0.9999992 1003109

Orenburg 1.06 x 10-16 9.36 x 1015 0.9999991 1065170
Yaroslavl 2.46 x 10-16 4.04 x 1015 0.9999997 3378695

Tomsk 3.44 x 10-18 2.81 x 1017 0.9999990 880293

Russians, in total 3.19 x 10-18 3.12 x 1017 0.9999989 834233

Belorussians 9.11 x 10-17 1.08 x 1016 0.999997 284297
Ukrainians 6.34 x 10-18 1.56 x 1017 0.9999995 1834277

Komi 5.60 x 10-17 1.73 x 1016 0.999998 451441
Mari 3.28 x 10-16 3.04 x 1015 0.99998 46918

Khakas 7.42 x 10-17 1.37 x 1016 0.99991 192783

Caucasian Americans 1.83 x 1017 0.9999994 1520000

The resulting indices of informativeness of 
the15 STR for DNA identification in a medical foren-
sic expertise for the Russian and Ukrainian popula-
tions either exceed those of U.S. Caucasian Americans 
or are very close to them (the reference data provided 
by Promega company). In other ethnic groups of Rus-
sia, these indices are somewhat lower either due to the 
smaller volume of the samplings or due to the features 
of their population-genetic structure, but in any case 
they remain very highly informative.

RusDNAid DNA Identification Database
Primary data on the allelic frequencies of 15 micros-
atellite loci from the PowerPlex 16 system in 17 pop-
ulations within Russia and neighboring countries are 
represented in the RusDNAid database designed by 
us. The database is hosted online on the websites of the 
Institute of Medical Genetics, Siberian Branch of the 
Russian Academy of Medical Sciences (http://www.
medgenetics.ru/web-resources/pp16-rus/) and the 
Vavilov Institute of General Genetics, Russian Acad-
emy of Sciences (www.vigg.ru/info/data_bases/hu-
man/DNAid). The frequencies mentioned can be used 
as reference frequencies (for the corresponding popu-
lation or ethnic group) in order to calculate identifica-
tion probabilities for a genetic expertise, including the 
identification of a person, establishment of paternity, 
etc. Moreover, these data can be used in comparative 
population genetic studies.

CONCLUSIONS
Estimates of the genetic variability of microsatellite 
loci, which are used for DNA identifications that com-

ply with the international standards for such studies, 
were obtained for the first time in this study for the 
population of Russia and neighboring countries. The in-
formativeness and resolution capacity of the full panel 
of STR loci was first estimated, and the reference allelic 
frequencies for Russian urban populations, certain eth-
nic groups of the Russian Federation, and neighboring 
countries were obtained.

The identification indices of the systems used for 
DNA identification based on the CODIS international 
standard comprising 13 STR loci, or its extended ver-
sion consisting of 15 STR, that make up the Power-
Plex 16 system (the reference allelic frequencies and 
indices of the identification capacity of gene typing 
systems) were estimated for most of the populations 
of European countries, the USA, Japan, and a number 
of other countries. These reference databases under-
lie the performance of the national services of medi-
cal forensic expertise. In Russia, until recently, there 
was no reference database on the locus contained in 
the standard identification panels. The results of the 
present study allow to fill this gap and offer a possi-
bility to align the standards of personality typing with 
international practice.

The spatial organization of genetic diversity, which 
was revealed by a gene-geographic method, phyloge-
netic analysis and multidimensional scaling on the ba-
sis of the panel of STR markers used for DNA iden-
tification, demonstrates the general regularity of the 
geographic clusterization of human populations on the 
basis of different types of genetic markers, from the 
conventional protein polymorphism to full-genomic 
SNP sets (e.g., see [22]); it shows a considerable tenden-
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cy within the gene pool of the Russian population and 
neighboring countries towards subdivision and the ne-
cessity to account for a population’s genetic structure 
when performing medical forensic investigations and 
the DNA identification of  persons in criminal cases. 
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ABSTRACT The antimicrobial peptide Ltc1-K and its derivates without one, two, then three N-terminal amino 
acid residues were studied based on the hypothesis (backed by some experimental data) that the hydrophobic 
N-terminal moiety of linear cationic antimicrobial peptides defines their haemolytic activity. It was discovered 
that the excision of three N-terminal amino acid residues considerably decreases the peptide’s toxicity for eu-
karyotic cells and simultaneously increases the selectivity of antibacterial activity for some bacteria species. 
Studies performed with the model membrane systems and human erythrocytes revealed that the main reason for 
the observed effect is a multifold decrease in the peptide’s affinity to an eukaryotic cellular membrane enriched 
with zwitterionic phospholipids. 
KEYWORDS antimicrobial peptides; latarcin; haemolytic activity; circular dichroism; fluorescent confocal mi-
croscopy
ABBREVIATIONS AMP – antimicrobial peptides; LSCM – laser scanning confocal microscopy; CD – circular di-
chroism; NMR – nuclear magnetic resonance; LML – large monolamellar liposomes; DOPC – 1,2-dioleoyl-sn-
glycero-3-phosphocholine; LMPC – 1-myristoyl-2-hydroxy-sn-glycero-3-phosphocholine; CF – carboxyfluo-
rescein; FD70 and FD500 – fluorescein-labelled dextrans of 70 kDa and 500 kDa, respectively; EC50 – peptide 
concentration required for 50% haemolysis or cell death; MIC – minimal inhibitory concentration; Kd – dissocia-
tion constant

INTRODUCTIONS
Antimicrobial peptides (AMP) are natural substances 
that vary in structure and biological functions. They 
possess in common the capability of inhibiting the vi-
tal activity of pathogenic microorganisms.  Endogenic 
AMPs are considered to be one of the key factors (and 
simultaneously an evolutionarily ancient one) of the in-
nate immunity of multicellular organisms, which ena-
bles them to be regarded as prototypes for a new gen-
eration of antibiotics [1–3]. The search for new AMPs 
and the detailed study of the existing ones is stimulated 
by the development of resistance to conventional anti-
biotics in microorganisms and by the capability of many 
AMPs to overcome this resistance.

A new group of AMPs consisting of seven short cati-
onic linear peptides – latarcins – have recently been 
isolated from the poison of the Central Asian spider 
Lachesana tarabaevi and characterized [4]. Latarcins 
Ltc1, Ltc2, and Ltc5, which are similar to a number of 
other AMPs, along with moderate haemolytic activity, 
display high antibacterial activity [4]. AMPs are regard-
ed as an alternative to existing antibiotics: therefore, 
their cytotoxicity with respect to human cells is unde-

sirable. The structural determinants of the cytotoxicity 
of AMPs have been revealed both from the research 
and practical perspectives. One of such structural ele-
ments was identified in linear α-helix AMPs [5]. It was 
ascertained that the hydrophobic N-terminal frag-
ment enhances the haemolytic activity of these pep-
tides, based on the structural and functional analysis of 
a large number of α-helix AMPs. Using the example of 
latarcins Ltc2a and Ltc5, it was demonstrated that the 
activity of AMPs with respect to eukaryotic cells can be 
reduced via the removal of their N-terminal fragment 
or via point amino acid replacements that decrease 
their hydrophobic potential [5].

We follow this direction and present the results of an 
investigation into the properties of AMP Ltc1-K (Ta-
ble 1), which corresponds to the non-processed form of 
latarcin Ltc1 with an additional lysine residue on the 
C-terminus. In terms of haemolytic activity and bacte-
ricide effect with respect to Escherichia coli and Bacil-
lus subtilis, Ltc1-K does not differ from mature Ltc1 
[6]. It was demonstrated by NMR that when Ltc1-K 
binds to sodium dodecylsulfate micelles (the simplest 
membrane-imitating model), the N-terminal fragment 
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of the α-helix peptide is embedded into the hydropho-
bic region of a micelle [7]. Taking into account the NMR 
data [7] and structural and functional analysis [5], we 
assumed that the N-terminal fragment enhances the 
binding of Ltc1-K to the membranes consisting of zwit-
terionic lipids and determines the cytotoxic activity of 
a peptide. Three Ltc1-K analogues shortened from the 
N-terminus by one, two, and then three amino acid res-
idues (Table 1) were synthesized in order to verify this 
hypothesis. The comparative analysis of their struc-
tures, activity, and features of haemolytic action was 
performed.

EXPERIMENTAL

Reagents
The following reagents were used in this study: 1,2-di-
oleoyl-sn-glycero-3-phosphocholine (DOPC) and 
1-myristoyl-2-hydroxy-sn-glycero-3-phosphocholine 
(LMPC) (Avanti Polar Lipids, United States); Muel-
ler – Hinton broth, carboxyfluorescein (CF), fluores-
cein-labelled dextrans with molecular weight 70 and 
500 kDa (FD70 and FD500), fluorescent dyes FM1-43, 
propidium iodide, and Hoechst 33342 (Sigma Aldrich, 
United States); culture medium Roswell Park Memorial 
Institute 1640 (RPMI-1640) purchased from PanEco 
(Russia); and heparin (Sintez, Russia). The remaining 
reagents were of special purity grade.

The peptides (Table 1) were synthesized by  solid 
phase synthesis in the Peptide Synthesis Laboratory 
of the Institute of Bioorganic Chemistry of the Rus-
sian Academy of Sciences (Moscow) (team leader N.S. 
Egorova) and characterized by HPLC and mass spec-
trometry (MALDI-MS) as described earlier [4, 6]. Pep-
tide concentrations in aqueous solutions were deter-
mined on the basis of UV absorption using a SF-256 
spectrophotometer (LOMO, Russia) and the molar ex-
tinction coefficients 5500 M-1cm-1 for (-3)Ltc1-K and 
11000 M-1cm-1 for Ltc1-K, (-1)Ltc1-K, and (-2)Ltc1-K 
at a wavelength of 280 nm.

Recording and analysis of the circular dichroism (CD) 
spectra
The CD spectra of the peptides were recorded in a phos-
phate buffered saline (110 mM NaCl, 50 mM NaH

2
PO

4
,
 

pH 7.4) and in LMPC micelles (30 mM with respect to 
lipid) in a phosphate-buffered saline at a peptide con-
centration of 40 µM, using a Jasco J-810 spectropola-
rimeter (Jasco, Japan). In order to attain an equilibrium 
distribution of the peptide over the micelles, LMPC-
containing samples were pre-incubated for 30  min 
at a temperature of 25°С. The spectra were recorded 
within a range from 190 to 250 nm with a 0.2 nm incre-
ment (the slit spectral width being 1 nm). A sample was 
placed into a cell with a detachable window (Hellma, 
Germany) with an optical path length of 0.01 cm. The 
secondary structures of the peptides were calculated 
on the basis of the CD spectra using CONTILL software 
[8]. The calculation results were averaged on the basis 
of two independent experiments.

Preparation of erythrocyte suspension
The donor’s capillary blood (100–150 µl) was mixed 
with a RPMI-1640 medium containing heparin 
(10 u/ml). The cells were precipitated by centrifuga-
tion for 2 min at 300 g; the precipitate was re-suspend-
ed in a heparin-free medium until a final erythrocyte 
concentration of 2 × 107 CFU/ml was attained. All ex-
periments were carried out during 2–3 h after blood 
sampling.

Analysis of haemolytic activity
The erythrocyte suspension was mixed at an equiv-
olumetric ratio with a peptide that was preliminarily 
diluted by RPMI-1640 to the desired concentration, in 
order to ascertain the haemolytic activity of peptides; 
the mixture was then incubated for 1 h (37°С) under 
constant stirring (140 rpm). Fetal bovine serum (8%) 
was either added or not added to the mixture. The 
cells were then precipitated by centrifugation (1200 g, 
5 min), and supernatant was taken. The haemoglobin 
release from erythrocytes was estimated on the basis 
of the optical density of supernatant at a wavelength of 
414 nm, measured on a photometric plate reader Unip-
lan (PICON Russia). The haemolysis degree was calcu-
lated using the following formula:

     HC
%
 = (OD

e 
– ОD

0
)/(ОD

100
 – ОD

0
) × 100%,� (1)

where OD
e
, OD

0
, and OD

100
 are the optical densities 

(414 nm) of supernatants obtained from the sample un-
der study, from the control cells and the totally lysed 
cells, respectively. For total lysis of erythrocytes, the 
RPMI-1640 medium was substituted for deionised wa-
ter. The results of two independent experiments, with 
measurements repeated thrice in each of them, were 
averaged. The equivalent amount of a peptide-free me-
dium was added to the control cells. The concentration 
dependence of haemolysis was approximated by the 

Table 1. Amino acid sequences of Ltc1-K and its derivatives

Peptide Amino acid sequence

Ltc1-K SMWSGMWRRKLKKLRNALKKKLKGEK
(-1)Ltc1-K MWSGMWRRKLKKLRNALKKKLKGEK
(-2)Ltc1-K WSGMWRRKLKKLRNALKKKLKGEK
(-3)Ltc1-K  SGMWRRKLKKLRNALKKKLKGEK
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sigmoid dependence equation; the peptide concentra-
tion that caused a 50% release of haemoglobin from 
erythrocytes (HC

50
) was determined.

Analysis of cytotoxicity
Human erythromyeloid leukemia К562 cells were cul-
tured (5% CO

2
, 37°C) in a RPMI-1640 medium with 8% 

fetal bovine serum and L-glutamine (2 mM). The cyto-
toxicity of peptides was determined as described earlier 
[9]. The cells were incubated for 3 h (5% CO

2
, 37oC) in a 

medium containing the peptides under study in serial 
dilutions (from 0.1 to 100 µM). Then, propidium iodide 
(10 µM) and Hоеchst 33342 (10 µM) were introduced 
into the medium; after 10 min, the state of the cells was 
analyzed using an Axiovert 200M fluorescence micro-
scope (Carl Zeiss, Germany). The cells stained only with 
Hoechst 33342 were considered to be living, whereas 
the cells stained with Hoechst 33342 and propidiun io-
dide were regarded as dead. At least 500–1,000 cells 
were analyzed for each peptide concentration. The re-
sults of two independent experiments were averaged. 
The equivalent amount of the peptide-free medium 
was added to the control cells. The concentration de-
pendence of cytotoxicity was approximated by the sig-
moid curve, and the peptide concentration causing the 
death of 50% of cells (EC

50
) was determined.

Analysis of antibacterial activity
Cells from E. coli C600, Micrococcus luteus Ac-2230 
VKM, and B. subtilis B-501 VKM were cultured in a 
Mueller–Hinton broth (37°C). The anti-bacterial activ-
ity of the peptides was measured using the method of 
serial dilution in a liquid medium as described earlier 
[9]. The bacterial suspension (105 CFU/ml) was incu-
bated in the Mueller–Hinton broth in the presence of 
serial dilutions of peptides for 24 h at 37°C. The ab-
sence of bacterial reproduction served as the criterion 
of peptide activity; the reproduction was detected by 
comparing the optical density (595 nm) of the bacte-
rial culture in the presence of the peptide with that in 
the control using the photometric plate reader Uniplan 
(PICON Russia). The results of two independent ex-
periments, the measurements being repeated thrice in 
each of them, were averaged. The equivalent amount 
of the peptide-free medium was added to the control 
cells. The activity was characterized by the minimum 
inhibitory concentration (MIC) value.

Preparation of large monolamellar liposomes (LML)
A weighed portion of DOPC was hydrated in a phos-
phate buffered saline solution(110 mM NaCl, 50 mM 
NaH

2
PO

4
, pH 7.4) for 2 h at 25°С upon vigorous shak-

ing. The suspension of multilamellar liposomes with 
DOPC at a concentration of 10 mM was obtained by the 

freeze–thaw method in liquid nitrogen (10 cycles). An 
LML with a diameter of 100 nm was prepared by extru-
sion of the multilamellar liposome suspension through 
a polycarbonate filter with a 100-nm-pore diameter 
(Whatman, Great Britain) according to the recom-
mendations of the manufacturer of the mini-extruder 
(Avanti Polar Lipids, United States).

Studying the interaction between peptides and DOPC 
liposomes
The level of binding to the lipid bilayer was assessed 
on the basis of the short-wavelength shift of the fluo-
rescence spectrum of Trp residues within the peptides 
as the side chain of Trp transferred from the polar en-
vironment into a hydrophobic one. The fluorescence 
spectra were recorded on an LS 55 spectrofluorimeter 
(Perkin Elmer, Great Britain) at 25°С. Fluorescence was 
excited at 270 nm, and the emission spectrum was reg-
istered within a range from 300 to 500 nm with a meas-
urement increment of 0.5 nm. In order to reduce the 
distortions of the spectra due to light scattering on lipo-
somes, a quartz cell with a 10 × 2 mm cross-section was 
used when recording the fluorescence of a thin layer of 
the sample (2 mm).

The samples contained 2 µM of peptide and 0.1–
0.5 mM of DOPC in the form of LML in the phosphate 
buffered saline. The recorded spectra were analyzed in 
LabSpec2.0 software (Dilor, France). The mathematical 
procedure of representing the experimental spectrum 
as a sum of two spectra (a peptide in the aqueous envi-
ronment and a peptide totally bound to lipids) was used 
with the corresponding weight coefficients in order to 
calculate the ratio between the bound and unbound 
forms of the peptide. The suspension of zwitterionic 
LMPC micelles (20 mM lipid) was used to measure the 
spectrum of the peptide that was completely bound 
to the lipids. The complete binding of peptides to the 
LMPC micelles was confirmed by the CD method based 
on the dependence of formation of the α-helix confor-
mation of peptides on micelle concentration.

The dissociation constant (Kd
) was determined ac-

cording to the earlier described procedure [10], based 
on the data averaged in two independent experiments, 
using the following formula:

                                   С
M

/L = 1/K
d
 × С

buf,
� (2) 

where С
buf

 is the concentration of the unbound pep-
tide in the solution and С

M
/L is the concentration of the 

membrane-bound peptide reduced to lipid concentra-
tion.

It should be noted that at a DOPC concentration 
higher than 1 mM, the intensity of the fluorescence re-
corded decreases due to light scattering, which results 
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in the underestimation of the C
M 

and C
buf

 values under 
determination. However, this fact has no effect on the 
calculated ratio С

M
/С

buf
, which is used to determine 

K
d
.

Microscopic studies
When studying the peptide-induced morphological 
changes in erythrocytes in the RPMI-1640 medium,  
equal volumes of the erythrocyte solution (6 × 106 CFU/
ml) and peptide solution were mixed, ensuring  equi-
effective concentrations of Ltc1-K and (-3)Ltc1-K (the 
final concentration in the sample was 4 µM Ltc1-K or 
30 µM (-3)Ltc1-K); CF (20 µM) was also added. The 
sample was placed into a 12-well chamber flexiPERM 
(Perbio, Belgium) with a 0.17-mm-thick glass bottom, 
centrifugated for 1 min at 250 rpm to deposit the cells 
onto the glass, and transferred under a microscope for 
analysis.

The erythrocytes, at a concentration of 107 CFU/ml, 
were incubated in the presence of equi-effective con-
centrations of Ltc1-K (2 µM) or (-3)Ltc1-K (15 µM) in 
the RPMI-1640 medium for 20 min at 37°С in order to 
obtain ghosts.   Membrane permeability markers (CF, 
FD70 or FD500) at a concentration of 20 µM and FM1-
43 (0.9 µM) staining the plasma membrane were then 
added. The incubation of the samples was continued 
for an additional 1 h at 37°С. The samples were then 
analyzed analytically.

An LSM 510 Meta laser scanning confocal microscope 
(Carl Zeiss, Germany) with a C-Apochromat 63×/1.2 
W objective was utilized. The measurements were per-
formed with a lateral resolution of 0.3 µM and an axial 
resolution of 0.6 µM. The fluorophores were excited by 
an Ar+ laser with wavelengths of 458 nm (FM1-43) and 
488 nm (CF, FD70, and FD500). The fluorescence was 
recorded by isolating the desired spectral range using a 
band-pass filter at 505–550 nm (CF, FD70, and FD500) 
and a long-wave barrier filter with the boundary set at 
585 nm (FM1-43). The transmitted light images of cells 
were recorded simultaneously with the fluorescence 
images.

When studying the dynamics of the processes, 
100 repeated measurements were performed with an 
increment of 2 s.

The images were processed using the ImageJ soft-
ware (National Institute of Health, United States). The 
extent of influx (A) of the membrane permeability 
markers (CF, FD70, FD500) inside an erythrocyte (%) 
was calculated using the following formula:

                A = (F
in 

– F
0
)/(F

out
 – F

0
) × 100,� (3)

where F
in

 is the average fluorescence intensity inside 
the ghost, F

out
 is the average fluorescence intensity of 

the medium around the cells, and F
0
 is the background 

signal inside the intact erythrocytes. The extent of in-
flux was averaged with respect to 100–150 cells.

RESULTS and DISCUSSION

Biological activities of peptides
The abilities of latarcin Ltc1-K and its derivatives (Ta-
ble 1) to lyse erythrocytes and human erythromyeloid 
leukemia cells and  inhibit in vitro bacterial growth 
(Table 2) were compared in order to assess the effect of 
the N-terminal fragment on haemolytic, cytotoxic, and 
antibacterial activities.

The excision of one to three N-terminal amino acid 
residues had no effect on the capability of the peptides 
to inhibit the growth of the gram-positive bacteria 
B. subtilis. The activity with respect to gram-negative 
E. coli and gram-positive M. luteus decreased consider-
ably only for (-3)Ltc1-K. No interrelation between the 
change in the range of activity of Ltc1-K upon exci-
sion of the N-terminal fragment and the morphologi-
cal or tinctorial properties of the bacteria was estab-
lished: the activity decreased not only with respect to 
gram-negative E. coli bacilli, but also for gram-posi-
tive cocci M. luteus, which have no lipopolysaccharide 
core. Meanwhile, the sensitivity of the gram-positive 
bacilli B. subtilis remained at the same level. It can be 
assumed that the decrease in activity observed   is to 
a large extent associated with the features of interac-
tion between the peptides and the plasma membrane of 
certain types of bacteria.

Peptide-mediated permeabilization of the bacte-
rial membrane is considered to be the most probable 
mechanism of antibacterial effect of Ltc1-K and its 
analogues, as well as that of other cationic AMPs. The 
data on the ability of the peptides studied to induce de-
fects in the erythrocyte membrane indirectly attest to 
this fact.  Permeabilization of the bacterial membrane 
can occur either by formation of toroidal lipid-peptide 
pores or by the so-called “carpet” mechanism, which 
causes detergent-like damage to the membrane [11]. 
In the former case, the excision of the hydrophobic N-
terminal fragment is more likely to reduce the ability of 
the peptide to weave into the hydrophobic membrane 
region and initiate the formation of lipid-peptide pores. 
In the latter case, the excision of the N-terminal frag-
ment will have a smaller effect on the efficacy of mem-
brane damage. In both cases, the initial binding of a 
peptide to the membrane is determined by electrostatic 
interactions between the cationic amino acid residues 
and anionic lipids, in which the bacterial membrane is 
enriched. In addition, the excision of the N-terminal 
fragment of Ltc1-K does not affect the electrostatic in-
teractions.
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Specific mechanisms of defect formation in the mem-
brane of different types of bacteria may depend on the 
composition and rigidity of the membrane. Hence, the 
activity of (-3)Ltc1-K with respect to E. coli and M. lu-
teus (lower than that of Ltc1-K) may imply the per-
meabilization of the membrane of these bacteria via 
the mechanism of formation of toroidal lipid-peptide 
pores, whereas a detergent-like damage to the mem-
brane should be assumed in the case of B. subtilis. The 
experimental verification of this hypothesis requires a 
specific long-term study and lies beyond the scope of 
the present article.

No considerable differences in the haemolytic activ-
ity of Ltc1-K, (-1)Ltc1-K, and (-2)Ltc1-K has been de-
tected, whereas the activity of (-3)Ltc1-K decreased by 
a factor of 7 (Table 2). A similar regularity was revealed 
during the analysis of the cytotoxicity of peptides with 
respect to K562 cells (Table 2). Let us note that, for con-
venience, haemolysis of erythrocytes by the peptides 
was compared in a medium containing no serum; its 
presence (same as the presence of blood plasma) pro-
tects erythrocytes and reduces the haemolytic activ-
ity of peptides down to moderate values. Thus, in the 
presence of 8% of fetal bovine serum, the HC50

 values 
for Ltc1-K, (-1)Ltc1-K, and (-2)Ltc1-K are 28, 67, and 
58 µM, respectively.  Attempts at measuring HC

50 
for 

(-3)Ltc1-K over the available concentration range were 
unsuccessful (Fig. 1).

By comparison, HC
50

 of mellitin from the poison 
of Apis mellifera, which belongs to the highly active 
haemolytic peptides, in the presence of 8% of serum 
is 0.3 µM (the data are not given), whereas HC

50
 of 

the earlier studied latarcins Ltc2a and Ltc5 are 6 and 
12 µM, respectively [5]. The cytotoxicity (EC

50
) of Ltc2a 

and Ltc5 for K562 cells is 3 and 12 µM [5]. The haemo-
lytic activity of Ltc1-K is noticeably less than that of 

Ltc2a, Ltc5, and mellitin, but it is comparable with the 
activity of other latarcins with respect to K562 cells. 
The excision of the N-terminal fragment is accompa-
nied by a multifold decrease in the cytotoxicity and 
haemolytic activity of Ltc2a, Ltc5 [5], and Ltc1-K. Thus, 
the resulting data (Table 2) lend support to the earlier 
conclusions [5] that the haemolytic and cytotoxic activi-
ties of α-helix AMPs are enhanced by the hydropho-
bic potential of the N-terminal fragment. In the case of 
Ltc1-K, the considerable decrease in membrane-lytic 

Table 2. Characteristics of interaction of Ltc1-K and its derivatives with erythrocytes, K562 cells, bacteria and DOPC-
liposomes

Peptide

Eukaryotic cells Bacteria DOPC-
liposomes

Erythrocytes
HC

50
, µM

K562
EC

50
, µM

E. coli
MIC, µM

B. subtilis
MIC, µM

M. luteus
MIC, µM K

d
, mM

Ltc1-K 1.1 ± 0.1 7.1 ± 0.4 1.3± 0.3 0.7 ± 0.2 1.1 ± 0.3 1.4 ± 0.5

(-1)Ltc1-K 0.8 ± 0.1 4.9 ± 0.2 2.6± 0.6 0.7 ± 0.2 2.7 ± 0.6 1.4 ± 0.7

(-2)Ltc1-K 1.3 ± 0.1 11 ± 1 2.6± 0.6 0.7 ± 0.2 2.9 ± 0.6 1.7 ± 0.6

(-3)Ltc1-K 8.0 ± 2.0 39 ± 5 6.5± 1.6 0.7 ± 0.2 5.6 ± 0.9 15 ± 3

Note. HC
50

 – peptide concentration resulting in haemolysis of 50% of erythrocytes. EC
50 

– peptide concentration result-
ing in death of 50% of cells. MIC – the minimum inhibitory concentration inhibiting the growth of a microorganism in a 
liquid nutrient medium. K

d 
– dissociation constant of peptide complexes with DOPC-liposomes.

Fig. 1. Concentration dependence of the haemolytic ef-
fects of Ltc1-K and (-3)Ltc1-K. Open symbols correspond 
to erythrocyte treatment with peptides in a serum-free 
medium, closed symbols correspond to erythrocyte treat-
ment with peptides in a medium complemented with a 8% 
fetal bovine serum. Each line is a best fit of the experimen-
tal data with a Hill function. Vertical dashed lines indicate 
the equi-effective Ltc1-K and (-3)Ltc1-K concentrations 
that were used in subsequent experiments.
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activity is attained after the N-terminal hydrophobic 
residue Trp3 is removed.

The features of interaction of Ltc1-K and its deriva-
tives with the erythrocytes and lipid systems (DOPC-
liposomes, LMPC micelles) that simulate the membrane 
of eukaryotic cells were studied in order to establish 
the reasons for the reduction in toxicity.

Comparative analysis of peptide affinity to DOPC-
liposomes
Assuming that the toxicity with respect to eukaryotic 
cells depends on the peptide affinity towards the zwit-
terinoic lipids dominant within the plasma membrane, 
we measured the dissociation constants (К

d
) of the 

complexes of Ltc1-K and its derivatives with DOPC-
liposomes.

The results of the analysis of peptide binding to li-
posomes are represented in Fig. 2. As can be seen, the 
selected mathematical model adequately describes the 
resulting binding isotherms. The К

d 
values for the pep-

tides Ltc1-K, (-1)Ltc1-K, and (-2)Ltc1-K determined 
on the basis of isotherms are equal, whereas the К

d
 

value of (-3)Ltc1-K increases by a factor of 10 (Table 2), 
pointing to a considerable reduction in the affinity of 
(-3)Ltc1-K towards the lipid bilayer.

The estimation of the thermodynamic contribution, 
ΔG0

N-term
, of the N-terminal peptide fragment to the 

binding with membrane, performed using the formula

         ΔG0
N-term

 ~ RT ln (K
d(Ltc1-K)

/K
d
 
((-3)Ltc1-K)

),� (4)

demonstrates that the free energies of interaction with 
the bilayer in Ltc1-K and (-3)Ltc1-K differ by 1.4 kcal/
mol; i.e., the change in the free energy of interaction is 
~20%. The major contribution to the free energy of in-
teraction between the N-terminal fragment and the li-
pids is made by the Trp3 residue; this interaction seems 
to be of mostly hydrophobic character. The fact that 
the value ΔG0

N-term
 is close to – 1.95 kcal/mol (the value 

predicted by the White–Whimley method based on the 
empirical scale of hydrophobicity of amino acid resi-
dues [12]) lends support to this hypothesis.

Thus, the excision of the N-terminal fragment in Ltc-
K results in an abrupt decrease both in the haemolytic 
activity and cytotoxicity, and the K

d
 value, supporting 

the fact that peptide affinity towards the zwitterionic 
membrane is indeed of great significance for the devel-
opment of the haemolysis and cytotoxic effects.

Effect of the N-terminal fragment of Ltc1-K on the 
secondary structure of peptide in peptide–lipid com-
plexes
Peptide conformation is another factor that may have 
an effect on the activity of peptides. We compared the 

secondary structure of Ltc1-K and its derivatives by 
analyzing the CD spectra of peptides in the phosphate 
buffered solution and in the lipid system – micelles of 
zwitterionic LMPC, which is used for simulating the 
surface of the eukaryotic cell membrane [13]. LMPC 
forms a 3D hydrophobic phase that is comparable in 
terms of its diameter with the thickness of the hydro-
phobic region of the biological membrane [14]. Moreo-
ver, LMPC does not have its own spectrum in the CD 
region of polypeptides and is characterized by a low 
level of light scattering at a high concentration of the 
phospholipid component, which provides the possibil-
ity to attain a high excess of lipid as compared with the 
peptide and ensures complete binding of peptide to mi-
celles.

We found out that all the peptides under study in 
the buffer have a predominately disordered structure 
(Fig. 3) with an equally low content of elements with 
α-helix conformations (Table 3). Peptides undergo con-
siderable conformational changes (Fig. 3) when bound 
to zwitterionic micelles: the α-helix becomes the pre-
dominant structural element, with 15–17 amino acid 
residues involved in its formation (Table 3). The results 
obtained correlate with the data on the high potential 
of helix formation in Ltc1-K in 50% of trifluoroethanol 
[6] and correspond to the general notion of the typical 
structural changes accompanying the interaction be-
tween linear cationic AMP and the lipid bilayer. Many 
AMPs have a disordered structure in water and form 
an amphipatic α-helix upon binding with lipids (see re-
views [14–16]).

Thus, the formation of the α-helix in complex with 
lipids, which is typical of Ltc1-K, as well as its size, is 

Fig. 2. Association isotherms for the binding of Ltc1-K, 
(-1)Ltc1-K, (-2)Ltc1-K, and (-3)Ltc1-K to DOPC-LML. 
Solid lines are a least squares approximation of experimen-
tal data with a linear function defined by equation (2).  
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retained after the excision of one, two, or three N-ter-
minal amino acid residues. The N-terminal of Ltc1-K 
is apparently a part of the region with the disordered 
structure, providing a gain in free energy during pep-
tide binding with zwitterionic lipids due to its confor-
mational mobility. This assumption is indirectly sup-
ported by the structure of Ltc1-K in complex with 
negatively charged sodium dodecyl sulphate micelles, 
determined by NMR [7]. The data obtained allow us to 
eliminate conformational rearrangement from the list 
of the possible reasons behind the lower cytotoxic and 
haemolytic activity of (-3)Ltc1-K in comparison with  
Ltc1-K.

Comparative analysis of interaction of Ltc1-K and (-3)
Ltc1-K with erythrocytes
The search for the possible reasons that determine   
the differences in the activity of Ltc1-K and (-3)Ltc1-

K was taken further to the cell level. The features of 
haemolysis were compared at equi-effective concen-
trations of Ltc1-K and (-3)Ltc1-K (4 and 30 µМ, re-
spectively), which were selected based on the concen-
tration dependences of the haemolytic effect (Fig. 1). 
The difference in peptide concentration in the medium 
almost by a factor of 8 compensated for the differences 
between Ltc1-K and (-3)Ltc1-K in terms of affinity 
towards zwitterionic lipids (Table 2) and theoretically 
provided the same amount of Ltc1-K and (-3)Ltc1-K 
bound to the cell membrane.

The interactions between peptides and the erythro-
cyte membrane were analyzed in real time by LSCM 
with the synchronous registration of cell images in the 
transmitted light (in order to assess the erythrocyte 
morphology) and fluorescence images characterizing 
membrane permeability in terms of the penetration of 
CF into the cytoplasm (Fig. 4). The ability of LCSM to 
register fluorescence only from a thin layer near the 
focus of the objective and to eliminate the signals from 
the layers located above and below is critical in order to 
obtain contrast images of the distribution of CF around 
and inside the cells.

The exposure to Ltc1-K and (-3)Ltc1-K results 
in the equally complete release of haemoglobin from 
some erythrocytes and converting them into ghosts, 
whereas the proportion of lysed erythrocytes increases 
with a rising peptide concentration in the medium. The 
haemolysis process occurs very inhomogeneously: a 
number of erythrocytes are not subjected to any notice-
able changes, whereas morphological changes emerge 
in some erythrocytes with a different delay after the 
peptide is introduced, which results in ghost forma-
tion. The differences in cell response are not connected 
with the local concentration gradients of the peptides 
introduced. The high inhomogeneity factor of peptide 
distribution in the medium was eliminated by means 
of thorough and rapid stirring of equal volumes of the 
peptide and cell suspensions. The exposure to Ltc1-K 

Table 3. Contribution of the α-helix conformation to the 
structure of Ltc1-K and its derivatives, based on the data 
of CD spectroscopy

Peptide Phosphate buffered 
saline LMPC micelles

%* a.a.r.** %* a.a.r.**

Ltc1-K 17 4 59 15

(-1)Ltc1-K 14 4 67 17

(-2)Ltc1-K 15 4 72 17

(-3)Ltc1-K 16 4 65 15

* The proportion of the α-helix in the molecule structure.
** The number of amino acid residues involved in the for-
mation of the α-helix.

Fig. 3. Circular 
dichroism (CD) 
spectra of Ltc1-K 
and its derivates 
in phosphate 
buffered saline 
(a) and LMPS 
micelles (b).
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and (-3)Ltc1-K results in an equal sequence of eryth-
rocyte transformations (Figs. 4, 5): discocyte–echino-
cyte– stomatocyte–spherocyte–ghost. The lifetime of 
an echinocyte varies over a wide range (from several 
minutes to an hour) and is the limiting stage of haemo-
lysis kinetics. The average duration of the stomatocyte 
stage is several minutes. Spherocyte is the shortest liv-
ing state. It lasts no more than 10 s. No reliable differ-
ences in the duration of the separate stages of erythro-
cyte transformation under the action of both peptides 
were observed. The increase in peptide concentration 
in the medium primarily resulted in a decrease in the 
average lifetime of echinocytes.

Only at the stage when spherocyte was converted 
into the ghost did the erythrocyte membrane become 
permeable to the low-molecular-weight CF marker; 
a factor which is common to both peptides (Figs. 4–6). 
The influx of CF in cytoplasm and the beginning of 
haemoglobin release from a spherocyte (Fig. 6) are de-
tected simultaneously. This implies the formation of 
large membrane defects without the indiscernible un-
der our experimental conditions intermediate study of 
the formation of small lipid-peptide pores that would 
be permeable to CF (hydrodynamic diameter of the 
molecule of ~0.5 nm), but impermeable to haemoglobin 
(hydrodynamic diameter of 6.3 nm).

We found out  that the membrane of the ghosts that 
remained under the action of Ltc1-K and (-3)Ltc1-K 
retains its permeability to CF, as opposed to the mem-
brane of the ghosts emerging after osmotic haemolysis 
of erythrocytes caused by the replacement of the me-
dium by distilled water (data not shown). Therefore, 
Ltc1-K and (-3)Ltc1-K form stable lipid-peptide pores 
in the erythrocyte membrane. The average size of these 
pores was estimated on the basis of the ability of fluo-
rescein-labelled dextrans of various sizes to penetrate 

Fig. 4. A sequence  of Ltc1-K-induced erythrocyte 
transformations: echinocyte (1), echinocyte-stomatocyte 
transition (2), stomatocyte (3), stomatocyte-spherocyte 
transition (4), spherocyte (5), ghost (6). Row (a) is the 
transmitted light images of a cell. Row (b) is the confocal 
fluorescence images showing the distribution of CF around 
and inside erythrocyte. The black area in the cell region 
indicates that an erythrocyte membrane is intact, and CF 
is unable to penetrate into cytoplasm. Bar is 5 µm.

Fig. 5. A sequence of (-3)Ltc1-K-induced erythrocyte 
transformations: echinocyte (1), echinocyte-stomatocyte 
transition (2), stomatocyte (3), stomatocyte-spherocyte 
transition (4), spherocyte (5), ghost (6). Row (a) is the 
transmitted light images of a cell. Row (b) is the confocal 
fluorescence images showing the distribution of CF around 
and inside erythrocyte. The black area in the cell region 
indicates that an erythrocyte membrane is intact, and CF 
is  unable to penetrate into the cytoplasm. Bar is 5 µm.

through the pores inside the ghosts. It was revealed 
that dextrans with a size of 40 kDa and lower can easily 
penetrate into the ghosts to rapidly balance the extra- 
and intracellular concentrations when added to the me-
dium with lysed erythrocytes. Meanwhile, the diffusion 
of dextrans with a size of 70 and 500 kDa through pores 
into the ghosts is impeded (Figs. 7, 8). The extents of in-
flux are approximately 70% and less than 40% for  FD70 
and FD500, respectively (Fig. 8). No reliable difference 
in the penetration of FD70 and FD500 into the ghosts 
formed under the action of Ltc1-K and (-3)Ltc1-K was 
detected (Fig. 8). Considering the hydrodynamic diam-
eters of FD70 and FD500 (13 and 32 nm, respectively 
[17]), one may conclude that Ltc1-K and (-3)Ltc1-K 
form pores with a diameter of approximately 30 nm on 
the erythrocyte membrane.

Thus, the excision of the N-terminal fragment has 
no effect on the character, sequence, and duration of 
the stages of erythrocyte transformation or the fea-
tures of formation of the pore size in the membrane in 
the haemolysis process. This attests to the fact that the 
mechanism and features of interaction of Ltc1-К and 
(-3)Ltc1-K with erythrocytes are equal.

The model of interaction of Ltc1-К and (-3)Ltc1-K 
with erythrocytes can be based on the coupled bilayer 
theory [18–21]. In this theory, an asymmetric plasma 
membrane is regarded as two protein–lipid layers that 
are capable of performing a relatively independent 
adaptive deformation without losing the contact be-
tween them. The coupled bilayer theory has frequent-
ly been used to interpret the formation of echinocytes 
and stomatocytes under the action of membrane-active 
agents, including AMPs [18, 22, 23]. According to this 
theory, echinocyte formation is conditioned by the ac-
cumulation of the actuating agent in the external layer 
of the membrane. The interactions with any agent, 
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which stretch the external layer with respect to the in-
ternal layer, result in the formation of “spicules” – pro-
trusions on the membrane, which are a characteristic 
feature of echinocytes. In turn, the formation of stoma-
tocytes is induced by the accumulation of the agent in 
the internal layer and its deformation, which ends by 
the transformation of a discocyte into a spheroid with 
membrane cavity.

The interpretation of erythrocyte transformations 
under the action of Ltc1-K and (-3)Ltc1-K using the 

coupled bilayer theory is complicated by the fact that 
the scenarios of the formation of echinocyte and sto-
matocyte are considered to be alternative. Assuming 
that the translocation of the agent from the external 
layer to the internal one is accompanied by echinoc-
yte transformation into a discocyte, the interactions of 
Ltc1-K and (-3)Ltc1-K with erythrocytes can be ex-
plained as follows: the transition of a discocyte into an 
echinocyte is initiated by the initial adsorption of a pep-
tide by the erythrocyte surface. The accumulation of a 
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Fig. 6. Ltc1-K- (a) and (-3)Ltc1-K (b)-induced formation of membrane pores and influx of CF in erythrocytes. Typical 
examples are presented for two particular cells (○, ■). Abscissa is time after addition of the peptide and CF to cells. Or-
dinate is the extent of CF influx inside a cell (in percentages) as calculated with equation (3). Delay between peptide ad-
dition and beginning of haemolysis is the property of particular cells and is mainly defined by echinocyte-stage lifetime. 
A vertical arrow indicates the moment when haemoglobin release from the examined cell as recognized in transmitted 
light images of the cell begins.

a)	 b)	 c) Fig. 7. LSCM analysis of FD500 ability to 
penetrate through the ghost membrane 
pores produced by   Ltc1-K (upper row) 
and (-3)Ltc1-K (lower row).  FD500 and 
membrane marker FM1-43 were added 
to the erythrocytes pretreated with the 
peptide. 
Column (a) is the transmitted light images 
of the cells. Column (b) is the confocal 
fluorescent images showing the distri-
bution of FD500 around and inside the 
cells. Column (c) is the confocal fluores-
cence images showing the distribution 
of FM1-43 at an erythrocyte membrane. 
Asterisks mark ghosts being restrictedly 
permeable to FD500. Arrows mark eryth-
rocytes being impermeable to FD500. 
Bar – 10 µm. 
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peptide bound on the external side of the membrane 
results in the reorganization of lipid–peptide complexes 
and creates the conditions for peptide translocation to 
the internal surface of the plasma membrane, resulting 
in the transformation of an echinocyte into a stoma-
tocyte. It should be emphasized that the hypothetical 
translocation of a peptide is not accompanied by the 
formation of structured defects in the bilayer, since the 
membranes of both the echinocyte and stomatocyte are 
impermeable to CF (Figs. 4, 5). The stomatocyte–sphe-
rocyte transition probably corresponds to a consider-
able accumulation of a cationic peptide in the internal 
membrane layer that is enriched in negatively charged 
phospholipids, and to the formation of a critical tension 
in both membrane layers. The process is terminated by 
the formation of lipid–peptide pores, which reduce the 
membrane tension and create the conditions for hae-
moglobin release and ghost formation.

This model of interactions of Ltc1-K and (-3)Ltc1-
K with erythrocytes agrees with the lifetimes of the 
separate stages of erythrocyte transformation recorded 
in the experiment. Long erythrocyte lifetimes repre-
sent the continuous process of gradual accumulation of 
the peptide on the external side of the membrane. This 
process is accelerated with increasing peptide concen-
tration in the medium. An increase in the amount of 
the peptide bound to the membrane to a critical level 
jumpwise increases the probability of peptide translo-
cation to the internal layer of the membrane and con-
siderably stabilizes the membrane, which is manifested 
in the acceleration of the subsequent processes result-
ing in haemolysis.

FD70� FD500
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Fig. 8. Extent of influx (A) of the membrane permeabil-
ity markers FD70 and FD500 into the ghosts formed as a 
result of Ltc1-K and (-3)Ltc1-K action on erythrocytes. 
Averaged data for 100-150 cells are presented. 

All the data obtained indicate that the binding of a 
peptide to the external layer of the erythrocyte mem-
brane, with zwitterionic phospholipids dominated in its 
composition, and the accumulation of a critical amount 
of peptides on the membrane trigger the haemolysis 
process. The excision of the N-terminal fragment of 
Ltc1-K abruptly decreases the ability of the peptide to 
be bound to the membrane, thus protecting erythro-
cytes against haemolysis. An increase in the concentra-
tion of (-3)Ltc1-K in the medium compensates for the 
deficiency in bound peptide, all subsequent haemolysis 
stages with the participation of (-3)Ltc1-K occurring in 
the same manner as for the initial peptide Ltc1-K.

It can be assumed that the mechanism of the de-
crease in the toxicity of peptides that was proposed for 
a number of linear cationic AMPs and demonstrated 
by the example of latarcins Ltc2а and Ltc5 by excising 
their N-terminal fragments [5] is similar to the mecha-
nism ascertained for Ltc1-K. The N-terminal fragment 
seems to be responsible for the efficacy of peptide bind-
ing to the zwitterionic plasma membrane of eukary-
otic cells when AMPs are organized according to the 
scheme “non-ordered hydrophobic N-terminal frag-
ment + amphipatic α-helix.” Provided that the affinity 
of the N-terminal fragment of AMPs towards eukaryo-
tic membranes is higher than that towards bacterial 
membranes, safety in the use of AMPs as an antibacte-
rial agent can be improved by excising the N-terminal 
amino acids.

CONCLUSIONS
The excision of three N-terminal amino acid residues in 
Ltc1-К considerably reduces the haemolytic activity of 
AMPs, thus increasing the selectivity of its antibacte-
rial action.

The major reason for the effect observed consists 
in a multifold decrease in peptide affinity towards the 
plasma membrane of eukaryotic cells enriched in zwit-
terionic phospholipids.

The haemolysis caused by the AMP of Ltc1-K and 
its derivative (-3)Ltc1-K is a sophisticated multistage 
process. The binding of peptides to the zwitterionic 
membrane of erythrocytes is accompanied by their 
transition into the α-helix conformation. By stabilizing 
the membrane, the bound peptides transform an eryth-
rocyte from a discocyte into a echinocyte, followed by 
a transformation into a stomatocyte and a spherocyte. 
When the sufficient amount of peptide necessary to 
form pores accumulates on the membrane, spherocyte 
undergoes haemolysis, yielding stable lipid-peptide 
pores approximately 30 nm in diameter. The role of the 
N-terminal fragment of Ltc1-K consists in the enhance-
ment of peptide binding to the erythrocyte membrane. 
The N-terminal fragment has no effect on the features 
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of the subsequent stages of peptide interaction with 
erythrocyte, which results in haemolysis. 
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Reconstruction of Purine Metabolism 
in Bacillus subtilis to Obtain the Strain 
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ABSTRACT AICAR is a natural compound, an analogue and precursor of adenosine. As activator of AMP-activated 
protein kinase (AMPK), AICAR has a broad therapeutic potential, since it normalizes the carbohydrate and lipid 
metabolism and inhibits the proliferation of tumor cells. The synthesis of AICAR in Bacillus subtilis cells is con-
trolled by the enzymes of purine biosynthesis; their genes constituting purine operon (pur-operon).  Reconstruc-
tion of purine metabolism in B. subtilis was performed to achieve  overproduction of AICAR. For this purpose, 
the gene purH, which encodes formyltransferase/IMP-cyclohydrolase, an enzyme that controls the conversion 
of AICAR to IMP, was removed from the B. subtilis genome, ensuring the accumulation of AICAR. An insertion 
inactivating the gene purR that encodes the negative transcriptional regulator of the purine biosynthesis operon 
was introduced into the B.subtilis chromosome in order to boost the production of AICAR; the transcription 
attenuator located in the leader sequence of pur-operon was deleted. Furthermore, the expression integrative 
vector carrying a strong promoter of the rpsF gene encoding the ribosomal protein S6 was designed. The heter-
ologous Escherichia coli gene purF encoding the first enzyme of the biosynthesis of purines with  impaired al-
losteric regulation, as well as the modified E.coli gene prs responsible for the synthesis of the precursor of pu-
rines — phosphoribosyl pyrophosphate (PRPP) — was cloned into this vector under the control of the rpsF gene 
promoter. The modified purF and prs genes were inserted into the chromosome of the B. subtilis strain. B. subtilis 
strain obtained by these genetic manipulations accumulates 11–13 g/L of AICAR in the culture fluid. 
KEYWORDS anticancer agent AICAR; purine metabolism; genome reconstruction; Bacillus subtilis strain - pro-
ducer of AICAR
ABBREVIATIONS AICAR – 5-aminoimidazole-4-carboxamide ribofuranoside; AICAR-P – nucleotide AICAR 
phosphate; IMP – inosine monophosphate; AMP – adenosine monophosphate; АМPK – 5’-adenosine monophos-
phate-activated protein kinase; PRPP – phosphoribosyl pyrophosphate; GAR – 5’- phosphoribosyl glycineamide 
ribonucleotide; GMP – guanosine monophosphate; PCR – polymerase chain reaction; CF – culture fluid

INTRODUCTION
Despite the fact that the structural organization of the 
genes encoding the enzymes of purine nucleotide bi-
osynthesis is quite versatile, the biochemistry of the 
process is conservative for different organisms: the 
formation of the purine cycle occurs on the basis of a 
riboso-5-phosphate (all intermediates are nucleotides) 
using a monocarbon component (formiate and/or N10-
formyltetrahydrofolate) [1]. There is demand for mono-
carbon compounds at two stages of purine biosynthesis; 
therefore, the precursors – phosphoribosylglycinea-
mide ribonucleoside (GAR) and 5-aminoimidazole-4-
carboxamide ribonucleoside (AICAR-P) can be accu-
mulated if there is a deficiency in these compounds. 
Among them, AICAR-P occupies a specific place, since 

its formulation and subsequent cyclization crown the 
formation of the purine heterocycle that yields inosine 
monophosphate (IMP) (Fig. 1). The process of conver-
sion of AICAR-P into IMP in prokaryotic cells is con-
trolled by the gene purH, which encodes two domains 
with the activities of AICAR-P-formyltransferase and 
IMP cyclohydrolase [2, 3].  Further modifications of 
IMP yield AMP and GMP.

Despite the fact that the structure of purine hetero-
cycle is incomplete, AICAR-P is a natural analogue of 
AMP, substituting it in certain enzymatic in vitro reac-
tions. The possibility that AMP could be substituted in 
the reactions of activation of AMP-activated proteinki-
nase (AMPK) in mammals has been given a significant 
degree of attention over the past decade. AMPK is 
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the global regulator of the metabolic processes ensur-
ing the energy status of the eukaryotic organism [4, 
5]. For in vivo activation of AMPK, it is convenient to 
use a AICAR nucleoside, which can be rapidly phos-
phorylated in cells, yielding AICAR-P, an analogue of 
AMP. The emergence of AICAR-P imitates the accu-
mulation of AMP and provokes the rearrangement of 
energy processes directed towards the overcoming of 
imaginary energetic stress. Due to their ability to acti-
vate AMPK, AICAR-based drugs have a broad thera-
peutic potential, since they normalize both the carbon 
[6] and lipid [7] metabolism. AICAR suppresses tumor 
cell growth by imitating the state of energetic stress 
[8]. The efficacy of AICAR in the prevention of type 2 
diabetes mellitus has been demonstrated [9]. AICAR 
induces apoptosis; it is efficient upon chronic [10] and 
acute leukoses [11].

The present work was aimed at obtaining the strain 
producer of AICAR by directed reconstruction of pu-
rine metabolism in B. subtilis cells. The choice of B. sub-
tilis was conditioned on the fact that genetic control 
and regulation of purine metabolism in these bacte-
ria have been subjected to an appropriately thorough 
study. Furthermore, Bacillus strains have been in use 
for a significant length of time as producers of purine 
nucleosides and nucleotides, such as inosine and inos-
inic, as well as guanosinic, acids [12, 13].

Purine operon B.  subtilis, purEKBCSQLFMNHD 
(hereafter referred to as pur-operon), encodes the en-
zymes of the synthesis of IMP, the most significant in-
termediate compound upon purine nucleotide biosyn-
thesis (Fig. 1). 

The group consisting of 12 linked genes that form 
the pur-operon is localized at the 55° region on the 
chromosome of B. subtilis (Fig. 2) [14]. Expression of the 
pur-operon of B. subtilis undergoes a double- negative 
regulation, by the protein-repressor PurR [15] and the 
transcription attenuator located in the leader sequence 
of pur-operon  [16].  It was shown that PRPP acts as 
a low-molecular-weight effector of the PurR protein 
[15], whereas guanine serves as a modulator enhancing 
transcription termination prior to the first structural 
gene of the operon [17]. Later, it was revealed that a 
5’-non-translatable sequence of mRNA has a sensory 
function with respect to the metabolite – guanine ef-
fector, and that it acts as the so-called riboswitch [18, 
19], providing early termination of operon transcription 
[20, 21]. 

Thus, maximum pur-operon gene expression had 
to be made possible at the first stage of obtainment of 
the strain producer of AICAR by eliminating the nega-
tive regulation of the pur-operon under the action of 
the protein repressor PurR and the transcription at-
tenuator in the leader sequence of the operon. The gene 

purH encoding formyltransferase/IMP-cyclohydrola-
se, which participates in the synthesis of AICAR, was 
then deleted from the genome of the resulting strain. 
Inactivation of this enzyme is intended to ensure the 
intracellular accumulation of AICAR (Fig. 1). At the 
next stage, the pool of major precursors of de novo pu-
rine synthesis — PRPP — was to be increased. PRPP 
is synthesized from riboso-5-phosphate under the con-
trol of PRPP synthase encoded by the prs gene. This 
enzyme is susceptible to allosteric regulation with the 
participation of purine nucleotides. The structural and 
functional organization of PRPP synthase was stud-
ied more thoroughly in E. coli bacteria, in which a mu-
tant variant of this enzyme, with eliminated allosteric 
regulation, was obtained [22]. Taking these data into 
account, site-directed mutagenesis of the prs gene of 
E. coli aimed at obtaining a mutant enzyme that would 
not be susceptible to retroinhibition by purine nucle-
otides was preformed with the purpose of its subse-
quent transfer into B. subtilis cells. .

An additional impediment in the effort to boost AIC-
AR production is the allostreric regulation of the first 

PRPP

purF

PRA

purD

GAR

purN

FGAR

purQL

FGAM
purM

AIR
purEK

IMP

purH

FAICAR

purH

AICAR-P

purB

SAICAR

purC

CAIR

AICAR

Fig. 1. De novo purine nucleotide biosynthesis in 
B. subtilis. Representative enzymatic steps of de novo 
purine biosynthesis are shown by the corresponding 
gene designations. Abbreviations: PRPP - 5’-phos-
phoribosyl-1-pyrophosphate, PRA-5’-phosphori-
bosylamine, GAR - 5’-phosphoribosylglycineamide, 
FGAR - 5’-phosphoribosyl-N-formylglycineamide, 
FGAM - 5’- phosphoribosyl-N-formylglycinamidine, AIR - 
5’-phosphoribosyl-5-aminoimidazole, CAIR - 5’-phosphori-
bosyl-4-carboxy-5-aminoimidazole, SAICAR - 5’-phos-
phoribosyl-4 (N- succinocarboxamide)-5-aminoimidazole, 
AICAR-P - 5’- phosphoribosyl - 4-carboxamide-5- aminoim-
idazole, FAICAR - 5-formamidoimidazole-4-carboxamide 
ribotide, IMP - inosine 5’-monophosphate, AICAR - 5-ami-
noimidazole-4-carboxamide 1-β-D-ribofuranoside.
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enzyme of purine biosynthesis — glutamine–PRPP 
aminotransferase encoded by the purF gene [23]. It is 
well known that glutamine–PRPP aminotransferase 
from E. coli, as opposed to the enzyme from B. subti-
lis, is not susceptible to inactivation in the steady-state 
stage of bacterial growth [24]. Moreover, the mutant 
variant of this enzyme, which is resistant to inhibition 
by purine nucleotides, has been described for E. coli 
[25]. Therefore, in our case the decision was made to 
use the glutamine–PRPP aminotransferase from E. coli 
modified by site-directed mutagenesis with the aim of 
subsequently transferring it into B. subtilis cells. An 
integrative expression vector based on plasmid pDG268 
was constructed comprising a strong promoter of the 
rpsF gene, which encodes the ribosomal protein S6, in 
order to ensure the optimal expression of the modified 
prs and purF genes of E. coli in B. subtilis cells. The fi-
nal stage of the process comprised the integration of 
the resulting vector, containing clones of the prs and 
purF genes under the control of the rpsF gene pro-
moter, into the chromosome of the AICAR-producing 
strain  B. subtilis.

experimental

Bacterial strains and plasmids
The bacterial strains and plasmids used in this study 
are listed in Table 1. The B. subtilis strain AM732 was 
obtained via the transformation of the Mu8u5u6 strain 
of chromosomal DNA isolated from the B. subtilis strain 
168 with the selection of Pur+ transformants. Strain 
AM743 was obtained by the transformation of strain 
АМ732 of chromosomal DNA isolated from B. subtilis 
strain LCC28 with the selection of transformants NeoR 
in a neomycine-containing medium.

Media and culturing conditions
A LB medium [31], or the standard-minimal Spizizen’s 
medium, with the required additives [26] was used as 
the nutrient medium to culture bacteria. Aminoacids 
were added in an amount of 50 µg/mL. Glucose (0.4%) 
was used as a source of carbon. The following antibiotics 
were added into the medium when necessary: ampicil-
lin (Amp) – 100 µg/mL; chloramphenicol (Cm) – 10 µg/
mL; erythromycin (Em) – 1 mg/mL; and neomycin 
(Neo) – 5 µg/mL. Methionine and leucine were added 
at a concentration of 50 µg/mL. Hypoxantine, adenine, 
or guanine (20 µg/mL) was used as a purine source for 
purine auxotrophs. The DNA of B. subtilis was isolated 
according to the Saito–Miura procedure [32]; the trans-
formation experiments were carried out in accordance 
with Anagnostopoulos and Spizizen’s work [26].

Manipulations with plasmid DNA
The isolation of plasmid DNA, cloning, transformation 
into E. coli cells, and analysis of recombinant plasmids 
were performed using the standard methods [31].

Enzyme preparations
Restriction endonucleases, T4-DNA-ligase, and ther-
mostable Taq DNA polymerase were purchased from 
Fermentas International Inc.

Polymerase chain reaction
The PCR was performed on a MyCycler thermal cy-
cler (Bio-Rad Laboratories). The temperature mode 
was selected with due consideration of the length of 
the amplified fragment, as well as the length and com-
position of the primers used. The isolation and purifica-
tion of the PCR products was carried out using a Silica 
Bead DNA Gel Extraction Kit (Fermentas International 
Inc.).

purR PurR purE

purE

purK purB purC purS purQ purL purF purM purN purH purD

PurR  
repressor

PurR binding  
site

PurR binding  
site

-35 -10 +1 ΔT-purE SD

Fig. 2. Scheme of structural organization of the B. subtilis pur-operon and its regulation. Top: relative location of the 12 
linked structural genes that constitute the pur-operon and unlinked purR gene, encoding a repressor of pur-operon. 
Bottom: the leader region of pur-operon, including binding sites for the repressor protein PurR, binding site for RNA 
polymerase (-35 ; - 10), transcription start (+1), the terminator of transcription (hairpin structure) and the ribosome 
binding site (SD); the dotted line denotes deletion of the leader region of pur-operon (∆T-purE).
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Site-directed mutagenesis
Site-directed mutagenesis was performed using spe-
cific oligonucleotide primers. The composition and 
characteristics of the primers are listed in Table 2. The 
presence of corresponding mutations was verified by 
sequencing according to Sanger [33].

Fermentation conditions
The ability of the strains obtained during the study to 
accumulate AICAR in culture liquid (CL) was assessed. 
The strain inoculum was cultivated at 37oC for 18 h on 
a LB broth. Then, 0.5 mL of the culture was added to 
each 20 x 200 mm vial with 4.5 mL of the fermenta-
tion medium and cultured at 37oC for 72 h on a rotary 
shaker. The fermentation medium had the following 
composition (%): soy flour – 3; nutrient yeast – 1; corn 
extract – 5; (NH

4
)

2
HPO

4
 – 0.6; carbamide – 0.4; and 

sugar – 15, pH 7.0.

Determination of AICAR concentration in the culture 
liquid
The CL obtained during fermentation was centrifuged 
to remove the cells; the AICAR concentration was then 

determined in the supernatant on Sorbfil plates (OOO 
Lenchrom, Saint Petersburg, Russia) by quantitative 
thin-layer chromatography. The composition of the 
eluting system designed was as follows: chloroform–
methanol–water–25% aqueous solution of ammonia 
at a volume ratio of 5 : 3 : 1.  Quantitative HPLC on a 
chromatograph (ALLIANCE, Separations Module Wa-
ters 2695, Photodiode Array detector Waters 2996) was 
employed as an alternative method.

RESULTS AND DISCUSSION

Enhancement of the expression of the B. subtilis pur-
operon
In work [21] devoted to the study of B. subtilis pur-
operon expression, it was demonstrated that an al-
most 20-fold enhancement of the expression of the 
lacZ reporter gene integrated into the purH gene, as 
compared with the expression in the wild-type strain 
when the purR gene that encodes the repressor protein 
of the operon is damaged, is achieved. After deletion 
of 94 n.p. of the wild-type strain, which captures the 
Rho-independent transcription attenuator (ΔT-purE) 

Table 1. Bacteria and plasmids used in the present study

Strain or plasmid Description or genotype Source or reference

Bacillus subtilis
168 trpC [26]

Mu8u5u6 leu met purF [27]
LCC28 purR::neo [28]
AM747 trpC purH::(pMutin2purH’-lacZ) ΔT-purE [21]
АМ732 leu met This study
AM743 leu met purR::neo - “ -
АМ764 leu met purR::neo ΔT-purE - “ -
АМ778 leu met purR::neo ΔT-purE ΔpurH - “ -
АМ793 leu met ΔpurH - “ -
АМ811 leu met purR::neo ΔT-purE ΔpurH amyE::[P

rpsF
-prs

E
] - “ -

АМ813 leu met purR::neo ΔT-purE ΔpurH amyE::[P
rpsF

-purF
E
] - “ -

АМ815 leu met purR::neo ΔT-purE ΔT ΔpurH amyE::[P
rpsF

-prs
E
-purF

E
] - “ -

E.coli

TG1 thi supE hsd∆5 ∆(lac-proAB)/F’tra ∆36 proAB(+) lacI(q) lacZ ∆M15 VKPM
MG1655 prototroph [29]

Plasmids:
pDG268 Apr (E.coli) Cmr (B.subtilis) [18]
pNZT1 Emr [30]
pLE1 as pDG268, but contains a promoter of rpsF

E
 gene This study

pLE2 as pLE1, but contains a prs
E
 gene - “ -

pLE3 as pLE1, but contains a purF
E
 gene - “ -

pLE4 as pLE1, but contains a prs
E 

и
 
purF

E
 genes - “ -

Apr – ampicillin resistance, Emr erythromycin resistance, Cmr – chloramphenicol resistance.
VKPM Russian National Collection of Industrial Microorganisms
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located in the leader region of the pur-operon (Fig. 2), 
the expression of the lacZ reporter gene increased ap-
proximately by a factor of 10. However, when combin-
ing both mutations, a pronounced synergic effect was 
observed; lacZ gene expression increased by a factor 
of more than 200. Taking these data into account, the 
experiments on the inactivation of the purR gene and 
deletion of the transcription attenuator (ΔT-purE) 
were performed at the first stage of construction of 
the AICAR-producing strain.

The AM732-Pur+ strain, a derivative of the earlier 
characterized Mu8u5u6 strain [21] (Table 1), was used 
as starting material. In order to transfer the purR::neo 
insertion, which completely inactivates the synthesis 
of the PurR repressor protein, into the genome of the 
АМ732 strain, this strain was transformed by chro-
mosomal DNA isolated from the LCC28 (purR::neo) 
strain, with the selection of recombinants that were  
resistant to neomycin (NeoR). As a result, the АМ743 
purR::neo strain was selected for use in the subsequent 
work (Table 1). The deletion ΔT-purE in the genome 
of the АМ743 purR::neo strain was obtained through  
the following scheme. First, the long-stretched deletion 
ΔL-E was obtained, completely overlapping the leader 
region of the pur-operon and partially overlapping the 
first structural gene purE, which resulted in the emer-

gence of auxotrophicity with respect to purines. How 
to achieve this deletion was thoroughly described in 
[21]. The deletion of the transcription attenuator ΔT-
purE was transferred into the AM743 purR::neo ΔL-E 
strain by transforming DNA that was isolated from the 
AM747 strain (Table 1); Pur+ transformants were select-
ed on the purine-free Spizizen’s minimal medium. As a 
result, the АМ764 strain was obtained. It contained the 
purR::neo insertion and deletion of the transcription 
attenuator ΔT-purE in the genome.

Obtaining the deletion of the purH gene in the B. sub-
tilis chromosome 
As follows from the schematic representation of purine 
biosynthesis (Fig. 1), for intracellular accumulation of 
AICAR, it is necessary to inactivate formyltransferase/
IMP-cyclohydrolase encoded by the purH gene. The 
PurH gene deletion in the B. subtilis chromosome was 
achieved using the method described in [30] based on 
using a specially constructed pNZT1plasmid, a deriva-
tive of the integrative vector pKS1 [34]. The pNZT1 
plasmid contains the erythromycine (EmR) resistance 
marker and a polylinker with multiple restriction sites 
for cloning the target fragments of chromosomal DNA.  
Of paramount importance is the fact that its replication 
is temperature-sensitive: at 30оС, the plasmid exists in 

Table 2. Primers used in this study

Name Gene Sequence*
Coordinates **
 5’ 3’

N1 purN
B

cccccgcgggcggaacgattccacat (SacII) +135 +154
N2 purN

B
cgcctgcagttcttttacgaaaggaacga (PstI) +652 +630

D1 purD
B

cgcctgcagcttcaaacattaaggggatgaaaa(PstI) -28 -5
D2 purD

B
cgcggtacctttttcctgcacatatgcc (KpnI) +410 +389

F1 purF
E

cgcatcgataggaggtgcaaacagatgtgcggtattgtcggtatc (ClaI)     +1 +22
F2 purF

E
cgcgctcagcgaaggcatcatcct (EspI) +1530 +1511 

F3 purF
E

gggcttcgttCaaaaccgctat  +968 +991
F4 purF

E
atagcggttttGaacgaagccc  +991 +968

F5 purF
E

ggtattgatatgTGgagcgccacgg +1216 +1242
F6 purF

E
ccgtggcgctcCAcatatcaatacc +1242 +1216

P1 prs
E

cgcggatccaaggaggttcttctcAtgcctgatatga (BamHI) -21 +3
P2 prs

E
cccatcgatgccgggttcgattagtgttcga (ClaI) +949 +928

P3 prs
E

ctgacagtggCtctgcacgctg   +366 +377
P4 prs

E
agcgtgcagaGccactgtcagc   +377 +366

R1 rpsF
B

cgcgaattcttgcgggcggcggtat (EcoRI) -223 -205
R2 rpsF

B
cgcggatccataatgggcaaggagcaat (BamHI) -31 -51

*The sequence of primers is given in the orientation 5’-3 ‘. Uppercase bold letters indicate the nucleotide substitutions 
introduced in primers for site-directed mutagenesis. Recognition sites are underlined. Restriction enzymes are shown in 
parentheses.
**The coordinates of the 5’-and 3’-ends of the primers are relative to the start of translation of the corresponding genes. 
B. subtilis genes are marked with the symbol 

(B)
; and E. coli - with the symbol

 (E)
.
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an autonomous state. However, at 37оС the replication 
is blocked. As a result, if the plasmid has a chromosome 
fragment cloned into its structure, it is capable of inte-
gration into the chromosome by homologous recombi-
nation (Fig. 3). Since plasmid integration into the chro-
mosome results from the single recombination act in 
the homology region between the cloned fragment and 
the chromosome, the integration site of the plasmid into 
the chromosome turns out to be flanked by homologous 
duplicated sequences. Culturing of these bacteria at 
30оС (permissive, for pNZT1 plasmid replication) may 
result in its removal from the chromosome with cap-
ture of a copy of the flanked chromosome sequences, 
which allows for the replacement of the wild allele of 
any chromosome gene by the mutant gene cloned in 
the pNZT1 plasmid (Fig. 3).

This feature of the pNZT1 plasmid was used for the 
deletion of the purH gene. With this aim in mind, the 
PCR amplification of the chromosome fragments that 
flanked the purH gene was performed. A distal region 
(517 np) of the purN gene adjacent to the 5’-terminus of 
the purH gene was amplified using N1 and N2 primers, 
followed by cloning into pNZT1 plasmid at restrictases 
SacII and PstI digestion sites. The proximal region (442 
np) of the purD gene adjacent to the 3’-terminus of the 
purH gene was amplified at the next stage using D1 

and D2 primers (Table 2), followed by cloning at re-
strictases PstI and KpnI digestion sites into the pNZT1 
plasmid that was obtained at the previous stage and 
contained the insertion of the purN gene fragment. 
The E. coli strain TG1 was transformed by this plas-
mid. EmR transformants were sampled from a medium 
with erythromycin (300 µg/mL) at 30оС. The presence 
of the pNZT1 plasmid with cloned purN and purD gene 
fragments was tested in the resulting clones using PCR. 
The АМ764 purR::neo ΔT-purE strain was transformed 
by pNZT1-purN-purD plasmids isolated from the in-
spected clones. The selection of the EmR transformants 
was carried out on a medium containing erythromycin 
(3 µg/mL). Several EmR clones were cultured at 37оС 
for a night, seeded into plates containing the LB me-
dium with erythromycin (3 µg/mL) and incubated for 
24 h at 37оС. EmR recombinants were formed by inte-
gration of the pNZT1-purN-purD plasmid into the cor-
responding chromosome locus, which was attested by 
PCR amplification of the fragment consisting of 2413 
bp using N1 and D2 primers. Several EmR clones were 
seeded into an antibiotic-free liquid LB medium and 
incubated on a shaker at 30оС for 48 h. This was fol-
lowed by seeding onto plates with an antibiotic-free 
LB medium and incubation for another 24 h at 30оС. 
The excision of the integrated pNZT1 plasmid from the 
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resulting clones was tested. This was detected by the 
emergence of erythromycin-sensitive clones. As noted 
above, plasmid excision can be accompanied by either 
the retention of the wild-type allele of the purH gene in 
the chromosome, or by substitution of this allele for the 
ΔpurH deletion (Fig. 3). The integration (transfer) of 
the ΔpurH deletion into the chromosome of the АМ764 
purR::neo ΔT-purE strain was attested by the produc-
tion of a PCR fragment (with a size of 2413 np) with the 
participation of N1 and D2 primers. One of the variants 
of the АМ764 purR::neo ΔT-purE strain comprising the 
ΔpurH deletion and called AM778 was capable of ac-
cumulating up to 4–5 g/L of AICAR in CL and grew on 
the minimal medium only upon addition of hypoxan-
tine, adenine, or guanine, suchwise the presence of the 
defect purH gene in its genome was confirmed. Simul-
taneously, the control strain АМ793 was constructed: 
it contained ΔpurH, but it carried no purR::neo and 
ΔT-purE mutations, which provide derepression of the 
enzymes that involved in purine biosynthesis.

It was reasonable to increase the intracellular con-
tent of PRPP, the key precursor of purine biosynthesis; 
in order to enhance the productivity of the strain ob-
tained (Fig. 1). It is well known that PRPP synthases that 
are responsible for PRPP synthesis in the cell of both 
B. subtilis [35] and E. coli [36] are susceptible to allosteric 
inhibition by purine nucleotides, including phosphor-
ylated derivatives of AICAR. As previously mentioned 
in the introduction section, the mutant variant of PRPP 
synthase of E. coli, which is not susceptible to allosteric 
regulation, has been described [22]. Therefore, the goal 
was to obtain an analogous mutant enzyme of E. coli, to 
clone it, and to optimize the expression of this enzyme 
in strain AM778 cells. However, prior to this, the inte-
grative expression vector had to be constructed, which 
could provide a high level of expression of heterologous 
E. coli genes in B. subtilis cells.

Construction of the integrative expression vector 
based on pDG268 plasmid
The pDG268 plasmid was selected as starting mate-
rial in order to obtain the integrative expression vec-
tor. This plasmid can be replicated in E. coli (but not 
B. subtilis) cells. However, when introduced into B. sub-
tilis cells, it may  integrate into the chromosome locus 
amyE of B. subtilis. The pDG268 plasmid comprises a 
cartridge that includes the polylinker, lacZ reporter 
gene without the intrinsic promoter, and the chloram-
phenicol (CmR) resistance gene (Fig. 4). The cartridge is 
flanked by fragments of the amyE gene, which permits 
integration of the vector with the cloned fragment into 
the amyE locus on the B. subtilis chromosome.

The promoter of the rpsF gene encoding the ribos-
omal protein S6 in bacilla was selected as a promoter 

that is capable of providing a high level of expression 
of the cloned E. coli genes in B. subtilis cells. The pro-
moters of ribosomal protein genes have been known to 
belong to the strongest promoters in B. subtilis; their 
expression is coordinated with the bacterial growth 
rate and attains a maximum level at the logarithmic 
growth stage [37, 38]. The nucleotide sequence of the 
rpsF gene promoter is shown in Fig. 5. As follows from 
Fig. 5, the P

rpsF 
promoter contains the canonic sequence 

-70...-50 np, the so-called UP element, which provides a 
more efficient transcription initiation [39].

With the purpose of cloning the P
rpsF 

promoter into 
the pDG268 plasmid, the DNA fragment containing 
the promoter region of the rpsF gene was amplified by 
PCR from the B. subtilis 168 chromosome using R1 and 
R2 primers (Table 2). The resulting PCR fragment was 
digested with the restriction endonucleases EcoRl and 
BamHI and cloned into the pDG268 plasmid digested 
with the same restrictases (Fig. 4). The E. coli TG1 
strain was transformed by a ligase mixture. The trans-
formants carrying the insertion of the desired fragment 
were sampled from an indicator medium containing 
ampicillin at a concentration of 120 µg/mL and X-gal. 
Transformant colonies were bright blue, since it was 
revealed that the lacZ reporter gene was controlled by 

Fig. 4. A schematic representation of cloning procedure 
of E. coli prs and purF genes under the control of the 
B. subtilis rpsF gene promoter in the plasmid pDG268, 
and their integration into the B. subtilis chromosome.
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the cloned P
rpsF

 promoter. The presence of the insertion 
was confirmed by PCR using R1 and R2 primers. The 
resulting plasmid was then integrated into the chromo-
some amyE locus of B. subtilis by selecting the chlo-
ramphenicol (CmR)-resistent transformants. The sche-
matic representation of the integration of the pDG268 
vector with the cloned B. subtilis rpsF gene promoter is 
provided in Fig. 4. The determination of the activity of 
β-galactosidase in these transformants revealed that 
the lacZ reporter gene expression under control of the 
P

rpsF 
promoter was higher than the expression of this 

gene when controlled by common promoters, such as 
the natural pur-operon promoter (no data presented), 
by an order of magnitude. The vector constructed was 
named pLE1.

Site-directed mutagenesis of the prs E. coli (prs
E
) 

gene
According to the published data, specific mutation in 
the prs

E
 gene, resulting in the Asp128 → Ala replace-

ment in PRPP synthase, leads to the removal of ret-
roinhibition  of the enzyme by purine nucleotides [22]. 
In order to achieve the analogous mutation, synthesis 
of the oligonucleotide primers P3 and P4 (Table 2) was 
performed; the primers contain nucleotide replace-
ments (are denoted by uppercase letters) resulting in 
the formation of a mutant protein with the Asp128 → 
Ala replacement. At the first stage, PCR fragments 
were amplified with the participation of two primer 
pairs: P4–P1 (it flanks the 5’-terminus of the prs

E 

gene and contains the recognition site for restrictase 
ClaI). Then, the obtained fragments were joined, and 
the full-size prs

E 
gene was amplified using the P1 and 

P2 primers (Table 2). It should be emphasized that the 
nucleotide sequence of the ribosome recognition site 
(SD) optimized for expression in bacilli is included into 
the 5’-region of the P1 primer. At the next stage, the 
P1-P2 PCR fragment containing the mutant prs

E 
gene 

was cloned into the earlier obtained pLE1 vector using 
BamHI and ClaI restrictases. As a result, pLE2 plasmid 
containing the mutant prs

E 
gene controlled by the P

rpsF
 

promoter was obtained. At the final stage, pLE2 plas-
mid was integrated into the amyE B. subtilis chromo-
some locus according to the earlier described scheme 
(Fig. 4). The strain obtained by integration of the pLE2 
plasmid was named AM811 (Table 1).

Site-directed mutagenesis of the purF E. coli (purF
E
) 

gene
The first enzyme of purine biosynthesis, glutamine-
PRPP aminotransferase (purF gene), plays the primary 
role in ensuring the normal functioning of the purine 
biosynthetic path in E. coli and B. subtilis. In addition, it 
is susceptible to allosteric regulation with the participa-

tion of nucleotides, which is even more sophisticated in 
comparison with the PRPP synthase [40]. Therefore, it 
could be expected that the use of the mutant glutamin-
PRPP aminotransferase from E. coli that is analogous 
to that described in [25] will lead to AICAR production. 
According to [25], Lys326 → Gln and Pro410 → Trp re-
placements in the protein modify the GMP (A-site) and 
AMP binding site (C-site), respectively.  Combination of 
these mutations leads to the enzyme being resistant to 
almost any purine nucleotide. Site-directed mutagen-
esis of the purF

E 
gene was performed according to the 

scheme described in the previous section. The F3 and 
F4 oligonucleotide primers were synthesized to obtain 
the Lys326 → Gln replacement; and F4 and F5 primers, 
to obtain the Lys326 → Gln replacement (in Table 2, the 
corresponding nucleotide replacements are highlighted 
by uppercase letters and set off in bold). After the PCR 
amplification of these primers with the flanking prim-
ers F1 and F2, followed by the joining of the PCR frag-
ments, the full-size purF

E
 gene encoding the protein 

with both amino acid replacements was obtained. As 
found in the case of the prs

E
 gene, the SD site optimized 

for bacilli was introduced into primer F1. The modified 
purF

E
 gene was cloned into the pLE1 plasmid under the 

control of the P
rpsF 

promoter at the ClaI and EspI sites. 
The modified purF

E
 gene was cloned into the pLE2 

plasmid containing the prs
E
 gene using the same pro-

cedure. The corresponding plasmids were named pLE3 
and pLE4 (Table 1). At the final stage, plasmids pLE3 
and pLE4 were integrated into the amyE B. subtilis 
chromosome locus according to the scheme described 
above (Fig. 4). The strains obtained by integrating plas-
mids pLE3 and pLE4 were named АМ813 and АМ815, 
respectively (Table 1).

Determination of the ability of strains to accumulate 
AICAR
The fermentation experiments were carried out under 
the conditions described in the experimental section, in 
order to estimate the ability of the strains obtained in 
this study to accumulate AICAR. The results of these 
experiments are summarized in Fig. 6.

As follows from the data given in Fig. 6, the initial 
АМ732 strain accumulates almost no AICAR. Only af-
ter the purH gene has been removed from the genome 
of this strain (AM793 strain) is a negligible (< 1 g/L) ac-
cumulation of AICAR in CL observed. The mutations of 
purR::neo and ΔT-purE (AM788 strain) ensuring com-
plete derepression of the enzymes of purine biosynthe-
sis result in a considerable accumulation of AICAR; up 
to 4–5 g/L. A subsequent, almost two-fold enhance-
ment of productivity was observed for the AM811 and 
AM813 strains expressing one of the mutant desensi-
bilized E. coli proteins — PRPP synthase (prs gene) or 
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glutamine-PRPP aminotransferase (purF gene). The 
maximum accumulation of AICAR (up to 11–13 g/L) 
was detected for the AM815 strain, which is character-
ized by the complete derepression of enzymes of purine 
biosynthesis and simultaneously contains the modified 
prs

E 
and

 
purF

E 
genes controlled by the P

rpsF 
promoter.

It is of interest that almost all of the AICAR synthe-
sized in cells is excreted in CL: it was demonstrated in 
special experiments that the intracellular concentra-
tion of AICAR is no higher than 2% of its concentration 
within the medium. The mechanism of AICAR excre-
tion remains unknown, although data was obtained 
indicating that the membrane protein encoded by the 
pbuE gene is involved in its export from bacilli cells 
[41].

The different stages in constructing the AICAR pro-
ducer are directed towards the stimulation of purine 
nucleotide biosynthesis; therefore, the AICAR that is 
detected in CL is formed upon dephosphorylation of 
the AICAR-P nucleotide synthesized de novo, as op-
posed to being the secondary product of histidine bio-
synthesis. Since AICAR-P is the natural analogue of 
AMP, while AICAR is the analogue of adenosine, the 
increased content of these compounds in producer 
cells is apparently accompanied by multiple metabolic 
events (see above); their impact as regards AICAR pro-
duction is far from clear. In a microorganism, AICAR-P 
cells serve not only as an intermediate of purine me-
tabolism, but also as a regulatory molecule of all-cell 
significance. The transformation of AICAR-P into IMP 
requires the participation of N10-formyltetrahydro-
folate; therefore, the increase in the level of AICAR-P 
in cells may be a warning of monocarbon metabolism 
disorder, which earlier has made it possible to regard 
this nucleotide as an alarmone [42]. Regardless of the 
fact that prokaryotes do not have a target for AICAR-
P that would be similar to animal AMPK, the direction-

ality of the physiological action of this AMP analogue is 
retained in them. In particular, inactivation of the purH 
gene in Salmonella enterica and AICAR-P accumula-
tion in cells result in the suppression of the activity of 
fructose-1,6-bisphosphate phosphatase. As a result, 
the cells lose their ability for gluconeogenesis and stop 
growing on glycerol and other gluconeogenic substrates 
[43]. In cells of prokaryotes and lower eukaryotes (e.g., 
yeast), a certain amount of AICAR-P is formed as a 
side product of histidine biosynthesis, which allows 
additional opportunities for the regulation of purine 
nucleotide biosynthesis [44]. The numerous regulatory 
bonds of AICAR-P that remain incompletely studied 
complicate the construction of producing strains and 
require further investigation.

CONCLUSIONS
The strain-producer of AICAR, a new drug with po-
tentially wide therapeutic applications, was obtained 
in studies based on B. subtilis bacteria. The strategy 

Fig. 5. Nucleotide sequence of 
the rpsF gene promoter. -10 
and -35 regions shown in 
bold uppercase. Positions +1 
defined as transcription start of 
pur-operon. The UP-element 
of the promoter is boxed. The 
nucleotide sequence of the 
primers used for cloning of the 
promoter are marked in blue. 

Fig 6. Construction stages of AICAR-producing strains 
and their productivity.

Strain

(wild type)

AICAR accumulation in CL (g/L)
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obtaining the AICAR producing strain is based on the 
directed reconstruction of purine metabolism in B. sub-
tilis cells. At the first stage of the study, an insertion 
was introduced into the purR gene encoding the pur-
operon repressor protein, and the transcription at-
tenuator was removed from the leader region of the 
pur-operon, ensuring maximum derepression of the 
enzymes of de novo purine biosynthesis. The purH gene 
encoding formyltransferase/IMP-cyclohydrolase was 
then removed from the bacterial genome. Inactivation 
of this enzyme disturbs the reaction of AICAR conver-
sion into IMP and results in its accumulation in the cell. 
At the next stage, the site-directed mutagenesis of prs 
and purF E. coli genes encoding the key enzymes of the 
synthesis of purine precursors was carried out in order 
to obtain mutant variants of these genes that would not 
be susceptible to retroinhibition by purine nucleotides. 
Finally, at the last stage, the modified prs and purF E. 
coli genes were integrated into the B. subtilis chromo-
some under the control of a strong promoter ensuring 
a high level of expression of these genes in B. subtilis 
cells. As a result, we obtained a producing strain accu-
mulating 11–13 g/L of AICAR in CL.

To summarize, we would like to note that it was re-
ported recently that AICAR had successfully passed 
the stage IIa of clinical trials as a antitumor agent [45]. 
AICAR has a positive effect upon chronic lymphocytic 
leukemia, multiple myeloma, and mantle cell lympho-
ma. It should be emphasized that the cost of commercial 
AICAR substances in catalogues varies from US$100 to 
1,000 per gram, which is likely due to the fact that they 
are prepared by chemical synthesizing. The high cost 
makes AICAR inaccessible for research and a fortiori for 
treatment of the metabolic syndrome. The AICAR-pro-
ducing strain constructed by us may lay the foundations 
for industrial microbiological production of an affordable 
AICAR substance that would cost substantially less. 
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ABSTRACT Specific interactions between transmembrane α-helices, to a large extent, determine the biological 
function of integral membrane proteins upon normal development and in pathological states of an organism. 
Various membrane-like media, partially those mimicking the conditions of multicomponent biological mem-
branes, are used to study the structural and thermodynamic features that define the character of oligomeriza-
tion of transmembrane helical segments. The choice of the composition of the membrane-mimicking medium is 
conducted in an effort to obtain a biologically relevant conformation of the protein complex and a sample that 
would be stable enough to allow to perform a series of long-term experiments with its use. In the present work, 
heteronuclear NMR spectroscopy and molecular dynamics simulations were used to demonstrate that the two 
most widely used media (detergent DPC micelles and lipid DMPC/DHPC bicelles) enable to perform  structural 
studies of the specific interactions between transmembrane α-helices by the example of dimerizing the trans-
membrane domain of the bitopic protein glycophorin A. However, a number of peculiarities place lipid bicelles 
closer to natural lipid bilayers in terms of their physical properties.
KEYWORDS bitopic membrane proteins; transmembrane domain; dimerization; spatial structure; molecular dy-
namics; NMR
ABBREVIATIONS ТМ – transmembrane; GpAtm – TM fragment 61-98 of human protein glycophorin A, GpA61-98; 
DPC – dodecylphosphocholine; DMPC – dimyristoylphosphatidylcholine; DHPC – dihexanoylphosphatidyl-
choline; RMSD – root-mean-square deviation; NOE – nuclear Overhauser effect; NOESY – nuclear Overhauser 
enhancement spectroscopy experiment; HSQC – heteronuclear single quantum coherence experiment

INTRODUCTION
Membrane proteins constitute more than 25% of the 
proteome [1], fulfilling some important functions; they 
ensure the uniqueness of the biological role of each cell 
membrane and determine its physicochemical proper-
ties. The most important cell processes, such as inter-
cellular reception and communication, molecular and 
ion transport, membrane fusion, etc., are directly asso-
ciated with the participation of membrane proteins. In-
teraction between the transmembrane (TM) domains of 
proteins that are capable of oligomerizing in the mem-
brane is, in many cases, important for the manifestation 
of their activity. The so-called bitopic membrane pro-
teins, which have a single TM α-helical segment, play 
the key role in numerous biological processes taking 
place in the human organism. The regulation of the ac-
tivity of bitopic proteins in most cases is associated with 
homo- or hetero-dimerization in the cell membrane, 
with the active participation of their TM domains [2, 
3]. This class of proteins comprises the majority of re-
ceptor protein kinases, immunoreceptors, and apopto-

sis proteins, which play a direct part in controlling the 
development and homeostasis of all organism tissues, 
both in the normal and pathological states.

In order to study the physical parameters of the in-
teraction between the TM domains of proteins using so-
lution NMR spectroscopy, it is necessary to place them 
into a medium that can mimic the cell membrane [4]. To 
record high-quality NMR spectra, the particles in this 
medium have to be relatively small, while the sample’s 
stability needs to permit the performance of a series of 
long-term experiments. Meanwhile, the choice of the 
composition of the membrane-like medium, in which 
the TM-protein complex would have a biologically sig-
nificant conformation, is very important. Two classes of 
membrane mimetics are currently in wide use: deter-
gent micelles with a spherical shape and phospholipid 
bicelles, which are believed to be disc-shaped [5].

The present work is the first comparative study in 
the world devoted to the investigation of the effect of 
various membrane-like media on the conformation of 
the dimerizing TM domain of bitopic protein. Glyco-
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phorin A, an antigen-presenting protein on the sur-
face of human erythrocytes, has been widely used as 
a model object for fine-tuning experimental and theo-
retical procedures in the study of the spatial structure 
and intramolecular dynamics of the interacting TM 
domains of bitopic proteins. The spatial structure of 
the TM dimer was first determined for the GpAtm 
domain solubilized in micelles. However, a number 
of uncertainties in its structure still remain [6–8]. In 
order to assess the degree to which   the membrane-
like environment influences the conformation of in-
teracting TM α-helices, the structural and dynamic 
characteristics of the homodimer of the GpA

61–98
 TM 

fragment (GpAtm) were investigated in the following 
two media: detergent dodecylphosphocholine (DPC) 
micelles and lipid bicelles consisting of a mixture of 
dimyristoylphosphatidylcholine /dihexanoylphos-
phatidylcholine (DMPC/DHPC).

EXPERIMENTAL

Preparation of NMR samples of the recombinant 
GpA61–98 TM fragment (GpAtm) in membrane-like me-
dia
The recombinant peptide corresponding to the frag-
ment R61VQLAHHFSEPEITLIIFGVMAGVIGTILL-
ISYGIRRL98 of human GpA (GpAtm), comprising the 
TM domain (underlined), was prepared following the 
procedure in [9, 10]. In NMR studies, detergent DPC 
micelles and small DMPC/DHPC bicelles with a molar 
ratio of lipids of 1 : 4 were used as membrane-like me-
dia. A completely deuterated detergent d

38
-DPC (Cam-

bridge Isotope Laboratories, Andover, MA, United 
States) and lipids d

54
-DMPC and d

22
-DHPC with deu-

terized acyl chains synthesized in accordance with [11] 
were used. Dry powders of the protein and detergents, 
or lipids, were dissolved in a 1 : 1 (v/v) trifluoroetha-
nol–water mixture and lyophilized. The dry powder 
was dissolved in a buffer containing deuterated sodi-
um acetate (20 mM, pH 5.0, 5% D

2
O), EDTA (1 mM) and 

sodium azide (0.05 mM). Then, five freeze-heat cycles 
(to ~40°С) followed by suspension in an ultrasonic bath 
were performed until the solution became completely 
transparent. All samples were prepared based on 2 mM 
of мМ GpAtm in 0.5 ml of a micelle or bicelle solution 
with a molar ratio of peptide/detergent or peptides ap-
proximately 1 : 35, providing approximately two mole-
cules of the TM peptide per micelle/bicelle (meanwhile, 
taking into account the critical micelle concentration of 
lipids, the effective ratio between the amount of long 
and short lipids in a bicelle q ≈ 0.3). In each of the two 
membrane-like media, three GpAtm dimer samples 
were prepared: using only 15N-labeled or 15N/13C-la-
beled TM peptide and the 1 : 1 mixture of 15N/13C-la-

beled and non-labeled TM peptide (“isotopic-heterodi-
mer sample”).

The sizes of micelles and bicelles with embedded 
GpAtm, as well as its secondary structure, were con-
trolled using optical methods, such as dynamic light 
scattering and circular dichroism. Dynamic light scat-
tering experiments were performed on a DynaPro Ti-
tan instrument (Wyatt Technology Corporation, Unit-
ed States) in a 12 µl cell at a temperature of 30°C. The 
circular dichroism spectra for GpAtm embedded into 
micelles, bicelles, or liposomes (phospholipid bilayer) 
were ascertained on a J-810 spectropolarimeter (Jasco, 
Japan) in a 0.1 mm quartz cell at 30°C and with a pep-
tide concentration of 1 mg/ml. The circular dichroism 
spectra were analyzed using CDSSTTR software [12]. 
In order to prepare small monolayer vesicles, a lipo-
some-containing slurry from DMPC at a 1 : 50 peptide/
lipid ratio was treated with ultrasound in ice using an 
ultrasonic disintegrator with a titanium tip (VirSon-
ic-600, United States) until the sample became com-
pletely transparent (approximately 10 min).

NMR spectroscopy, calculation, and relaxation of the 
spatial structure of the dimer of a GpA61–98 TM frag-
ment solubilized in membrane-like media
The NMR spectra of GpAtm solubilized in DPC mi-
celles and DMPC/DHPC bicelles at pH 5.0 and 40°С 
were recorded on UNITY (Varian, Palo Alto, CA, 
United States) and AVANCE-III (Bruker BioSpin, 
Rheinstetten, Germany) spectrometers with proton 
operating frequencies of 600 MHz. The NMR spectra 
were analyzed using CARA software [13]. Assignment 
of the 1H-, 13C-, and 15N resonances of the peptide and 
obtainment of the structural data were carried out 
using the standard procedure, employing the triple 
resonance experiments in [14, 15]. The data concern-
ing the intra-molecular dynamics of the TM peptide 
were obtained by analyzing the 15N relaxation data: the 
values of the hetero-nuclear 15N{1H} NOE, longitudinal 
(Т

1
) and transversal (Т

2
) relaxation times, and the ef-

fective rotational correlation times (τ
R
) were measured 

in accordance with the procedure described in [16]. The 
rates of exchange of amide protons for the deuterium 
of the solvent were estimated from the changes in sig-
nal intensities in the 1H/15N-HSQC spectral array; the 
spectra were sequentially collected during a 24 h period 
for the GpAtm samples that were preliminarily em-
bedded into micelles and bicelles, lyophilized, and then 
dissolved in D

2
O.

The spatial structure was calculated in accordance 
with the standard procedure in [14], utilizing CYANA 
3.0 software [17] and using the method of molecular 
dynamics in torsion angle space and the simulated an-
nealing algorithm. The restraints on interproton in-
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tramonomer distances were obtained from the NOE 
cross peak volumes in the 1H/15N-NOESY-HSQC 
and 1H/13C-NOESY-HSQC spectra accumulated dur-
ing a mixing time t

m 
= 80  ms. Intermolecular NOE 

contacts at the GpAtm dimerization interface were 
obtained from the 3D 1H/15N/13C-F1-filtered/F3-sep-
arated-NOESY-HSQC spectra (t

m 
= 80 ms) using the 

“isotopic-heterodimer sample” [15]. The ranges of the 
dihedral angles φ, ψ, and χ1 of the protein backbone 
were estimated from the values 1H, 15N, and 13C of the 
chemical shifts of the NH-, CαH-, and CO groups of 
GpAtm in TALOS software [18]. The restraints on hy-
drogen bonds were added after preliminary calcula-
tion of the structure based on the analysis of the data 
on the rates of amide protein exchange for the deute-
rium of the solvent and the spatial proximity of amide 
proteins to the oxygen atoms of the GpAtm backbone 
in the preliminary array of structures. The restraints 
introduced were as follows: on angles 140° < NHO < 
180° and 130° < COH < 170° and on distances 1.9 Å ≤ 
d(O, HN) ≤ 2.3 Å, 3.0 Å ≤ d(O, N) ≤ 3.4 Å, 3.2 Å ≤ d(C, 
HN) ≤ 3.6 Å [19]. As a result, based on the upper lim-
its on interprotonic distances (taking into account the 
stereospecific assignment of peptide groups) and the 
restraints both on the dihedral angles φ, ψ, and χ1 and 
on hydrogen bonds, we calculated the arrays consisting 
of 200 structures for GpAtm embedded into micelles or 
bicelles. Then, 20 structures with the lowest values of 
the penalty function were selected from these arrays in 
order to be used as representative ones.

The energy relaxation of representative NMR struc-
tures of the GpAtm dimer was performed in the ex-
plicitly specified hydrated DPC micelles (60 molecules) 
or in the DMPC bilayer (512 molecules), respectively, 
by the molecular dynamics (MD) method using the 
GROMACS 3.3.1 software package [20] as  was earlier 
described in [21]. After balancing and minimizing the 
energy of the system, MD trajectories with a duration 
of 2ns and fixed position of GpAtm dimer atoms were 
calculated. Next, the calculation of MD trajectories with 
a duration of 10ns and experimental NMR restraints on 
distances were performed, followed by the ones with 
10ns duration, without any restraints (in order to assess 
the system’s stability).

The CYANA 3.0, MOLMOL [22], and PYMOL [23] 
software programs were used to analyze and visual-
ize the spatial structures. The hydrophobic properties 
of the surface of α-helices were calculated using the 
molecular hydrophobic potential (MHP) approach [24]. 
The area of contact surfaces between the α-helices was 
calculated using the DSSP software [25] as the differ-
ential between the surface of GpAtm residues that is 
accessible to the solvent in the monomeric and dimeric 
states, respectively.

Results and discussion

Spatial structure and intramolecular mobility of the 
GpAtm dimer
The effect of the membrane-like environment on the 
interactions between the helices in the GpAtm ho-
modimer was studied on the example of two media that 
have been frequently used in NMR spectroscopy of 
membrane proteins (Figs. 1a,b): spherical DPC micelles 
and disc-shaped DMPC/DHPC lipid bicelles (q ≈ 0.3) 
[4, 5]. In order to eliminate any possible discrepancies 
connected with the different procedures of collection 
of the experimental NMR data and calculation of the 
spatial structure, the earlier obtained spatial structure 
of the GpA62-101

 TM-fragment in DPC micelles [6] is not 
taken into account in this study.

The circular dichroism spectra for the GpAtm frag-
ment embedded both into DPC micelles or DMPC/
DHPC bicelles and unilamellar DMPC liposomes (phos-
pholipid bilayer) was revealed to be almost identical 
and as corresponding to an α-helix content of 75 ± 8%. 
Parameters of the NMR relaxation of the 15N nuclei of 
the GpAtm backbone: 15N{1H} NOE, times T

1
 and T

2
, 

and calculated effective rotational correlation times (τ
R
) 

of vectors 15N-H (Fig. 2) attest to the presence of the 
stable E70–R96 TM segment, which is flanked by flex-
ible N- and C-terminal fragments. The overall rota-
tional correlation time for a peptide/micelle or bicelle 
complex was estimated from the T

1
/T

2 
ratio at the TM 

region and is equal to ~13 and ~16 ns. According to the 
empirical dependence [26], it corresponds to the GpAtm 
dimer, which forms a complex with ~65 detergent mol-
ecules (~34 kDa) or ~70 lipid molecules (~43 kDa). Ac-
cording to the data of dynamic light scattering, both 
supramolecular systems have a similar hydrodynamic 
radius of 26 ± 4 Å.

In order to gather information on the interactions be-
tween GpAtm helices, we used the NMR spectrum ac-
quired for the “isotopic-heterodimer sample” (Fig. 1c). 
This spectrum shows NOE cross peaks corresponding 
to the magnetization transfer from the protons that 
are bound to the 14N and 12C atoms to those bound to 
the 15N and 13C atoms [15]. As a result, 17 and 14 inter-
monomeric NOE contacts were detected in micelles 
and bicelles, respectively. The sets of intra- and inter-
monomeric NOE contacts identified in the NMR spectra 
demonstrated that GpAtm forms a symmetrical, in the 
NMR time scale, homodimer in both media; this dimer 
consists of two parallel helices. It should be noted that 
most of the differences in the systems of NOE contacts 
observed for GpAtm in micelles and bicelles can be ex-
plained via the changes in the chemical shifts of the 
signals and associated differences in the overlapping of 
the cross peaks.
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The spatial GpAtm structures were determined 
with high quality and resolution (Table, Fig. 3a). The 
experimental NMR restraints that were used to cal-
culate the spatial structures and the resulting atomic 
coordinates for the arrays of structures of the GpAtm 
dimer embedded into DPC micelles and DMPC/DHPC 
bicelles were deposited in the international RCSB data 
bank of spatial structures (www.rcsb.org); their IDs are 
2kpe and 2kpf, respectively. The representative struc-
tures of the GpAtm dimer were subjected to energy 
MD relaxation in an explicitly specified DPC micelle 
and DMPC lipid bilayer with experimental restraints 
imposed on distances. This made it possible to adapt the 
NMR structure to the model membrane environment 
(Fig. 3c) and determine whether the force fields that 
are used in the MD calculation correspond to the ex-

perimental results. In both cases, the extension of the 
MD trajectory without restraints did not result in any 
considerable changes in the dimer structure, which in-
dicates both its relative stability and the admissibility 
of the force fields used.

In general, the spatial structure and intramolecular 
mobility of the GpA TM domain in micelles and bicelles 
differ to an insignificant degree: in both cases, the axes 
of transmembrane α-helices are located at an angle θ 
that is equal to -40°, the distance d between them be-
ing approximately 6.5 Å. Moreover, a comparison of 
the spatial structures of the dimer (Fig. 3a) shows that 
when passing from micelles to bicelles, a small distor-
tion at the C-terminus of the TM-helices occurs. The 
periodic character of the changes in the chemical shifts 
of the signals of amide protons (ΔδHN

) along the GpAtm 

V84

G94

L89

I76
S69

Y93

A65

M81

F78

F68

I88

G83
G79

H67

I77

I91 I95

Q63

R97

H66

E70

L64

S92

G86

L75

L90

I73 T87

L98

R96

I85

V80

A82

T74

A65

H66

I88

S92

Q63

I85

Y93

G86

I95

A82

I76

H67

T87
R97

I77

F78
L90

L89

V84

G83

G94

I91

M81

S69

V80

R96

L64

G79

I73

F68

T74

L75

L98

а b

15N
Ppm

15N
Ppm

102

106

110

114

118

122

102

106

110

114

118

122

9	 8	 7	 1Н Ppm 9	 8	 7	 1Н Ppm

NεH
2
 Q63

NεH
2
 Q63

1

2

3

4

5

6

7

8

8 	 7 	 6 	 5 	 4 	 3 	 2 	 1 

1Н 
Ppm

1Н Ppm

c

Fig. 1. a and b – Heteronuclear 
NMR spectrum 1H-15N HSQC of 
15N-labeled GpAtm in DPC mi-
celles and DMPC/DHPC (1/4) 
bicelles, respectively, with a 
molar peptide/protein ratio 
of 1:35, at 40°C and pH 5.0. 
The resonance assignments are 
shown. c – The intermolecular 
proton-proton NOE contacts are 
presented on 2D project of the 
3D 15N, 13C F1-filtered/F3-edit-
ed-NOESY spectrum acquired 
for the “isotopic-heterodimer” 
GpAtm sample embedded 
into the DPC micelles. The NOE 
cross peaks from the side chain 
hydroxyl ОγН group of T87 are 
labeled by arrows, revealing 
the intramolecular hydrogen-
bonding of the hydroxyl group 
with the carbonyl group of G83 
in major conformation of the 
GpAtm dimer.



94 | Acta naturae |  VOL. 3  № 2 (9)  2011

RESEARCH ARTICLES

amino acid sequence when passing from micelles to 
bicelles also points to a small distortion at the C-ter-
minus of the helices (Fig. 3b). The tendency towards 
variation of the average values of Δδ

HN 
from negative to 

positive values along the TM helix points to a possible 
small stretching of its N-terminal fragment before the 
dimerization interface and compression, after the N-
terminal fragment. Along with the general inclination 
of the GpAtm dimer with respect to the norm of the 
lipid DMPC bilayer, a small distortion of the C-termini 
of TM helices was also observed during MD-relaxation 
(Fig. 3c). On the contrary, no considerable distortions 
of TM helices in the GpAtm dimer, embedded into a 
DPC micelle, were detected neither in the set of calcu-
lated structures, nor during MD relaxation. Since acyl 
chains are shorter in DPC (formed by 12 carbon atoms) 
as compared with DMPC (14 carbon atoms), a longer 

TM helix could be expected (e.g., due to the partial 
transition of the α-helix into helix 3/10) in bicelles as 
compared with micelles. However, in the resulting set 
of NMR structures of the GpAtm dimer in micelles and 
bicelles, no difference in the length of the α-helix frag-
ments was detected. It was only during MD relaxation 
in an explicitly specified micelle for the first turn of the 
TM helix of GpAtm that helix-coil transitions were oc-
casionally observed (Fig. 3c). This is in agreement with 
the fact that micelles are more flexible structures in 
comparison with bicelles and are capable of adapting, 
to a larger extent, to the shape and size of the TM pro-
tein [27, 28]. In turn, micelles compared with bicelles 
can provide more freedom to conformational dynamics 
for the TM protein embedded into them. Indeed, dur-
ing MD relaxation of GpAtm without the imposition of 
NMR restraints, the dimer parameters were charac-
terized by amplitudes of random fluctuations in DPC 
micelles (θ 46 ± 6°, d 6.3 ± 0.8 Å) that were twice as 
large as those in the DMPC bilayer (θ 42 ± 3°, d 6.4 ± 
0.4 Å), which points to a denser packing of the TM he-
lices of the dimer in a lipid environment. The changes 
in the spatial structure of the GpAtm dimer observed 
by NMR in bicelles as compared with micelles, and the 
changes in the course of its MD relaxation in the lipid 
bilayer, seem to be a result of the adaptation of the di-
mer to the DMPC bilayer in order to prevent the so-
called “hydrophobic mismatch” [29, 30].

GpAtm dimerization surface
GpAtm helices embedded into a DPC micelle or 
DMPC/DHPC bicelle associate into a parallel dimer via 
the so-called tandem four-membered GG4 motif [31] 
G79VxxG83VxxT87, which is also known as the “glycine 
zipper” [32]. The motif is formed by the residues with a 
small side chain, which permits to obtain  a tight right-
handed packing of the TM helices of GpAtm that con-
tact via their weakly polar surfaces (Figs. 4a,b) in the 
hydrophobic environment. Meanwhile, the alternative 
“seven-membered” motif LI76xxG79xxAG83xxG86xx-
LL90xxY93 with left-handed packing of TM α-helices 
predicted earlier by molecular modelling [33] is not in-
volved.

In both media, there are eight polar intermolecular 
interactions of Cα—H···O type at the GpAtm dimeriza-
tion interface. These interactions, which can be charac-
terized as non-canonical hydrogen bonds (with the cor-
responding distance d(O, H) < 3 Å and angle COH > 120° 
[34]), are formed between CαH G79, G83, V80, and V84 and 
the carbonyl groups I76, G79 and V80, as well as the ОγН-
group of T87, respectively (Fig. 4c). Quantum chemi-
cal calculations demonstrated that the presence of in-
teractions of this type should result in a considerable 
change in the chemical shifts of the proton signals of 
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the CαH-groups of the proteins [35]. In other words, the 
chemical shifts of the proton signals of CαH are a very 
sensitive sensor determining the distances to the car-
bonyl groups at the dimerization interface of α-helices. 
The chemical shifts of protons CαH G79, G83, V80, and V84 

almost completely coincide in micelles and bicelles (the 
maximum difference is 0.05 ppm), which demonstrates 
a high degree of identity between the structural orga-
nizations of the GpAtm dimerization interface in both 
media. In other words, both the general topology and 
structural details of the GpAtm dimerization interface 
are identical in both membrane-like media.

Comparison of the newly obtained GpAtm structures 
and those published earlier
The structures obtained within the framework of our 
study agree well with the earlier published data on mu-
tagenesis [31]. On the other hand, the GpAtm structure 
both in micelle and bicelle turned out to be close (RMSD 
~ 1.1 Å on the basis of coordinates of the backbone at-
oms of residues (72–95)

2
) to the earlier published struc-

ture of the GpA
62-101 

TM fragment embedded into the 

DPC micelle [6]. Later, the conformation of the dimer 
GpA

70-98 
TM fragment in dried lipid bilayers consist-

ing of DMPC and palmitoyl-oleyl phosphatidylcholine 
(POPC) was proposed on the basis of the structural 
restraints obtained using the method of solid-state 
NMR [7, 8]. In addition to a small decrease in the angle 
between the axes of the TM helices to -35° and their 
relative ~25° rotation in the dimer, the character of the 
hydrogen bond that is formed by the side chain of T87 

is the main distinction from the structure in a DPC mi-
celle. Based on the proximity of the OγH group of thre-
onine with the carboxyl group V84 of the opposite helix, 
Smith et al. [8] arrived at a conclusion that this bond has 
an intermolecular character. According to the struc-
tures of the GpAtm dimer embedded into micelles and 
bicelles, which was obtained in this study, the distance 
between the oxygen atoms of the hydroxylic and car-
bonyl groups of the T87 and V84 residues in neighboring 
monomers is equal to ~4 Å. Meanwhile, in bicelles, these 
atoms are juxtaposed to ~3.8 Å, which in fact allows this 
group to form the intermolecular hydrogen bond. How-
ever, the system of NOE contacts, which is observed in 
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Fig. 3. a – Comparison of the 20 
NMR-derived structures of the GpAtm 
dimer in DPC micelles (in black) and 
DMPC/DHPC bicelles (in red) af-
ter superposition of the backbone 
atoms of α-helical residues E72-I95 of 
both dimer subunits. The heavy atom 
bonds of residues (70-98)

2
 are shown. 

b – Differences of the amide chemical 
shifts (Δδ

HN) of GpAtm in bicelles and 
micelles are shown on the right. The 
amide groups having local minimal and 
maximal values of Δδ

HN are highlighted 
in blue and red, respectively, in the 
GpAtm dimer structure shown on the 
left. The Δδ

HN value strongly depends 
on the length of the hydrogen bond in 
which the amide proton participates; 
thus, the local increase in Δδ

HN reflects 
the shortening of the given hydrogen 
bond [37]. c – Ribbon diagrams of 
the GpAtm dimer after MD-relaxation 
in an explicit DPC micelle (on the left) 
and DMPC bilayer (on the right). Yel-
low balls show the phosphorus atoms 
of the detergent and lipid heads. 
Detergent and lipid tails are shown 
in blue. For the sake of clarity, the 
structures of the adjacent subunits of 
the dimer are colored in green and 
magenta.
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Structural statistics for representative ensembles of 20 NMR-derived structures of the GpAtm dimer in the DPC micelles 
and DMPC/DHPC bicelles

NMR structure micelle bicelles

PDB code 2kpe 2kpf

NMR data for structure calculation

Total unambiguous NOE restraints 484 520

intra-residue 234 278

inter-residue 216 214

sequential (|i-j|=1) 128 128

medium-range (1<|i-j|<4) 88 86

long-range (|i-j|>4) 0 0

inter-monomeric 34 28

Hydrogen bond restraints (upper/lower)
intra-monomeric 
inter-monomeric

108/108
0/0

108/108
0/0

Total torsion angle restraints 156 156

backbone φ 56 56

backbone ψ 56 56

side chain χ1 44 44

Structure calculation statistics

CYANA target function (Å2) 0.75±0.15 1.02±0.16

Restraint violations

distance (>0.2 Å) 0 0

distance (>0.1 Å) 6 5

dihedral (>5o) 0 0

Average pairwise RMSD (Å)

ТМ α-helix (72-95)
2

backbone atoms 0.39±0.17 0.42±0.13

all heavy atoms 0.94±0.18 1.07±0.15

generalized RMSD

backbone atoms 0.72±0.45

all heavy atoms 1.25±0.37

backbone atoms of mean structures 1.03

Ramachandran analysis 
% residues (70-98)

2

in most favored regions 92.7 90.4

in additional allowed regions 7.7 6.4

in generously allowed regions 1.4† 0.2†

in disallowed regions 0.4† 0.7†

Helix-helix packing

helix-helix contact surface (Å2) 370±20 380±20

angle θ (deg.) between the ТМ helix axes -40±2 -40±2

distance d (Å) between the ТМ helix axes 6.7±0.4 6.4±0.4

Table note: 
* Residues from unfolded and flexible regions.
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the NOESY spectra recorded both in bicelles and mi-
celles (Fig. 1c), unequivocally attests to the fact that 
in the major conformation of GpAtm, the ОγН group 
of T87 forms an intramolecular bond with the carbonyl 
group G83 (juxtaposed to ~2 Å) (Fig. 4c). Nevertheless, 
non-symmetric short-live states with the intermo-
lecular hydrogen bond between the ОγН groups of Т87 
(with rotation of the angle χ1 of the side chain T87 from 
the gauche(+) into gauche(-) position) were detected 
in both cases during  MD relaxation. A similar effect 
was detected in other studies devoted to simulating the 
dimerization of the GpA TM domain [33, 36].
CONCLUSIONs
A comparative study of the spatial structure and dy-
namics in two membrane-like media of different types 
has been carried out for the first time for specifically 
interacting TM helices. This significant methodological 
moment allows one to arrive at the conclusion that in 
the case of the GpA TM domain, the general topology 
of the dimer, determined by the specific character of 
the helix-helix interaction, is independent of the se-
lection of the membrane-like medium; only the local 

structures of TM helices are to a certain extent sensi-
tive to this factor. On the other hand, it is known that 
the disc-shape and lipid composition of bicelles brings 
them closer to a natural lipid membrane in terms of 
physical properties, which results in a decrease in both 
the conformational fluctuations of helices and the fluc-
tuations of the parameters characterizing their rela-
tive arrangement (angle θ and distance d between the 
helices). In turn, other conditions being equal, this 
should enhance the stability of the spatial structure of 
the α-helix membrane protein in bicelles, as compared 
with that in micelles. 

This work was supported by the Russian Foundation 
for Basic Research, the Special-Purpose Federal 

Program “Studies and Designs in the Priority Fields 
of development of the Scientific-Technological 

complex of the Russian Federation in 2007–2012” 
and the programs of the Presidium of the Russian 
Academy of Sciences “Molecular and cell biology” 

and “Foundations of fundamental research in 
nanotechnologies and nanomaterials.”

Fig. 4. a – Hydrophobic and hydrophilic (polar) surfaces of the TM helix of the GpAtm dimer colored in yellow and 
green according to the molecular hydrophobicity potential (MHP). The second dimer subunit is presented in red. b – 
Hydrophobicity map for the GpAtm helix surface with contour isolines encircling hydrophobic regions with high values 
of MHP. Details about map construction are described in [21]. The GpAtm helix packing interface is indicated by a 
red-point area covering the tetrad repeat GG4-like motif G79VxxG83VxxT87 employed upon GpAtm self-association in 
the DPC micelles and DMPC/DHPC bicelles. The potential dimerization heptad repeat motif LI76xxG79xxAG83xxG86xxL-
L90xxY93 inherent to left-hand helix-helix interactions is marked by a dashed line. c – Central part of the dimerization 
interface of GpAtm. The intramonomeric and noncanonical Cα—H∙∙∙O intermonomeric hydrogen bonds are shown in 
gray and black, respectively.
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ABSTRACT Periodontitis is a common disease that is considered to be a manifestation of the distortion of the 
ratio between the normal and conditionally pathogenic microflora of periodontal pockets. In this study, the ra-
tio between the six most important periodontal pathogens and the total microflora of the periodontal pocket in 
healthy individuals and patients with varying severity of periodontitis was ascertained by quantitative real-time 
PCR. It was ascertained that the relative content of Porphyromonas gingivalis, Prevotella intermedia, and Tan-
nerella forsythensis (Bacteroides forsythus) persistently develops in the total microflora of the periodontal pocket 
upon progressing periodontitis; this value is higher than that in the control group by more than two orders of 
magnitude upon a severe degree of chronic generalized periodontitis.
KEYWORDS ecosystem; habitat; periodontitis; periodontopathogenic microflora of periodontal pockets; quantita-
tive polymerase chain reaction
ABBREVIATIONS PCR – polymerase chain reaction; CGP – chronic generalized periodontitis

INTRODUCTION
In terms of the composition of microorganisms, the oral 
cavity is one of the most sophisticated ecosystems of 
the human organism. Saliva, gingival fluid, periodontal 
pocket, biofilm, and a number of other habitats contain 
approximately 700 different types of microorganisms 
[1, 2], which can be divided conditionally into three 
large groups: 1) normoflora, 2) conditionally pathogen-
ic, and 3) pathogenic microorganisms [3].

A number of exogenous and endogenous factors con-
dition the bacterial profile of biocenosis of the oral cav-
ity. The protective mechanisms of the host organism 
have a considerable effect on the virulence of the con-
ditionally pathogenic and pathogenic microorganisms 
in each habitat. 

It is common knowledge that the distortion of the 
ratio between the normal and conditionally pathogenic 
flora leads to the development of dysbacterioses and is 
characterized by a relative decrease in the content of 
lacto- and bifidobacteria. The common disease of peri-
odontitis is one of the manifestations of this disbalance. 
The essential role in the development of periodonti-

tis is known to belong to Porphyromonas gingivalis, 
Treponema denticola, Tannerella forsythensis (Bacter-
oides forsythus), Fusobacterium spp., and a number of 
other microorganisms [4–6].

Advances in molecular biology techniques, in par-
ticular the methods of qualitative and quantitative as-
sessment of the nucleic acid content, have made it pos-
sible to determine both the composition and the relative 
amount of microorganisms in various sub-habitats of 
the oral cavity rapidly and with a high degree of ac-
curacy [6–8]. A distinctive feature of modern molec-
ular and genetic methods (in particular, quantitative 
PCR) is their high sensitivity and the possibility for a 
quantitative determination of anaerobic microorgan-
isms (which is often non-feasible when using conven-
tional culturing methods) [9]. Real-time PCR allows for 
the simultaneous determination of the qualitative and 
quantitative composition of microbiota in any habitat of 
the oral cavity selected.

This work is aimed at a quantitative assessment of 
the ratio between the most significant (according to 
[9–11]) representatives of the periodontopathogen-
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ic microflora of periodontal pockets: Aggregatibacter 
actinomycetemcomitans, Porphyromonas gingivalis, 
Prevotella intermedia, Tannerella forsythensis (Bacter-
oides forsythus), Treponema denticola, Candida albi-
cans in healthy people and in patients with periodonti-
tis with varying degrees of severity.

EXPERIMENTAL
The study was carried out in the Periodonthology De-
partment of the Central Research Institute of Dentistry 
and Oral Surgery (Russia). A total of 104 individuals 
aged 18–65 without severe somatic pathology were ex-
amined.

The absence of a dentogingival junction served as 
the major criterion for the diagnosis of chronic gener-
alized periodontitis (CGP). The degree of severity was 
determined based on the depth of periodontal pockets 
and the degree of destruction of bone tissue. Thus, the 
depth of periodontal pockets was less than 3 mm in cas-
es with a mild degree of CGP; the X-ray pattern con-
firming signs of  initial destruction of the inter-dental 
septa. 

The depth of periodontal pockets varied from 3 to 
6 mm in patients with a moderate degree of CGP; I–II 
degree of pathologic tooth mobility was frequently re-
vealed during the examination. According to the data 
obtained by X-ray examination, the destruction of the 
cortical plate and bone tissue of interdental septa was 
equal to 1/2–1/3 of the length of the tooth root.

Severe CGP was characterized by the presence of 
periodontal pockets more than 6 mm deep, II–III de-
gree pathological tooth mobility, destruction of the 

cortical plate and bone tissue by more than 1/3 of the 
length of the tooth root was revealed by X-ray exami-
nation.

The control group consisted of 30 individuals (12 
males and 18 females) aged 28–55, without complaints 
and visible pathological changes in periodontal tissues. 
The data on the age structure of the groups are listed 
in Table 1.

Microflora of the intact periodontium and periodon-
tal pockets was examined using sterile paper endodon-
tic pins (size no. 25), which were submerged in a gin-
gival sulcus or a pathological pocket until it reached 
bottom. It was subsequently kept there for 10 s. The 
pins were then placed into a test tube with a physiolog-
ical solution, cooled, and transferred to the laboratory. 
A duplicate sample was taken from each patient.

In order to reveal infectious agents and determine 
the genomic DNA of the patient (as a normalization 
index), DNA was extracted from the biological mate-
rial using the “Proba-GS” kits (DNA Technology JSC, 
Russia) according to the enclosed manual. The method 
is based on sorbing DNA on a carrier, washing out the 
impurities, and eluting nucleic acids from the sorbent. 
Due to cell lysing by strong chaotropic agents, “Proba 
GS” destroys the cells with different types of cell walls 
(gram-positive/gram-negative bacteria, fungi) with 
almost equal efficacy. The “Proba GS” kit can be used 
to extract the genomic DNA of eukaryotes as well (it 
was used as the normalization index).

The previously designed reagent kits, consisting of 
specific primers and a specific fluorescence-labeled de-
structible sample (TaqMan type) to six periodontopath-

Table 1. The age structure of the examined groups (%)

Age Healthy controls 
(n = 30)

Mild degree
(n = 10)

Average degree 
(n = 29)

Severe degree 
(n = 35)

Under 35 years old 21 80 24 17
35–44 years old 27 20 35 29
44–55 years old 33 0 31 34

Over 55 years old 19 0 10 20

Table 2. The proportion of positive samples depending on the group of healthy individuals or patients with CGP (%)

Microorganism name Healthy controls 
(n = 30)

Mild degree
(n = 10)

Average degree 
(n = 29)

Severe degree 
(n = 35)

A. actinomycetemcomitans 10 33 48 43
P. gingivalis 47 70 66 86

P. intermedia 33 70 59 71
T. forsythensis 53 80 97 100

T. denticola 60 80 83 83
C. albicans 10 40 38 60
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ogenic agents (Aggregatibacter actinomycetemcomitans, 
Porhpyromonas gingivalis, Prevotella intermedia, Tan-
nerella forsythensis (Bacteroides forsythus), Trepone-
ma denticola, and Candida albicans) were used in this 
work. PCR with detection of the conservative region 
of the 16S rRNA gene was performed simultaneously 
with the determination of pathogenic microorganisms 
to estimate the total bacterial mass in the sample. The 
copy number of the genome equivalents of each type of 
bacteria (and the total bacterial mass) was normalized 
per  amount of  human genomic DNA (a fragment of 
the growth hormone receptor gene) in order to com-
pare the abundance of pathogens in the samples.

PCR was performed on a DTprime detecting ampli-
fier (OOO DNA Technology, Russia). The results of the 
reaction were taken into consideration using the soft-
ware of the DTprime amplifier. The normalized values 
corresponding to the level of abundance of each micro-
organism were calculated using the ∆∆Ct method.

RESULTS AND DISCUSSION
The sample to be analyzed was divided into four groups 
depending on  disease severity: 1) healthy control (n = 
30); 2) mild degree of CGP (n = 10); 3) moderate degree 
of CGP (n = 29); and 4) severe degree of CGP (n = 35); 
where n is the number of individuals in a group.

The results of revealing pathogens in each group are 
listed in Table 2. It is evident that with the progression 
of the disease, there exists a tendency towards an in-
crease in the number of positive samples with respect 

to all microorganisms. The published data on the fre-
quency of detecting periodontopathogens in healthy in-
dividuals and in patients with CGP differ considerably 
[10, 12–14]; however, in most cases a similar tendency 
is reported. Hence, Braga et al. [12] detected P. inter-
media in 80.0% of healthy individuals (n = 30) and in 
90.0% of patients with CGP (n = 30); P. gingivalis was 
detected in 46.6% of healthy individuals and in 70.0% 
of patients with CGP; and A. actinomycetemcomitans 
was detected in all individuals in both groups. The dif-
ferences in the frequencies of detected pathogens can 
be accounted for by the features of group formation, 
possible (in certain cases, planned) strain specificity, 
and the varying sensitivities of the test systems used. It 
should also be noted that the detection of a pathogenic 
microorganism in each of the individuals in the control 
group may attest to  contamination of the laboratory 
with  products of earlier reactions; a consideration that 
should alert the authors.

We used the new approach to quantitatively as-
sess the composition of  dental cavity microbiocenoses; 
therefore, we did not manage to find much published 
data on the relative content of the pathogens studied. 
No reliable differences were revealed by Hyvärinen et 
al. [15], who determined the relative content of A. ac-
tinomycetemcomitans, P.  gingivalis, P.  intermedia, 
T. forsythensis and T. denticola in saliva samples from 
patients with periodontitis and healthy individuals.

The results of determining the relative amount of 
microorganisms in healthy individuals and in patients 

Bacterial mass	 Aa	 Pg	 Pi	 Tf	 Td	 Ca
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The relative number of micro-
organisms in healthy individuals 
(blue columns) and in patients 
with CGP of varying degrees of 
severity (yellow columns – mild, 
green – medium, and red – 
severe and aggressive peri-
odontitis). The median values 
with 25–75 percentile error bars 
are shown. The data are normal-
ized with respect to the content 
of human genomic DNA (dot-
ted line). The logarithm of the 
content of this component in the 
sample (in arbitrary units) is plot-
ted along the Y axis. Bacterial 
mass is the total number of bac-
teria, Aa – A. actinomycetem-
comitans, Pg – P. gingivalis, Pi 
– P. intermedia, Tf – T. forsyth-
ensis, Td – T. denticola, and 
CA – C. albicans.



102 | Acta naturae |  VOL. 3  № 2 (9)  2011

RESEARCH ARTICLES

with  varying degrees of severity of CGP are presented 
in Figure. In order to reduce the amount of biomate-
rial used for the study to a common denominator, the 
data were normalized with respect to the content of the 
unique fragment of human genomic DNA (the frag-
ment of the growth hormone receptor gene) [16, 17]. It 
is evident from Figure that as the disease progresses, 
there exists a tendency towards an increase in the con-
tent of bacteria in general (the “bacterial mass” index) 
and the content of most representatives of pathogenic 
microflora (the relative content of pathogens increas-
ing at an anticipatory rate). P. gingivalis, P. intermedia, 

and T. forsythensis are the leaders in growth with pro-
gressing periodontitis; their content in the total bac-
terial mass persistently increasing by a factor of more 
than 100.

The obtained data attest to the possibility of using a 
quantitative assessment of the ratio between the patho-
genic representatives of microbiocenosis of periodontal 
pockets as a diagnostic tool to predict the development 
of periodontitis. The determination of the ratio between 
P. gingivalis, P. intermedia, T. forsythensis, the total 
bacterial mass, and the genomic DNA of the patient 
can be recommended as a variant of diagnosticum. 
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Abstract The effects of the selective β2-adrenoreceptor agonist (fenoterol) on the functioning of mouse atrial 
were studied using both tensometry and fluorescent methods. It has been demonstrated that with the use of a 
high concentration of fenoterol (in the range of 1–50 µM), there is a more significant positive inotropic effect 
observed within a shorter period of time. In the case of relatively low doses of fenoterol (1 and 5 µM), its contrac-
tility effects are observed 20 min after the application of agonist, whereby in the case of high concentrations (25, 
50 and 300 µM), the effects appear within the first minutes. During the first 10–15 min, 5 µM fenoterol causes an 
increase in the amplitude of Ca-signals in cardiomyocytes (this indicates an increase in the concentration of Ca 
ions during systole) and the activation of NO synthesis. However, after 20 min, the production of NO decreases; 
while the amplitude of Ca-signals remains high. The application of 50 µM fenoterol leads to a rapid increase in 
the amplitude of Ca-signals: at the same time, it causes a decrease in the production of NO, which we found to 
begin to increase after 10 min of agonist application. It is suggested that the dynamics of the positive inotropic 
effect occurring under pharmacological stimulation of β2-adrenoreceptors depend on the rate of increase in the 
amplitude of Ca-signals and on the degree of NO synthesis.
KEYWORDS β2-adrenoreceptor; fenoterol; calcium; nitrico xide; contractility; atrial cardiomyocytes

INTRODUCTION
One of the mechanisms that regulate the action of the 
heart is based on the interaction of catecholamines 
(adrenaline and noradrenaline) with G protein-cou-
pled β-adrenoreceptors in cardiomyocytes [1, 2]. De-
pending on their sensitivity to pharmacological agents 
and on their structural features, β-adrenoreceptors 
are divided into three types: β

1
, β

2
, and β

3
. All types of 

β-adrenoreceptors are expressed within the heart. The 
function of the β

1
-adrenoreceptors in the heart is well 

known. Meanwhile, β
2
-adrenoreceptors have been sub-

jected to much less thorough study: only their func-
tions in the regulation of the vascular tone in the heart 
and the skeletal muscles of bronchial lumen and the 
metabolism of a body have [3].

The concentration of β
2
-adrenoreceptors is particu-

larly high in atrial cardiomyocytes. While, within the 
entire heart, the content of β

2
-adrenoreceptors reaches 

30–40% of the total amount of β-adrenoreceptors [2], in 
human atrial cardiomyocytes their content is over 55% 
[4]. The stimulation of β

2
-adrenoreceptors leads to an 

increase in the contractility of the ventricular cardio-
myocytes in a rat heart, with no significant impact on 
the rate of relaxation [5]. It is believed that the activa-

tion of β
2
-adrenoreceptors causes a positive inotropic 

reaction without increasing the risk of arrhythmias and 
sudden death of the animal [6]. It should be noted that, 
upon stimulation of β

2
-adrenoreceptors, the inotropic 

effect might be negative, e.g. in papillary muscles of the 
guinea pig heart [7].

The effect of the stimulation of β
2
-adrenoreceptors 

on the contractility of ventricular cardiomyocytes is 
defined by the interaction of the receptor with the 
Gs protein, which initiates the adenylyl cyclase cas-
cade causing the activation of protein kinase A. Under 
the action of this kinase,   part of the L-type calcium 
channels could be opened and the conduction of these 
channels enhanced, and consequently the amount of 
Ca ions entering the cytoplasm during action poten-
tial could also increase [8, 9]. However, the activated 
β

2
-adrenoreceptors stimulate also Gi proteins, which 

inhibit the adenylyl cyclase cascade, thereby limit-
ing the positive inotropic effect produced by the β

2
-

adrenoreceptor agonists [10, 11]. The activation of Gi 
proteins initiates the phosphoinositol-3-kinase (PI3K)/
protein kinase B cascade, which is aimed at maintain-
ing cell survival, protecting them from the action of re-
active oxygen speciesand hypoxia [12, 13]. In addition, 
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the phosphoinositol-3-kinase (PI3K)/protein kinase B 
cascade may initiate an increase in the production of 
nitric oxide (NO), which, by affecting the guanylate 
cyclase system, is capable of inhibiting the effect of 
β

2
-adrenoceptor agonists [14, 15] and  preventing the 

desensitization of β
2
-adrenoceptors [16] as well. It has 

been suggested that β
2
-adrenoreceptors play a cardio-

protective role, while β
2
-adrenoreceptor agonists can be 

viewed as promising pharmacological agents [13]. Thus, 
in mice with overexpression of β

2
-adrenoreceptors, no 

heart failure develops and no signs of cardiomyocyte 
damage are revealed against a background of increased 
frequency and strength of heart contractions, which 
are observed even in the absence of β

2
-adrenoreceptor 

activation by endogenous ligands [17]. The point is that 
β

2
-adrenoreceptors can be spontaneously switched 

into their active state regardless of whether there are 
agonists in the extracellular medium or not [18]. It is 
interesting that, under spontaneous activation of β

2
-

adrenoreceptors, contractility increases, but the enter-
ing calcium current through L-type calcium channels 
does not change [19].

β
2
-Adrenoreceptors are very “flexible” molecules 

with several active states (conformations). The confor-
mations define the properties of the receptors, includ-
ing their ability to bind to effector signaling proteins, 
whose role can be played not only by G proteins, but 
also by tyrosine kinase Src, by the factor that controls 
the Na-H exchange, by arrestin, by the N-ethylmale-
imide factor, and by several scaffold proteins [20–24]. 
It was demonstrated recently that different agonists 
can transform β

2
-adrenoreceptors into forms with 

specific active conformations; hence the reason why 
the type of agonist defines the cell-mediated response 
(this phenomenon is called the “functional selectivity” 
of agonists) [25]. Fenoterol is one of the most widely 
used drugs in clinical medicine and one of the effective 
short-acting β

2
-adrenoreceptor agonists. Its effects in-

clude a significant increase in the cAMP level and the 
activation of mitogen-activated protein (MAP) kinase 
[25] in human airway smooth muscle cells and, in en-
dotheliocytes, intensification of the synthesis of nitric 
oxide (NO) [26]. It should be noted that, under the ac-
tion of fenoterol, β

2
-adrenoreceptors undergoes inten-

sive phosphorylation by G protein-coupled receptor 
kinases, followed by their internalization during clath-
rin-mediated endocytosis. As a result, long-term use 
of fenoterol leads to desensitization and a decrease in 
the amount of the β

2
-adrenoreceptors on the surface of 

bronchial epithelium [25, 27].  New data on the unique 
properties of fenoterol and its stereoisomers has ap-
peared; this data can be used to design drugs that have 
a high selectivity value and pronounced cardioprotec-
tive properties [28, 29].

The role of β
2
-adrenoreceptors in atrial cardiomyo-

cytes is not thoroughly understood. There is data in-
dicating that there is an increase in contractility and 
the rate of intake of the calcium current upon stimu-
lation of the atrial β

2
-adrenoreceptors in guinea pigs, 

cats, and humans [15, 30, 31]. However, in mice with 
overexpression of human β

2
-adrenoreceptors, the ac-

tivation of atrial β
2
-adrenoreceptors by isoprenaline 

has a negative inotropic effect, while, under normal 
circumstances, isoprenaline, which affects mostly β

1
-

adrenoreceptors, has a positive inotropic effect [32, 33]. 
In this work, we studied how various doses of racemic 
fenoterol, a β

2
-adrenoreceptor agonist widely used in 

medicine, influence the atrial contractility, amplitude 
of Ca-signals, and NO production.

EXPERIMENTAL
Isolated atria of white mice were used in the experiments. 
The standard Krebs solution for warm-blooded animals 
with the following composition was used: 144.0 mM NaCl, 
5.0 mM KCl, 0.1 mM MgCl

2
, 2.0 mM CaCl

2
, 1.0 mM NaH-

2
PO

4
, 2.4 mM NaHCO

3
, 11.0 mM glucose; the solution was 

saturated with oxygen. The pH value of the solutions was 
maintained at 7.2–7.4 at a temperature of 20°C. During 
the experiment, the specimen was stimulated by electri-
cal pulses of suprathreshold amplitude at a frequency of 
0.1–1 Hz via platinum electrodes. In the majority of ex-
periments, the application (20 min) of (±)-fenoterol (Sig-
ma, USA), a β

2
-adrenoreceptor agonist, at concentrations 

of 1–300 µM was used. In some cases, 0.1 µM ICI-118.551 
(Tocris, USA), a selective blocker of β

2
-adrenoreceptors 

was applied.

Tensometry
The atrial contraction was registered using a Power-
Lab installation. One end of the isolated atrium was tied 
to a fixed nail, and the other end was linked to a nail 
connected to a strain gauge with a sensitivity of 0–25 g 
(AD Instruments). The signals were treated using Chart 
software; the contractility was determined in grams.

Fluorescent Microscopy
The fluorescent experiments were carried out using 
an OLYMPUS CX41 (with exchangeable monochro-
matic excitation light sources) and an OLYMPUS BX51 
(equipped with the DSU confocal system) microscope 
with a LMPlanFI 20×/0.40 and UPlanSApo 60×/1.20W 
objectives. The images were made using high-speed 
CCD cameras produced by OLYMPUS: a F-View II 
black and white and DP71 color CCD camera. The im-
ages were treated using Cell^A, Cell^P, and ImagePro 
software. The fluorescence intensity was estimated in 
relative units (rel. units) that correspond to the bright-
ness value in pixels.
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Measurements of the Intracellular Concentration of 
Calcium Ions. The changes in the concentration of Ca2+ 
were determined using a Fluo-4 dye, which allows 
the Ca2+ concentration to be precisely measured in a 
range from 1 µM to 1 mM. Fluo-4 is weakly fluores-
cent in the absence of Ca2+, but its binding to Ca ions 
leads to an increase in the fluorescence value by a fac-
tor over 100 [34]. Fluo-4-AM (Molecular Probes, USA), 
a membrane-penetrating form of the dye, was used; 
it was dissolved in DMSO (dimethyl sulfoxide, Sigma, 
USA) and stored in the frozen form (for not more than 
a week) in the dark. Just prior to the experiment, a 
Pluronic F-127 (Molecular Probes, USA) nonionic de-
tergent was added into a Fluo-4-AM batch; the deter-
gent facilitates the dissolving of nonpolar Fluo-4-AM in 
an aqueous (physiological) solution. In a work solution, 
the final concentration of Fluo-4-AM was 1 µM, and 
the content of DMSO and Pluronic F-127 was not more 
than 0.0005%. The isolated atrial specimen was held in 
the solution containing 1 µM Fluo-4-AM for 20 min at 
room temperature. Afterwards, the specimen was per-
fused with a physiological solution for 40 min (during 
this period of time, deesterification of Fluo-4-AM in 
the cytoplasm ended and the formation of hydrophilic 
Fluo-4, which cannot pass through the membrane into 
the intracellular medium [34], occurred). Thereafter, 
measurements of the fluorescence in the cardiomyo-
cytes of the isolated atria were made. The fluorescence 
of the dye was excited by short (about 1 s) flashes of 
light with a wavelength of 480 nm and registered us-
ing an emission-color filter that transmits light with 
a wavelength of above 515 nm. During the contrac-
tion-relaxation cycle of the atrial specimen, periodic 
changes in the fluorescence of the Ca sensor, which 
appeared in the form of flashes (“Ca-signals”), were 
observed: the intensity of the fluorescence increased 
during contraction and decreased during relaxation. 
Ca-signals indicate an increase in the concentration of 
Ca ions, which initiate contraction of cardiomyocytes. 
The minimum fluorescence value observed during di-
astole was subtracted from the maximum fluorescence 
value observed during systole, in order to estimate the 
amplitude of the Ca-signals.

Measurements of the Concentration of Nitric Oxide 
(NO).The production of nitric oxide was detected us-
ing a DAF-FM-diacetate marker (Molecular Probes, 
USA), which was excited by light with a wavelength 
of λ = 495 nm; for the registration of fluorescence, an 
emission filter that transmits light with a wavelength 
above 515 nm was used. DAF-FM-diacetate easily per-
meates through the cellular membranes. Inside the cell, 
DAF-FM-diacetate is deacetylated by intracellular es-
terase to DAF-FM. Prior to reacting with NO, DAF-FM 

almost does not fluoresce; but its interaction with NO 
leads to an increase in the fluorescence intensity by a 
factor of more than 160 [29]. DAF-FM was dissolved in 
DMSO and stored in frozen form in a dark place. The 
specimen of the isolated atrium was held in a solution 
containing 2 µM DAF-FM-diacetate for 30 min at room 
temperature. After that, the atrial specimen was per-
fused with a physiological dye-free solution for 20 min 
(the period of time needed for deacetylation of the 
marker to finish [35]). Thereafter, the measurements 
of fluorescence in cardiomyocytes of the isolated atria 
were made.

A statistical analysis was performed using the Ori-
gin Pro software. The results of the measurements 
were presented as mean values ± standard error (n is 
the number of independent trials). The significance of 
the differences was determined in accordance with the 
Student’s test and ANOVA.

RESULTS

Dose-Dependence of the Inotropic Effect of Fenoterol

Amplitude of Contractions. The addition of fenoterol at 
concentrations ranging from 1 to 300 µM led to a sig-
nificant increase in contractility (Fig. 1a, b). The appli-
cation of 1 and 5 µM of fenoterol increased contractility 
to 134 ± 4.4% (p < 0.01, n = 5) and 144.6 ± 5.1% (p < 0.01, 
n = 5), relative to the control value, respectively. Un-
der the action of fenoterol (25 and 50 µM), contractility 
increased even more; i.e. up to 159.7 ± 5.5% (p < 0.01, 
n = 6) and 176.2 ± 6.6% (p < 0.01, n = 8), respective-
ly. However, 300 µM of fenoterol caused an increase 
in contractility only to 143.3 ± 6.5% (p < 0.01, n = 5) 
(Fig. 1c). Since β2

-adrenoreceptors are desensitized rel-
atively fast by high doses of agonists, the slight influ-
ence of 300 µM of fenoterol on contractility most likely 
relates to desensitization processes [27, 36].

Time-Course of the Effect. The rate of development 
of the positive inotropic effect of fenoterol varied de-
pending on its concentration: the higher the concen-
tration, the earlier the increase in contractility was ob-
served (Fig. 1a, b). The amplitude began to grow only 
20 min after fenoterol at concentrations of 1 and 5 µM 
was applied, and maximum contractility was observed 
after 30–40 min. When fenoterol was used at concen-
trations of 25 and 50 µM, the contractility increased 
significantly faster: i.e., 15 and 13 min after the addi-
tion of the agonist, contractility reached a maximum. 
300 µM of fenoterol led to maximum contractility just 
after 3 min.

Delayed Effect of Fenoterol. As was mentioned above, 
at low concentrations of fenoterol, the positive inotropic 
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effect occurs very late, only after 20–25 min (Fig. 1c). 
In order to clarify why the development of the effect 
is so slow, additional experiments in which a solution of 
fenoterol (5 µM) was replaced by a normal Krebs solu-
tion after 20 min (i.e. prior to the beginning of the in-
crease in contractility). The contractility was found to 
increase despite the absence of fenoterol in the solution. 
Ten minutes after the removal of fenoterol from the so-
lution surrounding the atrial specimen, the amplitude 
reached its maximum: 141.6 ± 4.1% relative to the con-
trol value (p < 0.01, n = 8). It then decreased gradually. 
This indicates that the delayed effect observed at low 
concentrations of β

2
-adrenoreceptors is related to the 

activation of intracellular signal systems, whose action 
develops at a very low rate.

In further experiments, only two concentrations of 
fenoterol were used: 5 µM, at which the delayed effect 
was observed; and 50 µM, at which contractility was 
found to increase rapidly (Fig. 1c). It should be noted 
that, in the presence of the selective β

2
-adrenoreceptor 

blocker (0.1 µM ICI-118.551), no positive inotropic ef-

fect of fenoterol at concentrations of 5 and 50 µM ap-
pears (data are not presented).

The Effect of Fenoterol on Ca-Signals
The dynamics of the intracellular concentration of 
calcium ions, which initiate the contractions of cadri-
omyocytes, significantly change under the action of 
fenoterol (Fig. 2). Use of a low concentration of fenot-
erol (5 µM) leads to a gradual increase in the ampli-
tude of Ca-signals. After 3 min of application of the 
β

2
-adrenoreceptor agonist, the amplitude of Ca-signals 

reached 122.6 ± 4.7% (p < 0.05, n = 7); and after 10 min, 
the value of the amplitude was 152.1 ± 4.9% (p < 0.01, 
n = 7) relative to the initial values. After 15 min of ap-
plication of the agonist, the amplitude of Ca-signals 
somewhat declined, but after 20 min, it stabilized at a 
level of 130–140%. Five minutes after the surrounding 
solution was replaced with a fenoterol-free solution, 
the amplitude of Ca-signals was 133.6 ± 4.7% (p < 0.01, 
n = 7). The amplitude of Ca-signals returned to the ba-
sal level 60–70 min after fenoterol was removed from 
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(open and filled circles and filled squares, respectively). Y-axis: the force of contraction, (%) (100% corresponds to the 
level of contractility prior to the application of fenoterol). The beginning of the application of fenoterol is indicated by an 
arrow. The presented data on the change in the atrial contractility under the action of fenoterol applied at concentra-
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the intracellular solution. The application of fenoterol 
at high concentrations (50 µM) caused an increase in 
the amplitude of Ca-signals to 121.9 ± 4.9% (p < 0.05, 
n = 7) just after 30 s, and by the third minute, its value 
reached a maximum, 154 ± 4.8% (p < 0.01, n = 7). After 
8 min of application, the amplitude began to decline, 
and 20 min after the application of fenoterol, its value 
was 111.2 ± 4.3% (p < 0.05, n = 7). The amplitude of Ca-
signals was brought to its initial value 50–60 min after 
perfusion of the atrial specimen with a fenoterol solu-
tion was begun.

The Effect of Fenoterol on the Production of Nitric 
Oxide
Under the action of fenoterol, the fluorescence of the 
DAF-FM marker (an indicator of NO production) in 

atrial cardiomyocytes reliably grew (Fig. 3). At low 
doses, fenoterol initiated a gradual increase in the NO 
production; and after 20 min of application of fenoter-
ol, the intensity of the fluorescence grew to 104 ± 0.7% 
(p < 0.05, n = 6). After the removal of fenoterol from 
the surrounding solution, the intensity of the fluores-
cence dropped to 95.0 ± 1.4% (p < 0.05, n = 6) relative to 
the initial level, after which it returned to the baseline 
within 5 min. Under the action of a high dose of fenot-
erol, during the first 5 min of application, a decrease in 
the intensity of DAF-FM fluorescence was observed 
(by the fifth minute of application, the intensity was 
95.9 ± 0.8% (p < 0.05, n = 6)). After 8 min of application 
of fenoterol, the intensity of the fluorescence began to 
grow and reached 103.9 ± 0.6% (p < 0.05, n = 6) within 
20 min. After the atrial specimen was perfused with a 
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fenoterol-free solution, the intensity of the fluorescence 
exceeded the control level for 10–15 min: its value was 
104.3–106.7% (p < 0.05, n = 6) relative to the baseline.

DISCUSSION
The slow development and stability of the effects 
produced by 1 and 5 µM of fenoterol indicate the ac-
tivation of the intracellular signal systems with a 
long-term effect, which is caused by the stimulation 
of β

2
-adrenoreceptors. In our opinion, the influence of 

fenoterol on the inotropic atrial function can be ex-
plained by the interaction of β

2
-adrenoreceptors with 

several intracellular signaling cascades that regulate 
the contractility.

The key factor defining the contractility of the car-
diac muscle is the concentration of calcium ions in car-
diomyocytes during systole. The contractions of cardio-
myocytes are initiated by calcium ions, which enter the 
cytosol in two ways. Depolarization of the membrane 
caused by the action potential leads to an opening of 
voltage-dependent calcium channels, through which 
calcium ions influx into the cytoplasm, where they bind 
to the ryanodine receptors (Ca-release channels) of the 
sarcoplasmic reticulum. As a result, calcium ions are re-

leased from the sarcoplasmic reticulum, and their con-
centration in the cytoplasm reaches a maximum. In our 
experiments, the application of fenoterol led to a sig-
nificant increase in the intensity of Ca-signals (Fig. 2); 
this most likely occurs due to an increase in the amount 
of Ca2+ ions entering through the channels of the plas-
ma membrane. It is known that β

2
-adrenoreceptors, as 

well as β
1
-adrenoreceptors, bind to Gs proteins, which 

activate the adenylate cyclase that catalyzes the syn-
thesis of cAMP, a secondary messenger. This process 
activates cAMP-dependent protein kinases, which 
phosphorylate the specific target proteins [37]. One of 
the main substrates for protein kinase A is the L-type 
calcium channel, which, in the phosphorylated state, 
has a higher conductance and a higher probability of 
opening up and is activated when the membrane po-
tential values are more negative [9, 31].

The following interesting fact was denoted. At a con-
centration of 5 µM, fenoterol causes slow growth in the 
intensity of Ca-signals, whose amplitude remains high 
after the removal of fenoterol from the solution sur-
rounding the specimen. Simultaneously, the application 
of 50 µM of fenoterol leads to an increase in the ampli-
tude of Ca-signals (Fig. 2).
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There are three possible explanations for this. 
First, it can be suggested that fenoterol begins to af-
fect not only β

2
-adrenoreceptors at a higher dose, but 

also β
1
-adrenoreceptors, which activate an additional 

number of calcium channels under the action of pro-
tein kinase A. Thus, the constant characterizing the 
binding of fenoterol (stereoisomers R,R-1 and -2) to 
the β

1
-adrenoreceptors of HEK cells is estimated to be 

approximately 15–20 µM [28]. In addition, the most ef-
fective concentration of fenoterol, i.e. the concentra-
tion that leads to a maximum increase in the contractil-
ity of human papillary muscle isolated specimens, was 
100 µM; in this case, the effect of fenoterol depended 
on β

2
- and β

1
-adrenoreceptors [38]. However, this ex-

planation contradicts our results, according to which 
the selective β

2
-adrenoreceptor blocker (0.1 µM ICI-

118.551) completely eliminates the positive inotropic 
effect produced by 50 µM fenoterol. The second pos-
sible explanation is the involvement of a large number 
of metabotropic β

2
-adrenoreceptors that cause an in-

crease in the production of cAMP and the activation of 
a large number of protein kinase A molecules, which 
in  turn intensify the phosphorylation of Ca-channels, 
rendering them more active [1]. However, the R,R-
stereoisomer of fenoterol at a concentration of around 
0.5 µM activates almost all β

2
-adrenoreceptors in rat 

ventricular cardiomyocytes[39]. According to the ap-
proximate estimations made, even at a concentration 
of 2 µM, the racemic fenoterol used occupies around 
90% of the β

2
-adrenoreceptors of bronchial epithelial 

cells [27]. Consequently, it is most likely that, under the 
action of 5 and 50 µM of fenoterol, an equal number 
of β

2
-adrenoreceptors is activated. The third sugges-

tion is based on the facts noted to date that, for trans-
duction the signal inside a cell, β

2
-adrenoreceptors can 

use different signal cascades and/or bind differently 
in terms of efficiency to effector molecules, depending 
on the dose of the agonist [22]. Thus, upon application 
of high doses of the agonist (100 µM isoproterenol), the 
isolated β

2
-adrenoreceptors can exist in two different 

conformations [40]; in each conformation, the efficiency 
of the interaction of the activated receptor with G pro-
teins and other proteins is different. It is interesting to 
note that as a response to the application of selectively 
high doses of the agonist, the β

2
-adrenoreceptor begins 

to activate not only Gs proteins, but also tyrosine ki-
nase Src, which is involved in the regulation of signal 
proteins (e.g., MAP-kinase) and phosphorylates the 
β

2
-adrenoreceptor. The phosphorylated residues of β

2
-

adrenoreceptor tyrosine can play the role of a docking-
site for other signal molecules [22]. In addition, Src-ki-
nase is capable of regulating (including the activation) 
L-type Ca-channel function by binding to the N-termi-
nal region of the channel α1-subunit and phosphorylat-

ing it [41]. Most likely, the rapid increase in the ampli-
tude of Ca-signals observed under the action of 50 µM 
of fenoterol occurs due to the activation of an additional 
pathway (e.g., involving Src-kinase), which facilitates 
the function of the L-type Ca-channels. In our opinion, 
the last suggestion is the most probable and should be 
studied experimentally in the first place.

In the study we performed, the increase in the pro-
duction of nitric oxide in atrial cardiomyocytes occur-
ring under the action of fenoterol was revealed for the 
first time (Fig. 3). The production of nitric oxide is an 
important factor that controls the contractility of car-
diomyocytes. An intensification of the NO production 
may lead to a negative inotropic effect and/or inter-
fere with increasing contractility of cardiomyocytes 
[42]. Such an  effect  by nitric oxide might be associ-
ated with the activation of cGMP-dependent protein 
kinases G, which phosphorylate troponin I, thereby 
decreasing the sensitivity of troponin C to calcium, 
and influence the Ca-channels, thereby decreasing the 
calcium conductance [43, 44]. Since the effect of nitric 
oxide is connected to the activation of the guanylate 
cyclase that is in the “on” state, it produces thousands 
of cGMP molecules; thus, even a slight increase in the 
synthesis of NO can have a significant influence on the 
cell functions [45].

Several hypotheses regarding the mechanisms of 
how β2

-adrenoreceptors are linked with the NO syn-
thase responsible for the production of nitric oxide can 
be suggested. β

2
-Adrenoreceptors have the ability to 

interact with the Gi protein. However, the activated re-
ceptor binds to the Gi protein less readily than it binds 
to the Gs protein [46]. It is assumed that for a longer 
period of time, the activated β

2
-adrenoreceptors are 

in a state that is characterized by high affinity to the 
Gs protein, while it is in a state in which it is selectively 
bound to the Gi protein for a shorter period [47]. Ac-
cording to the other hypothesis, β

2
-adrenoreceptors 

can interact with the Gi  protein only after having 
been phosphorylated by protein kinase A or kinase of 
G protein coupled receptors [48]. The α-subunits of the 
Gi protein inhibit production of cAMP by adenylate cy-
clases, and the dimers of βγ-subunits affect some ionic 
channels and signal molecules; in particular, they ac-
tivate the PI3K/protein kinase B pathway [1, 49]. One 
of the effectors in this pathway is NO synthase (neural 
and endothelial isoforms), whose activity intensifies af-
ter its phosphorylation by protein kinase B [50]. In rat 
endothelial cells, the application of fenoterol causes an 
increase in the PI3K/protein kinase B-dependent ac-
tivity of the endothelial NO synthase [26]. However, in 
rat ventricular and cat atrial cardiomyocytes, fenoterol 
(0.1 µM) did not activate the pathway associated with 
the Gi protein and NO production, and its effect on con-
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tractility was exclusively associated with the Gs pro-
tein [15, 51].

The activation of the Gi-protein in HEK293 cells 
under the action of fenoterol has been recently found 
to be independent of ERK1/2 kinase (extracellular 
signal-regulating kinases) [29]. In rat cardiomyocytes, 
ERK1/2 is phosphorylated and activated in the NO-de-
pendent pathway [52]. Most likely, β

2
-adrenoreceptors 

are capable of activating NO synthase independently 
of the G-protein. The β-arrestin 2 protein, which in-
teracts simultaneously with β

2
-adrenoreceptors and 

NO synthase, may play the role of a factor that con-
jugates the activation of the receptor and the increase 
in NO production [43]. Src kinase stimulated by β

2
-

adrenoreceptors phosphorylates the Tyr83 residue of 
the endothelial NO synthase, thereby increasing the 
synthesis of NO [54]. In addition, the activation of NO 
production is facilitated by the complex of calcium ions 
with calmodulin [42]; that is why an increase in the pro-
duction of nitric oxide is most likely partially caused by 
an increase in the concentration of calcium ions due to 
the high activity of L-type calcium channels.

It should be noted that in this work the production 
of nitric oxide started to increase almost immediately 
after the application of a low concentration of fenot-
erol, while at a high concentration, fenoterol caused a 
decrease, firstly, and then an increase in NO synthesis. 
Most likely, in the latter case, a dramatic increase in the 
production of cAMP firstly had a negative influence on 
the functioning of NO synthase (our unpublished data), 
and then the activating action of signals appeared from 
β

2
-adrenoreceptors and an increased calcium level.
Upon consideration of the effects of the activation 

of β
2
-adrenoreceptors, it should not be forgotten that 

β
2
-adrenoreceptors can directly interact with the factor 

that regulates the Na/H exchange, the N-ethylmale-
imide-sensitive factor (that controls the internalization 
of the receptors and the interaction with Gi-proteins), 
and the scaffold proteins that connect adrenorecep-
tors with protein kinase A, C, phosphatase 2A, and 
L-type calcium channels [20, 22–24]. As a result, the 
dimers of β

2
-adrenoreceptors can accumulate around 

the macromolecular signal complex which provides 
a “coordinated” response by a cell to their activation 
[55, 56]. Moreover, β

2
-adrenoreceptors, calcium chan-

nels, endothelial NO synthase, NADPH oxidase, and 
other regulatory molecules are colocalized in caveolae, 
small invaginations of the plasma membrane enriched 
in cholesterol and caveolin [55]. That is why the effects 
of β

2
-adrenoreceptor activation in vivo can be associ-

ated with changes in the activity of a large number of 
regulatory molecules in limited regions of the cell.

β
2
-Adrenoreceptors are known to exhibit a rapid loss 

of  sensitivity to agonists, followed by a dramatic de-

crease in the number of receptors [27, 36]. Taking this 
into account, it can be suggested that fenoterol initi-
ates processes that interfere with the desensitization 
of β

2
-adrenoreceptors, which explains the stability of 

the effect of fenoterol on the amplitude of contrac-
tions and Ca-signals. Nitric oxide directly affects β

2
-

adrenoreceptors and the proteins involved in the de-
sensitization of β

2
-adrenoreceptors (G protein-coupled 

receptor kinases) via S-nitrosylation. As a result, it pre-
vents a decline in the sensitivity of the receptors, which 
occurs under the action of the agonist, and a decrease 
in the amount of receptors [16, 53]. As a response to the 
activation of β

2
-adrenoreceptors, dynamin, a small GT-

Pase that participates in endocytosis, undergoes S-ni-
trosylation; this transformation boosts its ability to po-
lymerize and form a contractive “collar” [57]. Thus, the 
prolonged effect of fenoterol might be explained by the 
action of nitric oxide on receptors, G protein-coupled 
receptors, and dynamin. On the one hand, the increase 
in NO production that occurs under the action of fenot-
erol facilitates the closing of caveolae (i.e. the narrowing 
of the pore that connects an extracellular medium with 
the cavity of caveolae), in which the agonist molecules 
are captured; and on the other hand, it provides long-
term activity of β

2
-adrenoreceptors. In this case, even 

the removal of fenoterol from an extracellular medium 
does not cause a rapid decline in the effects.

CONCLUSIONS
Relying on the data obtained in this work, the following 
can be suggested. The activation of β

2
-adrenoreceptors 

with low doses of the agonist simultaneously initiates 
signal cascades, which have differently directed effects 
on atrial contractility. That is why the positive inotropic 
effect produced by the agonist does not occur at the 
beginning. However, the production of nitric oxide de-
clines, while the amplitude of Ca-signals remains high; 
this leads to an increase in contractility. In the case of 
activation of β

2
-adrenoreceptors with high doses of the 

agonist, the pathway associated with a dramatic in-
crease in the amplitude of Ca-signals is activated first, 
while the increase in the production of nitric oxide is 
“delayed”; that is why a significant, positive inotropic 
effect of the agonist is observed. The hypothetic two-
component differently directed mechanism which un-
derlies the changes in the atrial contractility occurring 
upon activation of β-adrenoreceptors by fenoterol (ra-
cemic) requires a more detailed experimental study. 
The pharmacological approach involving the applica-
tion of nitric oxide synthesis blockers, the adenylate 
cyclase system, L-type calcium channels, ryanodine 
receptors, and probably endocytosis inhibitors would 
allow to shed more light on the pathways of the effects 
produced by the β

2
-adrenoreceptors of atrial cardiomy-
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ocytes, thereby providing an answer to the questions 
raised in this work. 
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