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Letter from the Editors

Dear readers,
We would like to bring you the fif-
teenth, and this year’s last, issue of 

Acta Naturae. As always, the issue begins 
with the Forum section containing three arti-
cles. One of them–Made in Russia–is devoted 
to the State Program “Development of Phar-
maceutical and Medical Industries” that is 
awaiting passage. According to the program, 
the share of domestically produced drugs 
and medicinal products in the total volume 
of drugs consumed should considerably in-
crease. However, the term “domestically pro-
duced drugs” still remains to be defined. In 
the publication, actors in the russian Phar-
maceutical industry exchange opinions about 
the issue. the remaining two publications are 
comments made by corresponding members 
of the russian Academy of Sciences V.I. tset-
lin and A.n. tomilin on the awarding of the 
2012 nobel Prizes in chemistry to professors 
r. Lefkowitz and B. Kobilka for their research 
into G protein-conjugated receptors and the 
nobel Prize in Medicine to J. Gurdon and S. 
Yamanaka for the discovery of the possibil-
ity of reprogramming differentiated cells to 
pluripotent cells. the findings of the laureates 
in these paramount and extremely interesting 
fields of study have been deservedly appreci-
ated by the world scientific community.

the research section of the issue consists 
of reviews and research articles. the sub-
ject area of the reviews is rather broad: from 
physicochemical biology to population genet-
ics. We believe these reviews are devoted to 
topical questions and will be interesting to 
many readers.

Six research articles also embrace a broad 
range of disciplines: bioorganic chemistry 
(e.S. Matyugina et al.), bionanotechnologies 
(Yu.M. Yevdokimov et al.), molecular biology 
(e.n. Lyukmanova et al.), and cell biology (A.V. 
Golovin et al.). the subject area of the study 
by A.M. Ziganshin et al. is relatively new (the 
scientific foundations of waste processing 
in the agricultural sector). We deem such a 
broad range of studies typical of Acta Naturae 
useful, since it allows readers to learn some-
thing new from research areas that usually 
go unnoticed because of lack of time.

We would also like to draw the conclu-
sions of the year 2012. It is in this very year 
that our journal has achieved its first success 
in international recognition by appearing in 
PubMed. Let us jointly do our best to further 
increase the authority of Асta Naturae.

Happy new 2013 Year to our dear col-
leagues and readers!  

Editorial Board
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Effect of 3D Cultivation Conditions on the 
Differentiation of Endodermal Cells

O. S. Petrakova, V. V. Ashapkin, E. A. Voroteliak, E. Y. Bragin, V. Y. Shtratnikova, 
E. S. Chernioglo, Y. V. Sukhanov, V. V. Terskikh, A. V. Vasiliev
cellular therapy of endodermal organs is one of the most important problems of 
modern cellular biology and biotechnology. One of the most promising directions 
in this field is studying the transdifferentiation abilities of cells within the same 
germ layer. the authors demonstrated that the liver progenitor cells also acquire 
the pancreatic differentiation capability under 3D cultivation conditions. thus, 
postnatal salivary gland cells exhibit a considerable differentiation potential 
within the endodermal germ layer and can be used as a perspective source of 
endodermal cells for cellular therapy of liver pathologies.

Salivary gland and progenitor 
liver cell morphology under 2D 
and 3D cultivation conditions

N-Terminal Fusion Tags for Effective Production of 
G-Protein-Coupled Receptors in Bacterial Cell-Free Systems

E.N. Lyukmanova, Z.O. Shenkarev, N.F. Khabibullina,  
D.S. Kulbatskiy, M.A. Shulepko, L.E. Petrovskaya, A.S. Arseniev,  
D.A. Dolgikh, M.P. Kirpichnikov
the family of G-protein-coupled receptors (GPcr) is one of the 
biggest families of membrane proteins. Despite their enormous 
importance to new developments in the fields of pharmacology 
and medicine, these receptors remain poorly studied, mostly due 
to the absence of high-efficiency systems for heterologous pro-
duction. A methodology for the efficient production of GPcr  
in bacterial cell-free systems was proposed. the authors dem-
onstrated that the yields of receptors can be increased (by 5-38 
times) via the expression of fusion constructs containing addi-
tional n-terminal amino acid sequences.

Design of 
the vectors 
contain-
ing GPCR 
genes and 
additional 
5-prime 
end se-
quences

Identification of Novel RNA-Protein Contact in Complex of 
Ribosomal Protein S7 and 3’-Terminal Fragment of 16S rRNA 
in E. coli

The correlation between the X-ray 30S 
ribosomal subunit crystal data and cross-
links of 30S ribosomal subunit in solution 
for E.coli

A. V. Golovin, G. A. Khayrullina, B. Kraal, А. М. Kopylov
For prokaryotes  in vitro, 16S rrnA and 20 ribosomal proteins are capa-
ble of hierarchical self- assembly yielding a 30S ribosomal subunit. the 
self- assembly is initiated by interactions between 16S rrnA and three 
key ribosomal proteins: S4, S8, and S7. these proteins also have a regu-
latory function in translation of their polycistronic operons recognizing 
a specific region of mrnA. therefore, a studying of rnA – protein 
interactions within the binary complexes is obligatory for understand-
ing ribosome biogenesis. the non-conventional rnA – protein contact 
within the binary complex of recombinant ribosomal protein S7 and its 
16S rrnA binding site (236 nucleotides) was identified. the structure 
of the binary rnA–protein complex formed at the initial steps of self-
assembly of the small subunit has apparently to be rearranged during 
the formation of the final subunit structure.
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A Long Road to the Spatial Structure and 
Mechanisms of Action

The 2012 Nobel Prize in chemistry has been awarded to Robert Lefkowitz, professor at Duke Uni-
versity Medical Center, and Brian Kobilka, professor at Stanford University School of Medicine, for 
“research into G protein-coupled receptors.” The wording “research,” rather than “discovery, elu-
cidation, or identification of something,” speaks to the fact that such studies have been under way 
for nearly 40 years, from almost the zero level to the peaks conquered over the past few years.

In the early 1980s, G pro-
tein-coupled receptors 
(GPcr) and membrane 

receptors that belong to other 
classes had yet to be obtained as in-
dividual proteins and subsequently 
cloned. Here, one should do justice 
to r. Lefkowitz, who employed the 
synthesis of new ligands, affin-
ity modifications, and other tech-
niques to purify and isolate adren-
ergic receptors. In 1987, the clones 
were obtained and expression of 
the human β-adrenergic receptor 
was carried out at r. Lefkowitz’s 
laboratory, with the active par-
ticipation of B. Kobilka, at that 
time a young researcher work-
ing at the laboratory. Since then, 
r. Lefkowitz has led the field in 
the thorough investigation of the 
functions of adrenergic receptors 
and in the elucidation of the gen-
eral principles of cellular signaling 
with the participation of GPcr. He 
has discovered β-adrenergic re-
ceptor kinase, elucidated various 
functions of β-arrestin, and thor-
oughly characterized the processes 
of phosphorylation and desensiti-
zation of GPcr. these functional 
studies performed by r. Lefkowitz 
have always been closely linked 
to medicine and were carried out 
with allowance for the diversity 
of the physiological functions of 

adrenergic receptors (in particular, 
regulation of cardiac activity).

During the past two decades, B. 
Kobilka has focused on determin-
ing the spatial structure of GPcr. 
One should not forget that all GP-
crs are membrane proteins whose 
crystallization (similar to that of 
any other membrane protein) is 
still considered a challenging task. 
the first concept regarding the 
spatial structure of GPcr (“seven 
pillars”) was obtained through the 
electron microscopic study of bac-
teriorhodopsin (Henderson, unwin, 
1975). Although this protein is a 
light-activated proton pump (not a 
GPcr), the presence of bound ret-
inal and the homology of primary 
structures allowed to hypothesize 
that the actual GPcr, rhodopsin, 
has the same structure. In the late 
XX – early XXI century, the high-
resolution electron microscopic 
structure of bacteriorhodopsin was 
obtained (Henderson, 1998) and the 
crystalline structure of rhodopsin 
was determined (Palczewski, 2000). 
It is worth noting here that the 
primary structures of bacteriorho-
dopsin and rhodopsin were deter-
mined in our country at Academi-
cian Ovchinnikov’s school (1982), 
which required developing ways 
to isolate and analyze membrane 
proteins. Prior to the identification 

of the crystal structure of rhodop-
sin, bacteriorhodopsin had been 
used as a model for the analysis 
of the spatial organization of GP-
crs. rhodopsin was subsequently 
used for this purpose; however, it 
is obvious that this approach had 
certain limitations, and that deter-
mining the detailed spatial organi-
zation of individual GPcr was nec-
essary. to do this, B. Kobilka and 
his colleagues set out to master the 
entire arsenal of techniques used 
for the solubilization, stabilization, 
and crystallization of membrane 
proteins, including the synthesis 
of new detergents, analysis of GP-
cr–antibody complexes, or chime-
rization with easily crystallizable 
foreign proteins that do not disturb 
the function of GPcr. As a result, 
a high-resolution crystal structure 
of the β2-adrenergic receptor was 
published in 2007. the structures 
of the complexes between this re-
ceptor and various ligands were 
subsequently determined. this 
has opened up possibilities for de-
signing novel drugs. Huge experi-
ence has been accumulated, and 
the general methodology has been 
elaborated, since over the past few 
years B. Kobilka and his colleagues 
have determined the crystal struc-
tures of two individual subtypes of 
muscarinic acetylcholine receptors 
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Winners of the 2012 Nobel Prize in chemistry Robert Lefkowitz and Brian Kobilka
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and the μ-opioid receptor. Interest-
ingly, the spatial structures of an 
additional three subtypes of opioid 
receptors have been determined  in 
other American laboratories almost 
simultaneously. In all the cases, 
those included both the structures 
of ligand-free GPcr receptors and 
the structures of their complexes 
with pharmacologically important 
ligands, which opened up the way 
to elucidating the pharmacological 
differences between receptor sub-
types belonging to the same family. 
B. Kobilka and his colleagues have 
also determined the structure of 
the β2-adrenergic receptor com-

plex with  G protein. the identified 
crystal structures not only facili-
tate the designing of novel drugs, 
but also open up the way to a thor-
ough elucidation of the molecular 
mechanisms of cellular signaling 
with the participation of these re-
ceptors.

GPcr is the most common class 
of membrane receptors, which 
are considered to be the targets of 
over 30% of all commercially avail-
able drugs. However, this does not 
mean that other classes of mem-
brane receptors deserve no atten-
tion or that their spatial structures 
are of lesser interest. noteworthy 

that the 2003 nobel Prize in chem-
istry was awarded to P. Agre and 
r. MacKinnon for the identifica-
tion of the spatial structures of 
aquaporin and the potential-de-
pendent K+ channel. the crystal 
structures of a number of ligand-
gated channels, which are involved 
in memory formation and transfer 
of pain signals and participate in 
other essential physiological proc-
esses, have been determined over 
the past few years. 

V.I. Tsetlin,
Corresponding member  

of the RAS
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The 2012 Nobel Prize in Physiology or 
Medicine
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John Gurdon

The 2012 Nobel Prize in physiology or medicine has been awarded to John Bertrand Gurdon and Shin-
ya Yamanaka “for the discovery that mature cells can be reprogrammed to become pluripotent.”

the 50-year-long story start-
ed in 1962 (the year Ya-
manaka was born), when 

John Gurdon used nuclear trans-
plantation to demonstrate that 
frog skin and intestinal cells could 
spawn a new organism. In this 
way, fundamental evidence to the 
fact that the stem characteristics, 
lost during the development of an 
amphibian, can be in principle re-
gained (Gurdon, 1962). Of course, 
at that time nobody discussed any 
therapeutic applications of the 
finding. More than 40 years later, 
an article by Shinya Yamanaka was 
published, in which it was demon-
strated for the first time that so-
matic mammalian cells can also be 
reprogrammed to the pluripotent1 
state (takahashi and Yamanaka, 
2006). During this period of the 
next 40 years, a number of events 
that were not as sound, but still 
very important, occurred, which 
ultimately led to Yamanaka’s dis-
covery. Martin evans pioneered 
the derivation of mouse embryonic 
stem (eS) cells in 1981 (evans and 
Kaufman, 1981), which not only 
paved the way for the numerous 
studies of gene functions via gene 
knockout techniques (the 2007 
nobel Prize), but has also brought 
into light the first known type of 
pluripotent cells with a consider-

1 The term “pluripotency” is used to denote the 
ability of cells to self-renew and differentiate to 
all cell types of adult mouse tissues (with the ex-
ception for two extraembryonic cell types, tro-
phectoderm and primitive endoderm).

able therapeutic potential. Despite 
significant effort, human eS cells 
were obtained much later, only in 
1999 (thomson et al., 1998), which 
allowed a number of researchers 
to consider the possibility of tissue 
replacement therapy in humans. I 
should also mention such a signifi-
cant event as the cloning of Oct4 
(Okamoto et al., 1990; Scholer et 
al., 1990), one of the central genes 
essential not only for the mainte-
nance of cellular pluripotency, but 

also for its induction (as was sub-
sequently demonstrated by Ya-
manaka).

cloning of a sheep was the next 
milestone in cell reprogramming 
following Gurdon’s studies; it pro-
vided the first evidence that con-
verting mammalian somatic nuclei 
to the totipotent2 state is possible. 

2 In other words, the ability to give rise to all 
embryonic and extraembryonic cell lines; two 
mammalian pluripotent cell types have been 
known: zygote and early blastomeres.
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Shinya Yamanaka
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the reprogramming was achieved 
by transplanting somatic nuclei 
into oocyte cytoplasm (campbell 
et al., 1996). A series of studies 
showing that reprogramming can 
be achieved by spontaneous or in-
duced fusion of somatic cells with 
eS cells is also worth mentioning 
(Matveeva et al., 1998; tada et al., 
2001; terada et al., 2002; Ying et 
al., 2002). It became obvious that 
specialization of cell types during 
mammalian development is a re-
versible process.

Meanwhile, the apparent dis-
advantages of human eS cells 
came to the forefront: they were 
associated both with eS cell pro-
duction requiring the sacrifices 
of human embryos and with high 
risks of immune rejection of dif-
ferentiated derivatives of eS cells 
in a recipient’s body.3 thus, the 
task of obtaining pluripotent stem 

3 No databanks of characterized ES cells that 
would embrace all possible histotypes have been 
launched thus far.

cells from somatic cells arose in the 
early 2000s; this task was bound 
to eliminate both the ethical and 
practical problems associated with 
eS cells. Several research groups 
(including the one I was head-
ing at the Max Planck Institute 
in Freiburg) which believed that 
reprogramming of somatic cells 
to the pluripotent state by forced 
gene expression was a feasible aim 
were doing their best, developing 
sophisticated approaches for the 
screening of reprogramming fac-
tors and selection for pluripotency. 
Yamanaka has drawn the final line 
in this pursuit. He simply picked 
24 transcription factors expressed 
in mouse eS cells and determined 
the minimum combination of them 
sufficient for the induction pluri-
potency in mouse fibroblasts: Oct4, 
Sox2, Klf4, and cMyc (the so-called 
Yamanaka cocktail) (takahashi 
and Yamanaka, 2006). the cells ob-
tained in this way, named induced 
pluripotent stem (iPS) cells, pos-

sess characteristics that are almost 
identical to those of eS cells.

Six years have passed since in-
duced pluripotency was discov-
ered, and almost 5,000 articles 
have been published. these arti-
cles describe the alternative com-
binations of transcription factors, 
new methods for obtaining iPS 
cells in various species (including 
humans), propose various delivery 
methods (viral, plasmid, transpo-
son, protein, rnA), use various 
starting somatic cell lines to obtain 
iPS cells, etc. A number of studies 
that expose the caveats of iPS cells 
(low generation efficiency, uncer-
tain epigenetic status, chromosome 
instability, increased rate of point 
mutations as compared to that in 
eS cells, etc.) have also been pub-
lished. these drawbacks postpone 
the introduction of iPS cells to clin-
ics. However, it is already clear that 
iPS cells are indispensable both for 
creating in vitro models of a broad 
range of human diseases (the so-
called diseases in a Petri dish) and 
for in vitro screening of drugs to 
treat these diseases.

thus, the well-expected and 
absolutely deserved 2012 nobel 
Prize has marked the start (made 
by Gurdon) and the finish (crossed 
by Yamanaka) lines in the 50-year-
long marathon race in the pursuit 
of pluripotency. Beyond all doubts, 
the results of this race promise 
enormous benefits for mankind's 
health. 
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Induced pluripotent stem cells, which are known as iPS cells and act very much like embryonic stem cells, are here grow-
ing into heart cells (red) and nerve cells (green)
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By the end of 2012, the Government of the Russian Federation is 
to approve the State Program “Development of the Pharmaceu-
tical and Medical Industries” for 2013–2020, which includes the 
current Federal Target-Oriented Program “Pharma-2020.” One of 
the objectives within the State Program prepared by the Minis-
try of Industry and Trade is to “increase the share of domestically 
produced drugs and medicinal products in overall consumption by 
the public healthcare services of the Russian Federation by 48%.” 
However, the term “domestically produced drug” still remains to 
be legislatively defined. According to the draft resolution issued 
by the Ministry of Industry and Trade in May 2012, a “domestic 
drug” should mean a drug whose production cycle in the territory 
of the Russian Federation starts from a substance or a ready-to-
consume formulation. Until 2014, the Ministry was ready to regard 
even those drugs whose packaging was made in Russia as Rus-
sian ones. However, no further steps followed. Therefore, the 
question pertaining to which drugs and which produced by which 
pharmaceutical companies should be regarded as domestic drugs 
remains open. Actors of the Russian pharmaceutical industry share 
their opinions.

Made in Russia

Andrey Ivashchenko, chairman of 
the Board of Directors of the chem-
rar High-tech center.
In your opinion, to what extent are 
the pharmacological production fa-
cilities to be localized in Russia so 
that a company could be regarded 
as a Russian manufacturer?

there are two aspects in locali-
zation of production facilities. What 
does the russian government want? 
When buying pills for the public 
healthcare system costing 1billion 
uSD, it wants a possibly higher 
share of this amount to be in rubles. 
In this case, the budget risks to the 
state are lower. Let us say that 30 
billion rubles are to be spent to buy 
pills. If the drugs are imported and 
the rate of the uS dollar to the rus-
sian ruble moves by 10%, the state 
will have to look for an additional 3 
billion rubles. Let us assume that a 
drug is being sold in russia. What 
share of its total cost is in uSD? If 
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it has been completely produced in 
russia, its entire cost will be in ru-
bles. If the substance was imported 
from china, 20–30% of the drug’s 
cost will be in uSD. Finally, if a 
drug has simply been bought from 
a distributor, 90% of its cost will be 
in uSD.

the second aspect consists in the 
technologies used in our country. 
this aspect is important in terms 
of drug safety. If only pelletizing 
and bottle-filling are located within 
the country, the technology is very 
simple. It is better if chemical sub-
stances are synthesized in the coun-
try. Finally, if russian manufactur-
ers can produce both synthetic and 
biotechnological substances, this 
means that there is a complete set 
of technologies in the country.

therefore, various combinations 
of these two aspects are possible. 
For instance, in the case where 
the patent is foreign but the drug 
is produced in russia, the biggest 
share of the drug’s cost will be in 
uSD, but there will be production 

facilities in our country. the op-
posite case is when the patent is 
russian but the drug is produced 
in china: the biggest share of the 
drug cost is in rubles, but we do not 
have the technology for its produc-
tion. An ideal variant is when both 
technology and production facilities 
are russian. A poor variant (which 
is nowadays most commonly ob-
served in russia) is when drugs are 
simply imported. Hence, the state 
policy is oriented towards proceed-
ing from the worse alternative to 
the best one.

Another aspect of state policy is 
the protection of its industry under 
conditions of elimination of state 
boundaries (e.g., after joining the 
World trade Organization, WtO). 
there is such a protection method 
as technical regulations. Let us as-
sume that most pharmaceutical 
manufacturing companies in rus-
sia today can only produce drugs in 
their finished dosage form (FDF). 
the Government, hence, decides 
that a manufacturer producing 

FDF in the country will be regard-
ed as a domestic producer. When 
most pharmaceutical companies 
learn how to produce substances, 
those who produce them within 
the country will be regarded as 
russian producers. I deem the 
situation will develop in this very 
direction. until recently, a com-
pany could have been regarded as 
a russian manufacturer by simply 
packaging the ready-to-consume 
drugs into boxes. now the situation 
is different: the company has to be 
able to bottle and pelletize drugs 
under sterile conditions, etc. I am 
positive that with such a policy, in 
five years, when most manufactur-
ers will start to produce substanc-
es, they will lobby for preferences.

One should see the interests of 
the State in the term “domesti-
cally produced drug”; in this case, 
the situation becomes clearer. 
It is a rather flexible system. It 
has been specified in the Federal 
target-Oriented Program “Phar-
ma–2020” that drugs produced in 
russia should make up 50% of the 
pharmaceutical market by 2020. 
Let us assume that russian com-
panies open plants in china, where 
the cost of production is low. the 
largest share of the pharmaceuti-
cal market will be in rubles. How-
ever, where will we produce vac-
cines and pills in case of war? Some 
technologies need to be localized in 
russia. this is exactly what the 
Government is doing right now. 
there is a list of 57 strategic medi-
cations that are to be fully pro-
duced in the territory of russia. It 
is clear from this list that produc-
tion of these medications requires 
one to master the major pharma-
ceutical technologies.

I deem the Ministry of Industry 
and trade holds a rather reasonable 
position. It is a different matter that 
it runs counter to the position held 
by the Ministry of Healthcare and 
Social Development and doctors. It 
does not matter for the doctors who 
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Andrey Ivashchenko: One should see the interests of the State in the term 
“domestically produced drug”; in this case, the situation becomes clearer
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produces the pills. Moreover, they 
consider imported medications to 
be of better quality (and they are 
often right). A compromise, which 
is not subject to market regulation, 
has to be reached. there should be 
a system of interdepartmental reg-
ulations. Instead, the Ministry of In-
dustry and trade is now slamming 
on the gas pedal, whereas the Min-
istry of Healthcare and Social De-
velopment does not actually care. It 
steps on the brake, which eventu-
ally can damage the entire engine.

there have not been interdepart-
mental mechanisms for balancing 
between different interests thus far. 
However, the number of companies 
investing funds into import substi-
tutive production is on the increase. 
Hence, the issue is on the agenda, 
and some solution is needed. Some 
kind of mechanism will emerge, but 
it is unclear yet whether it will be 
an interdepartmental committee or 
a self-regulatory organization.

the question pertaining to pro-
duction localization deals with 
the same issue. the Government 
makes foreign companies localize 
production facilities without giving 
any guarantees that procurement 
will be made. Foreign companies 
have been looking attentively at 
the situation and eventually have 
started building facilities. But it 
is obvious that if rivals invested 
funds into the construction, they 
will ask the State for preferences. 
russian manufacturers will do so 
as well. Hence, falling behind is 
inadmissible. the avalanche-like 
process has started. the first to 
construct their facilities were those 
who had something to lose – vari-
ous east european players who are 
being driven out of the market. 
they produce branded gener-
ics, and russia is the last reserve 
where these products can be sold. 
therefore, such companies as Pol-
pharma, Stada, Gedeon richter 
were the first ones to localize their 
production facilities in russia. next 

were the european innovative 
firms: novartis and Sanofi-Avent-
is. they are followed by American 
companies falling behind by a year 
or two. Japanese firms are at the 
very tail.

the contests held by the Minis-
try of Industry and trade include 
two types of events. First-priority 
events include everything associat-
ed with import substitution. there 
is intense rivalry in all the group 1 
contests. there are several players 
for each lot, which pushes down 
prices. It means that there are a 
lot of companies in russia dealing 
with import substitutive produc-
tion. In turn, this fact means that all 
of them will have their drugs certi-
fied in 3–4 years and will compete 
further during the stage of Govern-
ment procurement. And all these 
medications will be manufactured 
in russia.

How will it affect the demand 
for developments made by our sci-
entists?

Of course there is no demand 
for developments that fall behind, 
whereas cutting – edge develop-
ments are needed. Global competi-
tion still exists; there is no way to 
escape it. Identically to the uSA or 
europe, russia will learn to build 
virtual regulatory barriers to pro-
tect industries that are important to 
us. However, there will be no rigid 
wall. no one can protect us against 
competition from foreign manu-
facturers; hence, we need to reach 
for cooperation models, incorporate 
into a high-profit unit of the added 
value chain, together with the for-
eign producers (e.g., into research 
& development). Of course, it is 
important to make the lives of the 
local developing companies easier; 
however, we also should not isolate 
ourselves from the world market. 
Balance is required. We are moving 
towards it; although the imbalance 
between the State policies hinders 
this move. But this is presumably a 
stage that we need to go through.

Aleksandr Bykov, Director of Gov-
ernment and Public relations, novo 
nordisk.

According to one of the view-
points, only the pharmaceutical 
manufacturers that have full-
cycle production facilities (from 
substance to the drug in its fin-
ished dosage form) on the terri-
tory of Russia should be regarded 
as domestic manufacturers. Do you 
think this approach is reasonable?

I think it is not quite reason-
able to insist on substance pro-
duction. the development of the 
pharmaceutical industry should 
be guided not by drug safety, but 
by intensive scientific activity at 
pharmaceutical production facili-
ties, modernization of the industry, 
and development of its intellectual 
potential. the safety thesis is ap-
plicable to a very narrow group of 
medicators only.

On the other hand, let us assume 
that we start producing substances. 
It is a very complex chemical pro-
duction process during which we 
are bound to encounter a lack of 
some additional ingredients, cata-
lysts, or equipment. According to 
this logic, we will have to relocate 
the production of these ingredients, 
catalysts, and equipment providing 
functioning of our chemical produc-
tion facility to russia, as well. But 
this is a way towards north Korea’s 
Juche ideology, which insists on re-
lying on domestic resources only.

In your opinion, what should 
state policy in this area be?

I think that the investment at-
tractiveness of the market should 
be developed. Preference should 
be given to companies that localize 
their production facilities in russia, 
thus contributing to the russian 
economy’s modernization. Among 
these companies, there can also be 
russian enterprises that reorgan-
ize their technological process in 
accordance with GMP standards 
or participate in joint cutting-edge 
developments.
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Biotechnology and new direc-
tions in drug synthesis should come 
under focus when developing the 
pharmaceutical industry. If we do 
not get integrated into the global 
industry, we can find ourselves 
left far behind. Of course, we will 
be supplied with medications. the 
process of producing mass medica-
tions via chemical synthesis is rela-
tively simple. But if foreign manu-
facturers are forced to produce 
biodrugs here (while the volume of 
domestic consumption is small), the 
costs of production organization will 
be higher than the potential profits. 
Hence, investing here will  be less 
attractive, and investments will go 
into the production facilities of In-
dia and china.

Do you mean that the best defi-
nition for the term “Russian pro-
ducer” is “companies producing 
drugs in their finished dosage form 
in Russia”?

exactly! By 2018, the volume of 
medications produced in russia (ac-
cording to the lists of strategically 
important drugs and vitally essen-

tial and most important medicines) is 
scheduled to increase to 90%. How-
ever, joining the WtO assumes that 
the excessive trade barriers will be 
eliminated: by then there probably 
will be no need at all in establishing 
the nationality of manufacturers or 
products. the requirements to the 
products manufactured in russia 
and imported ones should be identi-
cal. In this case, it will be reasonable 
to align the principles of price for-
mation for drugs produced in russia 
with global ones. Of course, Govern-
ment procurement in the frame of 
the WtO is not regulated. However, 
it is quite possible that in five years 
russia will have signed some addi-
tional agreements, which will de-
termine this sector of the market, 
as well. In this case, the competitive 
advantage will disappear.

What can be the response of 
foreign manufacturers to the re-
quirement to produce substances 
in Russia so that a drug is regarded 
as domestically produced?

there will be no response. the 
companies that have already lo-

calized their production facili-
ties in russia will not close them 
down. this measure will stimu-
late further localization of sub-
stance production only for compa-
nies whose drugs are consumed in 
huge amounts. In this case, they 
may consider substance produc-
tion in russia. However, if only a 
few thousand people need a drug, 
it is not reasonable at all to build a 
plant that would operate for only 
a day or two. Production of small 
amounts of substances will be eco-
nomically a nonstarter. India and 
china are producing substances for 
the entire world: for their domestic 
markets, the foreign market, the 
uSA, and europe. Large multi-
nationals subsequently purify the 
substances produced in India and 
china and produce drugs in their 
finished dosage form. Hence, is it 
possible to compete with India in 
substance production? And do we 
actually need to compete? Sub-
stance production is not a highly 
intellectual process. It is simply the 
chemical production and is also as-
sociated with certain environmen-
tal costs.

Which ways of stimulating the 
development of new drugs in Rus-
sia should be used?

I deem it necessary to develop 
pharmaceutical clusters. they are 
the link between  science and tech-
nology and production. the research 
organizations (institutes, centers, 
laboratories) do not structurally be-
long to the pharmaceutical compa-
nies working in the pharmaceutical 
cluster. Meanwhile, these institu-
tions can solve the urgent problems 
of the industry and be additionally 
supported via the scheme of pub-
lic – private partnership. However, 
they need to cooperate with the in-
ternational pharmaceutical indus-
try so that their developments can 
reach markets. there are very few 
cases when a drug was recognized 
only in the local market and suc-
cessfully sold.

Aleksandr Bykov: The development of the pharmaceutical industry should be 
guided not by drug safety, but by intensive scientific activity at pharmaceutical 
production facilities, modernization of the industry, and development of its intel-
lectual potential
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Viktor Dmitriev, General Director, 
Association of russian Pharmaceu-
tical Manufacturers
Your organization has recently 
proposed to elucidate the question 
pertaining to the definition given 
to a domestically produced drug. 
Why is that important?

russian products participate in 
government tenders; hence, it is 
important that local products be 
given some preference, since gov-
ernment procurement makes up to 
30% of the pharmaceutical market. 
they have indeed been given for 
3 years already according to the 
resolution of the Ministry of eco-
nomic Development on 15% pref-
erence points when making pub-
lic procurement in accordance to 
the Federal Law FZ-94. However, 
in reality these preference points 
appear to be inefficient, since the 
technical documentation for the 
tender is drawn in such a way that 
domestic manufacturers cannot 
take advantage of their preference 
points.

What should be done to make 
the preference point system work?

First, political will is required. 
Second, the current Federal Law 
FZ-94 with price being the major 
driving force is  against both pa-
tients and russian manufactur-
ers. We would propose to provide 
a separate article in the Law (or 
even a separate Law) to regulate 
drug procurement. the reason for 
that is that drugs are goods that 
cannot be regulated based on gen-
eral criteria. What do I mean? the 
Federal Law on technical regula-
tion assumes that quality is de-
termined by a buyer. If he liked a 
certain type of sausages, he would 
buy them again. If not, he simply 
would not buy them. this cannot 
be said about drugs, since their ef-
fect or quality can be tested only 
under laboratory conditions. I can 
provide the following example: the 
effect of statins used to prevent 
cardiovascular diseases cannot be 
felt; it can only be assessed accord-
ing to analysis results. 

Another point is that drugs pos-
sess a special property that other 
products lack. It is the so-called 
placebo effect, when a person ex-
pects amelioration of his condition 
and even feels it, but the ameliora-
tion is not necessarily caused by the 
drug. the waiting process can also 
contribute to it.

Hence, I deem it necessary to 
adopt a separate law in which the 
following provisions will be made. 
First, if several domestic manu-
facturers (e.g., two, as is in Bela-
rus) participate in a public tender, 
participation of drugs produced by 
foreign companies should be pro-
hibited. Second, the participants in 
the tender should be obligated to 
hold a GMP certificate. the reason 
for that is that the pharmaceuti-
cal industry is very heterogeneous 
now. there are companies that are 
in compliance with world standards. 
the net cost of the drugs produced 
by them is higher than that of drugs 
produced by companies that are not 
in compliance with GMP standards. 
However, the quality of the drug 
is guaranteed in the former case. 
According to the third provision, 
supply volume and product prices 
should be guaranteed.

Vladimir Shipkov, executive Di-
rector, Association of International 
Pharmaceutical Manufacturers
The Ministry of Industry and Trade 
has offered different criteria for 
defining  a domestically produced 
drug. What is your sense as to how 
the question should be solved?

Indeed, the Ministry of Indus-
try and trade has not resolved this 
question yet. I am not sure whether 
that is a good or bad thing. the last 
project prepared by the Ministry has 
provided additional motivation de-
pending on the extent of production 
localization. On one hand, I would ap-
preciate this approach, although it 
has not been implemented thus far 
in the form of normative documents 
in force. On the other hand, the ef-

Victor Dmitriev: The current Federal Law FZ-94 with price being the major 
driving force is  against both patients and Russian manufacturers
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forts at defining a local product or a 
local manufacturer under the condi-
tions of joining the WtO make little 
sense. Since the pharmaceutical in-
dustry is among the most globalized 
ones, it would be more reasonable to 
think about supporting manufactur-
ers who produce goods in accordance 
with the generally accepted interna-
tional quality standards. the poten-
tial customer should not care where 
a certain drug was produced: in rus-
sia, ukraine, Kazakhstan, France, the 
uSA, or somewhere else. What really 
matters is that the drug corresponds 
to strict international requirements.

In your opinion, what preference 
points should be given to Russian 
manufacturers?

the preference points that are 
being given right now look a dis-
service to me. It is wrong to give 

15% preference points for products 
manufactured in the russian Fed-
eration (starting in 2012, in Bela-
rus as well), since it is given to any 
medications regardless of whether 
they were produced in compliance 
with GMP standards or under du-
bious conditions. the manufactur-
ers should be motivated to invest 
into modernization by encouraging 
GMP implementation. Hence, the 
preference points should be given 
only to those manufacturers who 
work in compliance with these 
standards. However, I think that, 
much higher preference points 
(about 30–35%) should be given in 
our situation. In this case there will 
be real motivation. Do you want 
to gain preference points? Do you 
want to enter the markets of third-
world countries instead of hiding 

Vladimir Shipkov: The idea that only the medications whose full-cycle production 
was carried out in Russia should b regarded as Russian ones makes no sense

Ig
na

t 
So

lo
ve

y

behind the “iron curtain?” In this 
case, implement GMP at your pro-
duction facilities. Furthermore, a 
differentiated approach should 
also be used: a deeper localization 
process means higher preference 
points (but provided that a man-
ufacturer is in compliance with 
GMP standards). After a while, 
when all enterprises implement 
GMP standards, this requirement 
can be dropped.

What requirements to the degree 
of localization do you think there 
should be?

All localization forms should be 
encouraged. the idea of regarding 
only those medications whose full-
cycle production took place in rus-
sia as russian ones makes no sense. 
Among russian manufacturers very 
few deal with full-cycle production 
(including substance synthesis). 
there is no way inept requirements 
to full-cycle production can attract 
investments. Instead, a differenti-
ated preference point system for all 
localization degrees is needed (e.g., 
secondary package – 5%; a drug in 
its final dosage form – 15%, full-cy-
cle production – more points). If an 
investor today wants to invest into 
packaging and use the minimum 
preference points, this should be 
encouraged as well. After working 
under these conditions for a certain 
period of time and seeing that the 
other manufacturers are awarded 
more preference points because of 
a deeper degree of localization, he 
eventually will implement deeper 
localization as well, increase invest-
ments, hire workers, and establish 
better production conditions. 

Prepared  
by Ekaterina Borovikova
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ABSTRACT This review covers the problems encountered in the construction and production of new recombinant 
influenza vaccines. New approaches to the development of influenza vaccines are investigated; they include 
reverse genetics methods, production of virus-like particles, and DNA- and viral vector-based vaccines. Such 
approaches as the delivery of foreign genes by DNA- and viral vector-based vaccines can preserve the native 
structure of antigens. Adenoviral vectors are a promising gene-delivery platform for a variety of genetic vac-
cines. Adenoviruses can efficiently penetrate the human organism through mucosal epithelium, thus providing 
long-term antigen persistence and induction of the innate immune response. This review provides an overview 
of the practicability of the production of new recombinant influenza cross-protective vaccines on the basis of 
adenoviral vectors expressing hemagglutinin genes of different influenza strains.
KEYWORDS Recombinant vaccine; influenza; immunization.
ABBREVIATIONS WHO – World Health Organization; DNA – deoxyribonucleic acid; HA – hemagglutinin; NA – 
neuraminidase; VLP – virus-like particles; RNA – ribonucleic acid; NP – nucleoprotein; DC – dendritic cell; 
APC – antigen-presenting cell; Ad – adenovirus; NK – natural killers.

INTRODUCTION
Influenza is the most common infectious disease. Ac-
cording to the WHO, 20–30% of children and 5–10% 
of adults are infected with influenza annually; the se-
vere complications caused by it result in the death of 
250, 000-500, 000 people. the economic burden inflicted 
by influenza epidemics is estimated at 1–6 million uSD 
per 100, 000 population [1]. the burden and mortality 
increase significantly during pandemics. thus, accord-
ing to different sources, the influenza pandemic that 
struck in 1918–1919 caused 50-100 million deaths [2].

Prevention through vaccination is the most sensible 
measure to protect people against influenza and to con-
tain its spread [3]. Modern influenza vaccines typically 
induce the formation of antibodies against the influenza 
virus’ surface antigens: hemagglutinin (HA) and neu-
raminidase (nA). these vaccines include both live and 
inactivated (whole-virion, split, subunit) vaccine types. 
the efficiency of seasonal vaccines directly depends on 
the degree of correspondence between the antigenic 
structure of the influenza virus strains within the vac-
cine and the strains circulating among the population 
during a given epidemic season. the influenza virus 
surface proteins undergo progressive antigenic varia-

tion (antigenic drift), thus requiring annual renewal of 
the strain composition of vaccines [4].

the development of highly immunogenic and safe 
vaccines inducing the immune response of a broad 
spectrum of action is currently one of the major prob-
lems encountered in efficient influenza prevention. the 
2009–2010 pandemic caused by the influenza A(H1n1)
pdm09 virus and the existing pandemic threat of avian 
influenza A(H5n1) sustain the interest in designing 
new vaccines capable of inducing broad protective im-
munity [5].

The use of reverse genetics techniques 
to design influenza vaccines
the existing influenza vaccines can be subdivided into 
two types: the attenuated (live) and inactivated (includ-
ing subunit) types. All of those are rather widely used for 
population immunization and have shown themselves to 
perform well. Attenuated vaccines are influenza viruses 
with attenuated virulence [6]. the epidemically topical 
virus strains are also used to produce inactivated subunit 
vaccines, although the use of high pathogenic strains is 
limited by strict requirements imposed on the biological 
safety of the production process [7].
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the conventional methods for producing vaccine 
strains of the influenza A virus have a number of draw-
backs. the use of both attenuation based on viral adap-
tation to the organism of the heterologous host [8] and 
reassortment after coinfection with epidemic strains 
and attenuation donors [9] does not always make it 
possible to preserve the equilibrium between the viru-
lence level of the original virus and its immunogenicity. 
excessive attenuation may result in the production of 
strains that have lost all ability to reproduce in the cells 
of the human respiratory tract.

the use of reverse genetics techniques is an alter-
native method for obtaining vaccine strains. reverse 
genetics techniques allow to reconstruct a biologically 
active viral particle by coinfecting permissive cell lines 
with plasmids containing the genes that encode viral 
proteins. the virulence and antigenic properties of the 
influenza virus can be manipulated by altering these 
genes [10].

the reverse genetics techniques can be used to ob-
tain reassortant influenza viruses. thus, the plasmids 
encoding the segments in the genomes of pandemic or 
circulating seasonal strains and the attenuated vaccine 
strain of the influenza A virus are used to transfect 
permissive eukaryotic cells. As a result, the assembly 
of whole virions of the virus carrying a combination of 

proteins of both the vaccine and pathogenic strains oc-
curs (Fig. 1). the influenza A(H1n1) virus that caused 
the 1918 pandemic (the so-called Spanish Influenza) 
was successfully obtained and examined using this very 
technique [11].

reverse genetics techniques allow to reduce the vi-
ral virulence by introducing mutations into various vi-
ral genes. thus, mutations in two genes encoding the 
polymerase proteins PB1 and PB2 of the avian influen-
za A/guinea fowl/Hong Kong/WF10199 (H9n2) virus 
caused the loss of viral pathogenicity for chickens [12]. 
the deletion of the nonstructural protein nS1 resulted 
in attenuation of the influenza A virus. the vaccine 
obtained using this method has successfully under-
gone phase I clinical trials [13, 14]. the introduction of 
mutations to the M2 protein, which is essential for ion 
channel formation, also results in virus attenuation [15]. 
After variation of the amino acid sequence at the frag-
mentation sites of HA of the highly pathologic influenza 
A H5 virus by targeted mutagenesis, the virus acquires 
the characteristics of low pathogenic viruses [16].

the reverse genetics techniques have shown good 
results in obtaining attenuated strains of the influen-
za virus [17]. However, the use of reassortment in the 
case of vaccine strains brings to the fore the question 
of biosafety because of possible mutations that can re-

Construction of the influenza virus by reverse genetics methods
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tion of a new 
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sortant strain by 
reverse genetics 
methods
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cover or increase the viral virulence [18]. Furthermore, 
the extensive use of live attenuated influenza vaccines 
casts suspicion because of the possible reassortment of 
a live vaccine with the circulating strains of human in-
fluenza viruses [19, 20]. Vaccine strains of the influenza 
virus in preparative amounts are most commonly pro-
duced in chicken embryos, which makes vaccination of 
individuals allergic to chicken protein impossible. An-
other drawback of the vaccines produced using chicken 
embryos is the dependence of the technological process 
on fertility in the chicken flock.

Recombinant subunit vaccines
the problems associated with the use of chicken em-
bryos and the necessity to attenuate pathogenic strains 
of the influenza virus can be solved using recombinant 
subunit vaccines. the use of various expression systems 
for rapid production of individual viral proteins in pre-
parative amounts is one of the new approaches to the 
production of subunit influenza vaccines [21].

In one of the popular expression systems, influenza 
antigens are produced in insect cells using baculoviral 
vectors carrying the genes of the target antigens. the 
autographa californica multiple nucleopolyhedrovirus 
(AcMnPV) is the most commonly used. Sf9 cell lines 
obtained from Spodoptera frugiperda ovarian tissue 
are typically used for work with AcMnPV. this system 
can be used to produce various antigens of the influen-
za A virus. Immunization of mice with the recombinant 
HA of the influenza H5n1 virus obtained in the bacu-
lovirus expression system resulted in the induction of 
a high level of virus-neutralizing antibodies. However, 
either an adjuvant or prime-boost immunization using 
an inactivated influenza H5n1 virus or the recombinant 
adenovirus carrying the HA gene of the influenza virus 
was required in order to attain any significant antibody 
level [22].

the ion channel-forming protein M2 is considered 
the most promising candidate for influenza subunit 
vaccines. M2 is one of the three influenza A virus pro-
teins that are expressed on the virion’s surface; as op-
posed to HA and nA, this protein is highly conserved. 
In viruses circulating in the human population, the M2 
protein ectodomain (M2e) has undergone virtually no 
changes since 1933 [23]; hence, the M2e protein is re-
garded as a candidate for designing broad-spectrum 
vaccines. thus, the possibility of using the cucumber 
mosaic virus to express the M2e protein of the A H5n1 
influenza virus in plants has been demonstrated [24].

the low immunogenicity and, therefore, the need for 
repeated vaccination and use of adjuvants are the draw-
backs of recombinant subunit vaccines, as well as of con-
ventional subunit vaccines. One of the ways of solving 
this problem consists in including molecular adjuvants 

(ligands of various receptors of the innate immunity 
system) in the composition of subunit vaccines. the re-
combinant protein StF2.4×M2e, which is produced in 
Escherichia coli cells and includes flagellin (the toll-like 
receptor 5 (tLr-5) ligand), has protected immunized 
mice against a lethal dose of the influenza virus [25]. the 
safety and efficacy of a vaccine based on this construct 
was demonstrated in adult volunteers [26].

Intramuscular immunization of mice with the re-
combinant fusion protein 4×M2e·HSP70c produced in 
E. coli and consisting of sequential repeats of the M2e 
and HSP70 proteins of Mycobacterium tuberculosis re-
sulted in a significant decrease in weight loss, a reduced 
viral titer in the lungs, and a less pronounced manifes-
tation of the symptoms of the disease after the mice 
had been infected with a lethal dose of the influenza A 
H1n1, H3n2, or H9n2 viruses [27].

Virus-like particles (VLP)
Virus-like particles (VLP) are antigenic determinants 
of virions without genomic rnA fragments. Due to 
the absence of genetic material, VLP are incapable of 
infecting human and animal cells, which makes them 
safe [18]. the surface proteins of influenza VLP can be 
the conformational epitopes of the cells of the immune 
system as native virions.

It has been demonstrated in a number of studies that 
participation of the internal protein of the influenza vi-
rus M1 plays the key role in the formation of influenza 
VLP. this protein is bound to the lipid site of the apical 
plasma membrane domain, interacts with the surface 
glycoproteins of the influenza virus, and initiates as-
sembly and budding of VLP containing the lipid mem-
brane of the host cell, with three transmembrane pro-
teins of the influenza virus incorporated into it [28].

Influenza VLP have been obtained in various ex-
pression systems. either simultaneous expression of 
nA or addition of exogenous nA is required to provide 
efficient release of influenza VLP containing HA from 
mammalian cells. this fact can be attributed to the abil-
ity of active nA to cleave the sialic acids on the surface 
of the cell membrane [29]. Influenza VLP containing 
HA can be produced in insect cells even in the absence 
of nA expression, since the sialic acids in these cells are 
not bound to n-glycans during post-translational modi-
fication [30].

One of the approaches in producing influenza VLP 
in insect cells assumes the use of recombinant baculo-
viruses (Fig. 2) [1]. It has been demonstrated on animal 
models that the influenza surface antigens within VLP, 
which have been obtained using recombinant bacolo-
viruses, induce the production of both antihemaggluti-
nating and virus-neutralizing antibodies and of the ef-
fectors of the cellular immune response. Furthermore, 
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the influenza VLP vaccine induces protective immunity 
against homologous and heterologous strains of the in-
fluenza A virus [31].

A vaccine based on VLP carrying antigens of the 
pandemic influenza A H1n1(2009) virus has undergone 
phase II clinical trials in 4,563 healthy adult volunteers 
and has demonstrated that it’s safe and has immuno-
genicity [32].

the use of recombinant baculoviruses for the ex-
pression of influenza virus proteins in insect cells re-
sults in the accumulation of baculoviruses, along with 
VLP, in the culture fluid. Since these structures are of 
similar sizes, it is difficult to isolate VLP from bacu-
lovirus particles. Influenza VLP can be generated in 
mammalian cells using other DnA- and viral vectors. 
thus, a system for producing influenza VLP in Vero 
cells using DnA vectors carrying the genes of the HA, 
nA, M1 and M2 proteins of the influenza virus has been 
designed. the use of the modified vaccinia virus Anka-
ra to generate VLP containing proteins of the influenza 
H5n1 (HA, nA, M1) virus in mammalian cells has been 
described. these VLP are capable of inducing a protec-
tive immune response in mice [33].

thus, production of VLP is a promising direction in 
the efforts to design new types of influenza vaccines. 
In order to enhance the immunogenicity, attempts 
at introducing immune-stimulating components into 
the structure of influenza VLP have been made. For 
this purpose, recombinant baculoviruses carrying the 
flagellin (tLr-5 ligand) gene have been produced. the 
presence of recombinant flagellin within influenza VLP 
containing the HA of the influenza A/Pr8 (H1n1) virus 
considerably enhanced the immunogenicity and pro-
tective properties of VLP after immunized mice had 
been infected with the heterologous strain of the influ-
enza virus [34].

Proteasomes
nano-sized structures containing the target antigen 
bound to a carrier consisting of biological macromol-
ecules can be produced using genetic engineering 
techniques. the so-called proteasomes (a complex of 
proteins approximately 30-60 nm in diameter, which 
carries the target antigen on its surface) can be obtained 
by self-assembly of these macromolecules. Despite the 
fact that many authors refer to these structures as 
virus-like particles, opposite to VLP, proteasomes are 
formed on the basis of a carrier protein.

Proteasomes are most frequently based on virus coat 
proteins (e.g., the adenovirus penton [35], human papil-
lomavirus L1 protein [36], hepatitis B virus HBc antigen 
[37] (Fig. 3). 

Proteasomes containing the M1 protein of the influ-
enza A virus bound to the structure comprising adeno-
virus surface proteins (dodecahedron) via the WW do-
main. the dodecahedron – antigen complex is capable 
of activating human dendritic cells, which introduce 
the antigen into cytotoxic t lymphocytes after activa-
tion [38]. the human papillomavirus L1 protein [36], 
the coat protein of Qβ bacteriophage [39], the papaya 
mosaic virus capsid protein [40], and the woodchuck 
hepatitis virus antigen have been used as a carrier of 
the influenza virus M2e protein or various epitopes of 
the M2 protein.

the hepatitis B virus HBc antigen, whose monomers 
can assemble into nano-sized particles, arouses the 
greatest interest as a carrier protein. these chimeric 
particles have been used as a carrier protein of the in-
fluenza virus M2e protein. the fusion protein M2e-HBc 
has been produced in E. coli cells. Immunization with 
recombinant М2е-НВc proteasomes has protected mice 

Fig. 2. Production of virus-like particles in the baculovi-
rus expression system A – contraction of recombinant 
baculovirus expressing the gene of influenza antigen, B – 
transduction of insect cells, C – budding of the virus-like 
particles

А
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D

Fig. 3. Production of proteasomes. A – transformation of 
a producer strain by plasmid with the target gene, B – as-
sembly and expression of proteasomes in cells, C – sepa-
ration of proteasomes from the producer cells, D – purifi-
cation and production of proteasomes
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against a lethal influenza infection even in the pres-
ence of preexisting antibodies against the HBc antigen 
[37]. the system for producing М2е-НВc proteasomes 
in Nicotiana benthamiana cells using the recombinant 
viral vector based on the potato virus X has been de-
scribed [42].

the ability of proteasomes to carry a large number 
of antigenic determinants on their surface is an un-
doubted advantage [36]. However, the immunogenicity 
of the antigens represented in such a way is not always 
sufficient. the drawbacks of proteasomes also include 
their ability to carry small peptides only.

Genetic vaccines
the principle in designing any genetic vaccine con-
sists in that a certain gene or region of the pathogen 
genome is incorporated into the carrier vector, which 
is subsequently used for vaccination. these vaccines 
provide the delivery of genetic material into the host 
cells and expression of the genes of the pathogen pro-
teins in them. As a result, the pathogen antigens ex-
pressed by the cells in the organism are recognized by 
the immune system, which causes the induction of both 
the humoral and cell-mediated immune responses. the 
structure of the target antigens is very similar to that 
formed upon viral infection. Production of genetic vac-
cines does not require isolation and purification of an-
tigens and, hence, handling pathogens. Furthermore, 
the use of various recombinant virus-based vectors can 
have an additional immunostimulating effect due to the 
presence of molecular pathogen-associated structures 
inducing innate immunity in them [43].

Among a great variety of genetic vaccines, three ma-
jor groups can be distinguished: DnA vaccines, bacte-
rial vector-based vaccines, and viral vector-based vac-
cines.

DNA vaccines
DnA vaccines are bacterial plasmids with the incorpo-
rated target gene and regulatory elements providing 
gene expression after this construct is introduced into 
the organism [44].

the levels of cell-mediated and humoral response 
induced by the introduction of a DnA vaccine are often 
insufficient for the development of immunity against 
pathogens. therefore, DnA vaccines are typically used 
along with adjuvants to enhance immunogenicity and 
together with electroporation and gen-gun procedures 
(the latter method is delivery using a “gene gun,” a de-
vice that injects microscopic DnA-coated particles) to 
provide better penetration of the genetic material into 
the cells [10].

Phase I clinical trials of the DnA vaccine expressing 
HA of the avian influenza virus, A/Vietnam/1203/04 

(H5n1) where an adjuvant was used, has demonstrated 
the formation of hemagglutinin-inhibiting antibodies in 
47-67% and induction of the t cell response in 75-100% 
of immunized volunteers. A 3-valent vaccine contain-
ing plasmids expressing nP, M2, and HA of the same 
influenza virus induced the t cell response in 72% of 
immunized individuals [45]. the use of a DnA vaccine 
for priming of the immune systems in combination with 
various other types of vaccines (VLP [46], an attenu-
ated vaccine [47], a recombinant adenovirus [48]) ap-
pears rather promising.

Recombinant bacterial vector-based vaccines
Attenuated strains of bacteria, such as BcG, Listeria 
monocytogenes, Salmonella typhi, S. typhimurium, 
Shigella flexneri, etc., are used as bacterial vectors in 
designing genetic vaccines. Bacterial vectors are char-
acterized by the ability to deliver an antigen to the an-
tigen-presenting cells and the possibility of producing 
vaccines for intramucosal introduction. the use of bac-
terial vectors activates the innate immunity as a result 
of the interaction between the bacterial components 
and the receptors of the innate immunity system [49].

Immunization of mice with L.monocytogenes-based 
bacterial vectors carrying the NP gene of the influenza 
A virus reduced the influenza virus titer in the lungs of 
infected mice [50]. the safeness and immunogenicity 
of this vaccine has been demonstrated in volunteers 
[51]. the use of the Bordetella pertussis-based vaccine 
vector BPZe1 carrying the M2e protein gene of the in-
fluenza A virus induced the formation of anti-M2e an-
tibodies in mice and reduced the influenza virus titers 
in the lungs after the animals had been infected with 
А/Pr8 (H1n1). However, this vaccine failed to provide 
complete protection when the animals had been infect-
ed with a lethal dose of the virus [52].

When using bacterial vectors, the resulting immune 
response is not always sufficient to provide protection; 
therefore, additional means to enhance the vaccine’s 
immunogenicity should be employed. the possibility 
of transferring the plasmid carrying the transgene to 
other bacteria is a serious downside in the case of bac-
terial vectors. What’s more, there is a possibility of in-
sertional mutagenesis [53].

Recombinant viral vector-based vaccines
Viral vectors are recombinant viruses with the target 
gene and a combination of regulatory elements incor-
porated into their genome. Viral vectors hold a special 
position among the existing antigen delivery systems 
due to the fact that they possess the following proper-
ties: a natural mechanism of interaction with cells and 
penetration into them; they deliver foreign genetic ma-
terial to the cell nuclei; are capable of providing long-
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term antigen expression; and their capsid protects the 
antigen-encoding genetic material [54].

Viral vector-based vaccines efficiently activate cyto-
toxic t lymphocytes, which play a particularly signifi-
cant role when performing vaccination against intracel-
lular pathogens. these vaccines can have a broad range 
of activities due to the induction of the t cell response 
to conserved epitopes that are potentially capable of 
ensuring protection against various pathogenic strains 
(including the influenza virus) [55].

Viral vectors are capable of activating the innate im-
munity by binding the genetic material or their capsid 
proteins to pattern-recognition receptors (tLr, rIG-1, 
etc.) [56]. Viral vectors are recognized by tLr, such as 
tLr2, tLr3, tLr4, tLr7, tLr8, and tLr9. the in-
teraction between these receptors and ligands results 
in the activation of various transcription factors, which 
leads to the formation of an inflammation locus and 
rapid activation of the defense reactions of the organ-
ism [57].

One needs to be guided by the following criteria 
when choosing a viral vector for genetic immuniza-
tion: the vaccine should not cause any symptoms of the 
disease; it needs to be safe for immune-deprived indi-
viduals, as well as for elderly people and children; the 
intrinsic proteins of the recombinant virus should not 
cause a strong immune response; the viral vector needs 
to be simple for genetic manipulations and be capable of 
incorporating large fragments of foreign DnA; the re-
sulting vectors need to have a high viral titer and pro-
vide a high expression level of the target antigens; the 
DnA of a viral vector should not be integrated into the 
host cell genome after the immunization; and the vector 
needs to be completely eliminated from the organism 
after the immune response is induced. Furthermore, 
the presence of a preexisting immune response to the 
proteins of the viral vector in immunized individuals is 
undesirable, since it can considerably reduce the level 
of the immune response to the target antigen [58].

not all the viruses possess the properties required 
for the construction of efficient vectors. Poxviruses 
[59], the recombinant newcastle disease virus [60], and 
adenoviruses [61] are those most frequently used today 
to design viral vector-based influenza vaccines.

Recombinant poxviruses
Poxviruses (Poxviridae) are DnA-containing viruses 
with a large genome. the vaccinia virus is a poxvirus 
that is most commonly used as a viral vector; its ad-
vantages include simple and inexpensive production, 
as well as high packaging capacity (up to 25 thousand 
nucleotide pairs) [59]. Attenuated vaccinia viruses (such 
as the modified vaccinia Ankara virus and the attenu-
ated nYVAc strain based on the copenhagen strain) 

are used for vaccine production. MVA was attenuated 
by repeated passivation in chicken embryo fibroblasts, 
which resulted in the loss of a number of genes that 
are not essential for replication in avian cells and in re-
duced reproduction in human cells. Attenuation of the 
nYVAc strain was achieved via deletion of 18 genes; 
as a result, the virus became replicatively defective for 
human cells [62].

It has been demonstrated that immunization of 
mice with MVA expressing the HA genes of the highly 
pathogenic avian influenza H5n1 virus protects mice 
against both the homologous and heterologous strains 
of the influenza H5n1 virus, as well as induces virus-
neutralizing antibodies and HA-specific cD4+- and 
cD8+ t cells [63]. the MVA-based vaccine express-
ing the HA gene of the influenza A/california/07/09 
(H1n1) virus proved efficient in the double immuniza-
tion of mice, macaques, and polecats [64]. the efficiency 
of the vaccine based on the nYVAc strain expressing 
the HA gene of the avian influenza A(H5n1) virus was 
demonstrated for pigs [65].

A serious drawback of vaccinia virus-based vectors 
is the preexisting immunity to this virus, which formed 
in the human population as a result of immunization 
against smallpox. therefore, it is reasonable to use 
vectors based on the canarypox and fowlpox viruses, 
against which there are no preexisting antibodies in 
the human population. Immunization of chickens and 
ducks with the recombinant fowlpox virus with the 
HA gene of the avian influenza A virus incorporated 
into its genome has protected birds against infection 
with lethal doses of homologous influenza viruses [66]. 
the high packaging capacity of poxviruses allows one 
to simultaneously introduce several transgenes (e.g., 
the HA and nP genes of the influenza A virus) into the 
genome [66]. However, the canarypox and fowlpox vi-
ruses induce a weaker immune response to the target 
antigens, as compared to that induced by the vaccinia 
virus, and require repeated immunization or the use of 
adjuvants [66].

Recombinant Newcastle disease virus
the newcastle disease virus (nDV) belongs to the 
Paramyxoviridae family. this virus has a nonsegment-
ed single-stranded rnA genome containing six genes 
that encode seven proteins: the nP, Р and V proteins, 
the M protein, the fusion protein or F protein, HА–nA, 
and the large polymerase protein L. Since the expres-
sion level of each viral protein decreases in the direc-
tion from the 3’ to the 5’ terminus of the genome, when 
nDV is used as a vector, the expression level of a for-
eign gene can be controlled based on its position in the 
viral genome. the virulence level and tropicity of nDV 
depend on the site of the fragmentation of the F protein 
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by nucleases, which is required to provide fusion of the 
viral coat and the cell membrane. thus, the virus viru-
lence can be altered via amino acid replacements in the 
F protein, which can be regarded as a convenient basis 
for constructing vaccine vectors [60].

nDV expressing the HA gene of the influenza 
A/WSn/3 (H1n1) virus has been constructed using 
the reverse genetics method. Mice has been success-
fully protected against infection with the influenza 
A/WSn/3 (H1n1) virus using this construct [60]. nDV 
expressing the HA genes of the highly pathogenic 
avian influenza A H5 and H7 viruses has protected im-
munized birds against infection with lethal doses of 
homologous influenza A viruses. the efficiency of im-
munization with the recombinant nDV expressing the 
HA gene of the highly pathogenic avian influenza A H5 
virus was demonstrated in mice [67].

In nature, only birds are infected by nDV; hence, hu-
mans have no antibodies against this virus. therefore, 
there is no problem of preexisting immune response 
for this viral vector. However, a significant drawback 
of the vaccine vector nDV is that the consequences of 
the introduction of recombinant nDV have not been 
sufficiently studied and it remains unclear whether 
nDV-based influenza vaccines are safe for humans. 
Furthermore, nDV is characterized by a low packag-
ing capacity and a complex procedure in constructing 
vectors carrying several target antigens. Preparative 
amounts of nDV are produced in chicken embryos, a 
method which has a number of drawbacks, as shown 
above [68].

Recombinant adenoviruses
recombinant adenoviruses (Adenoviridae) are the best 
studied and most frequently used recombinant viral 
vectors. Adenovirus virions consist of a double-strand-
ed DnA molecule surrounded by a protein capsid.

A number of adenovirus types have been thoroughly 
characterized (at the genetic level as well). the genom-
es of most of them have been fully sequenced. Detailed 
data on the structure, physicochemical, and biological 
properties of adenoviruses enable their use in design-
ing recombinant vaccines and gene therapeutic agents 
[61]. Approximately 24% of the genetic vaccines that 
are currently undergoing clinical trials are vaccines 
based on recombinant adenoviruses (clinicaltrials.gov) 
(Fig. 4).

Adenoviruses possess significant properties for vac-
cine vectors: they are capable of providing high levels 
of expression of the target transgene in the target cell 
and of transducing both dividing and postmitotic cells. 
Adenovirus DnA remains in the extrachromosomal 
form. Adenoviruses can be accumulated to high titers 
in cell culture. the process of designing a new recom-

binant adenovirus takes several weeks, which allows a 
prompt response to a changing epidemiological situa-
tion [61].

Vaccines based on recombinant adenoviruses against 
a number of pathogens causing such diseases as ma-
laria, tuberculosis, brucellosis, etc. [69, 70] and various 
viruses (influenza A virus, human immunodeficiency 
virus, human papillomavirus, rabies virus, ebola virus, 
etc. [71–74]) are currently under development.

the best studied representative of adenoviruses, hu-
man adenovirus serotype 5 (Ad5), is the most common-
ly used among the adenoviruses used to construct re-
combinant viral vectors [75, 76]. replication-defective 
Ad5 are used to produce vaccines and gene therapeutic 
agents. In these Ad5, various genome regions (Е1, Е2, 
Е3, Е4) essential for virus replication are deleted. cell 
lines complementing the functions of the removed re-
gions in trans have been designed to produce and ac-
cumulate these viruses. the vectors enable inserting 
up to 10,000 bp [77].

When injected into the organism, adenoviruses are 
capable of activating tLr-9 and rIG-1 receptors. the 
innate immunity is simultaneously activated as a result 
of adenovirus penetration of antigen-presenting cells 
[78].

Adenovirus-transduced dendritic cells expressing 
the target antigen or the activated dendritic cells that 
have captured the antigen produced by epithelial cells 
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Fig. 4. Production of recombinant adenovirus. A – pro-
duction of genomic DNA of human recombinant adenovi-
rus expressing the genes of influenza antigens, B – trans-
fection of  permissive cell line with recombinant virus 
DNA, C – expression of virus genes in eukaryotic cells and 
assembly of recombinant virus particles, D – purification of 
adenovirus virions from a cell suspension
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act as an interlink between the innate and adaptive im-
munity systems. upon mucosal immunization, prim-
ing of dendritic cells occurs in mucosal tissues; hence, 
activated t and B lymphocytes (as well as the memory 
cells originating from them) acquire the ability to ex-
press α4β7 integrin. this molecule allows t and B lym-
phocytes to migrate through the endothelium layer to 
submucous tissues to a spot where it is possible to enter 
in contact with a pathogen [79].

It has been demonstrated in experiments with labo-
ratory animals that cross-immunity is developed after 
mucosal immunization with vaccines of various types 
[80]. the major component of the adaptive immunity 
of mucosal tunics is antibodies, which mostly refer to 
secretory immunoglobulin A (sIgA), to secretory im-
munoglobulin M (sIgM) to a smaller extent, and to IgG 
of both plasmatic and local origin. expression of sIgA 
presumably determines the cross-protectivity of the 
vaccine [81]. the other advantages of mucosal vaccines 
over injective ones include the absence of skin dam-
age during the immunization and lower reactogenicity 
[82].

thanks to the activation of the innate immune re-
sponse, intranasal introduction of recombinant Ad5 
carrying no transgenes into mice can also protect 
against the influenza A virus, since it induces produc-
tion of a broad range of anti-inflammatory cytokines 
and chemokines (including type I interferons) and ni-
trogen oxide activates natural killer (nK) cells. the 
protective effects caused by the introduction of Ad5 
carrying no transgenes are retained for at least 3 weeks 
after a single intranasal immunization. the introduc-
tion of recombinant adenovirus protects nonspecifically 
against low doses of the influenza virus during the pe-
riod of time that is required for the formation of the 
adaptive immune response to the target antigens. thus, 
the protective effect of Ad5-based vaccines starts al-
most immediately after the immunization [83]; due to 
the specific immune answer to the transgene, the effect 
lasts for over 6 months.

Vaccines based on recombinant adenoviruses against 
various influenza A serotypes are currently under de-
velopment in different countries. One such vaccine has 
successfully passed phase I clinical trials in the uSA 
and proved to be safe for humans and highly immuno-
genic for the influenza A H5n2 virus [84].

the problem related to the design of influenza vac-
cines triggering the heterosubtypic immunity that can 
protect against various strands of the influenza virus 
is urgent; new approaches in solving the problem have 
appeared recently. the conformational epitopes of HA 
have been identified for various influenza A subtypes; 
broad-spectrum antibodies against these epitopes can 
be secreted both after the infection and after live vi-

rus vaccination [85]. Vaccination with recombinant ad-
enoviral vectors imitates an infection of mucosal cells 
of the upper air passages, thus providing expression 
of antigens with a native tertiary structure, which al-
lows to trigger the formation of these cross-reactive 
antibodies. recombinant adenoviral vaccines can also 
induce a strong t cell immune response characterized 
by a broader spectrum of action compared to that of 
the humoral immune response.

the possibility of using recombinant Ad5 to induce a 
heterosubtypical immune response against the influen-
za A virus has been studied at the Molecular Biotech-
nology Laboratory of the Gamaleya research Institute 
of epidemiology and Microbiology. It has been demon-
strated that twice-repeated intranasal immunization 
of mice with the recombinant adenovirus carrying the 
HA gene of the influenza A H5n2 virus provides high-
level induction of specific antibodies against this virus 
and ensures complete protection of mice against infec-
tion with a lethal dose of the H5n2 virus (50 LD50

) [86]. 
the mice immunized with this recombinant adenovirus 
were also protected against infection with the influenza 
H1n1 and H2n3 viruses, which belong to the H1 group 
(H1, H2, H5, H6, H11, H13, and H16); however, they 
were not protected against infection with the influenza 
H3n2 virus, which belongs to the H3 group (Н3, Н14, 
and Н4) [87, 80].

the data obtained allow to assume that a panel of 
adenoviral vectors carrying the HA genes of influenza 
A viruses belonging to different groups can be used to 
design a vaccine that would protect against most epi-
demic strains of the influenza A virus.

A serious drawback of using Ad5 as a vector for 
designing vaccines is that most people have anti-Ad5 
antibodies. the presence of these antibodies can sig-
nificantly reduce immunization efficacy. However, it 
has been demonstrated in a number of studies that 
Ad5-based vaccines can avoid the effect of the preex-
isting immune response upon intranasal immunization 
(as opposed to parenteral introduction) [88–90]. upon 
intranasal introduction of Ad5, the transgene is effi-
ciently delivered through the mucosal barrier. even a 
single intranasal administration of Ad5-based vaccines 
results in prolonged ex vivo expression of the transgene 
despite the preexisting immunity both in laboratory 
animals and in primates [89]. 

A single intranasal immunization of mice with a re-
combinant adenoviral vector carrying the HA gene of 
the avian influenza A H5n2 virus has protected im-
munized animals against infection with this virus. no 
differences between the levels of protection were ob-
served in mice with virus-neutralizing anti-Ad5 an-
tibodies present in their blood and in Ad5-naive mice 
[80].
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the intranasal immunization of mice with a pre-
existing immune response to Ad4, recombinant Ad4 
carrying the HA gene of the influenza virus, resulted 
in a lower level of production of antibodies against the 
influenza virus as compared to that in nonprimed mice 
and a decrease in the cell-mediated immune response 
by over 2 orders of magnitude (depending on the dose 
of recombinant Ad4). However, despite the preexisting 
immunity, the animals remained fully protected against 
infection with a lethal dose of the influenza virus [74]. 
Analogous data were obtained for Ad5 carrying the HA 
and nP genes of the influenza virus. An increase in the 
dose of the recombinant adenovirus leveled the reduc-
tion of the immune response [90].

Incorporation of elements that allow an optimization 
of the expression level of the transgene into the vector 
and selection of the optimal dose of Ad5 made it pos-
sible to achieve a significant level of transgene-specific 
cD8+ cells in immunized animals even at high levels of 
Ad5-neutralizing preexisting antibodies [91].

thus, recombinant Ad5 carrying genes of various 
antigens of the influenza A virus are rather promising 
as candidates for influenza vaccines. they are safe, ef-
ficacious, and can be used to design a universal intra-
nasal influenza vaccine.

CONCLUSIONS
the data presented in this review attest to a vigorous 
research effort aimed at constructing influenza vac-

cines using new approaches that employ the promise of 
reverse genetics methods and recombinant technolo-
gies, as well as the production of VLP, proteasomes, and 
subunit vaccines in various expression systems. the 
new approaches have enabled to achieve significant 
progress in the design of new influenza vaccines. Some 
of these vaccines are currently undergoing either pre-
clinical or clinical trials. Among the vectors used to de-
sign genetic vaccines, adenoviral vectors hold a special 
position. they are capable of efficiently penetrating the 
respiratory mucosal tunic, which makes it possible to 
achieve mucosal immunization, thus ensuring a lasting 
presence of the antigen in the organism and activation 
of the innate immunity. Human recombinant adenovi-
ruses serotype 5 carrying the genes of various antigens 
of the influenza A virus have the potential of being 
used as influenza vaccines. they are safe, efficacious, 
and could allow to design a universal influenza vaccine 
delivered intranasally. upon immunization, the recom-
binant adenovirus acts as an adjuvant; it is capable of 
boosting immunity with respect to the transgene. Pro-
ducing this vaccine takes several weeks, which would 
allow to respond promptly to a changing epidemiologi-
cal situation. recombinant adenoviral vectors carrying 
the HA genes of various subtypes of influenza A viruses 
can be used to form a heterosubtypic immune response 
against most epidemic variants of the influenza A virus. 
thus, adenoviruses can be used to design a universal 
recombinant influenza vaccine. 
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ABSTRACT Pluripotency is maintained by a complex system that includes the genetic and epigenetic levels. Re-
cent studies have shown that the genetic level (transcription factors, signal pathways, and microRNAs) closely 
interacts with the enzymes and other specific proteins that participate in the formation of the chromatin struc-
ture. The interaction between the two systems results in the unique chromatin state observed in pluripotent 
cells. In this review, the epigenetic features of embryonic stem cells and induced pluripotent stem cells are 
considered. Special attention is paid to the interplay of the transcription factors OCT4, SOX2, and NANOG with 
the Polycomb group proteins and other molecules involved in the regulation of the chromatin structure. The 
participation of the transcription factors of the pluripotency system in the inactivation of the X chromosome is 
discussed. In addition, the epigenetic events taking place during reprogramming of somatic cells to the pluripo-
tent state and the problem of “epigenetic memory” are considered.
KEYWORDS embryonic stem cells; induced pluripotent stem cells; pluripotency; covalent histone modifications; 
DNA methylation.
ABBREVIATIONS ESC – embryonic stem cells; iPSC – induced pluripotent stem cells; DMR – differentially meth-
ylated regions; ICM – inner cell mass.

INTRODUCTION
Pluripotency is the property of cells to differentiate into 
the derivatives of all three primary germ layers – ec-
toderm, endoderm, and mesoderm - as well as to form 
precursor cells of functional gametes during embry-
onic development. Inner cell mass (IcM) cells and epi-
blast cells from pre-implantation mammalian embryos 
are pluripotent [1]. the adult organism is formed from 
pluripotent cells during ontogenesis. However, these 
cells cannot give rise to extraembryonic organs and tis-
sues.

embryonic stem cells (eScs) are obtained from the 
inner cell mass of pre-implantation embryos [2–4]. un-
der optimal cultivation conditions, eScs can retain a 
number of properties intrinsic to the inner cell mass 
and embryonic epiblast cells (including pluripotency) 
for a long period [2–4]. the pluripotency makes eScs 
promising for use in fundamental and applied research. 
eScs are used as model systems to study the process-
es occurring during early embryogenesis in mammals 
and to in vitro simulate various diseases. Furthermore, 
pluripotent cells are a promising source of material for 
substitutive cellular therapy [5–7].

After the first mouse and human eSc lines were 
obtained, research into the molecular genetic basis in-
volved in maintenance of the undifferentiated pluripo-
tent state of eScs started. It is known today that the 
pluripotent state of the cells of pre-implantation em-
bryos and eScs is maintained via a complex system of 
cell surface proteins, their molecular signal pathways, 
and the transcription factors that initiate the transcrip-
tion of the target genes. the subsystem of the so-called 
“external regulators of pluripotency” includes several 
signaling pathways, among which the cascades trig-
gered by the proteins LIF, BMP4, tGFβ, activin A, 
nODAL, and bFGF (FGF2) are the major ones [1].

eSc pluripotency is also controlled by the subsystem 
of “internal regulators of pluripotency” – transcrip-
tion factors functioning in cell nuclei. the factors Oct4, 
nAnOG, and SOX2 are among the key regulators in 
this subsystem [8, 9].

In 2006, the data on reprogramming of mouse somat-
ic cells into the pluripotent state were published in Cell 
by a group of Japanese researchers [10]. this was one 
of the most outstanding discoveries of the past decade 
in the field of cell biology. cells obtained by the repro-
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gramming of somatic cells were called induced pluripo-
tent stem cells (iPScs) [10].

the development of the technology for obtaining 
animal and human induced pluripotent stem cells has 
opened up a broad range of possibilities for studying 
the dynamics of the epigenetic events occurring upon 
reprogramming and the features of the epigenomes of 
pluripotent cells. A large number of well-reproducible 
methods for obtaining iPScs from a broad range of 
somatic cells are known today. Most researchers use 
a certain gene combination for reprogramming; many 
of these genes encode transcription factors (e.g., Oct4, 
Sox2, Klf4, c-Myc, Nanog, and Lin28 genes) [10–13]. 
Furthermore, it has been demonstrated that mouse 
and human iPScs can be obtained using mirnA [14, 
15]. iPScs have been successfully derived from various 
types of somatic cells. iPScs were first obtained from 
fibroblasts of different origins, and subsequently from 
keratinocytes, melanocytes, blood cells, neural stem 
cells, pancreatic β-cells, B lymphocytes, and other cells 
[16–22]. thus, it can be concluded that iPScs can be 
derived from cells originating from all three primary 
germ layers (ectoderm, mesoderm, and endoderm), al-
though efficiency in and the dynamics of the deriva-
tion of stable iPSc lines considerably depends on the 
method used and type of somatic cells [14, 23]. iPScs 
obtained as a result of direct reprogramming have a 
number of common properties, which makes them 
such promising models for studies in the field of the 
biology of pluripotent cells and enables to use them to 
simulate human diseases and in regenerative medicine 
[6, 7]. In terms of their properties, induced pluripotent 
stem cells are very close to embryonic stem cells, which 
are derived from mouse and human pre-implantation 
embryos. Both cell types possess a similar morphology, 
sensitivity to growth factors and signaling molecules, 
and patterns of gene expression and differentiation [24]. 
In particular, during in vitro differentiation, iPScs can 
form embryoid bodies consisting of the derivatives of 
all three germ layers. Furthermore, human iPScs can 
form teratomes, whereas mouse iPScs give rise to chi-
meras and are even capable of forming an entire organ-
ism when injected into tetraploid blastocysts [25–27]. It 
is obvious that all these properties typical of pluripotent 
cells are determined by the special state of epigenome, 
which is “inherited” by eScs from the inner cell mass 
cells or is formed during reprogramming in the case of 
iPScs.

recent studies have demonstrated that transcription 
factors, signaling pathways, and mirnA closely inter-
act with the system of enzymes and other specific pro-
teins that participate in the formation of the chromatin 
structure. the unique state of chromatin in pluripotent 
cells is formed by this interplay.

the features of the epigenomes of embryonic stem 
cells and induced pluripotent stem cells are considered 
in this review. Special attention is focused on the in-
teraction of the transcription factors Oct4, SOX2 and 
nAnOG with Polycomb group proteins and the oth-
er molecules that participate in the regulation of the 
chromatin structure. the participation of the transcrip-
tion factors of the system of pluripotency maintenance 
during the process of X chromosome inactivation is 
discussed. Moreover, the epigenetic events occurring 
upon reprogramming of somatic cells to a pluripotent 
state and the problems associated with the “epigenetic 
memory” are considered.

BIVALENT CHROMATIN DOMAINS 
IN PLURIPOTENT CELLS
chromatin regions simultaneously enriched in marks 
of active and inactive chromatin (H3К4me3 and 
H3К27me3) are known as bivalent domains [28]. these 
domains were found in mouse and human eScs [28–
31]. the genes whose transcription start sites are as-
sociated with the bivalent domains are characterized 
by a low transcription level regardless of the presence 
of the active chromatin mark, which attests to the fact 
that H3К27me3 prevails over H3К4me3. A high level 
of the histone H2A variant H2AZ was detected in bi-
valent domains [32]. Most bivalent domains are con-
nected with the transcription start sites of the genes 
associated with development, e.g., transcription factors 
of the families HOX, SOX, FOX, PAX, IrX, and POu 
[28]. During the differentiation, most bivalent domains 
become monovalent and contain either H3К27me3 or 
H3К4me3 depending on the type of differentiated de-
rivatives [28, 33]. However, some domains remain in 
their bivalent state and are present in the epigenomes 
of precursor cells [33, 34]. In general, the existence of 
bivalent domains and preservation of active chromatin 
marks in the promoter regions of the genes involved 
in maintaining an undifferentiated state allows one to 
quickly switch between programs of gene transcription 
upon differentiation to certain derivatives.

INTERPLAY OF TRANSCRIPTION FACTORS OF 
THE SYSTEM OF PLURIPOTENCY MAINTENANCE 
WITH POLYCOMB GROUP PROTEINS AND 
CHROMATIN REMODELING FACTORS
the existence of the so-called open chromatin in eScs 
and simultaneous reliable repression of the differentia-
tion genes are provided by the interaction system both 
at the protein – DnA and protein – protein levels. the 
investigation into the proteome of pluripotent cells and, 
in particular, the proteins forming the main system of 
pluripotency maintenance (Oct4, nAnOG, SOX2) has 
shown that proteins not only interact with one another, 
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thus regulating the transcription of a number of genes, 
but that they also form a complex interaction network 
with the other transcription factors and proteins that 
participate in chromatin modification and remodeling. 
the proteins involved in pluripotency maintenance in-
teract with the components of protein complexes, such 
as Prc1 and 2, BAF, nurD, etc. [35–38].

POLYCOMB GROUP PROTEINS . COMPLEXES PRC1 AND 2
Polycomb group proteins are an evolutionary-con-
served family of regulators of the chromatin structure. 
the role of these proteins is to achieve and maintain the 
transcriptional silencing of homeotic genes [39–41].

two complexes belonging to the Polycomb family 
are known in mammals: Prc1 (Polycomb repressive 
complex 1) and Prc2, which play an essential role in 
embryonic development and in the maintenance of 
stem cell self-renewal and normal differentiation.

the mammalian Prc1complex consists of several 
subunits; homologues of these were found in Drosophi-
la: cBX1, 2 and 3; MeL18, BMI1, rInG1A (rInG1), 
rInG1B (rnF2) and PHc1, 2 and 3. It is considered 
that the role of Prc1 is to maintain the genes in their 
repressed state, which is originally achieved by the 
Prc2 complex. this function is activated through the 
activity of the subunits rInG1A and 1B, which belong 
to the e3 ligase family and perform monoubiquitina-
tion of H2A histone at K119 (H2AK119ub1) [42–44]. 
Mice having mutations in the Prc1 subunit genes 
(except for rInG1B) remain alive, which may attest 
either to the existence of alternative mechanisms or 
to redundancy of the Prc1 function for the normal 
regulation of embryonic development [45]. However, 
it has been ascertained that the components of the 
Prc1 complex (e.g., BMI1) are required to ensure 
the functioning of several types of regional stem cells 
(hematopoietic, neural, lung and intestinal stem cells) 
[46–49]. It is of interest that the function of BMI1 and 
Prc1 in regional stem cells is presumed to be confined 
to control over the system regulating the level of re-
active oxygen in mitochondria [50]. Furthermore, the 
absence of rInG1A and 1B causes spontaneous dif-
ferentiation of mouse eScs and activates the genes 
associated with differentiation and development. In-
terestingly, the promoters of a large number of genes 
repressed by Prc1 are bound to the Oct4 transcrip-
tion factor, which also participates in the transcrip-
tional repression of these genes. Binding of Prc1 to 
the target genes depends on Oct4, whereas binding 
of Oct4 is Prc1-independent [51]. Proteomic studies 
have demonstrated that rInG1B (rnF2) physical-
ly interacts with the nAnOG transcription factor in 
eScs [37]. these facts indicate that there is a close re-
lationship between the system of transcription factors 

that maintain pluripotency and the system of regula-
tors of the chromatin structure (in particular, Prc1).

A new function of cBX proteins, components of the 
Prc1 complex, in the regulation of the self-renewal 
and differentiation of mouse eScs has been recently 
detected [52, 53] (Fig. 1). Five cBX proteins associated 
with Prc1 – cBX2, cBX4, cBX6, cBX7, and cBX8 
are known in mammals [54]. the methods of chIP-Seq 
(chromatin immunoprecipitation followed by sequenc-
ing of enriched DnA) and co-immunoprecipitation 
were used to demonstrate that in undifferentiated 
mouse eScs, 97% of the cBX7 binding sites contain 
the complexes Prc1 and Prc2; 86% of them are also 
marked by H3K27me3. Several sites are located with-
in the development-associated genes (e.g., sites in the 
HOX gene cluster [52]).

It has also been demonstrated using a quantitative 
proteomic analysis that only cBX7 co-localizes with 
H3K27me3 in undifferentiated mouse eScs, whereas 
cBX2 and cBX8 interact with this histone modification 
in differentiated cells and fibroblasts [53]. Furthermore, 
it has been established via chromatin immunoprecipi-
tation that cBX7 in a complex with Prc1 interacts 
with the Cbx2, Cbx4 and Cbx8 gene promoters, sup-
pressing their transcription in eScs [52]. contrariwise, 
cBX2, cBX4 and cBX8, which can participate in Cbx7 
expression, bind to Prc1 during the differentiation 
process [52, 53]. Suppression of Cbx7 expression in eScs 
results in enhanced expression of the Cbx2, Cbx4, and 
Cbx8 genes, disruption of the eSc morphology, and 
spontaneous differentiation. ectopic increased Cbx7 
expression suppresses differentiation and X chromo-
some inactivation in female cells and enhances their 
self-renewal [53]. In addition, miR-125 and miR-181 
participate in the suppression of Cbx7 transcription, 
which supports the fact that mirnAs play a significant 
role in the regulation of the Polycomb protein function 
[53]. thus, the dynamic system of Prc1 and cBX pro-
teins, which are mutually regulated, participates in the 
regulation of the self-renewal and differentiation of 
eScs. the function of these complexes is regulated by 
Prc2 (H3K27me3); their combinations change depend-
ing on cell status (Fig. 1).

the mammalian protein complex Prc2 contains 
the eeD (embryonic ectoderm development), SuZ12 
(suppressor of zeste 12), and eZH1 (enhancer of zeste 
1) or eZH2 (enhancer of zeste 2) subunits. eZH2 is the 
protein with the Set domain, which is attributable to 
the proteins functioning as histone methyltransferases 
and performs di- and trimethylation of histone H3 at 
K27 (H3K27me2/3). As opposed to Prc1, gene muta-
tions of Prc2 subunits cause significant disruptions in 
embryonic development and embryonic death [45, 56, 
57]. Disrupted gastrulation (the pattern of the germi-
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nal streak is changed in the anteroposterior direction), 
hypertrophied extraembryonic mesoderm, and unde-
veloped embryonic mesoderm are observed in embryos 
with the mutant Eed gene and the absence of H3K27 
methylation [57, 58]. However, Eed mutant blastocysts 
can be used to obtain eScs possessing pluripotency but 
tending towards spontaneous differentiation [59]. A 
similar situation has also been observed for Suz12 mu-
tants. Despite the fact that the death of Suz 12 mutant 
mouse embryos is observed, eScs can be successfully 
obtained. Although eScs obtained from the mutant 
embryos possess a high level of transcription of the dif-
ferentiation genes, they do not form neurons during in 
vitro differentiation and slightly differentiate to endo-
derm derivatives when embryoid bodies are formed 
[56]. Deletion of the Ezh2 gene results in no changes in 
the properties of eScs obtained from mutant embryos; 
this fact can be attributed to the effect of the eZH1 
subunit, which also has histone–methyltransferase ac-
tivity and mediates the setting of the mark of inactive 
chromatin within the Prc2 target genes [60].

It has been recently found that the JArID2 pro-
tein from the family JuMOnJI c (JMJ c) is one of the 
subunits of the Prc2 complex. JuMOnJI proteins 
belong to histone demethylases; however, JArID2 
lacks such activity. It has been shown that JArID2 
is required to provide efficient binding of Prc1 and 

Prc2 to the promoters of the target genes; the bind-
ing pattern of Prc2 and JArID2 to the DnA of the 
target genes in the scale of the genome of mouse eScs 
coincides to over 90% [61–66]. there is abundant con-
troversial experimental data on the effect of Jarid2 
knockout or knockdown on the H3K27me3 level in 
promoters of the Prc2 target genes. A decrease in 
the H3K27me3 level has been observed in some stud-
ies [63, 65, 66], whereas both the absence of changes 
[61] and an increase in the H3K27me3 level [62] have 
also been reported. However, the differentiation proc-
ess has been shown to be disrupted or decelerated in 
JArID2-deficient eScs; i.e., JArID2 affects pluripo-
tency in some way [62, 63, 66]. In addition, JArID2, 
jointly with MtF2 and esPrc2p48 proteins, is capable 
of enhancing efficiency in obtaining induced pluripo-
tent stem cells from mouse embryonic fibroblasts via 
overexpression of the Oct4, Sox2, and Klf4 genes. On 
the contrary, knockout of the genes encoding JArID2, 
MtF2, and esPrc2p48 considerably suppresses repro-
gramming [67].

there are several hypotheses on the molecular basis 
of the effect of JArID2 on cell pluripotency; none of 
those has been sufficiently supported through experi-
mental data [68]. the major role of JArID2 is believed 
to be not in the modulation of the histone-methyl-
transferase activity of Prc2, but in recruiting a special 

Fig. 1. Model illustrating the role of 
CBX proteins in PRC1 regulation in 
pluripotent cells and during differ-
entiation. (A) In pluripotent cells, 
the CBX7/PRC1 complex binds to 
the regulatory regions of the genes 
involved in development and dif-
ferentiation and the genes encoding 
the CBX2, 4, and 8 proteins, which 
represses their transcription. This 
binding depends on H3K27me3 
established by PRC2. (B) Expression 
of microRNAs miR-125 and miR-181, 
which repress CBX7 expression, is 
activated during differentiation. The 
absence of CBX7/PRC1 results in ac-
tivation of the differentiation genes, 
as well as Cbx2, 4 and 8. PRC1, to-
gether with CBX2, CBX4, and CBX8, 
represses the transcription of the 
genes responsible for pluripotency 
maintenance and Cbx7 [55]
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initiating form of rnA polymerase II [66, 68] (Fig. 2). 
this form of rnA polymerase has a phosphorylated 
serine residue at position 5 (Ser5P-rnAP) (while in the 
elongating form, the serine residue at position 2 is also 
phosphorylated); the presence of this form is typical of 
bivalent epigenome domains, which are formed with 
the participation of Prc1 and Prc2 [69, 70]. the pres-
ence of this polymerase form within promoters of the 
genes participating in cell differentiation appears to be 
required for rapid and reliable switching between tran-
scription programs when the differentiation process is 
initiated.

thus, it can be concluded that Prc2 plays an essen-
tial role in the regulation of mammalian development 
and eSc differentiation; however, this complex does 
not affect the process of obtaining eScs and their self-
renewal. Abundant experimental evidence of joint reg-
ulation of the target genes by Prc2 and transcription 
factors Oct4, SOX2, and nAnOG, which are the cen-
tral part of the system of gene transcription regulation 
in mouse and human eScs, has been obtained. Whole-
genome studies have demonstrated that Oct4, SOX2, 
nAnOG, and the Prc2 subunits colocalize in the genes 
responsible for development, intracellular signal trans-
fer, morphogenesis and organogenesis; hence, they can 
function jointly [8, 28, 71, 72].

TRITHORAX (TRXG) COMPLEX
the proteins of the trithorax complex are among the 
major regulators of the embryonic development of 
both invertebrates and vertebrates [73]. the role of 
trithorax during their development is opposite to that 

of Polycomb proteins; they mediate H3K4me3, which 
is mostly associated with transcription activation. un-
like the Prc1 and Prc2 complexes, the role of tritho-
rax proteins in maintaining cell pluripotency remains 
poorly studied [74]. Identically to that in invertebrates, 
trithorax in mammals is a multi-subunit complex con-
taining histone methyltransferases Set/MLL. the 
main subunits of the complex, WDr5, ASH2L and 
rBBP5, are needed to activate the Set/MLL enzymes 
[75]. the ASH2L/rBBP5 heterodimer is known to 
directly contribute to the histone methyltransferase 
activity of the MLL1 complex [76]. Furthermore, ex-
perimental evidence of the fact that ASH2L is needed 
for normal embryogenesis and X chromosome inactiva-
tion in female mice has been obtained [77]. the WDr5 
subunit is also the major component of the mammalian 
trithorax complex. Its function consists in “providing” 
H3K4 residues and in carrying out an efficient interac-
tion between the entire trithorax complex and H3K4, 
and thus in implementation of its histone-methyltrans-
ferase activity [75]. Furthermore, WDr5 is known to 
recognize H3K4me2 and mediate the transition of H3K4 
into a trimethylated state (H3K4me3) [78]. It has re-
cently been established that WDr5 is required not only 
to ensure the normal development of vertebrates, but 
also plays a crucial role in maintaining eSc pluripoten-
cy and cell reprogramming to a pluripotent state [74]. 
the inhibition of WDr5 expression was ascertained to 
abruptly reduce the self-renewal of mouse eScs. Pro-
teomic studies have allowed to establish that WDr5 
physically interacts with Oct4 in undifferentiated 
eScs, so that the targets of these two proteins overlap 
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to a significant extent. thus, it has been demonstrated 
that the trithorax complex, along with Oct4, SOX2 
and nAnOG, positively regulates gene transcription 
in mouse eScs. Furthermore, it has been shown in ex-
periments on the reprogramming of somatic cells that 
the trithorax complex (WDr5) is required to provide 
efficient formation of iPSc clones [74].

BAF COMPLEX
numerous studies have shown that AtP-dependent 
chromatin remodeling protein complexes play an es-
sential role in the embryonic development of mam-
mals in general and in maintaining cell pluripotency in 
particular [79–84]. nearly 30 proteins possessing AtP-
dependent chromatin-remodeling activity have been 
known in mammals. these proteins have been grouped 
into several families in accordance with the structure 
of the AtPase domain. In mammalian cells, chromatin-
remodeling AtPases interact with each other and the 
other proteins and act within protein complexes con-
sisting of several subunits. BAF, nurD, ISWI can be 
mentioned as examples of such complexes. the BAF 
protein complex participates in the redistribution of 
nucleosomes and is present in all cell types. However, 
the subunit composition of this complex may vary for 
different cell types, and chromatin structure is control-
led in a fashion specific to each cell type. eScs contain 
the BAF complex (known as esBAF), which in turn 
consists of a specific combination of the subunits BrG, 
BAF155, and BAF60a but contains no subunits BrM, 
BAF170, or BAF60c [83, 84]. It has been experimentally 
demonstrated that the inactivation of most subunits of 
the BAF complex causes the death of mouse embryos 
at the early stages of development and also leads to 
cellular oncotransformation [79, 85–88]. Furthermore, 
embryonic death in case of loss of the subunits BrG, 
BAF47, and BAF155 has been caused by the distur-
bance of the formation of pluripotent cells. careful 
screening of libraries of interfering rnAs has demon-
strated that such subunits as BrG and BAF155 are re-
quired to maintain the morphology of eSc colonies and 
expression of Nanog [89, 90]. According to proteomic 
data, several subunits of chromatin-remodeling com-
plexes physically interact with Oct4 and nAnOG in 
eScs [35–38, 83, 84].

the transcription factors Oct4 and nAnOG can 
interact with chromatin remodeling complexes via 
specific proteins [37, 90]. thus, it has been demon-
strated that the chromosome scaffold protein tIF1b 
(transcription Intermediary Factor-1b) is required for 
maintaining the activity of the GFP transgene in eScs 
under the control of the Oct4 promoter [92]. Interest-
ingly, tIF1b used to be known as a protein that partici-
pates in transcriptional silencing and heterochromatin 

formation through recruitment of the heterochroma-
tin protein HP1 and histone methyltransferase Set-
DB1 and nurD. However, the phosphorylated form of 
tIF1b can interact with the eSc-specific form of the 
BAF complex, localized in euchromatin, and is capable 
of affecting the efficiency of the induced pluripotent 
stem cell derivation [91]. Furthermore, overexpression 
of eSc-specific components of this complex, BrG1 and 
BAF155, increases the efficiency of the reprogramming 
of somatic cells in the absence of c-Myc overexpression 
[93, 94].

It has recently been demonstrated that the esBAF 
complex is directly associated with the activity of the 
LIF-StAt3 signaling pathway, which is necessary for 
maintaining pluripotency of mouse eScs [95, 96]. the 
transcription factor StAt3 is known to activate gene 
groups in various cell types containing specific BAF 
complexes; however, it is only in eScs that it contrib-
utes to the regulation of the target genes required to 
maintain an undifferentiated status of eScs. However, 
the mechanism of such a specific effect of StAt3 re-
mained unclear for a long time.

L. Ho et al. [96] have ascertained that binding of 
StAt3 to the target sites in the genome of mouse eScs 
depends on BrG1, the AtPase subunit of the eSc-
specific esBAF complex. the effect of BrG1 within 
StAt3-binding sites forms the chromatin structure, 
which is required for gene activation by interleukin 
LIF. BrG1 deletion induces Prc2-mediated tran-
scriptional silencing of a number of genes at the level 
of the entire genome via H3K27me3. StAt3 targeted 
genes undergo transcriptional silencing as well. Based 
on these facts, a conclusion has been drawn that the 
major role of BrG1 in mouse eScs is enhancing the ac-
tion of the LIF-StAt3 signaling pathway and counter-
acting the repression of this pathway by the Polycomb 
proteins (Prc2). It is an interesting fact that BrG1 can 
act jointly with Polycomb to enhance repression of the 
differentiation genes (e.g., HOX family genes). thus, 
the esBAF complex can act both antagonistically and 
synergically with Prc2; however, both types of ac-
tions work towards the maintenance of pluripotency 
[96] (Fig. 3).

NuRD COMPLEX
the mammalian protein complex nurD (nucleosome 
remodeling Deacetylase), which exhibits AtP-de-
pendent remodeling and histone deacetylase activity, 
consists of at least six subunits [97, 98]. nurD contains 
histone acetylases HDAc1 and HDAc2, whose activity 
is dependent on the chromodomain-containing AtPase 
subunits Mi2a and Mi2b. In addition, the complex con-
tains proteins binding methylated cytosine MBD 1, 2 
and 3 (methyl-cpG-binding proteins), proteins MtA1, 
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2 and 3 (Metastasis-associated proteins), WD40-con-
taining proteins rbAP46 and rbAP48, as well as two 
proteins containing zinc finger domains (p66a and 
p66b). Several subunits of the nurD complex have 
been demonstrated to be required to maintain the 
pluripotency and differentiation of eScs. embryonic 
stem cells with a deletion of the gene encoding MBD3 
retain their viability and expression of pluripotency 
markers; however, they cannot differentiate both in 
vitro and in vivo upon formation of chimeric animals 
[99]. nevertheless, it has been demonstrated in one of 
the later studies that Mbd3 knockout in mouse eScs 
enhances the transcription level of such trophoblast 
markers as Cdx2, Eomesodermin, and Hand1 and the 
acetylation level of histone H3 in the promoter regions 
of these genes. Furthermore, knockout cells grown in 

media for trophoblast stem cells have differentiated 
into trophoblast cells expressing cDX2 and cADHer-
In 3 [100]. It has been shown in in vivo experiments 
that MBD3 is required for the development of epiblast 
from IcM cells after implantation. In MBD3-deficient 
embryos, the pluripotency genes Oct4, Nanog and 
Sox2, as well as their target genes, are expressed at 
the normal level; however, their normal transcription-
al silencing can be disturbed after the implantation. 
On the contrary, the cultured IcM of MDB3-deficient 
embryos cannot give rise to pluripotent eSc lines, al-
though they form a significant number of endodermal 
derivatives [101].

Mouse eScs contain a specific subfamily of nurD 
complexes known as nODe (nAnOG and Oct4 as-
sociated deacetylase). the nODe complex consists of 
histone deacetylases HDAc1 and HDAc2, as well as 
MtA1 and 2. However, this complex contains almost 
no MBD3 or rBBP7 subunits (they are detected in 
substoichiometric amounts). nODe is of interest be-
cause it physically interacts with the Oct4 and nA-
nOG transcription factors in mouse eScs [35]. nODe 
exhibits deacetylase activity, which is MBD3-inde-
pendent. A knockout of the genes encoding the nODe 
subunits results in an enhancement of the expression 
of the genes responsible for differentiation; hence, it 
causes differentiation of eScs into various cell deriva-
tives. It has been demonstrated in experiments aimed 
at translation inhibition that, unlike MBD3 which is 
required to repress transcription of the genes main-
taining the undifferentiated state, MtA1 participates 
in the inhibition of the differentiation genes, such as 
Gata6 and FoxA2 [35]. thus, eScs contain at least two 
subfamilies of nurD complexes that act in opposite di-
rections: 1) MBD3-containing complexes that regulate 
(inhibit) the transcription of the pluripotency genes 
(Oct4, Nanog and Sox2, etc.) and are required for eSc 
differentiation into various cellular derivatives and 
for cell differentiation during early embryonic devel-
opment; 2) HDAc1-, HDAc2-, and MtA1-containing 
complexes interacting with Oct4 and nAnOG and 
participating in the transcription activation of the 
genes responsible for the maintenance of an undif-
ferentiated state.

It has recently been established that the MBD3-
containing nurD complex is required to modify 
H3K27me3 by the Prc2 complex within the promoters 
of the genes participating in development and differen-
tiation processes. thus, nurD does not simply repress 
gene transcription; it is also responsible for the equi-
librium between H3K27 acetylation and methylation 
in embryonic stem cells [102]. However, that is not the 
only example of interaction between chromatin-remod-
eling complexes in eScs. the nurD complex, namely, 
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Fig. 3. Cooperation of esBAF and PRC2 during pluripo-
tency maintenance. esBAF and PRC2 can act both 
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arrow). Meanwhile, esBAF acts together with PRC2 to 
repress transcription of HOX genes (red lines with stop-
pers). However, expression of pluripotency genes can be 
activated or repressed by esBAF (blue arrow) [96]
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its MBD3 subunit, closely interacts with esBAF (BrG1) 
in mouse eScs [103]. the MBD3 and BrG1 subunits 
colocalize within the transcription start sites and multi-
directionally regulate the transcription of a vast gene 
set. Moreover, MBD3 and BrG1 play a significant role 
in transcription regulation through hydroxymethyla-
tion of cytosine residues. the MBD3 subunit colocalizes 
with the tet1 protein and 5-hydroxymethylcytosines 
(5hmc) in vivo; the binding of MBD3 to promoters is 
tet1-dependent. In vitro experiments have shown 
that MBD3 binds to 5-hydroxymethylcytosines more 
efficiently as compared to 5-methylcytosines; knock-
out of the Mbd3 gene mostly affects the transcription 
of 5hmc-marked genes, whereas MBD3 and BrG1 are 
required to maintain the 5-hydroxymethylation level 
[103].

5-Hydroxymethylation of DnA was believed to be 
just an intermediate stage during the demethylation 
of 5-methylcytosines [104]. However, it turns out that 
knockout of the genes belonging to the Tet family, 
which encode the proteins performing hydroxylation 
of 5-methylcytosines, disrupts the differentiation (Tet1, 
Tet2) and self-renewal (Tet1) of eScs [105–107]. In ad-
dition, DnA 5-hydroxymethylation can be retained for 
a long time during early embryonic development and 
seems to perform regulatory functions [108, 109]. All 
these facts indicate that 5-hydroxymethylation can be 
an independent regulatory state of the epigenome and 
that nurD and esBAF play a crucial role in its regula-
tory potential. Meanwhile, DnA 5-hydroxymethylation 
directly affects the joint regulatory action of nurD and 
esBAF.

Tip60-p400 COMPLEX
the tip60-p400 complex exhibits histone acetyltrans-
ferase and remodeling activity; it can act both as an 
activator and a repressor of transcription [110, 111]. In 
addition, tip60-p400 participates in the replacement 
of forms of H2AZ-H2B histones [112, 113]. the em-
bryos with a knockout of the Tip60 and Trrap genes 
that encode the tip60-p400 subunits die at the pre-
implantation stage [114, 115]. the inhibition of the 
translation of several tip60-p400 subunits in eScs via 
rnA interference has demonstrated that tip60-p400 
is important for the normal self-renewal and differen-
tiation of cells. It has been demonstrated using chro-
matin immunoprecipitation that p400 colocalizes with 
nAnOG and H3K4me3 (the active chromatin mark) 
in undifferentiated mouse eScs. the spectra of the 
nAnOG and tip60-p400 target genes overlap to a sig-
nificant extent. Furthermore, nAnOG and H3K4me3 
are required to provide binding of tip60-p400 to the 
target genes. In turn, tip60-p400 acetylates histone 
H4 [89].

DIRECT REGULATION OF THE GENES ENCODING THE 
PROTEINS MODULATING THE CHROMATIN STRUCTURE 
USING THE TRANSCRIPTION FACTORS PARTICIPATING IN 
THE MAJOR SYSTEMS OF PLURIPOTENCY MAINTENANCE
the transcription factors that make up the system of 
pluripotency maintenance, in addition to their interac-
tion with protein complexes, can directly regulate the 
genes of chromatin-modifying enzymes. In eScs, Oct4 
activates the demethylase genes JMJD1A/KDM2A and 
JMJD2c/KDM4B, which demethylate H3K9me2 and 
H3K9me3, respectively, whereas KDM2A and KDM4B, 
in turn, perform the demethylation of the promoter re-
gion of Tcl1 and Nanog, respectively [116].

the transcription factors regulating pluripotency in-
teract with the promoters of the genes whose products 
participate in the global regulation of the chromatin 
structure. thus, such factors as Oct4, SOX2, nAnOG, 
SMAD1, ZFX, and e2F1 are associated with the Chd1 
gene promoter [117]. this gene encodes the enzyme 
participating in chromatin remodeling. cHD1 binds to 
histone H3 di- or trimethylated at K4, which is a mark 
of active chromatin and the genes being transcribed, 
via two chromodomains [118]. the Chd1 repression in 
mouse eScs has no effect on the self-renewal of eScs; 
however, it tilts the cells towards neural differentiation 
[119].

Factor utF1 (undifferentiated embryonic cell tran-
scription factor 1), which is transcribed at a high level 
in undifferentiated mouse eScs, can participate in the 
formation of the global chromatin structure. this pro-
tein is bound to chromatin; it colocalizes in the regula-
tory regions of over 1,700 genes, most of which overlap 
with the previously identified target genes of the tran-
scription factors nAnOG, Oct4, KLF4, c-MYc, and 
reX1. reduced synthesis of utF1 increases the level of 
expression of most of its target genes and disrupts eSc 
differentiation. this fact indicates that utF1 mainly 
represses the transcription of the genes involved in cell 
differentiation [120]. It has been demonstrated that the 
enhancer element localized in the 3’ untranslated re-
gion of Utf1 binds selectively to Oct4 and SOX2 [121].

thus, regulators of the chromatin structure (cHD1 
and utF1), whose gene expression is directly regulat-
ed by the transcription factors that are components of 
the main internal system of pluripotency maintenance, 
have been found in eScs.

PLURIPOTENCY AND DNA METHYLATION
In addition to covalent modifications of histones, DnA 
methylation is the major mechanism that regulates cel-
lular processes in mammals [122]. today DnA methyla-
tion is known to participate in fundamental phenomena 
and processes, such as embryogenesis, cell differentia-
tion, genomic imprinting, cancerogenesis, regulation 
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of the transcription of mobile genetic elements, and X 
chromosome inactivation in female mammals [123–
128].

DnA methylation indisputably plays a crucial role 
in the regulation of the self-renewal and pluripotency 
of cells [129]. Promoters of the major genes associated 
with the pluripotency maintenance and self-renewal 
of eScs (Oct4 and Nanog) are hypomethylated in un-
differentiated cells and hypermethylated in stem and 
somatic trophoblast cells [130, 131]. During cell differ-
entiation in a culture or in the embryonic development, 
promoters of the genes maintaining self-renewal un-
dergo methylation with the participation of the DnA 
methyltransferases DnMt1, DnMt3A, and DnMt3B 
[132]. Knockout of the genes encoding the DnA methyl-
transferases DnMt1, DnMt3A, and DnMt3B causes 
a disruption of embryonic development and eSc differ-
entiation in vitro [132–135]. However, mouse eScs with 
simultaneously knocked out genes Dnmt1, Dnmt3a, and 
Dnmt3b retain their self-renewal ability [136]. DnA 
methylation performed by DnMt3A and DnMt3B 
participates in reliable repression of pluripotency genes 
in embryonic development. Histone methyltransferase 
G9a, which establishes H3K9me3 within the Oct4 pro-
moter, recruits the heterochromatin protein HP1 and 
DnA methyltransferases into this region [137].

cytosine residues in cpG dinucleotides undergo 
methylation in mammalian genomes [138]. Pluripotent 
cells are characterized by a reduced methylation level 
of cpG-rich promoters (containing the so-called GpG 
islands) and an increased methylation level of cpG-de-
ficient promoters [129, 139]. Most of the cpG-deficient 
promoters contain H3K4me3, the active chromatin 
mark. H3K4me3 appears to be established as a result of 
binding of nonmethylated cpG islands to cPF1 associ-
ated with histone methyltransferase SetD1 [140]. In 
turn, H3K4 methylation can “protect” gene promoters 
against the impact of DnA methyltransferases [141].

It has recently been demonstrated that a significant 
fraction (up to 25% in human eScs) of methylated cyto-
sine residues in eSc and iPSc genomes localizes outside 
cpG [142–144]; non-cpG methylation is predominantly 
observed in exons rather than in the regulatory gene 
regions [143, 144]. the pattern of non-cpG methyla-
tion in different pluripotent cell lines is very diverse, 
whereas non-cpG methylation is almost absent in some 
differentiated cells. Furthermore, knockout of the DN-
MT3A and DNMT3B genes in human eScs drastically 
reduces the non-cpG methylation level [145].

numerous experimental data indicate that the re-
programming of somatic cells to the pluripotent state 
(obtaining iPScs) is accompanied by a global change 
in methylome towards the state characteristic of 
pluripotent cells [144, 146, 147]. Promoters of the genes 

participating in self-renewal maintenance (e.g., Oct4 
and Nanog) undergo demethylation [11, 12, 148]. Such 
DnA demethylases as tet1 and AID can participate 
in the reprogramming. Demethylase tet1, which cat-
alyzes the conversion of 5-methylcytosine into 5-hy-
droxymethylcytosine, is essential for the maintenance 
of self-renewal of mouse eScs; it regulates DnA meth-
ylation in the Nanog promoter [106]. Furthermore, it 
has been demonstrated using a reprogramming model 
with mouse embryonic stem/human fibroblast hybrid 
cells that demethylase AID is required for demethyla-
tion of promoters of the human genes OCT4 and NA-
NOG [149]. the fact that the use of inhibitors of DnA 
methyltransferases allows one to enhance the efficien-
cy of iPSc derivation also lends support to the idea of 
the significance of methylation for cell reprogramming 
[146, 150].

PLURIPOTENCY FACTORS IN THE REGULATION 
OF X CHROMOSOME INACTIVATION
X chromosome inactivation is a complex process occur-
ring during early mammalian embryogenesis. In mice, 
imprinted inactivation of the X chromosome inherited 
from the male parent takes place during the first series 
of zygote divisions. At the blastocyst stage, the X chro-
mosome is reactivated in IcM cells. random inactiva-
tion of one of the two X chromosomes occurs during 
gastrulation and differentiation of IcM cells [151–153]. 
X-inactivation is regulated by a certain locus at the 
X chromosome, which is known as the X-inactivation 
center [154]. this locus comprises several genes; how-
ever, the Xist and Tsix genes, which are anti-parallel-
transcribed and encode nuclear untranslated rnAs, 
are considered to be the major regulators [155, 156]. 
Xist rnA was shown to be transcribed monoallelically 
from the inactive X chromosome, to coat it, and to in-
duce modifications corresponding to inactive chromatin 
[155]. On the contrary, the Tsix gene is a negative regu-
lator of the Xist gene; it is transcribed from the active 
X chromosome [157]. Since X-inactivation takes place 
during early embryogenesis, an investigation into its 
dynamics and molecular basis is rather complicated, 
almost infeasible when humans are used as the objects. 
Hence, pluripotent cell lines obtained from pre-implan-
tation embryos (eScs) or by reprogramming mouse or 
human somatic cells (iPScs) are currently the most 
suitable and commonly used models to study X-inac-
tivation. However, studies of the X chromosome status 
and molecular genetic studies of the regulation of the 
X-inactivation have revealed a number of differences 
between mice and humans.

embryonic stem cells of female mice derived from 
pre-implantation blastocysts (3.5 days post coitum) re-
tain a number of the properties of IcM cells; in particu-
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lar, they can maintain two active X chromosomes in a 
series of mitotic divisions [152]. random inactivation of 
one of the two X chromosomes takes place during the 
differentiation of mouse eScs. this property of mouse 
eScs is reproducible and stable [152, 153].

the situation is more complex for human eScs, 
which are also derived from blastocysts (5–9 days post 
coitum) [4]. A large-scale analysis of a number of hu-
man eSc lines has shown that they can be divided 
into three classes [158]. the first class comprises eScs 
with two active X chromosomes, which undergo ran-
dom inactivation during differentiation; this class cor-
responds to mouse eScs. the second class comprises 
eSc lines in which one of the chromosomes is inactive 
and the XIST gene is transcribed; however, cells re-
tain all of their pluripotency features. the third class 
contains lines with one X chromosome being inactive; 
however, the XIST gene is not transcribed even after 
cell differentiation. the inactive X chromosomes in 
the lines of the second class carry inactive chromatin 
marks, such as H3K27me3, H4K20me, and the histone 
variant macroH2A. Interestingly, the lines that belong 
to the third class carry almost no inactive chromatin 
marks. Meanwhile, a molecular genetic analysis shows 
that transcription of most of the genes of the inactive X 
chromosomes is repressed [158].

the fact that pluripotency is not associated with the 
epigenetic status of X chromosomes in human pluripo-
tent stem cells has also been demonstrated for iPScs. 
Mouse iPScs, similar to eScs, have two active X chro-
mosomes (in cells derived from females); one of those 
undergoes random inactivation after the differentia-
tion is induced [159]. However, human iPScs can have 
all the features of pluripotent cells and contain an inac-
tive X chromosome; i.e., they can fall into the second 
class of eScs [160]. the status of the X chromosome 
can be changed during reprogramming, resulting in the 
emergence of subclones corresponding to the first and 
third classes of eScs. It has been mentioned that reac-
tivation of the inactive X chromosome can occur dur-
ing the reprogramming of human somatic cells [147]. In 
all likelihood, the isolation of clones of eScs and iPScs 
carrying two active X chromosomes can be achieved 
by varying cell culture conditions. thus, it has recently 
been demonstrated that cell culturing under conditions 
of physiological oxygen concentration (5%) can consid-
erably enhance efficiency in obtaining human eScs of 
the first class. On the contrary, transition of the cells to 
the second and third classes, according to the status of 
the X chromosome, can be caused by various physiolog-
ical stress factors [161]. Furthermore, overexpression of 
KLF4 in the presence of a combination of inhibitors of 
signaling pathways in human eScs and iPScs can also 
cause reactivation of the inactive X chromosome [162]. 

this fact attests to the instability of the status of the X 
chromosome in human pluripotent cells.

Despite the fact that the association between the 
pluripotency of mouse cells and X chromosome status 
during embryogenesis and in culture is rather obvi-
ous, no direct evidence of association between these 
phenomena at the molecular level had existed until 
recently. However, the association between transcrip-
tion factors and regulation of the Xist and Tsix genes 
has been revealed. thus, the transcription factors nA-
nOG, Oct4, and SOX2 have potential binding sites in 
the first intron of the Xist gene and are bound to it in 
undifferentiated mouse eScs [163] (Fig. 4). Knockout 
of Oct4 and Nanog induces activation of Xist transcrip-
tion. thus, pluripotency factors can inhibit Xist expres-
sion via the Tsix-independent mechanism [163]. It was 
established later that the factors nAnOG, Oct4, and 
SOX2 can inhibit Xist transcription by repressing the 
expression of its activator, Rnf12. However, the re-
moval of the first intron of Xist does not result in X-
inactivation [164, 165] (Fig. 4).

the factors associated with maintenance of the 
pluripotency and repression of Xist can participate in 
the activation of Tsix transcription [167] (Fig. 4). thus, 
binding of Oct4, SOX2, and KLF4 has been detected 
within the Xite enhancer; although this interaction has 
not been confirmed in other works [168]. the reX1, c-
MYc, and KLF4 binding sites have been detected in the 
DXPas34 regulatory element. It has been established 
that reX1 is required mostly for the elongation of Tsix 
rnA, rather than for the assembly of the transcription 
complex. thus, all the aforementioned studies support 
the fact that the system of pluripotency maintenance 
is associated with an active status of both X chromo-
somes in undifferentiated mouse eScs. Human eScs do 
not exhibit these regularities. Human XIST transgenes 
remain active in mouse eScs despite the presence of 
pluripotency-maintaining factors. Different mecha-
nisms (e.g., DnA methylation) seem to participate in the 
regulation of human XIST and TSIX genes. In mouse 
eScs, the Xist promoter is only partially methylated 
even at the active X chromosome; thus, gene transcrip-
tion is presumably repressed by transcription factors. 
In human eScs of the first type, the XIST promoter 
is almost completely methylated (100%). In addition, 
the differences can be attributed to the fact that the 
properties of human eScs (gene expression pattern, 
sensitivity to signaling molecules) are similar to those 
of mouse epiblast stem cells, where one X chromosome 
is inactivated, despite the expression of pluripotency 
factors [169].

In all likelihood, investigations into the status of 
the X chromosome in human iPScs should be used in 
standard tests carried out for newly obtained lines, to-
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gether with an analysis of the expression of the pluripo-
tency markers that determine the patterns of gene 
transcription and differentiation. By choosing clones of 
cells with an inactivated paternal or maternal X chro-
mosome, one can selectively obtain lines with inactive 
mutant alleles and, hence, cells that can be used to treat 
X-linked diseases.

EPIGENETIC EVENTS OCCURRING DURING 
CELL REPROGRAMMING TO A PLURIPOTENT 
STATE . “EPIGENETIC MEMORY”
reprogramming of somatic cells to the pluripotent state 
is accompanied by a global change in their epigenomes 
[146, 159, 170]. A number of chemical inhibitors of the 
enzymes participating in the formation of the chroma-
tin structure are currently used to enhance efficiency 
in generating human and mouse iPScs. In particular, 
the use of the histone methyltransferase G9a inhibitor 
(BIX-01294) and inhibitors of DnA methyltransferases 
(5’-azacytidine, rG108) and histone deacetylases (val-
proic acid, tSA, SAHA, sodium butyrate) allows one 

to increase the reprogramming efficiency tens of times 
[18, 20, 150, 171–173]. Furthermore, the mechanism of 
the effect of ascorbic acid (vitamin c) on efficiency in 
iPSc isolation was recently elucidated [174].

Ascorbic acid is known to considerably enhance 
(from 3.8 to 8.75%) the efficiency of reprogramming of 
fibroblasts and stem cells from adipose tissue; however, 
its mechanism of action remained unclear [175]. His-
tone demethylases JHDM1A and 1B turn out to be the 
major effectors of ascorbic acid. Ascorbic acid induces 
JHDM1A/1B-mediated demethylation of histone H3 
at K36 (H3K36me2/3) in a culture of embryonic mouse 
fibroblasts and during the reprogramming process (Fig. 
5). It has been proven that JHDM1A/1B are needed for 
the reprogramming and participate in the acceleration 
of the cell cycle and inhibition of cell aging via repres-
sion of the Ink4/Arf locus (Fig. 5). A high cell division 
rate and inhibition of the mechanisms of aging and ap-
optosis are required to provide complete and efficient 
reprogramming of somatic cells [176–180]. Further-
more, JHDM1A/1Bs, together with Oct4, activate the 
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Fig. 4. Transcription factors of pluripo-
tency in the regulation of X chromosome 
inactivation. (A) Scheme of the mouse X 
chromosome inactivation center (XIC). 
Xist, Tsix, and their activators – Rnf12 
and Xite – are shown in red, green, and 
black, respectively. In undifferentiated 
female mouse ESCs, the transcription fac-
tors OCT4, SOX2, and NANOG bind to 
the first intron of Xist and Rnf12, repress-
ing their transcription. Meanwhile, OCT4, 
SOX2, KLF4, REX1, and с-MYC bind to 
the regulatory regions of Tsix and Xite, 
activating their transcription. (B) In female 
mouse ESCs, Tsix is activated and Xist 
is repressed by the proteins involved in 
pluripotency maintenance. During the 
differentiation, one of the X chromo-
somes is inactivated. X-inactivation is a 
multistage process including the initia-
tion of inactivation, establishment, and 
maintenance of transcriptional silenc-
ing. Initiation of inactivation occurs due 
to the decrease in pluripotency factor 
expression and involvement of chromatin 
structure regulators (such as SATB1 and 
PRC2) in the process. Overexpression of 
OCT4, SOX2, NANOG, and с-MYC in so-
matic cells induces reprogramming to the 
pluripotent state, which is accompanied 
by reactivation of the inactive X chromo-
some [166]
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expression of the mirnA 302/367 cluster, which is also 
involved in cell reprogramming [14, 15, 174] (Fig. 5).

t. Onder et al. [181] have screened a set of interfer-
ing rnAs inhibiting the translation of 22 genes whose 
products participate in DnA and histone methyla-
tion. the inhibition of the translation of mrnA of the 
genes encoding the components of the complexes Prc1 
(BMI1, rInG1) and Prc2 (eZH2, eeD, SuZ12) consid-
erably reduces the efficiency of reprogramming in hu-
man fibroblasts. reduced efficiency was also observed 
during the inhibition of EHMT1 and SETDB1 encoding 
H3K9 histone methyltransferases. YY1, SUV39H1, and 
DOT1L were among the genes in which inhibition of 
mrnA translation considerably enhanced the repro-
gramming efficiency. the YY1 gene encodes a protein 
acting both as a transcription activator and repressor, 
depending on the specific context. SUV39H1 encodes 
H3K9 histone methyltransferase; DOT1L encodes 
H3K79 methyltransferase. More attention has been giv-
en to DOT1L. It turns out that repression of DOT1L via 
rnA interference or chemical inhibition of DOt1L can 
substitute the functions of KLF4 and c-MYC in experi-
ments for generating iPScs from human fibroblasts. 
In addition, inhibition of DOt1L at the early stages of 
reprogramming results in the activation of NANOG and 
LIN28, which are also used in the case of human cells. A 
genome-wide analysis the H3K79me2 distribution has 

demonstrated that the genes associated with epithelial-
mesenchymal transition, whose expression is specific to 
fibroblasts, lose this histone modification at the early 
stages of reprogramming. DOt1L inhibition accelerates 
deletion of H3K79me2 within the genes subjected to 
transcriptional silencing in iPScs [181].

All these facts attest to a crucial role played by the 
system of epigenetic regulators in the reprogramming 
process.

High-performance analysis methods were used to 
reveal a high degree of similarity between iPScs and 
eScs in terms of the gene expression pattern and epi-
genomic state both at the level of DnA methylation 
and distribution the covalent histone modifications 
H3K27me3 and H3K4me3 [147, 182].

Despite significant similarity between iPScs and 
eScs at the molecular level, it has been demonstrated 
in a series of studies that the transcriptomes and epige-
nomes of individual iPSc lines can possess certain com-
mon features and retain a number of characteristics 
that are intrinsic to the original somatic cells [183–186]. 
the phenomenon of retaining certain features of the 
epigenomes of somatic precursors is known as epige-
netic memory [187, 188].

the modern methods of molecular genetic analysis 
allow one to carry out high-resolution genome-wide 
studies of DnA methylation and distribution of cova-
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lent histone modification. the study by r. Lister et al. 
[144], which employed the Methyl-c-Seq technique, 
can be given as an example. this technique allows one 
to carry out genome-wide studies of cytosine methyla-
tion at single-nucleotide resolution. the authors have 
tried to avoid the possible effect of the method of ob-
taining iPScs and types of somatic cells on the results 
obtained. Five iPSc lines were used in this study: one 
line was obtained via retroviral transduction of adipose 
tissue cells with OCT4, SOX2, KLF4, and c-MYC; the 
second line was obtained via lentiviral transduction of 
lung fibroblasts IMr90 with OCT4, SOX2, NANOG, 
and LIN28; and three lines were obtained from fore-
skin fibroblasts using non-integrating episomal vec-
tors. Furthermore, two eSc lines and trophoblast de-
rivatives of iPScs and eScs differentiated using BMP4 
were included in the study. the methylation status of 
75.7–94.5% of all cytosine residues in the genomes of 11 
cell lines has been determined. It is of interest to note 
that the authors have focused on not only methyla-
tion of cytosines within cpG dinucleotides but on non-
cpG-methylation as well (cpH, where H = A, c or t). 
It has been shown that at the genomic scale, human 
iPScs and eScs have similar methylation patterns. the 
genomes of pluripotent cells tend to be more methyl-
ated (on average) than those of somatic cells. Serious 
differences at the level of cpH-methylation of DnA 
have been revealed. Somatic cells, including adipose 
tissue stem cells, are characterized by an extremely low 
level of such type of methylation; whereas the share 
of methylated cytosines within cpH dinucleotides in 
DnA in iPScs and eScs is 20–30% of the total amount 
of methylated cytosine residues in the genome. More-
over, enrichment of exons and introns in methylated 
cpH is observed both in eScs and iPScs.

It is interesting to mention that despite the gener-
al similarities between the methylomes of eScs and 
iPScs, a number of differences between them have 
been revealed, including 1,175 differentially methyl-
ated regions (DMrs) with a length varying from 1 to 11 
thousand base pairs (the total length being 1.68 million 
bp). no DMrs have been detected between two eSc 
lines analyzed under the same conditions. Differentially 
methylated regions in eScs and iPScs can be subdi-
vided into two groups. the first group contains DMrs 
whose emergence can be attributed to inheritance of 
the methylation pattern of the somatic precursor cells 
of iPScs (44–49% of the total number of DMr). the 
second group contains DMrs whose methylation pat-
tern is specific to iPScs (i.e., differs from the DMr pat-
tern both in somatic cells and in eScs). DMrs of this 
kind make up 51–56% of the total number of detected 
DMrs. DMr distribution varies in five of the iPSc lines 
that have been analyzed: 62% occur in two lines out of 

five; 16% occur in all five lines. these regions can be 
regarded as “hotspots” of epigenetic reprogramming, 
which require increased attention when obtaining 
iPScs. A significant number of DMrs (80%) are asso-
ciated with cpG islands; 62% localize near the genes 
or in the genes; 29 and 19% lie within 2 thousand bp 
from the transcription start or termination sites, re-
spectively. A bioinformatic analysis of the function of 
the genes localized near DMrs and occurring in all the 
iPScs under analysis showed no marked predominance 
of the genes involved in certain cellular processes. this 
attests to the fact that methylation disturbance dur-
ing the reprogramming can affect a large number of 
cellular functions. Another important regularity is the 
predominance of hypomethylation in DMrs (109 out of 
130, 92%) in all five lines. the disturbances in methyl-
ome reprogramming when obtaining iPScs can be at-
tributed to insufficient methylation.

DMrs have also been detected by an attentive anal-
ysis and comparison of cpH methylation in eScs and 
iPScs. A total of 29 regions have been found; they are 
characterized by the extensive length (half of these 
regions is over 1 million bp long; the longest one is 4.8 
million bp); the total length of cpH-DMr is 32.4 million 
bp. Most cpH-DMrs in iPScs are hypomethylated as 
compared with eScs; they localize near centromeres 
and telomeres. these regions are enriched in histone H3 
trimethylated at K9 (H3K9me3) and colocalized with 
hypermethylated cpG-DMrs. Most genes localized in 
these regions are characterized by an increased level 
of methylation of promoter regions and, therefore, by 
a reduced transcription level. It is interesting that the 
level of the inactive chromatin mark (H3K27me3) is 
reduced in these regions. thus, extensive domains as-
sociated with the near-centromeric and near-telomeric 
regions with aberrant distribution of histone modifica-
tions, disturbed patterns of cpG and cpH methylation, 
and a disturbed level of gene transcription, have been 
revealed in human iPScs. these “hotspots” of epige-
nomes undoubtedly need to be subjected to a thorough 
investigation when obtaining new human iPSc lines 
[144].

An investigation into cpG methylation in 22 hu-
man iPSc lines derived from various somatic cells 
(endometrial cells, umbilical vein epithelial cells, am-
nion cells, fetal lung fibroblasts, and menstrual blood 
cells) has also revealed differences from eScs [186]. 
1,459 differentially methylated cpG sites correspond-
ing to 1,260 genes were detected when comparing all 
iPSc and eSc lines using a DnA microchip contain-
ing probes for 24,273 cpG sites within 13,728 genes. 
However, the number and distribution of these sites 
in different iPSc lines varied considerably. the rea-
son may be that the lines were obtained from somatic 
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cells of different types. In more than 15 lines out of 
22, only 20 sites were shared. It is worth noting that 
the number of these sites was increased in XX iPScs. 
the comparison of these data with the results ob-
tained by r. Lister et al. [144] has revealed 72 differ-
entially methylated promoters in both studies. How-
ever, according to [186], most DMrs in iPScs were 
hypermethylated as compared to eScs; hence, it was 
postulated that the iPSc genome is methylated to a 
higher extent. On the contrary, r. Lister et al. [144] 
have reported hypomethylation of cpG dinucleotides 
in iPScs. However, these differences can be attrib-
uted to the features of the experimental approaches 
used. In particular, K. nishino [186] has analyzed the 
cpG localized mostly within the cpG islands in the 
promoter regions of the genes, whereas r. Lister et 
al. determined cytosine methylation in the entire ge-
nome. Furthermore, it has been clearly demonstrated 
[186] that the level of aberrant hypermethylation at 
later passages (30–40) is considerably lower than that 
at earlier ones (4–6), whereas r. Lister et al. [144] used 
iPSc lines which had undergone tens of passages.

the surprising similarity between the transcrip-
tomes and epigenomes of these cells and those of eScs 
was emphasized in the early studies devoted to obtain-
ing mouse and human iPScs. Furthermore, it has been 
demonstrated that the gene transcription pattern in 
somatic cells at the genome-wide level changes to the 
maximum extent. However, it was established later 
that iPScs retain certain (often rather insignificant) 
features of somatic transcriptomes and epigenomes 
[187, 188]. Despite its apparent unimportance, incom-
plete reprogramming of particular loci can considerably 
affect the properties of pluripotent cells by changing 
their differentiation ability. thus, a significant simi-
larity between mouse eScs and iPScs at the level of 
mrnA and mirnA transcription (with the exception 
of several transcripts) has been detected [189]. In par-
ticular, aberrant silencing of the imprinted Dlk1-Dio3 
locus has been observed in certain iPSc clones, includ-
ing those derived from hematopoietic precursor cells, 
which are also characterized by a low transcription 
level of this locus. this effect is assumed to be caused 
by the “epigenetic memory.” Due to the transcriptional 
disturbance in the Dlk1-Dio3 locus iPScs become inca-
pable of efficient formation of chimera and cannot form 
the mouse organism via tetraploid complementation. It 
is interesting to mention that treatment with valproic 
acid, the histone deacetylase inhibitor, leads to tran-
scription activation in the Dlk1-Dio3 locus and restores 
the iPSc capability of tetraploid complementation and 
efficient formation of chimeric animals [189].

A number of interesting studies have been devoted 
to the investigation of the effect of the origin of iPScs 

on their differentiation pattern [185, 186, 189, 190]. 
thus, the properties of iPScs derived from mouse he-
matopoietic, neuronal precursors and fibroblasts were 
compared with those of eScs. embryonic stem cells 
originated either from blastocysts obtained by nuclear 
transfer from somatic cells or from those obtained by 
natural fertilization. First, it turned out that the type 
of somatic cells strongly affects efficiency and quality 
in reprogramming. the molecular genetic parameters 
of iPScs derived from hematopoietic cells were much 
closer to those of eScs, whereas fibroblast-derived iP-
Scs gave rise only to partially reprogrammed clones. 
iPScs derived from neuronal precursors were the clos-
est to eScs. Second, the differences between iPScs and 
embryo-derived pluripotent cells have been revealed 
via the analysis of DnA methylation. Similar to the 
earlier studies, it has been established that iPScs and 
embryo-derived pluripotent cells differed by a large 
number of DMrs. iPScs obtained from neural precur-
sors and fibroblasts are characterized by residual meth-
ylation of the loci responsible for the formation of the 
hematopoietic line, which causes a decreased differen-
tiation level of these iPScs in the corresponding direc-
tion. third, the limitations on the directions of differ-
entiation of iPScs of a certain origin can be eliminated. 
If iPScs derived from neuronal precursors are differ-
entiated into hematopoietic cell lines and secondary iP-
Scs are subsequently obtained from these derivatives, 
these secondary iPScs will have a higher potential 
towards differentiation into blood cells. Furthermore, 
the impact of the inhibitors of histone deacetylases and 
DnA methylation (such as trichostatin A and 5-azacy-
tidine) on the epigenome can considerably reduce the 
effect of the cell origin on their differentiation [187]. It 
should be mentioned that iPScs at very early passages 
were used in [187]. Aberrant cytosine methylation at 
early passages and, therefore, disruption of the pat-
tern of gene expression and iPSc differentiation have 
also been revealed in other studies. thus, it has been 
demonstrated that mouse iPScs derived from fibrob-
lasts, B lymphocytes, bone marrow granulocytes, and 
precursor cells of skeletal muscles possess “epigenetic 
memory,” which is manifested at the transcriptional 
level and results in differentiation predominantly into 
the cell types from which they had been obtained [190]. 
It has been established that the genes that are markers 
of certain somatic cells can continue being expressed 
at a high level in pluripotent cells, with the inactive 
chromatin marks (H3K27me3) in their promoter re-
gions being reduced and active chromatin marks (H3Ac 
and H3K4me3) being increased. no differences in the 
methylation of the promoters of these genes have been 
observed [190]. It is significant that these transcription 
disturbances and shifts in cell differentiation are elimi-
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nated after long-term cultivation of the iPScs clones. 
these data, along with the results of other studies, at-
test to the fact that reprogramming is a gradual proc-
ess; the establishment of the completely reprogrammed 
state of epigenome and cells in general requires a large 
number of rounds of genome replication.

In addition to the studies focused on the disturbance 
of epigenome reprogramming and “epigenetic memo-
ry” in mouse iPScs, several papers have already been 
published, which have confirmed the fact that a similar 
phenomenon exists in the reprogramming of human 
cells. It has been demonstrated that iPScs derived from 
neuronal precursors and β cells of the pancreatic gland 
and human retinal pigment epithelium can have a non-
random differentiation pattern; i.e., the direction of 
differentiation is strongly tilted towards the precursor 
type of somatic cells [188, 191, 192]. Aberrantly methyl-
ated regions have also been detected in iPScs derived 
from umbilical cord blood cells and neonatal keratinoc-
ytes, and the existence of the “epigenetic memory” has 

been established, which consists in predominant dif-
ferentiation into parent-type cells and is retained even 
after a large number of passages [193].

thus, the problem of “epigenetic memory” today 
remains among the major hurdles in the derivation 
and application of induced pluripotent stem cells. 
It is a pressing problem, especially due to the fact 
that iPScs display great potential for use in regen-
erative medicine and as models for human diseases. 
resolution of this problem will not only enable effi-
cient usage of human and animal iPScs for biomedi-
cal purposes, but can also provide new fundamental 
knowledge on the organization and role of cell epig-
enomes in culture and during the embryonic develop-
ment of organisms.  
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ABSTRACT Cellular therapy of endodermal organs is one of the most important issues in modern cellular biol-
ogy and biotechnology. One of the most promising directions in this field is the study of the transdifferentiation 
abilities of cells within the same germ layer. A method for an in vitro investigation of the cell differentiation po-
tential (the cell culture in a three-dimensional matrix) is described in this article. Cell cultures of postnatal sali-
vary gland cells and postnatal liver progenitor cells were obtained; their comparative analysis under 2D and 3D 
cultivation conditions was carried out. Both cell types have high proliferative abilities and can be cultivated for 
more than 20 passages. Under 2D cultivation conditions, the cells remain in an undifferentiated state. Under 3D 
conditions, they undergo differentiation, which was confirmed by a lower cell proliferation and by an increase 
in the differentiation marker expression. Salivary gland cells can undergo hepatic and pancreatic differentiation 
under 3D cultivation conditions. Liver progenitor cells also acquire a pancreatic differentiation capability under 
conditions of 3D cultivation. Thus, postnatal salivary gland cells exhibit a considerable differentiation potential 
within the endodermal germ layer and can be used as a promising source of endodermal cells for the cellular 
therapy of liver pathologies. Cultivation of cells under 3D conditions is a useful model for the in vitro analysis of 
the cell differentiation potential.
KEYWORDS 3D conditions; collagen gel; differentiation; endoderm; submandibular salivary gland cells; liver 
progenitor cells.
ABBREVIATIONS 2D conditions – two-dimensional conditions; 3D conditions – three-dimensional conditions; 
BrdU - 5-bromo-2’-deoxyuridine; cDNA – complementary deoxyribonucleic acid; DAPI - 4’,6-diamidino-2-phe-
nylindole; DNA – deoxyribonucleic acid; EGF – epidermal growth factor; ITS – insulin–transferrin–selenium; 
mRNA – messenger ribonucleic acid; PLPC – postnatal liver progenitor cells; PSGC – postnatal salivary gland 
cells; RNA – ribonucleic acid; Real-time PCR – real-time polymerase chain reaction; RT-PCR – reverse tran-
scription polymerase chain reaction.

INTRODUCTION
Investigating the plasticity of the cellular phenotype 
and the ability of cells to undergo transdifferentia-
tion within a single germ layer remain a pressing is-
sue in contemporary cell biology. Such research may 
be helpful not only in finding solutions to fundamental 
problems, such as the elucidation of the differentiation 
pathways in the embryogenesis process, establishment 
of the histogenetic relationships between different cell 
types, but also in outlining new approaches in regen-
erative medicine.

the potential of cellular therapy for treating liver 
pathologies is being actively researched. Despite the 
relative success that has been achieved in investiga-
tions carried out on laboratory animals, no safe and 
sufficiently efficient approach has been found thus 
far [1, 2]. today, the main task is to search for easily 
obtainable cells that can undergo hepatic differentia-
tion with sufficient efficiency. In terms of experimental 
and clinical studies on embryonic stem cells, bone mar-
row- [7, 9] and adipose-derived [10–12] mesenchymal 
cells, as well as amniotic fluid cells [13, 14], are the ones 
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that have been best studied [3, 6]. However, only partial 
transdifferentiation was demonstrated in all studies; 
no functionally active state has been achieved: hence, 
the search for an optimal source of cells to treat liver 
pathologies still continues.

the salivary gland remains a relatively poorly stud-
ied source of endodermal cells. However, the availabil-
ity of cellular material from the salivary gland, the pos-
sibilities of using these cells in autologic and allogenic 
variants, and the relatively low invasiveness of the bi-
opsy procedure makes this source of endodermal cells 
promising in research.

A sufficient amount of data on the in vitro cultiva-
tion of salivary gland cells of human and animal origin 
has been accumulated today. the in vitro cultivated 
salivary gland cells are an actively proliferating cul-
ture that can undergo a significant number of passages 
[15]. Salivary gland cells of human and animal origin 
(mouse, rat, pig) are characterized by the expression of 
cytokeratins 18 and 19 and, frequently, of α-fetoprotein 
[16, 17]. under certain cultivation conditions, these cells 
acquire the ability to synthesize glucagon, albumin, or 
insulin [18].

One of the approaches used in the in vitro investiga-
tion of the phenotypic plasticity of cells, cell cultiva-
tion in a 3D matrix (under 3D conditions) using a type 
I collagen gel, is discussed in the present work. cell 
cultivation in the collagen gel is used to investigate the 
morphogenetic potential of cells [19, 20], cellular migra-
tion [21], and to assess the cell differential potential [22]. 
Moreover, cultivation of pancreatic β cells in a type I 
4% collagen gel contributes to higher rates of survival 
for these cells and increases their functional activity 
[23]. As for salivary gland cells, mouse postnatal sali-
vary gland cells (PSGcs) cultured under 3D conditions 
(matrigel) acquire the ability to express α-fetoprotein 
and albumin, which is typical of hepatic differentia-
tion [16]. type I collagen gel, along with fibronectin, is 
known to be the main component of the hepatic extra-
cellular matrix. thus, the present study allows not only 
to shed some light on the differentiation potential of 
endodermal cells, but also assist in assessing the abili-
ties of a collagen matrix to initiate and maintain in vitro 
hepatic differentiation of cells.

the present study was aimed at investigating the ca-
pacity of mouse salivary gland cells to undergo hepatic 
differentiation during cultivation in a collagen gel.

the comparative analysis of the properties of mouse 
submandibular salivary gland cells and progenitor cells 
isolated from the liver was carried out. the morpho-
logical, immunophenotypic, and biochemical character-
istics of the cell cultures were compared under 2D and 
3D cultivation conditions; the gene expression profile of 
these cells was also analyzed by Pcr.

EXPERIMENTAL

Animals
8–20-week-old male C57BL/6 mice were used in the 
present work. the animals were kept under standard 
conditions and had food and water available ad libitum. 
All the procedures were carried out in accordance with 
the rules established by the bioethics committee at the 
Koltzov Institute of Developmental Biology, russian 
Academy of Sciences.

Isolation and cultivation of mouse 
postnatal submandibular salivary gland 
cells and mouse liver progenitor cells
to obtain the mouse liver and submandibular salivary 
gland cell cultures, the animals were anesthetized by 
inhaled chloroform vapor and dissected. the neck and 
belly regions were cleaned with ethanol, skin was cut 
using sterile scissors, the liver and both submandibu-
lar salivary glands were extracted using tweezers. the 
organs were transferred into sterile test tubes contain-
ing DMeM/F12 1 :1 medium (Gibco) and 40 μg/ml of 
gentamicin. After the organs were minced and blood 
vessels and mesenchymal tissues were removed, the 
salivary gland and liver homogenate was washed twice 
with PBS, followed by treatment with a type IV col-
lagenase solution (4 mg/ml, Sigma) in DMeM/F12 1 
:1 medium for 30–40 minutes at 37°С. cell suspensions 
were pipetted and passed through a 40-μm-pore-size 
filter to separate small cells from larger polyploid ones. 
the cells were washed twice with the cultivation me-
dium. “Soft” centrifugation at 100 g was carried out for 
2 min. the removal of erythrocytes and precipitation 
of primarily small cells with a higher specific density 
occurred under these conditions. After the superna-
tant was removed, the cells were re-suspended in a 
complete growth medium containing DMeM/F12 1:1, 
a 10% embryonic bovine serum (Hyclone), 2 mM glu-
tamine (Gibco), 1× ItS (Invitrogen), and 10 ng/ml eGF 
(Invitrogen). the cells were plated into culture dish-
es (corning) coated with type I collagen at a density 
of 5 × 103 cells/cm2 and cultivated under standard con-
ditions at 37°С and 5% СО

2
. the medium was replaced 

daily during the first 5 days and subsequently replaced 
every 3 days. During the splitting procedure cells were 
washed twice with PBS and incubated in the presence 
of 0.25% trypsin for 5 min at 37оС. the cells were split 
at a ratio of 1:3 and plated into type I collagen coated 
culture dishes. 

Preparation of collagen gel, cultivation of cells 
under 3D conditions, collagen gel contraction
collagen gel was prepared using the conventional pro-
cedure: type I collagen was extracted from rat tails as 
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described previously [20] and dissolved in sterile 0.1% 
acetic acid (5 mg/ml). First-passage cells were col-
lected using trypsin and diluted with PBS, with allow-
ance for the fact that the final concentration of cells 
be 1 × 106 cells/ml of gel. All materials were cooled to 
+4°С prior to gel preparation; the subsequent opera-
tions were carried out under cold conditions. Sterile 
components were added into a separate test tube in the 
following sequence: 0.34 М naOH (Sigma) until final 
concentration of 0.023 mM, 7.5% na

2
cO

3
 (Paneco) until 

final concentration of 0.26%, 10× DMeM (Sigma) until 
final concentrations of 1×, 100× glutamine (Gibco) until 
final concentration of 2 mM, 100× HePeS (Gibco) un-
til final concentration of 1×, embryonic bovine serum 
(Hyclone) until final concentration of 10%, followed by 
the addition of the collagen solution in acetic acid until 
a final concentration of collagen of 4%. the components 
were subsequently mixed 2–3 times, cells in PBS were 
added, the resulting mixture was additionally stirred 
once or twice, and the gel was poured into 35 mm Petri 
dishes (2 ml per plate). the gel was incubated in a cO

2
 

incubator at 37°С for 30 min until complete polymeriza-
tion. After the gel had polymerized, 2 ml of complete 
growth medium was added to each dish. the gel was 
separated from the dish walls using a pipette tip. the 
gel was then placed into a cO

2
 incubator; this very in-

stant was assumed to be the zero hour of gel prepara-
tion. the cells were subsequently cultivated in the gel 
in the cO

2
 incubator under the standard conditions; 

the medium was replaced every 2 days. In order to de-
termine the extent of gel contraction, its diameter was 
measured every 24 h counting from the zero hour of 
gel preparation. Gel containing no cells was used as the 
negative control of contraction.

Immunohistochemistry
collagen gel was incubated in the presence of 4% para-
formaldehyde at room temperature for 30 min, fol-
lowed by paraffin embedding in accordance with the 
standard methodology to prepare 40-μm-thick paraffin 
sections. the sections were stained with azure-eosin.

Immunocytochemistry
cells were plated onto the Petri dishes coated with the 
type I collagen gel 48 h prior to fixation in order to carry 
out immunocytochemical staining. Paraformaldehyde 
(4%) was used for fixation (10 min, room temperature). 
the dishes were subsequently washed with PBS con-
taining 0.1% triton X-100, followed by blocking using 
1% bovine serum albumin in PBS for 30 min at room 
temperature. the incubation in the presence of the 
primary antibodies in PBS was carried out for 60 min 
at 37°С (or at +4°С overnight) using the dilution recom-
mended by the manufacturer (typically, 1:200–1:500). 

the plates were washed with PBS 3 times for 10 min 
at 37°С, followed by incubation in the presence of the 
secondary antibodies in PBS (1:1000 dilution) for 40 min 
at 37°С. Washing with PBS was carried out 3 times for 
10 min at 37°С with DAPI (Sigma) added during the last 
washing phase. the analysis was carried out on a fluo-
rescent microscope. the antibodies used in the experi-
ments are listed in Table 1. 

During the analysis of the cells after cultivation un-
der 3D conditions for 10 days, the gel was washed with 
PBS, minced, and incubated in the presence of 0.075% 
type II collagenase (Sigma) for 60 min at 37°С. After 
the gel had been digested, the cells were washed us-
ing PBS, plated onto dishes coated with type I colla-
gen, and cultivated under the standard conditions (cO2 

incubator, 48 h). the conventional staining procedure 
was subsequently carried out (see above). 

Determination of the proliferative activity 
of cells using bromodeoxyuridine
the proliferative activity of cells during cultivation un-
der 2D and 3D conditions was determined by their abil-
ity to incorporate bromodeoxyuridine (Brdu). Fifteen 
hours prior to fixation, Brdu (Sigma) was added to the 
cells until a final concentration of 10 μM. the cells were 
subsequently washed using PBS during cultivation 
under 2D conditions and fixed in 70% ethanol (30 min, 
+4°С). An equivalent volume of 4n Hcl was then add-
ed, and incubation at room temperature for 30 min was 
carried out. the cells were washed with PBS until neu-

Table 1. Antibodies used in the present work

Antibody Antigen company,  
catalog number

Primary antibodies

cK19 cytokeratin 19 Abcam, # 
ab15463-1

ALB Albumin r & D, # 
MAB1455

cYP P450 cytochrome P450 
1A1

Millipore, # 
AB1258

Brdu Bromodeoxyuridine Abcam, # ab8152

Secondary antibodies

Alexa Fluor® 488 donkey  
anti-rabbit IgG (H + L)

Invitrogen,  
# A-21206

Alexa Fluor® 488 goat  
anti-mouse IgG (H + L)

Invitrogen,  
# A-11029
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tral pH values, incubated in the presence of the pri-
mary anti-Brdu antibodies in PBS (1:1000 dilution) for 
60 min at 37°С, and subsequently washed 3 times for 
10 min using PBS at 37°С, followed by incubation of the 
cells in the presence of secondary antibodies (1:1000 
dilution) for 60 min at 37°С. the cells were then washed 
again 3 times for 10 min in PBS at 37°С; DAPI (Sigma) 
was added during the final washing phase. the cells 
were analyzed using a fluorescent microscope, 5,000 
cells were counted for the statistical analysis. 

In order to determine the fraction of proliferating 
cells after 10 days of cultivation under 3D conditions, 
the cells in gel were incubated in the presence of 10 μM 
Brdu for 15 h, followed by gel washing with PBS, 
minced, and incubated in the presence of type II col-
lagenase (Sigma) for 60 min at 37°С. Following the gel 
digestion , the cells were washed with PBS, plated onto 
dishes coated with type I collagen, and cultivated un-
der the standard conditions in the cO

2
 incubator. After 

the cells were attached, a staining procedure identical 
to that carried out under 2D conditions was performed 
(see above).

the gel was stained with anti-Brdu antibodies to 
analyze the features of cell growth and to reveal mor-
phogenetic features under 3D conditions. After the cells 

were cultivated in the gel for 10 days, 10 μM Brdu was 
added to the medium for 15 h; the gel was subsequently 
fixed with 4% paraformaldehyde for 10 min at room 
temperature. the gel was then incubated in 70% etha-
nol (30 min, +4°С), an equivalent volume of 4n Hcl was 
added, and incubation at room temperature for 15 min 
was performed. the gel was washed using PBS to ob-
tain neutral pH values and incubated in the presence 
of the primary anti-Brdu antibodies in PBS (1:1000 di-
lution) for 16 h on a shaker at room temperature. the 
gel was subsequently washed 3 times for 10 min using 
PBS on a shaker at room temperature, followed by in-
cubation of the cells in the presence of the secondary 
antibodies (1:1000 dilution) for 2 h on a shaker at room 
temperature. the cells were then washed 3 times for 
10 min in PBS at 37°С, and DAPI (Sigma) was added 
during the last wash. the cells were analyzed on a fluo-
rescent microscope.

Isolation of total RNA from cells 
total rnA was isolated from the cells during the first 
passage, when cultivation occurred under 2D condi-
tions and after 10 days of incubation in gel, when cells 
were cultivated under 3D conditions. the gel was di-
gested using type II collagenase to isolate rnA from 

Table 2. Primers used in RT-PCR

Primer Gene nucleotide sequence Amplicon, 
bp

Melting 
temperature, 

°c

mGAPDH Glyceraldehyde-3-phosphate 5’-AGG tcG GtG tGA AcG GAt ttG-3’
5’-GGG Gtc Gtt GAt GGc AAc A-3’ 95 62.6

62.6

mKrt8 Keratin 8 5’-tcc Atc AGG GtG Act cAG AAA-3’
5’-AAG GGG ctc AAc AGG ctc t-3’ 242 60.1

60.0

mKrt14 Keratin 14 5’-GGc tGG AGc AGG AGA tcG ccA-3’
5’-AGG Acc tGc tcG tGG GtG GAG AccA-3’ 90 61.0

62.0

mKrt19 Keratin 19 5’-GGG GGt tcA GtA cGc Att GG-3’
5’-GAG GAc GAG Gtc AcG AAG c-3’ 113 62.9

62.1

mAFP Alpha fetoprotein 5’-ccA tcA cct ttA ccc AGt ttG t-3’
5’-ccc Atc Gcc AGA Gtt ttt ctt-3’ 101 60.2

60.6

m1AAt Alpha-1-antitrypsin 5’-ctc Gtc cGc tcA ctA AAc AAG-3’
5’-Gct Gtc tGA GAG tcA AGG tct t-3’ 248 60.7

61.3

mtAt tyrosine aminotransferase 5’-AGc cGA Atc cGA AcA AAA cc-3’
5’-Gcc GAt AGA tGG GGc AtA Gc-3’ 146 60.9

61.3

mPePcK Phosphoenolpyruvate car-
boxykinase 1

5’-tGA cAG Act cGc cct AtG tG-3’
5’-ccc AGt tGt tGA ccA AAG Gc-3’ 153 61.0

61.4

mALB Albumin 5’-tGc ttt ttc cAG GGG tGt Gtt-3’
5’-ttA ctt cct GcA ctA Att tGG cA-3’ 167 62.4

60.2

mcYP3A13 cytochrome P450, family 3, 
subfamily a, polypeptide 13

5’-AtG AGG cAG GGA ttA GGA GAA G-3’
5’-tGA GAG GAA cAG tGG Atc AAA GA-3’ 189 60.7

60.7

mIns2 Insulin-2 preproprotein 5’-Gct tct tct AcA cAc ccA tGt c-3’
5’-AGc Act GAt ctA cAA tGc cAc-3’ 147 60.6

60.1

mAmy Amylase 5’-AAc GAA AGA GAA Att GAA Acc-3’
5’-Gcc ccc Act ccA cAc AtG tGG-3’ 213 60.0

62.0
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the cells cultivated under 3D conditions; the cells were 
precipitated using centrifugation. rnA was isolated us-
ing AllPrep DnA/rnA Mini Kit (Qiagen) in accordance 
with the manufacturer’s recommendations. rnA con-
centration was determined using a Qubit mini-fluor-
ometer and the rnA Assay Kit (Invitrogen). reverse 
transcriptase Superscript II (Invitrogen) and random 
primers were used for reverse transcription. 500 ng of 
total rnA was used for the reaction.

RT-PCR analysis of mouse salivary gland 
cells and mouse progenitor liver cells
the rt-Pcr was carried out using the ScreenMix kit 
(eurogen) in accordance with the manufacturer’s rec-
ommendations. the reaction conditions were as fol-
lows: pre-incubation at 95оС for 5 min to activate DnA 
polymerase, followed by 25–30 cycles: denaturation at 
95оС for 15 s; annealing at 57–59оС for 15 s; and elon-
gation at 72оС for 1 min. Table 2 lists the markers and 
the melting temperatures of the primers used in the 
experiment.

Agarose gel electrophoresis
electrophoresis was carried out in 1.5% agarose gel 
(Helicon) and a tAe buffer (Paneco) at a voltage of 
80 V. DnA Ladder (Promega) was used as molecular 
weight markers in 1 kb and 100 bp increments. the 
probe volume was 6 μl per well. the gel was analyzed 
under uV light (360 nm) after staining with ethidium 
bromide (Sigma).

Quantitative PCR 
Quantitative real-time Pcr was carried out using a 
real-time Pcr kit and an eVA Green stain (Sintol) on 
a cFX96 real-time Pcr instrument (Biorad). the re-
action conditions were as follows: pre-incubation at 

95оС for 5 min to activate DnA polymerase, followed 
by 40 cycles: denaturation at 95оС for 30 s; annealing 
at 57–59оС for 30 s; and elongation at 72оС for 45 s. 
the annealing temperature varied slightly for differ-
ent genes, depending on the melting temperatures of 
the primers (Table 3). Fluorescence was determined 
in the Fam channel; the initial analysis of the results 
was carried out automatically using software supplied 
with the device. GAPDH mrnA was used as an in-
ternal standard relative to which the concentrations 
of the other mrnAs were determined. the cDnA 
samples of each investigated gene were (where pos-
sible) analyzed simultaneously and in parallel in the 
adjacent wells of the device under strictly identical 
conditions.

Determination of the rate of urea production by cells 
the rate of urea production by cells was determined us-
ing the urea Assay Kit (BioVision) in accordance with 
the manufacturer’s recommendations. the amount of 
urea was measured in the culture medium, and the 
old medium was replaced with a fresh one 24 h prior 
to sampling. the cells cultivated under 2D conditions 
were analyzed during the first passage; the media 
samples from cells cultivated under 3D conditions 
were collected on the 1st, 5th and 10th days of incuba-
tion in gel.

Statistical analysis of the data
All experiments were carried out in three repeats us-
ing cell cultures obtained from three different animals. 
each procedure was performed under identical condi-
tions in three technical repeats. the statistical analysis 
was performed using a Student’s t-test at a 95% confi-
dence interval for the biological repeats and 99% confi-
dence interval for the technical repeats.

Table 3. Primers used in real-time PCR

Primer Gene nucleotide sequence Amplicon, 
bp

Melting 
temperature, 

°c

mGAPDH Glyceraldehyde-3-phosphate 5’-AGG tcG GtG tGA AcG GAt ttG-3’
5’-GGG Gtc Gtt GAt GGc AAc A-3’ 95 62.6

62.6

mKrt19 Keratin 19 5’-GGG GGt tcA GtA cGc Att GG-3’
5’-GAG GAc GAG Gtc AcG AAG c-3’ 113 62.9

62.1

mAFP Alpha fetoprotein 5’-ccA tcA cct ttA ccc AGt ttG t-3’
5’-ccc Atc Gcc AGA Gtt ttt ctt-3’ 101 60.2

60.6

m1AAt Alpha-1-antitrypsin 5’-ctc Gtc cGc tcA ctA AAc AAG-3’
5’-Gct Gtc tGA GAG tcA AGG tct t-3’ 248 60.7

61.3

mtAt tyrosine aminotransferase 5’-AGc cGA Atc cGA AcA AAA cc-3’
5’-Gcc GAt AGA tGG GGc AtA Gc-3’ 146 60.9

61.3

mPePcK Phosphoenolpyruvate  
carboxykinase 1

5’-tGA cAG Act cGc cct AtG tG-3’
5’-ccc AGt tGt tGA ccA AAG Gc-3’ 153 61.0

61.4
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RESULTS AND DISCUSSION

Morphological characteristics of mouse 
liver and mouse salivary gland cells 
cultivated under 2D and 3D conditions
Following the isolation, the PLPcs were attached to 
the plastic coated with type I collagen for 1-2 days; the 
PSGcs were attached for 2-3 days. the cells were po-
lygonal and mononuclear; they were characterized by a 
small size and high nucleocytoplasmic ratio. the forma-
tion of dense colonies followed. the PSGc monolayer 
was formed on the 5th day, and the PLPc monolayer 
was formed on the 7th day (Fig. 1A,B). At this stage, the 
morphology of the cells isolated from the liver and the 
salivary gland was almost identical. the cell population 
doubling time was maximal during the 0 passage: ap-
proximately 35 h for PSGcs and 50 h for PLPcs. Fol-
lowing the monolayer formation and during the subse-
quent cultivation, the cell population doubling time was 
stabilized around 42 h for PSGcs and 63 h for PLPcs. 
Both cell cultures could undergo over 20 passages, 
which indicates that they have a high proliferative po-
tential and generally consist of undifferentiated cells.

During the first passage, PSGcs and PLPcs were 
incorporated into the 4% collagen gel at a concentra-
tion of 1 × 106 cells/ml of gel. Morphological changes 
were observed during the subsequent 10 days of cell 
incubation in the gel. PSGcs became elongated and 
formed clusters increasing in size with the lapse of time. 
Bundles consisting of several dozen cells radiated from 
the clusters (Fig. 1C). the bundles of the PSGc cells in 
the gel had a tubular structure as can be seen in the 
paraffin sections (Fig. 1E). the PLPcs also formed clus-
ters in the form of small bundles, although the emer-
gence of large clusters was less pronounced (Fig. 1D). 
these structures are not hollow as can be seen in the 
sections (Fig. 1F). Some PLPcs retained their round 
shape, became larger, and contained many granules 
under 3D conditions.

A decrease in the collagen gel size (contraction) oc-
curs as the cellular bundles grow. It was established 
that the degree of contraction depends on the cytoskel-
eton of the cells and reflects their contractility [19]. the 
investigated cells acquired contractile capabilities dur-
ing the differentiation in myoepithelium. Hence, the 
myoepithelial differentiation potential of the PSGcs 
and PLPcs can be determined from the degree of con-
traction of the collagen gel.

contraction of the collagen gel was observed during 
the entire period of incubation of PSGcs and PLPcs 
under 3D conditions. PSGcs cause a significant con-
traction, as soon as after 5 days of cell incubation in the 
gel, its area decreases to 14% of the initial size (Fig. 2). 
Meanwhile, PLPcs contract the gel to a lesser extent: 

the gel area was more than 30% of its initial size on the 
10th day of incubation (Fig. 2). therefore, the PSGcs 
have a higher myoepithelial differentiation potential, 
which is in agreement with published data [24].

Our data indicate that there is a similarity between 
the morphological characteristics of PSGcs and PLPcs 
during cultivation under 2D conditions. However, the 
morphogenetic characteristics of cells differ signifi-
cantly under 3D conditions.

Immunocytochemical analysis of mouse liver 
and mouse salivary gland cells cultures under 2D 
conditions and after cultivation in collagen gel
In order to determine the effect of 3D cultivation 
conditions on the expression of hepatic markers, im-
munophenotyping of PSGcs and PLPcs cultured on 

А  B

C  D

E F 

100 µm 100 µm

100 µm100 µm

100 µm 100 µm

Fig. 1. The morphology of salivary gland and liver pro-
genitor cells under 2D and 3D cultivation conditions, 
phase contrast microscopy. A) PSGC, monolayer culture, 
0 passage; B) PLPC, monolayer culture, 0 passage; C) 
PSGC, 10-th day of cultivation in 4% collagen gel, 1 pas-
sage; D) PLPC, 10th day of cultivation in 4% collagen gel, 
1 passage; E) PSGC, histological section of collagen gel, 
10th day of cultivation, azure-eosin staining; F) PLPC, his-
tological section of collagen gel, 10th day of cultivation, 
azure-eosin staining
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plastic and after incubation for 10 days in a collagen gel 
was carried out. Immunophenotyping of endodermal 
cells was performed during the first passage using the 
markers listed in Table 1. 

During cultivation under 2D conditions, the cells in 
both cultures are weakly positive with respect to al-
bumin and hepatocyte-specific cytochrome Р450 1А1 
(Fig. 3A, B, C, D). Staining for cytokeratin 19 is typi-
cal of both cultures (Fig. 3C,F); however, cytokeratin 
localization differs for PSGcs and PLPcs. cytokera-
tin 19 localizes in the perinuclear space and under the 
plasma membrane in PSGcs, which can presumably be 
attributed to the developed system of tight junctions in 
these cells as they have a barrier function. In PLPcs, 
cytokeratin 19 localizes predominantly in the perinu-
clear space. Both cultures contain a small number of 
cells in which cytokeratin 19 is distributed throughout 
the entire cytoplasm.

During the analysis of the cells cultivated for 10 
days under 3D conditions, the gel was digested using 
type II collagenase. the cells were then plated onto 
dishes coated with type I collagen and cultivated un-
der the standard conditions (cO2

 incubator for 48 h), 
followed by cellular immunophenotyping. the ex-
pression level of cytochrome P450 1A1 increased due 
to cultivation of PSGcs in the collagen gel (Fig. 3H), 
whereas the expression level of albumin remained in-
tact. the expression of cytokeratin 19 decreased, and 
its localization changed: in most cells, cytokeratin 19 
localized in the perinuclear space (Fig. 3I). Following 
the incubation in the collagen gel, the expression of 

albumin and cytochrome P450 increased, while the 
expression of cytokeratin 19 decreased in PLPcs (Fig. 
3J–L).

Hence, the investigated cell cultures are character-
ized by a similar expression pattern of hepatic markers 
during cultivation under 2D conditions. the immunocy-
tochemical analysis data indicate that hepatic markers 
are expressed in both cultures. However, their level of 
expression in the investigated endodermal cells is low; 
which attests to the fact that PSGcs and PLPcs are 
in an undifferentiated state. Both PSGcs and PLPcs 
express markers typical of the ductal (cytokeratin 19) 
and the hepatic (albumin, cytochrome P450 1A1) line-
age; i.e., they have a bipotent differentiation potential, 
which is usually observed in oval cells (e.g., [25]). Fol-
lowing cultivation under 3D conditions, the expression 
of the hepatic differentiation markers increases, which 
is more evident in the case of PLPcs. the expression 
of ductal differentiation markers (cytokeratin 19) de-
creases in both cultures.

Determination of the proliferative capacity 
of mouse salivary gland and mouse liver 
progenitor cells under 2D and 3D conditions 
the analysis of the proliferative capacity of cells based 
on the determination of Brdu incorporation demon-
strated that PSGcs have a high proliferative poten-
tial. During the first passage of cultivation under 2D 
conditions, Brdu was incorporated into more than 90% 
of the salivary gland cells (Fig. 4A) and 30% of PLPcs 
(Fig. 4D). the PLPc population appeared to be more 
heterogeneous and to contain cells of variable levels of 
differentiation.

On the 10th day of cultivation in the collagen gel, 
Brdu was incorporated only into 52% of PSGcs and 
11.5% of PLPcs (Fig. 4B,E). Hence, the cellular pro-
liferation of both cultures under 3D conditions slows 
down approximately twofold. In order to determine the 
features of cellular growth in gel and the morphoge-
netic features under 3D conditions, Brdu staining was 
carried out without isolation of cells from the gel. As a 
result, no specific patterns in the distribution of prolif-
erating cells were identified: Brdu-positive cells local-
ized both in the outer and inner layers along the entire 
length of the cellular bundles (Fig. 4C,F).

RT-PCR for mouse salivary gland and 
mouse progenitor liver cells cultures under 
2D and 3D cultivation conditions 
the rt-Pcr analysis of the PSGc and PLPc was car-
ried out during the first passage under 2D cultivation 
conditions and after cell incubation in gel under 3D 
conditions for 10 days. rt-Pcr was performed for a 
wide range of markers specific to endoderm cells. the 
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Fig. 2. 4% collagen gel contraction by salivary gland and 
liver progenitor cells, cell concentrations are 1 x 106 per ml 
of gel, 1 passage. X-axis value is days of contraction,  
Y-axis value is gel area in relation to the initial gel area 
(%). Red columns relate to PSGC; blue columns, to PLPC
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Fig. 3. Immunocytochemistry of 
salivary gland and liver progen-
itor cells on the 1st passage, 
fluorescent microscopy. Cell 
nuclei stained by DAPI (blue 
color), the antigens stained by 
Alexa Fluor 488 (green color), 
bar equals to 100 microns. A) 
PSGC, albumin, 2D conditions; 
B) PSGC, cytochrome P450 
1A1, 2D conditions; C) PSGC, 
cytokeratin 19, 2D conditions; 
D) PLPC, albumin, 2D condi-
tions; E) PLPC, cytochrome 
P450 1A1, 2D conditions; 
F) PLPC, cytokeratin 19, 2D 
conditions; G) PSGC, albumin, 
after cell cultivation for 10 days 
in the collagen gel; H) PSGC, 
cytochrome P450 1A1, after 
cell cultivation for 10 days in 
the collagen gel; I) PSGC, cy-
tokeratin 19, after cell cultiva-
tion for 10 days in the collagen 
gel; J) PLPC, albumin, after cell 
cultivation for 10 days in the 
collagen gel; K) PLPC, cyto-
chrome P450 1A1, after cell 
cultivation for 10 days in the 
collagen gel; L) PLPC, cytok-
eratin 19, after cell cultivation 
for 10 days in the collagen gel

А  B  C

D  E  F

Fig. 4. Analysis of the pro-
liferative activity of salivary 
gland and liver progenitor 
cells under 2D and 3D cultiva-
tion conditions, 1st passage, 
fluorescent microscopy. Cell 
nuclei stained by DAPI (blue 
color), BrdU stained by Alexa 
Fluor 488 (green color), bar is 
equal to 100 µm. A) PSGC, 2D 
conditions; B) PSGC isolated 
from the collagen gel after 
cultivation for 10 days under 3D 
conditions; C) PSGC, 10th day 
of cultivation in the collagen gel 
(without isolation); D) PLPC, 
2D conditions; E) PLPC isolated 
from the collagen gel after 
cultivation for 10 days under 3D 
conditions; F) PLPC, 10th day of 
cultivation in the collagen gel 
(without isolation)
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housekeeping gene GAPDH was used as a positive con-
trol during Pcr.

According to the rt-Pcr data, both PSGcs and 
PLPcs express cytokeratins 8, 18, 19, specific to endo-
dermal epithelial cells during the first passage under 2D 
conditions. Moreover, PSGcs express cytokeratin 14, 
specific to the cells associated with the basement mem-
brane, and also express amylase and insulin (Fig. 5), 
whereas PLPcs are negative with respect to these mark-
ers. As for the hepatocyte-specific markers, both PSGcs 
and PLPcs express α-fetoprotein and α-1-antitrypsin, 
albumin and cytochrome P450 3A13. the markers of the 
later stages of hepatocyte differentiation (PEPCK, TAT) 
were not detected under 2D cultivation conditions.

the expression of PEPCK and TAT, which are typical 
of the later stages of hepatic differentiation, was detect-
ed in PSGcs and PLPcs after cultivation in the collagen 
gel for 10 days. Furthermore, PLPcs are characterized 
by expression of amylase and insulin, which are the cell 
markers of pancreatic differentiation. this phenotypic 
plasticity of liver progenitor cells is in close agreement 
with the published data, according to which liver and 
pancreatic stem cells can transdifferentiate into each 
other under certain in vitro cultivation conditions [2, 26].

Quantitative Real-Time PCR for salivary gland 
cells cultures compared to liver progenitor cells 
under 2D and 3D cultivation conditions
the comparative analysis of the PSGc and PLPc cells 
cultures was carried out during the first passage using 
quantitative real-time Pcr for the markers specific to 

2D conditions 3D conditions

PSGC PLPC PSGC PLPC

mGAPDH
mKRT8

mKRT14
mKRT19

mAmy
mIns2
mAFP

m1AAT
mALB

mCYP 3A13
mPEPCK

mTAT

Fig. 5. RT-PCR analysis of salivary gland and liver progeni-
tor cells on the 1st passage under 2D and 3D cultivation 
conditions

liver cells (Table 4). In addition, the expression of these 
genes in PSGcs was analyzed after cultivation in the 
collagen gel for 10 days. the data for each culture was 
normalized with respect to GAPDH, the level of expres-
sion of which was assumed to be equal to 1.

During the first passage under 2D conditions, PSGcs 
express cytokeratin 19 at a relatively high level; how-
ever, its expression level in PLPcs was over 18 times 
higher. After the incubation in the gel, the expression 
of cytokeratin 19 in salivary gland cells dropped two-
fold. the level of expression of α-fetoprotein specific 
to the oval cells in both cultures was relatively low, 
but its expression was 10 times higher in PLPcs. the 
hepatic markers were expressed in the investigated 
cells at a relatively low level; the expression of these 
markers was several times higher in PLPcs. the level 
of α-fetoprotein expression in PSGcs increased by over 
100 times after the cell incubation in gel for 10 days and 
significantly exceeded its expression level in PLPcs un-
der 2D cultivation conditions. the level of expression of 
α-1-antitrypsin in PSGcs specific to the initial stages 
of hepatic differentiation increased 80 times under 3D 
conditions. the level of expression of the markers spe-
cific for the later stages of hepatic differentiation sig-
nificantly increased as well.

Determination of the rate of urea production by 
mouse salivary gland cells and mouse progenitor 
liver cells under 2D and 3D cultivation conditions
the rate of urea production by PSGcs and PLPcs un-
der 2D and 3D cultivation conditions was analyzed to 

Table 4. RT-PCR for PSGCs and PLPCs during the 1st pas-
sage under 2D and 3D cultivation conditions*

Primer
2D conditions 3D conditions, 

10th day

PSGc PLPc PSGc

mGAPDH 1 1 1

mKrt19 14.1 295.59 7.9

mAFP 0.01 0.12 1.19

m1AAt 0.04 0.30 3.19

mtAt 0.09 0.43 0.32

mPePcK 0.02 0.08 0.18

* The data have been standardized with respect to 
GAPDH
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determine the functional activity of the cells under in-
vestigation.

Both cultures of endodermal cells producted virtu-
ally no urea under 2D conditions: ~2 mM of urea per 
1 × 106 of PSGcs during 24 h was detected during the 
first passage, and ~2.5 mM of urea was detected for 
PLPcs (Fig. 6). this value slightly decreases as the 
number of passages increases (data not shown). How-
ever, the level of urea production by both PLPcs and 
PSGcs gradually increases during cultivation under 
3D conditions. On the 10th day of cultivation, the rate of 
urea production was 15 times higher for PLPcs and 10 
times higher for PSGcs as compared to the initial lev-
els. Hence, the level of urea production by PSGcs was 
equal to ~60% of that by PLPcs after cultivation for 10 
days under 3D conditions.

Liver and pancreatic stem cells are known to be ca-
pable of undergoing transdifferentiation within the 
endodermal germ layer. thus, the ductal cells isolated 
from the pancreas and transplanted into the liver dif-
ferentiate into hepatocytes [27]. Oval cells can differ-
entiate into endocrine and exocrine pancreatic cells 
[26]. Pancreatic islet cells can differentiate into hepa-
tocytes in culture with increased plating density. It 
has been demonstrated that pancreatic acinar cells 
can differentiate into hepatocytes when exposed to 
dexamethasone [2]. However, very little data is avail-
able about the differentiation potential of salivary 
gland cells. A fivefold increase in albumin expression 
is observed in cell cultures derived from pig salivary 
glands after such cells are stimulated with nicotin-

amide [18]. Mouse salivary gland cells transplanted 
into the liver through the portal vein are capable of 
engrafting the liver and producing albumin and α-1-
antitrypsin [16].

Generally speaking, our results have confirmed the 
high phenotypic flexibility of mouse salivary gland cells 
within the endodermal germ layer. PSGcs undergo sig-
nificant and specific hepatic differentiation in the colla-
gen gel without any additional stimulation with growth 
factors and cytokines.

CONCLUSIONS
A mouse postnatal submandibular salivary gland cell 
culture was obtained and compared to mouse postna-
tal progenitor liver cells under 2D and 3D cultivation 
conditions.

Mouse postnatal salivary gland cells and mouse pro-
genitor liver cells are endodermal epithelial cells. PS-
Gcs are ductal cells characterized by a high prolifera-
tive potential. the PLPc population is heterogeneous 
and contains cells at various differentiation stages. Both 
cultures possess the bipotent potential of hepatic and 
ductal differentiation. Moreover, PSGcs are capable 
of pancreatic differentiation, while PLPcs acquire this 
ability during cultivation in a collagen gel.

PSGcs and PLPcs are considerably similar in terms 
of the expression of various cellular markers and seem 
to possess similar differential potentials. In general, PS-
Gcs and PLPcs are characterized by a significant phe-
notypic flexibility and the ability to undergo transdif-
ferentiation within the endodermal germ layer.

under 3D cultivation conditions, PSGcs and PLPcs 
undergo differentiation, which is characterized by a 
slowdown of cellular proliferation and an increase in 
the expression level of differentiation markers. under 
3D conditions, PSGcs are characterized by a decrease 
of the expression of ductal markers and an increase in 
the expression of hepatic markers in a similar degree 
with PLPcs.

cell culturing in a collagen gel is a convenient model 
of in vitro analysis of the cellular differential potential. 
During cultivation in a collagen gel, postnatal salivary 
gland cells undergo hepatic differentiation in the ab-
sence of any additional stimulation by cytokines and 
growth factors. Hence, the investigated postnatal sali-
vary gland cells can undergo hepatic transdifferentia-
tion and become a convenient source of cells for the cel-
lular therapy of liver pathologies. 

This work was supported by the Russian Foundation 
for Basic Research  

(project № 11-04-12061-ofi-M-2011).
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Fig. 6. Analysis of urea synthesis by salivary gland and 
progenitor liver cells under 2D and 3D cultivation condi-
tions, 1st passage. The Y-axis value is amount of urea 
(mM) per 1 x 106 cells per 24 h. Red columns relate to 
PSGC; blue columns, to PLPC
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ABSTRACT G-protein-coupled receptors (GPCR) constitute one of the biggest families of membrane proteins. 
In spite of the fact that they are highly relevant to pharmacy, they have remained poorly explored. One of the 
main bottlenecks encountered in structural-functional studies of GPCRs is the difficulty to produce sufficient 
amounts of the proteins. Cell-free systems based on bacterial extracts from E. coli cells attract much attention as 
an effective tool for recombinant production of membrane proteins. GPCR production in bacterial cell-free ex-
pression systems is often inefficient because of the problems associated with the low efficiency of the translation 
initiation process. This problem could be resolved if GPCRs were expressed in the form of hybrid proteins with 
N-terminal polypeptide fusion tags. In the present work, three new N-terminal fusion tags are proposed for cell-
free production of the human β2-adrenergic receptor, human M1 muscarinic acetylcholine receptor, and human 
somatostatin receptor type 5. It is demonstrated that the application of an N-terminal fragment (6 a.a.) of bacte-
riorhodopsin from Exiguobacterium sibiricum (ESR-tag), N-terminal fragment (16 а.о.) of RNAse A (S-tag), and 
Mistic protein from B. subtilis allows to increase the CF synthesis of the target GPCRs by 5–38 times, resulting 
in yields of 0.6–3.8 mg from 1 ml of the reaction mixture, which is sufficient for structural-functional studies.
KEYWORDS Cell-free expression; GPCR; translation initiation.
ABBREVIATIONS a.a. – amino acid residue; β2AR – human β2-adrenergic receptor; CF system – cell-free expression 
system; ESR – bacteriorhodopsin from Exiguobacterium sibiricum; ESR-tag – 6 a.a. N-terminal fragment of the 
ESR; FM – feeding mixture; GPCR – G-protein-coupled receptor; M1-mAChR – human muscarinic acetylcho-
line receptor M1; MP – membrane protein; RM – reaction mixture; SSTR5 – human somatostatin receptor type 5; 
S-tag – 16 a.a. N-terminal fragment of ribonuclease A; T7-tag – 11 a.a. N-terminal fragment of the leader peptide 
of the protein 10 of the bacteriophage T7; TM – transmembrane; TRX – thioredoxin from Escherichia coli.

INTRODUCTION
Integrated membrane proteins (MPs) participate in a 
number of processes essential for single-cell and meta-
zoan organisms. these proteins are responsible for cel-
lular energetics, intercellular recognition, signal trans-
duction, and transport of various substances through 
the cell membrane [1]. recent data indicate that MPs 
make up over 25% of all amino acid sequences in the 
genomes of higher organisms, including the human ge-
nome. G-protein-coupled receptors (GPcr) are among 
the most pharmacologically important MP classes. Over 
800 GPcr genes have been identified in the human ge-
nome [3], and membrane receptors of this class are the 
targets of ~30% of modern drugs [4]. GPcrs are char-
acterized by homological spatial organization and con-
tain seven transmembrane (tM) helices, as well as the 

extracellular n- and intracellular c-terminal regions 
[5]. the binding sites of low-molecular-weight ligands 
localize in the tM domain of the receptor, whereas pep-
tide hormones and regulatory proteins interact with 
the n-terminal region and extracellular loops [5].

GPcrs are of particular interest for pharmacological 
research; however, structural and functional investi-
gations of these receptors are complicated [5] because 
of the infeasibility of isolating a sufficient amount of 
the protein from natural sources and the problems 
concerned with designing high-performance systems 
to heterologously produce these MPs [6]. Over the last 
decade, the joint use of expression systems based on 
eukaryotic cells and new methods of X-ray structure 
analysis has enabled to determine the spatial struc-
ture of a series of GPcrs [5], including the human β2-
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adrenoreceptor (β2Ar) [7] and human muscarinic M2 
and M3 cholinoreceptors (mAchr) [8, 9]. these studies 
have led to a better understanding of the principles of 
the spatial organization of GPcr. However, a thorough 
investigation into the functional dynamics and mecha-
nisms of membrane receptor functioning requires the 
use of high-resolution spectroscopic methods, such as 
heteronuclear nMr spectroscopy [10]. the current 
nMr spectroscopy methods require milligram amounts 
of protein samples labeled with stable isotopes (2H, 13c, 
15n) [10], which are expensive when eukaryotic systems 
are used. Meanwhile, the use of conventional bacterial 
expression systems for GPcr production often does not 
allow to achieve high yields of the target protein and is 
complicated due to the necessity to develop re-natura-
tion protocols [11].

cell-free (cF) expression systems [12], and in par-
ticular those based on bacterial extracts, have recently 
gained increasing popularity as an alternative tool for 
the recombinant production of MPs [13]. As compared 
with the systems based on cell production, cF systems 
have a number of advantages, including exclusive pro-
duction of the target protein, the possibility to synthe-
size toxic proteins, simple procedure for synthesizing 
selectively isotope-labeled samples, and the possibility 
of direct introduction of various agents and cofactors to 
the reaction mixture to stabilize the native spatial struc-
ture of the synthesized protein in the solution [12, 13]. 
thus, the components of membrane-mimicking media, 
such as detergent micelles, lipid/detergent bicelles, li-
posomes, and lipid–protein nanodiscs, can be added to 
the reaction mixture to produce soluble MPs [13–15].

According to the published data, direct expression 
of GPcr genes in cF systems is inefficient [14, 16–18]. 
the low efficiency of the translation initiation process 
[18], due to the formation of a secondary structure of 
the 5-prime end mrnA fragment, is among the pos-
sible reasons [19, 20]. In most cases, this problem can be 
solved and the desired level of GPcr production can be 
attained by inserting additional nucleotide sequences 
encoding n-terminal polypeptide fusion tags, such as 
the fragment of the protein 10 leader sequence of bac-
teriophage t7 (t7-tag, 11 a.a.; hereinafter, the sequence 
length is given with allowance for the n-terminal Met 
residue) [14,16], the thioredoxin protein from E. coli 
(trX) [17], or 1–6 a.a. long synthetic sequences [18] at 
the 5-prime end of the target protein gene. 

three novel n-terminal fusion tags are proposed in 
this work in order to increase the efficiency of cell-free 
production of human GPcr by the example of β2Ar, 
M1-mAchr, and somatostatin receptor type 5 (SStr5). 
It is shown that the use of nucleotide sequences encod-
ing the n-terminal fragment (6 a.a.) of bacteriorho-
dopsin from Gram-positive bacteria Exiguobacterium 

sibiricum (eSr-tag), the n-terminal fragment (16 a.a.) 
of ribonuclease A (n-terminal fragment of S-peptide, 
S-tag), and Mistic protein from Bacillus subtilis allows 
to increase the receptor yield by 5–38 times, providing 
a sufficient level of target protein production for fur-
ther structural and functional studies.

EXPERIMENTAL

Design and cloning of the GPCR genes 
with additional 5-prime end sequences
truncated human β2Ar, M1-mAchr, and SStr5 re-
ceptor genes with additional substitutions, and 3-prime 
end sequences encoding the 10 His residues (His10-tag) 
(see the results and Discussion section) are used in this 
study. the molecular weights of the target proteins were 
38.2, 32.6, and 32.7 kDa, respectively. nucleotide sequenc-
es encoding the t7-tag (11 a.a., MASMtGGQQMG), 
S-tag (16 a.a., MKetAAAKFerQHMDS), trX (11.8 
kDa), and Mistic protein (12.8 kDa) were introduced in 
one reading frame to the 5-prime end of the truncated 
GPcr genes (Fig. 1) using conventional genetic engi-
neering techniques. the nucleotide sequence encoding 
the eSr-tag (6 a.a., MeeVnL) was introduced to the 
5-prime end of the truncated GPCR genes to replace the 
regions encoding n-terminal extracellular fragments of 
the receptors (see the results and Discussion section) via 
single-stage Pcr. All these gene constructs were cloned 
in the pet22b(+) vector (novagen, uSA) under the 
control of the t7 promoter. the resulting vectors were 
named рЕТ22b(+)/GPCR, рЕТ22b(+)/T7-tag-GPCR, 
pET22b(+)/S-tag-GPCR, рЕТ22b(+)/TRX-GPCR, 
рЕТ22b(+)/Mistic-GPCR, and рЕТ22b(+)/ESR-GPCR 
(Fig. 1).

Cell-free production of GPCR 
GPcrs were synthesized in the continuous cell-free 
system based on the E. coli S30 extract using proto-
cols [15, 21]. the final concentrations of the compo-
nents of the reaction mixture were as follows: 100 mM 
HePeS-KOH (Fluka, uSA), pH 8.0; 8 mM Mg(OAc)2

, 
90 mM KOAc, 20 mM potassium acetyl phosphate 
(Sigma, uSA), 20 mM potassium phosphoenolpyruvate 
(Aldrich, uSA), 1.3 mM of each amino acid, except for 
Arg, cys, Met, trp, Asp, Glu, whose concentrations 
were 2.3 mM; 0.15 mg/ml folic acid (Sigma), each of 
four ribonucleoside triphosphates at a concentration of 
1 mM; proteinase inhibitor (X1 complete protease in-
hibitor®, roche Diagnostics, Germany); 0.05% of nan

3
; 

2% of polyethylene glycol 8000 (Sigma); 0.3 u/μl of ri-
bonuclease inhibitor riboLock (Fermentas, Lithuania); 
0.04 mg/ml of pyruvate kinase (Fermentas, Lithua-
nia); 5.5 μg/ml of t7 polymerase; 0.3 mg/ml of plasmid 
DnA, 0.5 mg/ml of total trnA (from E. coli Mre 600) 
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(roche Diagnostics, Switzerland), 30% of the total vol-
ume of the reaction mixture of the E. coli S30 extract. 
the feeding mixture (FM) had the same composition, 
except for the high-molecular-weight components: S30 
extract, plasmid, enzymes, and ribonuclease inhibitor. 
the synthesis was carried out without the addition of 
any membrane-mimicking media in rM and FM. the 
rM and FM volumes were 50 and 750 μl, respectively. 
the rM was placed into the reactor separated from 
the FM solution with a dialysis membrane (pore size 12 
kDa, Sigma, uSA), followed by incubation for 20 h at 
30oc under moderate stirring.

Isolation and purification of GPCR samples 
the rMs containing synthesized GPcrs were centri-
fuged for 15 min at 14000 rpm. the resulting precipi-
tates were solubilized in buffer A (20 mM tris-Hcl, 250 
mM nacl, 1 mM nan

3
, pH 8.0) containing 1% of sodium 

dodecyl sulfate (SDS), 1 mM dithiothreitol, and 8 M 
urea. the solubilized proteins were transferred to the 
column with ni2+-sepharose (Ge Healthcare, Sweden), 
washed with 10 column volumes of buffer A containing 

1% SDS, and eluted with 3 volumes of buffer A contain-
ing 1% SDS and 500 mM imidazole. the GPcr samples 
were dialyzed against buffer A containing 1% SDS.

the eluate fractions were analyzed by SDS-PAGe 
and Western blotting using mouse monoclonal anti-
bodies against the hexahistidine sequence (His-tag® 
Monoclonal antibody, novagen, uSA). the amount of 
purified GPcr samples was determined spectrophoto-
metrically at room temperature based on absorption at 
280 nm. the cD spectra were recorded at room tem-
perature on a J-810 spectrometer (Jasco, Japan).

RESULTS AND DISCUSSION

Design of the GPCR genes
the truncated variants of the receptors containing ad-
ditional point substitutions were used to increase the 
stability of the GPcr samples and to reduce the ag-
gregation tendency of the proteins. Genetic engineer-
ing methods were used to excise the n- and c-terminal 
extramembrane regions that do not participate in lig-
and binding [7–9, 22–24]. the deletion of the c-termi-
nal regions of the receptors resulted in the removal of 
cysteine residues (241,435, and 320), which are presum-
ably the sites of post-translational binding of palmitic 
acid residues in human β2Ar, M1-mAchr and SStr5 
molecules, respectively [7, 23, 24]. In addition, the frag-
ment of the third cytoplasmic loop (L3), which also does 
not participate in ligand binding, was deleted from the 
M1-mAchr molecule [8, 9, 25]. the genes obtained 
encoded the regions 25–340, 19–224/354–426, and 
37–319 of human receptors β2Ar, M1-mAchr, and 
SStr5, respectively. Additional His

10
-tag sequences 

were inserted at the 3-prime end of the genes in order 
to provide further purification of recombinant proteins 
by ni2+ affinity chromatography.

the truncated genes of the β2Ar, M1-mAchr, and 
SStr5 receptors encoded 10, 9, and 10 cysteine residues, 
respectively. Among those, only the residues from the 
extracellular region presumably participate in the for-
mation of disulfide bonds (cys106–cys191 and cys184–
cys190 in β2Ar; cys98–cys178 and cys391–cys394 in 
M1-mAchr; cys112–cys186 in SStr5, the numera-
tion is provided for the native sequence of the recep-
tors). In order to reduce the aggregation of recombinant 
proteins due to the formation of “non-native” disulfide 
intermolecular bonds, transmembrane and cytoplas-
matic cys residues were substituted via site-directed 
mutagenesis. thus, the data [26, 27] were used to substi-
tute cys77, cys116 and cys125 residues in β2Ar for Val; 
and to substitute cys285, cys327, and cys265 for Ser. 
In M1-mAchr, the cys69, cys205, cys417, and cys421 
residues were substituted for Ser [28]. In SStr5, the 
cys129, cys237, and cys260 residues were substituted 
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Fig. 1. Design of the vectors containing the GPCR genes 
and additional 5-prime end sequences. N-terminal fusion 
tags coding sequences, GPCR genes, thrombin sites, and 
polyhistidine sequences are shown in pink, blue, orange, 
and green, respectively. Restriction endonuclease sites at 
which the GPCR genes were cloned into the pET22b(+) 
vector are shown
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for Ser; the cys169, cys218, and cys220 residues were 
substituted for Val; and cys51 and cys298, for Gly. Fur-
thermore, an additional stabilizing Glu122trp substitu-
tion was introduced to the β2Ar sequence [29].

Expression of the GPCR genes in cell-free system
the introduction of membrane-mimicking components 
to the rM allows to synthesize MPs in the soluble and 
functionally active forms [13–18]. However, most of 
these additives (e.g., detergent molecules) may reduce 
the productivity of the system via the partial or com-
plete inhibition of the synthesis of the target protein 
[14–17]. For this reason, we did not use membrane-mim-
icking compounds for the synthesis when performing 
the comparative analysis of the efficiency of expression 
of the GPCR genes with additional 5-prime end regions. 
It should be mentioned that the target proteins accumu-
lated as a precipitate in the rM. the precipitates were 
dissolved in a hard detergent (SDS) in the presence of 
urea and dithiothreitol as a reducing agent. the amount 
of synthesized proteins was determined spectrophoto-
metrically after the dissolved precipitates had been pu-
rified via ni2+ affinity chromatography. the synthesis 
of the target proteins was confirmed using monoclonal 
antibodies against the hexahystidine sequence.

As one would expect, the direct expression of the 
truncated β2AR, M1-mAChR, and SSTR5 genes in cF 
systems based on the E. coli S30 extract was inefficient. 
the yield of the target proteins after the purification 
did not exceed 0.1 mg per 1ml of rM (Fig. 2). It should 
be noted that highly efficient production (with a yield 
of up to 1.6 mg/ml of rM) of bacteriorhodopsin from 
Gram-positive bacteria Ex. sibiricum (eSr) [30], a 
structural homolog of the GPcrs, which also contains 
seven tM helices, has been previously observed [15]. 
We supposed that the low yield of the model GPcrs 
could be attributed to the low efficiency of translation 
initiation due to the formation of a secondary mrnA 
structure at the beginning of the target gene. In order 
to confirm this assumption, the 5-prime end regions 
encoding the extracellular n-terminal amino acid resi-
dues preceding the first tM helix (25–33, 19–23, and 
37–38 in β2Ar, M1-mAchr, and SStr5, respectively) 
in the truncated GPcr genes were substituted with the 
nucleotide sequence encoding the first 6 a.a. of bacteri-
orhodopsin eSr (eSr-tag, the sequence length is indi-
cated with allowance for the n-terminal Met) (Fig. 1). 
this substitution allowed one to significantly increase 
efficiency in the production of the target protein (Fig. 
2). the yield of the eSr-tag-β2Ar hybrid protein was 
comparable to that of the eSr protein, whereas the 
level of synthesis of the remaining two hybrid proteins 
(eSr-tag-M1-mAchr and eSr-tag-SStr5) was ap-
proximately three times lower (~0.5 mg/ml of rM).

Comparison of the efficiency in GPCR synthesis 
with various N-terminal fusion tags
the results obtained have confirmed that the 5-prime 
end sequence plays a significant role in efficient expres-
sion in a cell-free system. However, the yields of the 
target proteins attained using the eSr-tag presum-
ably were not optimal. thus, synthesis of recombinant 
MPs in continuous cF systems based on the E. coli S30 
extract with yields of up to 4–6 mg/ml of rM has been 
described in the literature [14]. For further optimization 
of the synthesis for the model GPcrs, we tested four 
n-terminal fusion tags. two of those, the t7-tag (11 a.a.) 
and trX protein (11.8 kDa), have previously been used 
in cell-free production of GPcrs [14, 16, 17], whereas 
the Mistic protein (12.8 kDa) was used for GPcr produc-
tion in e. coli [31, 32]. In addition, we tested the sequence 
encoding the n-terminal fragment (16 a.a.) of ribonucle-
ase A (n-terminal fragment of S-peptide, S-tag), which 
is used to detect and purify recombinant proteins via 
affinity chromatography [33], but has never been used 
as an n-terminal fusion tag for the production of recom-
binant MPs. In contrast to the method used to design 
hybrid genes with the 5-prime end fragment encoding 
the eSr-tag, nucleotide sequences encoding the t7-tag, 
trX, Mistic, and S-tag were added in a single reading 
frame to the 5-prime end of the genes of the truncated 
GPcr variants (Fig. 1).

In most cases, the use of n-terminal fusion tags 
increased the yield of model receptors, but the yield 
levels varied for different proteins. thus, the use of 
t7-tag increased the yields of M1-mAchr and SStr5 
receptors to ~0.5 mg/ml of rM, whereas the β2Ar level 
stayed low and was comparable to that observed dur-
ing direct expression. the use of the trX also provided 
a small increase in the synthesis of the target proteins 
to ~0.3–0.7 mg/ml of rM (hereinafter, the amounts of 
the target proteins are given without the protein-fusion 
tags part, Fig. 2). Meanwhile, the use of the n-terminal 
fusion tags Mistic and S-tag allowed one to consider-
ably increase the production of β2Ar and M1-mAchr 
(Fig. 2). the highest yield of β2Ar (~ 1.9 mg/ml of rM) 
was observed when using the Mistic protein, and the 
highest yield of M1-mAchr (~ 3.6 mg/ml of rM) was 
attained for the S-tag hybrid protein (Fig. 2). However, 
none of the sequences used has enabled to attain a con-
siderable increase in the SStr5 yield. the yields of this 
receptor (0.4–0.7 mg/ml of rM) were very close when 
using various hybrid constructs (Fig. 2). It seems that 
the translation initiation for SStr5 is not the only cru-
cial factor for providing efficient cell-free synthesis. 
Further optimization of the nucleotide sequence of the 
gene (e.g., substitution of the codon variants uncommon 
for E. coli) is presumably required to increase the pro-
duction level in a cell-free system. It should be noted 
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that a similar SStr5 yield (~ 0.5 mg/ml of rM) was 
earlier observed in the bacterial continuous cF system 
when using a full-length (nontruncated) hybrid of the 
receptor with the n-terminal t7-tag sequence [34].

As previously mentioned, the increase in efficiency 
in protein synthesis when using additional 5-prime end 
sequences can presumably be attributed to the reduc-
tion in the ability of the 5-prime end mrnA fragment 
to form a secondary structure. to confirm this assump-
tion, the formation of a secondary structure of the 
5-prime end mrnA fragment used for GPcr produc-
tion was modeled. the modeling was performed using 
the M-fold software to analyze the free energy of for-
mation of the secondary structure of rnA [35]. the free 
energy of secondary structure formation was calculated 
for the mrnA fragments containing four nucleotides 
upstream of the start codon, the start codon, and 34 
nucleotides of the target protein gene or the fusion tag 

downstream of the start codon, as was described in [20]. 
the computation (Table) has shown that the native se-
quences of the truncated receptors can form stable sec-
ondary structures (∆G ~ –5.6, –8.2, and –19.3 kcal/mol 
for β2Ar, M1-mAchr, and SStr5, respectively). the 
use of t7-tag and trX slightly reduces the stability 
of the secondary structure of the 5-prime end mrnA 
fragment (∆G ~ –5.5–7.8 kcal/mol). Meanwhile, the use 
of the n-terminal sequence of bacteriorhodopsin eSr 
considerably reduces the stability of the secondary 
structure of the 5-prime end mrnA fragment in β2Ar 
and M1-mAchr (∆G ~ –3.1 and –3.5 kcal/mol, respec-
tively). Secondary structures of mrnA characterized 
by the lowest stability were obtained for Mistic and S-
tag sequences (∆G ~ –1.3 and –3.3, respectively). the 
qualitative correlation between the calculated energies 
and the yields of GPcrs indirectly supports the im-
portant role of the formation of an 5-prime end mrnA 
secondary structure in the decrease in the efficiency of 
translation initiation and, as a consequence, in the total 
efficiency of the cell-free synthesis.

Modification of the 5-prime end region of the target 
protein gene is not the only way to prevent the forma-
tion of a secondary mrnA structure and increase ef-
ficiency in translation initiation. nucleotide sequences 
from the 5-prime end untranslated regions of mrnA 
can also affect these processes. In this study, we used 
genetic constructs based on a pet22b(+) vector (nova-
gene) containing the lac-operator sequence inserted be-
tween the t7 promoter and the ribosome-binding site 
(rBS). According to published data, the use of pIVEX 
vectors (roche Applied Science, uSA) lacking the lac-

Free energy of formation of the secondary structure by 
the 5-prime end mRNA fragment (∆G, kcal/mol)

Fusion tag/GPCR β2Ar M1-mAchr SStr5

Direct expression -5.6 -8.2 -19.3

eSr-tag -3.1 -3.5 -6.4

Mistic -1.3 -1.3 -1.3

S-tag -3.3 -3.3 -3.3

trX -7.8 -7.8 -7.8

t7-tag -5.5 -7.6 -7.3

Note. The free energy was calculated using the M-fold 
software [35] for mRNA fragments containing 4 nucle-
otides upstream of the start codon, the start codon, and 
34 nucleotides of the target protein gene or fusion tag, 
downstream of the start codon
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Fig. 2. Analysis of the CF synthesis of β2AR, M1-mAChR, 
and SSTR5 using different N-terminal fusion tags. The yields 
in CF expression of GPCRs without any N-terminal tags are 
designated as “d.e.” (direct expression). Synthesis yields 
of hybrid proteins are shown by unfilled bars; the yields 
of the target proteins (colored bars) are shown after the 
deduction of a part of N-terminal partners. Each value rep-
resents the average of three experiments. The systematic 
error does not exceed 15%. The amounts of proteins pro-
duced were measured by UV-Vis absorption spectroscopy 
at 280 nm after purification by Ni2+-chromatography
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operator can increase efficiency in the direct expres-
sion of the GPCR genes in bacterial cF systems [34]. In 
order to verify this assumption, we tested efficiency 
in the direct expression of the truncated M1-mAChR 
gene using the pIVEX2.3 vector. the yield of the target 
protein (~ 0.1 mg/ml of rM) in this case was no higher 
than that obtained via direct expression of the M1-
mAChR gene cloned in the pET22b(+) vector. the data 
obtained were in close agreement with the results of 
the investigation of olfactory GPcrs, whose produc-
tion in a bacterial cell-free system using pIVEX vectors 
was characterized by low efficiency [36]. Moreover, the 
use of n-terminal fusion tags was also required to pro-
vide highly efficient expression of human protein genes 
cloned into the pIVEX vectors [37].

Another method to solve the problem of low efficien-
cy in translation initiation in cF systems can include the 
rational design of the 5-prime end sequence of the tar-
get protein gene using synonymous substitutions (with-
out any changes in the encoded amino acid sequence), 
which is aimed at reducing the mrnA ability to form 
a secondary structure [20]. this approach was used to 
produce mammal cytokines when the presence of the 
fusion tag sequence (n-terminal fragment of cloram-
phenicol aminotransferase, 5a.a.) hindered the forma-
tion of the spatial structure [38].

Analysis of recombinant GPCRs 
Purified GPcr samples solubilized in a hard SDS de-
tergent (1%) were analyzed by SDS-PAGe. the rep-
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resentative gels are shown in Fig. 3. the resulting 
samples, as well as the other MP samples, possess an 
anomalous electrophoretic mobility, which is presuma-
bly caused by incomplete denaturation of MP molecules 
in SDS [39]. Separate bands corresponding to receptor 
monomers, dimers, trimers, and higher order aggre-
gates were detected on the gels (Fig. 3). this behavior 
is typical for GPcrs, which tend to form dimers and 
trimers in biological membranes and are prone to spon-
taneous aggregation due to hydrophobic interactions 
between tM helices even in hard detergent solutions 
[31]. the aggregation level of GPcr samples depends 
on the receptor type, the sequence of n-terminal fu-
sion tags, and presumably on the protein concentration 
in the sample. thus, the highest amount of high-mo-
lecular-weight aggregates was observed in S-tag-M1-
mAchr samples characterized by the most efficient 
synthesis. the secondary structure of the eSr-tag-M1-
mAchr hybrid, which exhibited the lowest degree of 
aggregation in solution, was analyzed by cD spectros-
copy (Fig. 4). the analysis of the resulting data revealed 
that the α-helical structure was the predominant one 
(α-helix – 65%, β-sheet – 4%, β-turn – 9%, and irregu-
lar regions – 22%), which attests to the fact that the 
secondary structure of the receptor is partially formed 
in the environment of SDS micelles. It should be noted 
that the content of α-helical elements in a molecule of 
the truncated M1-mAchr receptor calculated simi-
larly to that in the known crystal structures of M2 and 
M3-mAchr [8, 9] is supposed to be equal to ~72%.

Further investigation of recombinant GPcrs requires 
either an optimization of the procedure of target-protein 
solubilization from the rM precipitate, followed by the 
development of renaturation methods for the obtained 
samples, or the use of membrane-mimicking media dur-
ing the cF synthesis, which allows to synthesize MPs in 
the functionally active form in some cases [13,15, 34, 35].
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CONCLUSIONS
the data obtained have demonstrated that the use 
of amino acid sequences of the eSr-tag, S-tag, and 
Mistic protein as n-terminal fusion tags allows to 
achieve a highly efficient production of human 
GPcrs in a cell-free system based on the E. coli 
S30 extract. utilization of these sequences provides 
yields of target protein production (0.6 – 3.8 mg/ml 
of rM) that are sufficient for further structural and 
functional studies. the present work is the first to 
demonstrate the possibility of using the eSr-tag 

and S-tag to increase the level of heterologous pro-
duction of MPs. 
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ABSTRACT For prokaryotes in vitro, 16S rRNA and 20 ribosomal proteins are capable of hierarchical self- assem-
bly yielding a 30S ribosomal subunit. The self-assembly is initiated by interactions between 16S rRNA and three 
key ribosomal proteins: S4, S8, and S7. These proteins also have a regulatory function in the translation of their 
polycistronic operons recognizing a specific region of mRNA. Therefore, studying the RNA–protein interactions 
within binary complexes is obligatory for understanding ribosome biogenesis. The non-conventional RNA–
protein contact within the binary complex of recombinant ribosomal protein S7 and its 16S rRNA binding site 
(236 nucleotides) was identified. UV–induced RNA–protein cross-links revealed that S7 cross-links to nucleotide 
U1321 of 16S rRNA. The careful consideration of the published RNA– protein cross-links for protein S7 within 
the 30S subunit and their correlation with the X-ray data for the 30S subunit have been performed. The RNA 
– protein cross–link within the binary complex identified in this study is not the same as the previously found 
cross-links for a  subunit both in a solution, and in acrystal. The structure of the binary RNA–protein complex 
formed at the initial steps of self-assembly of the small subunit appears to be rearranged during the formation 
of the final structure of the subunit.
KEYWORDS ribosome; initiation; self-assembly; ribosomal protein S7; UV– induced cross-linking.
ABBREVIATIONS XRD – X-ray diffraction analysis; RNP – ribonucleoprotein; EcoS7, TthS7, BstS7 –proteins S7 
isolated from E. coli, T. thermophilus and B. stearothermophilus, respectively; Tth30S and Eco30S – small ribos-
omal subunits isolated from T. thermophilus and E. coli, respectively.

INTRODUCTION
the in vitro self-assembly of bacterial ribosomes has 
been relatively well described [1–5]. the phenomenolo-
gy of the events resulting in the formation of individual 
ribosomal subunits has been well established. However, 
the thorough analysis of the interaction between rrnA 
and proteins is just being started.

the individual assembly of the small 30S ribosomal 
subunit and the large 50S ribosomal subunit occurs 
during the formation of the prokaryotic 70S ribos-
omes. the small ribosomal subunit of Escherichia coli 
consists of 1542-nucleotides-long 16S rrnA and 20 
different medium-size proteins. the proteins that are 
the first to bind to the 16S rrnA (S4, S7, S8, S15) re-

sulting in the formation of the so-called “structural 
core” of a small subunit play a crucial role during the 
self-assembly of the 30S subunit [6, 7]. the ribosomal 
assembly process has come into the focus of research-
ers again now that the structure of the small subunit 
of thermophilic and mesophilic ribosomes has been 
identified using X-ray diffraction (XrD) analysis 
[8–10]. the possibility of describing the sequence 
of events during the self-assembly using a specific 
structural terminology has become real [3, 4, 11]. 
Moreover, the potential opportunity for interfering 
in the ribosome biogenesis process may stimulate the 
designing of fundamentally different and powerful 
antibacterial agents.
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As opposed to the 50S subunit, the expressive dis-
crete character of the structure of the 30S subunit 
makes the experimental study of its self-assembly 
much easier: it consists of 4 domains (Fig. 1) [8, 9]. 
three rnP domains are capable of assembling in-
dependently [12–17]. the minimal fragment of 16S 
rrnA (236 nucleotides long) isolated from E. coli 
(D3LH, eco16S), which is capable of specific binding 
to protein S7, the key participant in the subunit as-
sembly process, has been found for the major 3’-ter-
minal domain, [18].

the present work is devoted to the investigation of 
the rrnA–protein contacts in the binary complex of 
the recombinant ribosomal protein S7 with a binding 
site on a fragment of 16S rrnA isolated from E. coli 
using uV-induced rnA-protein cross-linking. A non-
conventional rrnA-protein contact has been identi-
fied: protein S7 is cross-linked to the nucleotide u1321. 
the annotation of the previously published rrnA–
protein cross-links of protein S7 in the 30S subunit in 
solution and the XrD data obtained for a small subunit 
crystal has been carried out. the newly identified rr-
nA–protein cross-link in the binary complex does not 
match any of the annotated cross-links found in the in-
tact subunit. It can be hypothesized that the structure 
of the binary rrnA–protein complex that is formed 
during the initial stages of the small ribosomal subunit 
assembly must undergo rearrangement during the for-
mation of an intact subunit.

EXPERIMENTAL
t4 polynucleotide kinase (PnK) and PnK buffer 
(new england Biolabs, uSA), reverse transcriptase of 
the avian myeloblastosis virus (rt-AMV), taq DnA 
polymerase, rnase inhibitor, proteinase K, nucleoside 
triphosphate and its dideoxy derivatives (roche, Ger-
many), [γ-32Р]АТР (Amersham, Germany), bovine se-
rum albumin (BSА, MBI, Fermentas, Lithuania), 0.45 
μm nitrocellulose filters (Millipore HA, uSA; Sch-
leicher & Schuell BA85, Germany), ni-ntA-agarose 
(QIAGen, Germany), phenylmethylsulfonyl fluoride 
(PMSF, Merk, Germany) were used. the рFD3LH plas-
mid was kindly provided by L. Brakier-Gingras (uni-
versity of Montreal, canada).

Buffer A: 50 mM tris-Hcl (рН 9.5), 1.5 mM Mgcl
2
, 

20 mM (nH
4
)

2
SO

4
, 1 mM dithiothreitol (Dtt), 0.005% 

nP-40, 5% dimethyl sulfoxide (DMSO), 1 mМ betaine. 
Buffer B: 40 mM tris-Hcl (рН 7.9), 12 mM Mgcl

2
, 10 

mM nacl, 10 mM DТТ, 2 mM spermidine. Buffer c: 0.3 
М naАс (рН 5.2), 1 mМ eDТА, 0.2% phenol. Buffer D: 
50 mM Hepes-KOH (pH 7.0), 100 mM Kcl. Buffer e: 50 
mM tris-Hcl (рН 8.5), 10 mM Mgcl

2
, 60 mM Kcl, 10 

mM DТТ, 0.5 mM dntP. Buffer F: 20 mМ tris-Ас (рН 
7.8); 7 mМ МgAc

2,
 300 mM nH

4
cl, 0.2% BSА.

Isolation of the recombinant protein S7 of E.coli 
(EcoS7) and protein S7 of Thermus thermophilus 
(TthS7) from the superproducer strain of E. coli
the ecoS7 was isolated from the superproducer strain 
of E. coli in accordance with the QIAGen protocols 
as was briefly mentioned previously [19]. cells were 
collected by centrifugation, suspended in 50mM tris-
Hcl (pH 8.0) containing 500 mM nacl and lysozyme. 
After the incubation, glycerin was added to 10%; mer-
captoethanol, to 5 mM; PMSF, to 0.5 mM; and triton 
X-100, to 1%. Following the subsequent ultrasonica-
tion, inclusion bodies were dissolved in a buffer con-
taining 8 M urea, applied to ni-ntA-agarose; after 
rinsing, the urea concentration in the eluent was re-

3’M С

5’ 3’m

Fig. 1. X-ray structure of the 30S small ribosomal subunit 
isolated from T. thermophilus (PDB 1FJF [8]). Domains 
are specified as follows: (5’) – 5’-end, (С) – central, 
(3’M) – major 3’-end, and 3’m – minor 3’-end domains. 
Proteins are shown as dark blue, orange, and red ribbons. 
16S rRNA is shown as light blue, cyan, yellow, and pink 
ribbons. Top: scaled-up 16S RNA (Eco16S)-ribosomal 
protein S7 complex extracted in silico
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duced to 0. the protein was eluted using a 0–0.5 M 
gradient of an imidazole solution in a buffer of 50 mM 
tris-Hcl (pH 7.5), 500 mM nacl, 1 mM mercaptoetha-
nol, 5% glycerol, and 0.5 mM PMSF. the protein was 
transferred into the buffer of 20 mM Hepes-KOH (pH 
7.5), 100 mM nacl, 0.2 mM Dtt, 5% glycerin, 0.5 mM 

PMSF by dialysis, and kept at –700С. Prior to complex 
formation, the protein was transferred into a buffer of 
20 mM tris-Hcl (pH 7.6), 4 mM MgAc

2
, 400 mM nH-

4
cl, 0.2 mM eDtA, and 4 mM mercaptoethanol. Pro-

tein S7 was isolated in a similar fashion [19, 20].

DNA amplification by PCR
the matrix DnA fragment was amplified us-
ing the рFD3LH plasmid containing cDnA of the 
minimal fragment of 16S rrnA under the control 
of the t7 phage promoter. Pcr was carried out in 
50-400 μl of buffer A containing 200 mM of dntP, 
20 pmol of primers, 50–500 ng of рFD3LH, and 2–5 
Au taq DnA polymerase. the 5’-terminal primer 
AGGGAtcctAAtAcGActcActAtAGGG cor-
responds to the promoter sequence of the t7 phage 
rnA-polymerase and is complementary to the vec-
tor sequence; the 3’-end primer GtAAGcttAcAA
GGcccGGGAAcGtAttcAcc is complementary to 
the fragment G1370-u1393 of the eco16S (non-com-
plementary sequence is underlined). the primers were 
synthesized by MWG-Biotech AG company (Germa-
ny). Pcr was carried out on a thermal cycler (Biorad, 
uSA) under the following conditions: preincubation at 
–950С for 2 min; cycle at 950С for 45 s; at 600С for 30 s; 
at 720С for 30–60 s. After 25 cycles, additional incuba-
tion at 720С for 7 min was carried out. DnA was pu-
rified through electrophoresis in 1–2% agarose gel, 3 
volume extraction (according to gel weight) with 6 M 
naI (560С, 5 min) with subsequent purification using 
the Pcr Purification Kit (roche, Germany).

А B

2

3

1

1

2

Met115

U1240

C1378

Lys75

Fig. 2. The correlation between the XRD data obtained 
for the 30S ribosomal subunit isolated from E.coli in 
crystal and data regarding the cross-links of this subunit in 
solution. A – EcoS7–Eco16S complex structure (in silico 
extraction from Eco30S). 16S rRNA – cyan ribbon, protein 
S7– blue ribbon. RNA–protein cross-links are shown in 
brackets: 1 – U1240-Met115; 2 – C1378-Lys75;  
3 - U1321–protein S7 within the binary complex (Table). 
B – Details of the RNA–protein contacts are shown in Fig. 
2A
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R
b
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Fig. 3. Binding isotherms for the EcoS7–Eco16S complexes (A) and TthS7–Eco16S (B). aK
d
 = 21.5 ± 1.9 nM, and 35.8 

± 9.3 nM, respectively. The initial concentration of the Eco16S – 20 nM, [P] – protein concentration, R
b
 – fraction of the 

protein bound Eco16S



68 | ActA nAturAe |  VOL. 4  № 4 (15)  2012

reSeArcH ArtIcLeS

Transcription of the 16S rRNA 
(Eco16S) segment in vitro
transcription of eco16S was carried out on a Pcr-copy 
of matrix DnA containing the t7 phage rnA-polymer-
ase promoter in 100 μl of a solution containing the fol-
lowing components: 2.5 mM ntP, 1000 Au t7 phage 
rnA polymerase, 60 Au rnase inhibitor, 1 μg/ml of 
pyrophosphatase, and 4 μg of matrix DnA in buffer 
B at 370С for 1 h. After the transcription, the solution 
was subjected to phenol deproteinization followed by 
chloroform extraction and ethanol precipitation. the 
rnA was purified in 8% polyacrylamide gel containing 
7 M urea and eluted from the gel by diffusion in buffer 
B. After the elution, the rnA was treated with phenol, 
chloroform, and subsequently precipitated in ethanol. 
the precipitated rnA was dissolved in 50 μl of water; 
the rnA integrity was confirmed using 8% polyacry-
lamide (containing 7 M urea) gel electrophoresis. the 
rnA concentration was determined from the absorb-
ance at 260 nm: 1 mg of rnA – 22 o.u.

Obtaining the EcoS7–Eco16S and 
the TthS7–Eco16S complexes
complex formation was performed in 200 μl of buffer 
F. the rnA and the protein were renatured separately 
at 37°С for 30 min then mixed and heated at 37°С for 
30 min. the degree of complex formation was deter-
mined using adsorption on nitrocellulose membranes 
at the filtration rate of 0.5 ml/min by titrating the con-
stant quantity of the 32Р-labeled rnA with an increas-
ing quantity of the protein [19]. the radioactivity of 
the filters was determined in 10 ml of water in accord-
ance with cherenkov’s method using a tracor Analytic 
counter (France). the apparent dissociation constant 
(aK

d
) was determined using XMGrAce software, 

Gnu (http://plasma-gate.weizmann.ac.il/Grace/), by 
the following equation:

α =
+ +

P
K R R P Rd

0

0 0
2

0 0*
,

Analysis of the correlation between the XRD data obtained for the 30S ribosomal subunit of E. coli and the data for the 
cross-links between the 16S rRNA and protein S7 within the 30S subunit in solution

№ cross-link with the 16S 
rrnA

cross-link with 
protein S7

Distance in the 
eco30S, Å reagent Size of the 

reagent, Å reference

1.1 A1238–u1240 S7 3.0 API 8.6 [21]

1.2 A1238–u1240 S7 3.0 It 5 [22]

1.3* u1240 M115** 2.7 It 5 [23–25]

1.4 u1240*** S7 2.7 uV 0 [26]

1.5 16S rrnA М115** 2.7 uV 0 [27]

2.1 A1377–c1378 S7 3.8 It 5 [22]

2.2 c1378 K75 3.8 It 5 [25]

Note. Numeration in the first column: the first number denotes the contact number, 1 (1238–1240) or 2 (1377–1378), 
the second number is the order number of the cross-link: 1–5 for the first contact, 1–2 for the second contact. API – 
Methyl-p-azidophenylacetimidate; IT – 2-iminothiolane. 
* Analogous cross-link was identified in the small subunit of Bacillus stearothermophilus (Met115 Bst7) [24, 27].
** In studies [23-25, 27], Met115 was denoted as Met114 (an error in sequencing of protein EcoS7 [28] (R91 was miss-
ing [29])).
*** Until 1979, incorrect numeration of the 16S rRNA [30] was used (U1239 instead of U1240).
Data not included in the Table. A) 30S subunit of E. coli. 1. Identified cross-link C1265 between the 16S rRNA and pro-
tein S7 [30]. C1265 is located at a distance of 35 Å from the nearest amino acid residue of protein S7 in the Eco30S. 2. 
Identified cross-links 278-280, 1139-1144, 1155-1158, 1531-1542 between the 16S rRNA and protein S7 [31]. The mini-
mal distance between the 1531-1542 segment of the 16S rRNA and protein S7 in the Eco30S is equal to 11 Å. B) The 30S 
subunit of B. stearothermophilus: identified cross-link between the 16S rRNA with the Lys8 residues of protein S7 [27].
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where P
0
 is concentration of protein S7, R

o 
is the fixed 

concentration of eco16S, K
d
* (aK

d
) is the apparent dis-

sociation constant, α is the bound fraction in eco16S 
complex.

UV-induced covalent RNA-protein cross-linking in 
the EcoS7–Eco16S and the TthS7–Eco16S complexes
complex formation was performed in 200 μl of buffer F 
at the rnA concentration of 150 nM and a 10-fold mo-
lar excess of protein. the protein was renatured at 37°С, 
mixed with rnA, and kept at 37°С for 30 min. the com-
plex was kept under uV light at 260 nm (Stratolinker, 
uSA, power of 2400 μV) on ice for 10 min. the uV light 
source was located 15 cm away from the complex; the 
light intensity was controlled by measuring the uridine 
concentration.

Obtaining the oligodeoxyribonucleotide 
primers labeled with 32P at the 5’-terminus 
the labeled primer (3’-terminal primer for Pcr) for 
reverse transcription was obtained using kination with 
PnK in the presence of [γ-32Р]АТР. PnK buffer (10μl) 
containing 20 pmol of the primer, 3 μl of the [γ-32Р]
АТР (0.4 MBq/μl), and10 Au Pnr, and subsequently 
incubated at 370С for 1 h. the reaction was halted by 
adding 90 μl of 0.3 M naAc (pH 5.2) with subsequent 
phenol deproteinization and chloroform extraction. the 
primer was precipitated in ethanol and dissolved in 40 
μl of water.

Mapping the Eco16S nucleotide cross-
linked to protein S7 in the EcoS7–Eco16S 
and the TthS7–Eco16 complexes
After the irradiation, the complex was treated with 
proteinase K to remove protein S7. Mapping of the 
eco16S nucleotide cross-linked to protein S7 was car-
ried out by reverse transcription using the primer 
labeled at its 5’-terminus. the hybridization of the 
primer with rnA was carried out in 4.5 μl of buffer D 
containing 2–5 pmol of rnA and 0.5 pmol of primer. 
rnA was denatured at 950С for 1 min followed by slow 
cooling to 42.50С. reverse transcription was carried out 
in 8.5 μl of buffer e containing 2.2 Au rt-AMV at the 
same temperature for 1 h. One of the ddntPs (70–400 
μM) was added during the control sequencing. Samples 
were analyzed using 8% polyacrylamide gel containing 
7 M urea.

RESULTS AND DISCUSSION
the spatial structures of the 30S small ribosomal subu-
nits isolated from the thermophilic bacterium T. ther-
mophilus (tth30S) [8, 9] and from E. coli [10] were de-
termined using XrD. no biochemical data describing 
the assembly of the 30S subunit in T. Thermophilus in 

solutions have been obtained thus far; only the possi-
bility of domain assembly has been identified [14, 15, 
17]. Most biochemical data on the assembly of ribos-
omes were obtained using E. coli ribosomes. Hence, the 
analysis of the correlation of the biochemical data ob-
tained for the eco30S in solution and those obtained 
using XrD for the eco30S and tth30S is of particular 
interest.

the rnA–protein cross-links were widely used to 
investigate the contacts in the 30S bacterial ribosome 
subunit in solution. Several cross-links of the 16S rrnA 
and protein S7 in the structure of the 30S subunit iso-
lated from E. coli (Table) have been described. two 
of these typical cross-links have been reliably identi-
fied as u1240–Met115 and c1378–Lys75; this finding 
correlates well with the XrD data for crystals (Table, 
Fig. 2). Hence, we used uV-induced cross-linking in 
the present work to identify the possible rrnA-protein 
contacts in the eco16S fragment–protein S7 binary 
complex.

It had been previously shown that complexes of pro-
tein S7 and the intact 16S rrnA create a cross-link un-

1 C U A G 2 3

A1289

C1322

U1330

Fig. 4. Primer extension analysis of EcoS7-Eco16S, and 
TthS7 - Eco16S cross-links within the binary complexes. 
Radioautography of electrophoresis of reverse transcrip-
tion products in 8% PAAG 8M urea. Lane 1 – cDNA from 
Eco16S rRNA after UV irradiation. Lanes C, U, A,  
G – Eco16S rRNA sequencing of the region A1289 – 
U1330. Lanes 2 and 3 – UV-induced cross-links of Eco16S 
– EcoS7 and Eco16S-TthS7, respectively. The arrow 
shows C1322 corresponding to the U1322 cross-link
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der uV irradiation [32]; however, no cross-linked resi-
dues have been identified.

Brakier-Gingras et al. have demonstrated [18] that 
protein ecoS7 is capable of binding to a small frag-
ment of 16s rrnA (236 nucleotides, D3LH, eco16S), 
which is the key element in the structure of the major 
3’-terminal domain of 16S rrnA. the ecoS7–eco16S 
complex was obtained by the authors using ecoS7 iso-
lated from an aggregated ribosomal protein in accord-
ance with the standard methodology [33]. the appar-
ent dissociation constant of this protein complex (aK

d
) 

was relatively high (620 ± 80 nM) [18]. the recom-
binant protein containing 6 additional histidine resi-
dues (6 His) at the n terminus was subsequently used. 
the recombinant protein also bound to the eco16S; its 
aK

d
 was considerably less, in the range of 110–210 nM 

[34, 35]. It is considered that the additional fragment 
containing 6 His residues does not affect the binding 
of the protein to 16S rrnA [35]; whereas the differ-
ence in the constants reflects the difference in isola-
tion methods. A recombinant protein ecoS7 was used 
in the present work, which had 6 His residues at its n 
terminus [19].the ecoS7–eco16S complex turned out 
to be more stable than it used to be considered [34, 35]; 
its aK

d
 was 21.5 ± 1.9 nM (Fig. 3), which attests to its 

high activity.
the ecoS7-eco16S complex was irradiated with uV 

light; the cross-linking efficiency was determined using 
polyacrylamide gel electrophoresis under denaturing 
conditions from the ratio between the radioactivity in 
the rnP zone and the total radioactivity of rrnA. the 
duration of the irradiation was selected in such a way 
as to provide maximum yield of the cross-linked rnP. 
the position of the cross-linked heterocyclic bases in 
rrnA was determined to identify the eco16S–ecoS7 

contact using reverse transcription after protein hy-
drolysis with proteinase K; allowance was made for the 
fact that reverse transcriptase stops one nucleotide be-
fore the modified one. the analysis of the “cross-linked” 
eco16S-ecoS7 complex (Fig. 4, lane 2) definitively 
identifies the unique stop-signal corresponding to the 
c1322 nucleotide (cross-linked to u1321).the additional 
“stop” signals in the remaining locations have not been 
identified. the position of the cross-link is shown in the 
tertiary structure of the 30S ribosomal subunit isolated 
from E. coli (Fig. 2).

the identified contact between the eco16S rrnA 
and protein ecoS7 differs from all the known con-
tacts, which are formed during the cross-linking of 
the 16S rrnA with protein S7 in a small subunit of E. 
coli ribosomes in solution (Table). Moreover, the con-
tact between the eco16S and protein ecoS7 identified 
by us does not match the structure of the analogues 
rnP domain in the structure of the 30S E. coli subu-
nit in the crystal (Fig. 2): the amino acid residue of 
protein S7 closest to u1321 is located at a distance of 
35 Å (Table).

the difference identified can be attributed to the 
fact that during the interaction between protein S7 
and the 16S rrnA at the initial stages of ribosome as-
sembly the structure of the assembled binary complex 
differs from the final structure of the corresponding 
rnP domain within the subunit. Based on the analy-
sis of the structure of the rnP domain in eco16S and 
tth30S, one can assume that the eco16S in the bina-
ry complex with protein S7 is likely to be character-
ized by an uncoiled state of four-helix bundles (H30, 
H41, H42, H43), which are packed side-by-side in the 
crystal structure of eco16S and tth30S [19]. Some ad-
ditional factors may presumably be required for sta-

Fig. 5. Alignment 
of the primary 
structures of the 
Eco16S and Tth16S 
fragments. Conven-
tional numbering of 
nucleotides in the 
Eco16S was used; 
the numbering for 
the Tth16S fragment 
was in accordance 
with the PDB 1FJF 
[12] for Tth30S. 
Non-identical nucle-
otides are shown 
in bold; double-
stranded regions 
are shown in gray



reSeArcH ArtIcLeS

 VOL. 4  № 4 (15)  2012  | ActA nAturAe | 71

bilization of the binary complex in its compact state 
during the self-assembly of ribosomes (e.g., high local 
concentration of Mg ions [19] or an interaction with 
the other proteins in the domain). this hypothesis is in 
agreement with the existence of an additional special 
thx protein in thermophilic ribosomes; this protein is 
of a particularly strong basic character, and therefore, 
it can stabilize the compact structure of this rnP do-
main [8, 9].

the comparative analysis of the heterologous struc-
ture of the tthS7-eco16S protein complex is of in-
disputable interest. In this case, protein tthS7 can be 
regarded as a “natural mutant” of protein ecoS7 [19]. 
We had previously shown [19, 36] that thtS7 can form 
stable complexes with eco16S. In the present work, the 
heterologous complex had aK

d 
of 35.8 ± 9.3 nМ (Fig. 3), 

which was comparable to the aK
d
 of the homologous 

ecoS7–16S complex (aK
d
 = 21.5 ± 1.9 nМ). the contact 

sites of the recombinant thtS7 and the eco16S frag-
ment were also identified in a similar fashion to the 
eco16S-ecoS7 complex: protein thtS7 cross-links to 
u1321 (Fig. 4). It appears that a similar rnA–protein 
contact exists in the heterologous complex. Interest-
ingly, the position 1321 in the 16S rrnA is phylogeneti-
cally conserved and the substitution was found only in 
thermophilic 16S rrnA (Fig. 5).

CONCLUSIONS
It has been demonstrated in the present study that bi-
nary complexes of the ribosomal protein S7 and its lo-
cal binding site located at 16S rrnA can be obtained 
for the investigation of the initial stages of the assem-
bly of small bacterial ribosomal subunits. this possi-
bility is in close agreement with the previously shown 
possibility of assembly of the individual domain rnP 
complexes of bacterial ribosomes [5, 37]. the S7-con-
taining complex cross-links to the residue of the u1321 
under uV irradiation of binary complexes (260 nm) 
both in homologous (ecoS7-eco16S) and heterologous 
(tthS7–eco16S) complexes. As a result of searching for 
similar structures in the 16S rrnA and mrnA, Saito 
and nomura [38] have proposed that the recombinant 
protein S7 recognizes a specific motif in the 16 rrnA 
structure, which is located next to the identified cross-
link (Fig. 6). Moreover, the cross-link of protein S7 and 
the mrnA fragment next to the tentative motif was 
identified [39]. the combination of these data argues 
in favor of Saito and nomuro’s assumption [38] with 
regard to the possibility of the initial recognition of this 
rnA motif by protein S7.

It can be proposed that the formation of the intact 
small ribosomal subunit results in reorganization of 
the contacts in the initial binary complex. Such a re-
arrangement can also be observed in other rnA–pro-

Fig. 6. Model of the secondary 
structure of the major 3’-terminal 
domain of the 16S rRNA (D3LH, 
Eco16S) used in this investigation 
[18]. RNA-protein cross-links are 
shown by arrows. Cross-links are 
taken from the Table. Cross-links 
for the 30S E. coli subunit: (1) 
U1240 - M115, (2) C1378 - K75; 
and for the binary complex: (3) 
U1321 – protein S7 identified in 
this work. 16S rRNA sites identical 
to the streptomycin mRNA binding 
site for protein S7 are shown in 
brackets [30]
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tein complexes; for instance, in complexes of trnA 
and phenylalanine-trnA- synthetase [40]. Some in-
teresting rearrangements have also been identified 
during the dissociation of binary rnA–protein com-
plexes [41]. 
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ABSTRACT 9-(4’-Phosphonomethoxy-2’-cyclopenten-1’-yl)hypoxanthine and 9-(4’-phosphonomethoxy-2’,3’-
dihydroxycyclopenten-1’-yl)hypoxanthine were synthesized as isosteric carbocyclic analogues of inosine-5’-
monophosphate. The synthesized compounds were shown to be capable of inhibiting the activity of human type 
II inosine-5′-monophosphate dehydrogenase (IMPDH II) (IC50 = 500 µM) and to have no significant effects on 
the growth of Mycobacterium tuberculosis.
KEYWORDS Carbocyclic nucleosides; competitive inhibition; inosine-5’-monophosphate; human IMPDH II, My-
cobacterium tuberculosis.

INRODUCTION
Inosine monophosphate dehydrogenase (IMPDH, [ec 
1.1.1.205]) is one of the key enzymes in a de novo bio-
synthesis of purine nucleotides (GtP and dGtP). Ino-
sine-5’-monophosphate (IMP) is the natural substrate 
of IMPDH. IMPDH catalyzes nAD+-dependent reac-
tions leading to the formation of nADH and xantho-
sine-5’-monophosphate, which is then converted into 
guanosine-5’-monophosphate (GMP). the inhibition of 
IMPDH causes a decrease in the intracellular levels of 
guanine-containing nucleotides, leading to antimicro-
bial, antiparasitic, antiviral, anticancer, and immuno-
depressive effects [1, 2].

the existing inhibitors of IMPDH can be classified 
into 3 groups with respect to enzyme binding: ana-
logues of IMP, analogues of nAD+, and allosteric inhib-
itors. the modified nucleosides belonging to the first 
group undergo intracellular phosphorylation and, in 
the form of 5’-monophosphates, competitively interact 
with the IMP binding site. Both types of inhibitors ex-
ist among the analogues of IMP: reversible (ribavirin-
5’-monophosphate, 3’-deazaguanosine, mizoribin) and 
irreversible (5’-monophosphates of 2-vinyl inosine, 
6-chloropurine nucleoside, 5-ethinyl-1-ribofuranosyl-
imidazole-4-carboxamide). the most widely known 
representatives of the second group of inhibitors in-
clude tiazofurine, selenazofurine, and mycophenolic 
acid. 

Human IMPDH exists in 2 isoforms, types I and II, 
showing 84% homology. type I enzyme is prevalent in 
normal lymphocytes and leucocytes; type II is found 
mostly in actively dividing and cancerous cells. Bacte-
rial IMPDH molecules isolated from different sources 
significantly differ from the human enzyme, showing 
30-41% homology. the affinity of IMPDH isolated from 
different sources may vary significantly for the same 
types of inhibitors [2]. thus, human IMPDH type II 
is more sensitive to mycophenolic acid (K

i
 = 7nM) as 

compared to human IMPDH type I (K
i
 = 33nM). the 

sensitivity of bacterial enzymes to mycophenolic acid is 
considerably lower (K

i
 = 0.2–20 μM). the selectivity of 

IMPDH with respect to inhibitors makes this enzyme a 
rather attractive target for potential anticancer, anti-
microbial, and antiparasitic compounds [2].

It has been shown recently that the inhibition of IMP-
DH isolated from Mycobacterium tuberculosis suppresses 
the growth of the bacterium [3]. the main objective in 
efforts to treat tuberculosis today is searching for new 
drugs that are effective against strains resistant to exist-
ing medicinal agents. new compounds should work via 
different mechanisms compared to those of the existing 
therapeutic agents. Hence, searching for new anti-tuber-
culosis agents not only among classes of antibiotics, but 
also among compounds of another nature seems reason-
able. there are no analogues of nucleosides among the 
therapeutic agents currently used to treat tuberculosis; 
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in combination with their potential to inhibit IMPDH, it 
makes these analogues primary candidates for investi-
gation as antimycobacterial agents.

the present article describes the synthesis of 
9-(4’-phosphonomethoxy-2’-cyclopenten-1’-yl)hypox-
anthine (1) and 9-(4’-phosphonomethoxy-2’,3’-dihy-
droxycyclopenten-1’-yl)hypoxanthine (2) (Fig. 1), the 
isosteric carbocyclic analogues of IMP. the ability of 
these compounds to inhibit human IMPDH II and to sup-
press the growth of M. tuberculosis is also assessed.

EXPERIMENTAL
All the reagents and solvents used in the experiments 
are commercially available (Acros, Aldrich, and Fluka). 
thin-layer chromatography (tLc) was performed on 
Kieselgel 60 F

254 
plates (Merck) in the following sys-

tems: 98:2 cHcl
3
–MeOH (system А); 9:1 cHcl

3
–MeOH 

(system B), 4:1 dioxane–nH
3
 (system c), 7:2:1 isopropa-

nol–nH
3
–water (system D). column chromatography 

was performed using a 40-63 μm Kieselgel (,Merck), 
a 25-40 μm Lichroprep rP-18 (Merck), and a DeAe-
toyopearl (toysoda, Japan). the elution systems are 
specified below.

the uV spectra were recorded using a Shimadzu 
uV-1201 spectrophotometer (Japan). 1H and 31P nMr 
spectra were recorded on an AMX III-400 spectrom-
eter (Bruker) with operating frequencies of 400 MHz 
for 1Н nMr (chemical shifts relative to the internal 
standards are provided: Me

4
Si for organic solvents and 

sodium 3-(trimethylsilyl)-1-propansulfonate (DSS) for 
D

2
O) and 162 MHz for 31Р nMr (with suppression of 

phosphorus-proton spin-spin coupling; chemical shifts 
relative to the external standards, 85% phosphoric acid, 
are provided). chemical shifts are given in parts per 
million (ppm). 

the starting 6-chloro-9-(4’-hydroxy-2’-cyclopent-
en-1’-yl)purine (3) was synthesized in accordance with 
the previously described methodology [4].

6-Ethoxy-9-(4’-hydroxy-2’-cyclopenten-1’-yl)purine 
(4). 
calcined К

2
СО

3 
(300 mg, 2.3 mmol) was added to a solu-

tion of 9-(4’-hydroxy-2’-cyclopent-1’-yl)-6-chloropu-
rine (300 mg, 13 mmol) dissolved in 10 ml of ethanol; the 

resultant suspension was refluxed for 1 h. the course of 
the reaction was controlled using tLc (system A). 

the solvent was removed under reduced pressure; 
the residue was applied onto a silica gel column; system 
B was used for elution; the target fractions were con-
centrated under reduced pressure. Product 4 (220 mg, 
78%) was isolated as a white foamy substance. 1H nMr 
(cD

3
OD): 8.42 (1H, s, H

2
), 7.95 (1H, s, H

8
), 6.34–6.33 (1H, 

m, H
2’

), 5.82 (1H, m, H
3’

), 5.34–5.32 (1H, m, H
1’

), 4.86 (1H, 
m, H

4’
), 4.64–4.62 (2Н, m, О-СН

2
), 3.02–2.98 (1H, m, H

а5
), 

2.23–2.19 (1H, m, H
b5

), 1.5–1.48 (3Н, m, СН
3
).

6-Ethoxy-9-(4’-ethylphosphonomethoxy-
2’-cyclopenten-1’-yl)purine (5). 
naH (33.5 mg, 1.4 mmol) and cs

2
cO

3 
(234 mg, 0.72 mmol) 

were added to the solution of compound 4 (230 mg, 
0.93 mmol) in 5 ml of dimethylformamide (DMF) under 
stirring in an argon atmosphere. the reaction mixture 
was stirred for 1.5 h at room temperature, then ethyl 
ester of p-toluene sulfonyloxymethyl phosphonic acid 
(334 mg, 1.8 mmol) solution in DMF (2 ml) was added. 
the mixture was stirred for 12 h at room temperature. 
the course of the reaction was controlled using tLc 
(system B). After removing the solvent under reduced 
pressure, the residue was applied onto the DeAe-toy-
opearl column and eluted with a linear gradient of nH-

4
HcO

3
 (0–0.2 M). the target compound 5 was eluted 

using 0.1 M nH
4
HcO

3
; the fraction was concentrated, 

and the target product was isolated on a Lichroprep 
rP-18 and eluted using a linear gradient of aqueous 
ethanol (0–10%). the product was eluted using an 8% 
aqueous ethanol solution. 

A total of 240 mg (67%) of compound 5 was obtained in 
the form of a colorless oil. 1Н nMr (D

2
O): 8.14 (1H, s, H

2
), 

8.06 (1H, s, H
8
), 6.34–6.32 (1H, m, H

2
), 6.15 (1H, m, H

3
), 

5.35 (1H, m, H
1
), 4.63 (1H, m, H

4
), 4.38 (2Н, m, О–СН

2
), 

3.76–3.72 (2Н, m, О–СН
2
), 3.58–3.56 (2Н, m, О–СН

2
–Р), 

2.89 (1H, m, H
а5

), 1.80 (1H, m, H
b5

), 1.33–1.29 (3Н, m, СН
3
), 

1.15–1.11 (3Н, m, СН
3
). 31Р nMr (D

2
O): 17.99 s.

6-Ethoxy-9-(4’-ethylphosphonomethoxy-2’,3’-dihy-
droxycyclopent-1’-yl)purine (6). 
Solutions of osmium tetroxide in dioxane (0.5 M) and n-
methyl morpholine oxide (0.3 ml, 3 mmol) were added 

IMP 1 2

Fig. 1. Inosine-
5’-monophos-
phate and its 
isosteric carbo-
cyclic analogues
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to the suspension of phosphonate 5 (200 mg, 0.54 mmol) 
in a 10:1 mixture of dioxane and water solvents. the 
solution was stirred for 3 h at room temperature. the 
course of the reaction was controlled using tLc (system 
D). After the solvent had been removed under reduced 
pressure, the residue was applied onto the DeAe-
toyopearl column and eluted with a linear gradient of 
nH

4
HcO

3
 (0–0.3 M), and subsequently repurified on a 

Lichroprep rP-18 column eluted with water. the yield 
of product 6 was 74%. the uV spectra (Н

2
О,

 
рН 7) λ

max
 

252.0 nm (ε 9600), 1Н nMr (D
2
O): 8.36 (1H, s, H

2
), 8.29 

(1H, s, H
8
), 4.85 (1H, m, H

1
), 4.23 (1H, m, H

4
), 3.92–3.89 

(2Н, m, О–СН
2
), 3.73 (2Н, m, О–СН

2
), 3.60–3.59 (2Н, m, 

О–СН
2
–Р), 2.88–2.85 (1H, m, H

а5
), 2.10 (1H, m, H

b5
), 1.37 

(3Н, m, СН
3
), 1.21 (3Н, m, СН

3
). 31Р nMr (D

2
O): 18.23 s.

9-(4’-Phosphonomethoxy-2’-cyclopenten-1’-yl)hy-
poxanthine (1). 
trimethylbromosilane (0.65 ml, 5 mmol) was added to 
the suspension of phosphonate 5 (100 mg, 0.27 mmol) in 
DMF under argon atmosphere; the resulting mixture 
was stirred for 3 h at room temperature. the course 
of the reaction was controlled using tLc (system B). 
the reaction mixture was neutralized with 25% aque-
ous ammonia; the solvent was removed under reduced 
pressure. the residue was purified on a Lichroprep rP-
18 column and eluted with water to give 70 mg (84%) 
of product 4 in the form of lyophilizate. 1Н nMr (D

2
О): 

8.39 (1H, s, H
2
), 8.26 (1H, s, H

8
), 6.44–6.42 (1H, m, H

2’
), 

6.18–6.17 (1H, m, H
3
), 5.57–5.55 (1H, m, H

1
), 4.81 (1H, m, 

H
4
), 3.61 (2Н, m, О–СН

2
–Р), 3.04 (1H, m, H

а5
), 1.93 (1H, 

m, H
b5

). 31Р nMr (D
2
O): 16.66 s.

9-(4’-phosphonomethoxy-2’,3’-dihydroxycyclopent-
1’-yl)hypoxanthine (2). 
the compound 2 was obtained in a similar fashion to 
compound 1, obtained from compound 6 (140 mg, 0.35 
mmol). A total of 105 mg (81%) of the product was iso-
lated as lyophilizate. the uV spectra (Н

2
О,

 
рН 7) 

 
λ

max
 

251.0 nm (ε 9300). 1Н nMr (D
2
О): 8.27 (1H, s, H

2
), 8.11 

(1H, s, H
8
), 4.20 (1H, m, H

1
), 3.93 (1H, m, H

4
), 3.53–3.51 

(2Н, m, О–СН
2
–Р), 2.81 (1H, m, H

а5
), 2.07 (1H, m, H

b5
). 

31Р nMr (D
2
O): 14.06 s.

BIOLOGICAL TESTS
experiments on the ability of the synthesized com-
pounds to inhibit human IMPDH II were conducted by 
novocib company (France). compounds 1 and 2 were 
tested on a human recombinant IMPDH II (~0.0003 ac-
tivity units per well) at 37°c in 200 μl of a buffer solu-
tion (KH

2
PO

4
 0.1 M, pH 7.8, nAD 250 μM, Dtt 2 mM) 

using a 96-well microplate. the reaction was initiated 
by the addition of a substrate, IMP, at a concentration 
of 250 μM. Prior to reaction initiation, the compounds 

were incubated in a buffer with IMPDH II for 5 min-
utes. the absorbance was measured at 340 nm using an 
ieMS reader MF device (Labsystems, Finland). riba-
virin was used as a positive control. the influence of 
the synthesized compounds on human IMPDH II activ-
ity was simultaneously tested in two identical experi-
ments.

Antituberculosis activity. 
the compounds were tested on a laboratory strain of 
M. tuberculosis H37rv sensitive to antituberculosis 
drugs. the mycobacteria was transferred into a single-
cell suspension of single cells at the same growth phase 
and standardized with respect to cFu [5]. the enriched 
liquid growth medium Dubois (Difco, uSA) was used.

Evaluation of compound efficacy. 
the effect of the compounds on the growth of myco-
bacterial strains was estimated using a Bactec MGIt 
960 automated growth detection system (BD, uSA). 
the suspension of mycobacterial cells (500 μl) was 
inoculated in a nutrient medium (7.9 ml). the final 
concentration of M. tuberculosis in the sample was 
106 cFu/ml. three replicates for each sample (concen-
tration) were analyzed, including the control samples. 
the antimicrobial activity of the compounds was eval-
uated using the proportion method with the tB exist 
software [6]. the growth of mycobacterial cells cul-

а  b

c

d d

Scheme a – Ethanol (pure), K
2
CO

3
, refluxing for 1 hour;  

b – NaH, TosOCH
2
P(O)OC

2
H

5
OH, Cs

2
CO

3
, DMF;  

c – OsO
4
, NMMO, dioxane; d - (CH

3
)

3
SiBr, DMF
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tured in the presence of the compound and the growth 
of the control culture diluted 100 times as compared to 
the test sample is assessed in this analysis. the culture 
is considered to be sensitive to such a concentration 
of the compound at which the growth rates in the ex-
periment do not exceed 100 growth units (Gu), when 
400 Gu are recorded in the control sample; the com-
pound is regarded as active in this case. Furthermore, 
the absolute concentration method was used to assess 
the effect of the compounds at concentrations lower 
than the minimum inhibitory concentration (MIc) on 
the viability of mycobacterial cells on the basis of the 
inhibition of bacterial growth as compared to the con-
trol. Bacterial growth was determined automatically 
at 1 h intervals and recorded using the epicenter soft-
ware (BD, uSA).

RESULTS AND DISCUSSION
Over the past decades, carbocyclic nucleosides have 
been intensively studied. these compounds have been 
found to be biologically active; in particular, they turn 
out to have antiviral and anticancer properties [7]. 
these nucleosides are recognized by many enzymes 
and receptors, since their structure is similar to that 
of natural nucleosides. Meanwhile, they are highly re-
sistant to c-n bond cleavage by phosphorylases and 
hydrolases.

Hydroxycyclopentene is used as a carbocyclic moi-
ety in compounds 1 and 2. the analogues with such 
moiety are known as 5’-norcarbocyclic nucleosides. 
the substitution of the primary 5’-hydroxyl resi-
due for the secondary 4’-hydroxyl results in toxic-
ity decrease due to the loss of substrate properties 
with respect to cellular kinases. taking into account 
the fact that intracellular phosphorylation of 5’-nor-
carbocyclic nucleosides is infeasible, we synthesized 
the methylene phosphonates of 9-(4’-hydroxy-2’-cy-
clopenten-1’-yl)hypoxanthine and 9-(4’,2’,3’-trihy-
droxycyclopent-1’-yl)hypoxanthine (scheme). It was 
previously shown that such isosteric phosphonates 
imitate the corresponding monophosphates but are 
more stable to the action of hydrolyzing and dephos-
phorylizing enzymes [8].

9-(4’-Hydroxy-2’-cyclopenten-1’-yl)-6-chloropurine 
3 was obtained via condensation of epoxycyclopentene 
and 6-chloropurine in accordance with the previously 
described procedure [4].refluxing of compound 3 in 
ethanol led to the formation of ester 4, which subse-
quently reacted with the ethyl  esters of tosyloxymeth-
ylphosphonic or iodomethylphosphonic acid, to yield 
monophosphonate 5. 

ester 5 was hydrolyzed to 9-(4’-phosphonylmethyl-
oxy-2’-cyclopenten-1’-yl)hypoxanthine 1 using excess 
amounts of trimethylbromosilane. In order to obtain 

monophosphonate 2, the double bond of compound 5 
was oxidized with osmium tetroxide in the presence of 
n-methylmorpholine-n-oxide, and the ethyl groups 
were subsequently removed from compound 6 in the 
presence of trimethylbromosilane (scheme). the target 
compounds 1 and 2 were purified on a DeAe-toyope-
arl column eluted with a linear concentration gradient 
of nH4

HcO
3
. the subsequent purification and removal 

of salts was performed on a Lichroprep rP-18 column. 
the final yields were 84 and 81%, respectively.

compounds 1 and 2 were tested as human IMPDH II 
inhibitors (Fig. 2).

It is clear from Fig. 2 that the carbocylic analogue 1 
at a concentration of 500 μM inhibited enzymatic ac-
tivity by 50% (K

i 
474 μМ), whereas compound 2 did so 

by 35–39% (K
i 
975 μМ). ribavirin monophosphate was 

used as the control and at a concentration of 2 μМ in-
hibited the enzymatic activity by 50%; the K

m 
value of 

the IMP (natural substrate) in this system was 124.4 
μМ.

the ability of the monophosphonates 1 and 2 to in-
hibit the growth of a M. tuberculosis was also tested. 
the growth of M. tuberculosis culture H37rv under 
the action of compounds 1 and 2 at concentrations 
of 2–100 μg/ml (5–320 μМ) was identical to that ob-
served in the control group: the initial phases of culture 
growth were detected on day 7; entry into stationary 
phase was detected on day 17. the duration of active 
bacterial growth is 10 days. compound 2, at concen-
trations of 200 μg/ml (578 μМ), caused an insignificant 
delay (2 days) in bacterial growth as compared to the 
control group.
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Fig. 2. Dose-dependent inhibition of IMPDH II by com-
pounds 1 and 2
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CONCLUSIONS
Synthesized 9-(4’-phosphonomethoxy-2’-cyclopent-
en-1’-yl)hypoxanthine and 9-(4’-phosphonometh-
oxy-2’,3’-dihydroxycyclopent-1’-yl)hypoxanthine 
are weak inhibitors of human IMPDH II. these com-
pounds at concentrations of 20–200 μg/ml do not af-
fect the growth of M. tuberculosis H37rv in vitro. this 
fact can be attributed both to the structural features 
of the mycobacterial cell wall and, hence, the difficul-
ties associated with penetrating the membrane, or to 
the existence of alternative pathways for synthesizing 
essential compounds in mycobacteria. the hypothesis 
that IMPDH of M. tuberculosis could be less sensitive 

to the compounds under study compared with human 
IMPDH II should not be dismissed, either.   
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ABSTRACT The interaction between gold nanoparticles and particles of cholesteric liquid-crystalline disper-
sions formed by double-stranded DNA and poly(I)×poly(C) molecules is considered. It is shown that small-sized 
(~ 2 nm) gold nanoparticles induce two different structural processes. First, they facilitate the reorganization of 
the spatial cholesteric structure of the particles into a nematic one. This process is accompanied by a fast decrease 
in the amplitude of an abnormal band in the CD spectrum. Second, they induce cluster formation in a “free 
space” between neighboring nucleic acid molecules fixed in the structure of the quasinematic layers of liquid-
crystalline particles. This process is accompanied by slow development of the surface plasmon resonance band 
in the visible region of the absorption spectrum. Various factors influencing these processes are outlined. Some 
assumptions concerning the possible mechanism(s) of fixation of gold nanoparticles between the neighboring 
double-stranded nucleic acid molecules in quasinematic layers are formulated.
KEYWORDS DNA; poly(I)×poly(C); liquid-crystalline dispersions of nucleic acids; gold nanoparticles; circular di-
chroism; absorption spectroscopy; abnormal optical activity; surface plasmon resonance; structure of biopolymer 
lyotropic liquid crystals; cytotoxicity of nanoparticles.
ABBREVIATIONS DAU – daunomycin; CD – circular dichroism; Au nanoparticles (nano-Au) – gold nanoparticles; 
SPR – surface plasmon resonance; PEG – poly(ethylene glycol); UV region – ultraviolet region; CLCD – choles-
teric liquid-crystalline dispersion.

INTRODUCTION
Metal and metal oxide nanoparticles are known to be 
characterized by their inherent ability to exhibit spe-
cific properties depending on the nanoparticle’s size. 
these properties of nanoparticles differ substantially 
from those typical of a “bulky” sample of the initial ma-
terial. nano-sized gold (Au) nanoparticles that are used 
both for research and applied purposes [1] (in particu-
lar, for diagnosis and treatment of certain diseases [2, 
3]) are among the most vivid examples of the existence 
of such differences. Although the in vitro and in vivo 
cytotoxicity of Au nanoparticles has been investigated 
by several research teams, the data pertaining to the 
biological effects induced by Au nanoparticles are rath-
er controversial [4, 5]. It is quite possible that the reason 
for this is that different biological systems have been 
used to study the effect of nanoparticles; in this case, it 
is difficult to compare their action mechanisms.

the data [3, 6] provide a background to assume that 
the in vitro and in vivo action of Au nanoparticles on 
spatially arranged DnA structures is similar to that of 
molecules that possess mutagenic activity. Particles of 
DnA cholesteric liquid-crystalline dispersion (cLcD) 
are known to be among the structures that model cer-
tain spatial features of DnA within biological objects 
[7]. Indeed, the physicochemical features of DnA cLcD 
particles indicate some properties, which are charac-
teristic of Protozoan chromosomes (e.g., chromosomes 
of Dinoflagellate, etc.) and DnA-containing bacteri-
ophages [8–10].

Hence, DnA cLcD is a system of undoubted interest 
both in terms of nano- and biotechnologies.

When studying the effect of Au nanoparticles on 
various biological macromolecules and systems, sev-
eral facts should be borne in mind. Au nanoparticles, 
especially the small-sized ones, tend to spontaneously 
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aggregate in water–salt solutions [1, 11, 12] and to form 
various complexes and aggregates with the solution 
components and dissolved macromolecules [13–16]. this 
process, accompanied by the approaching of neighbor-
ing Au nanoparticles, results not only in the enhance-
ment of the so-called surface plasmon resonance (SPr) 
band typical of individual Au nanoparticles, but also 
in excitation of the collective vibrations of the elec-
tronic system and interaction between the neighbor-
ing “plasmons.” the latter effect, known as plasmon 
overlapping, is accompanied [1, 17, 18] by a shift of the 
SPr band toward the shorter or longer wavelengths 
of the absorption spectrum depending on a number of 
parameters (interparticle distance, size and shape of 
the resulting aggregates, dielectric permittivity of the 
medium [19, 20], existence of “interlayers” between the 
neighboring Au nanoparticles [21, 22], etc.). It is obvi-
ous that the complex formation (and possible aggre-
gation of neighboring Au nanoparticles) is dependent 
on the concentration and charge of Au nanoparticles, 
their size, and the properties of the solvent compo-
nents. this means that when studying the interaction 
between Au nanoparticles and biopolymer molecules, 
control experiments are to be carried out which would 
prove the absence of “parasitic” optical effects induced 
by the formation of nonspecific aggregates between Au 
nanoparticles and the solvent components under the 
conditions used.

Hence, this work was aimed not only at proving the 
fact that there are no unnspecific aggregates between 
Au nanoparticles and the solvent components, but also 
at analyzing the interaction between Au nanoparti-
cles and the double-stranded DnA molecules fixed in 
the spatial structure of the cLcD particles formed by 
phase exclusion of DnA molecules from water–salt 
solutions.

MATERIALS AND METHODS
colloid gold solutions (hydrosols) containing spherical 
nanoparticles of different sizes were used in this study. 
Au nanoparticles were synthesized according to the 
previously described procedures [23–25]. the first hy-
drosol was obtained using the procedure [23] and con-
tained Au nanoparticles with a mean diameter of ~15 
nm. the second hydrosol containing Au nanoparticles 
5.5 nm in diameter was synthesized according to [24]. 
Finally, the third hydrosol containing quasi-metallic 
Au nanoparticles 2–3 nm in diameter was obtained ac-
cording to the procedure described in [25]. the mean 
size of the Au nanoparticles in the initial solutions was 
determined via dynamic light scattering and electron 
microscopy. the numerical concentration of Au nano-
particles in the first, second, and third hydrosols was 
1012, 1013, and 1015 particles/cm3, respectively.

the Au nanoparticles were negatively charged; 
their ξ-potentials were as follows: for 2–3 cm particles, 
–18 ± 7 mV (immediately after synthesis), –25 ± 5 mV 
(2 days after the synthesis) and –38 ± 5 mV (9 months 
after the synthesis); for 5 nm particles, –32 ± 4 mV; for 
15 nm particles, –44 ± 3 mV.

the original solutions of Au nanoparticles were 
stored at 4°c in light-impermeable containers and used 
2.5 months following the synthesis.

A calf thymus depolymerized DnA (Sigma, uSA) 
with a molecular mass of (0.3–0.7) × 106 Da after ad-
ditional purification was used. A synthetic double-
stranded polyribonucleotide poly(I)×poly(С) (Sigma, 
uSA; lot 023K4032) was used without additional puri-
fication. DnA and poly(I)×poly(С) concentrations in the 
water–salt solutions were determined spectrophoto-
metrically using the known values of the molar extinc-
tion coefficients (ε

max
 = 6,600 М–1×cm–1 for DnA and 

ε
max

 = 4,900 М–1×cm–1 for poly(I)×poly(С)).
 Poly(ethylene glycol) samples (PeG; Serva, Ger-

many; molecular mass of 4,000 Da) were used without 
additional purification.

the absorption spectra were taken by cary 100 Scan 
(Varian, uSA) spectrophotometer. the circular dichr-
oism (cD) spectra were recorded using an SKD-2 port-
able dichrometer. the cD spectra were represented as 
a dependence of the difference between the intensities 
of absorption of left- and right-handed polarized light 
(∆A; ∆A = (A

L
 – A

r
)) on the wavelength (λ).

cLcD of DnA in PeG-containing water–salt solu-
tions were prepared according to the previously de-
scribed procedure [7].

A series of control experiments were carried rut to 
check the possible interaction between Au nanoparti-
cles and biopolymer molecules (nucleic acids and pro-
teins).

As has already been mentioned in Introduction, a 
number of questions pertaining to the behavior of neg-
atively charged small-sized Au nanoparticles under the 
conditions used were to be answered. Are these Au na-
noparticles capable of: 

a) forming aggregates in solutions of low or high ionic 
strength;

b) interacting (form complexes) with a neutral poly-
mer (PeG) used to form DnA cLcD particles;

c) affecting single-stranded nucleic acid molecules in 
low- or high-ionic-strength solutions; and

d) affecting double-stranded DnA molecules under 
conditions that prevent dispersion formation in a PeG-
containing water–salt solution.

Absorption spectra
the absorption spectra of Au nanoparticles recorded at 
different times after PeG (cPeG

 = 150 mg/ml) addition 
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to the solution are compared in Fig. 1A. It is clear that 
the absorption spectrum is characterized by a poorly 
pronounced band (I) at λ ~ 500 nm and a broadband 
in the short wave spectral region, which is caused by 
electron transitions both between the d orbitals and the 
sp hybridized orbitals of Au [26]. the amplitude con-
stancy of the band at λ ~ 500 nm in the absorption spec-
trum and the absence of either red or blue shifts in this 

band unambiguously attest to the fact that negatively 
charged small-sized Au nanoparticles do not tend to 
aggregate near the surface of PeG molecules under the 
conditions used.

Figure. 1B shows the absorption spectra recorded at 
different time intervals after Au nanoparticles addition 
to the water–salt solution of synthetic single-stranded 
polynucleotide poly(A). Figure. 1C shows the absorption 
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Fig. 1. The absorption spectra of Au nanoparticles under various conditions.
А. The absorption spectra of Au nanoparticles in a PEG-containing water–salt solution (curves 1–4): the PEG-containing 
solution was treated with Au nanoparticles for: 1 – 1 min; 2 – 6 min; 3 – 17 min; 4 – 280 min; С

PEG
 = 150 mg/ml; 0.27 М 

NaCl + 1.78×10-3 М Na+-phosphate buffer; С
Nano-Au

 = 0.82×1014 particles/ml.
B. The absorption spectra of Au nanoparticles in a water–salt solution of a single-stranded polynucleotide (polyA) 
(curves 1–3): poly(A)-water–salt solution treated with Au nanoparticles for: 1 – 1 min; 2 – 17 min; 3 – 30 min;  
С

Poly(A)
 = 9 µg/ml; refer to Fig. 1A for the other conditions.

C. The absorption spectra of Au nanoparticles in a PEG-containing water–salt solution of a single-stranded polynucle-
otide (polyA) (curves 1–4): the poly(A)-PEG-containing solution was treated with Au nanoparticles for: 1 – 1 min;  
2 – 7 min; 3 – 15 min; 4 – 30 min; С

Poly(A)
 = 9 µg/ml; refer to Fig. 1A for the other conditions.

D. The absorption spectra of Au nanoparticles in a water-salt-DNA-PEG-containing solution of low ionic strength (curves 
1–3): the DNA-PEG-containing solution was treated with Au nanoparticles for: 1 – 1 min; 2 – 17 min; 3 – 180 min;  
С

DNA
 = 9 µg/ml; 0.0009 М NaCl; refer to Fig. 1A for the other conditions
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spectra recorded after Au nanoparticles were added to 
a PeG-containing (c

PeG
 = 150 mg/ml) water–salt solu-

tion of the same biopolymer. there are two bands in 
the absorption spectra in Figs. 1B,C: the band in the uV 
region of spectrum (I) corresponds to Au nanoparticles; 
the band in the uV region of spectrum (II) contains the 
contribution of the absorption of chromophores in the 
polynucleotide. the position of these bands and their 
maxima do not change over time after Au nanoparti-
cles are added to the solutions.

the absorption spectra of Au nanoparticles recorded 
at different time intervals after the Au nanoparticles 
were added to the water–polymer solution (c

PeG
 = 150 

mg/ml) of low ionic strength containing double-strand-
ed DnA molecules are shown in Fig. 1D. the absorption 
spectrum contains two bands; the band in the visible 
region of spectrum (I) corresponds to Au nanoparticles, 
whereas that in the uV region of spectrum (II) cor-
responds to absorption of DnA chromophores. Phase 
separation of double-stranded DnA molecules does 
not happen under the conditions used (ionic strength 
0.001 and c

PeG
 = 150 mg/ml); thus, no DnA cLcD are 

formed. no changes in the amplitudes of both bands are 
observed under these conditions.

Circular dichroism spectra
the cD spectra of water–salt solutions containing lin-
ear double-stranded DnA or poly(I)×poly(c) molecules 
attest to the fact that treatment of these molecule with 
Au nanoparticles causes no optical changes in them 
(spectra are not shown).

thus, the absence of any noticeable changes in the 
amplitude and position of the 500 nm band in the ab-
sorption spectra shown in Fig. 1A and in the cD spec-
tra indicates that small-sized negatively charged Au 
nanoparticles neither undergo aggregation in aqueous 
solutions of low or high ionic strength nor form aggre-
gates near PeG molecules under the selected condi-
tions. Moreover, no changes in the amplitudes of the 
bands characterizing the optical properties of nitrogen 
bases or small-sized Au nanoparticles are observed 
under conditions when there is no phase separation of 
single-stranded polynucleotide molecules (Fig. 1C) or 
double-stranded DnA (Fig. 1D) and a biopolymer mol-
ecule dispersion is not formed [7].

the influence of small-sized Au nanoparticles on 
double-stranded DnA and the poly(I)×poly(c) mol-
ecules fixed in the spatial structure of cLcD particles 
has been investigated with allowance for the results of 
control experiments.

RESULTS AND DISCUSSION
Before analyzing the effect of Au nanoparticles on dou-
ble-stranded DnA and the poly(I)×poly(c) molecules 

fixed in the spatial structure of cLcD particles, let’s 
provide some illustrations of the structure of the initial 
liquid-crystalline dispersion particles. In physicochemi-
cal terms, each particle in the dispersion is a “droplet” 
of a concentrated DnA solution, whose structure and 
properties are determined by the osmotic pressure of 
the solution [7]. A “droplet” cannot be held in one’s 
hands or immobilized on a substrate, since the “drop-
let” structure will change without the osmotic pressure 
of the solution, and DnA molecules will be converted 
from their condensed into an isotropic state. each 
cLcD particle consists of double-stranded nucleic acid 
molecules forming its neighboring (so-called quasin-
ematic) layers [7]. Fiure. 2 illustrates certain features of 
the quasinematic layer consisting of ordered neighbor-
ing double-stranded molecules of nuclear acids (in par-
ticular, DnA). In the case of phase separation, the dis-
persion particles (hence, the quasinematic layer as well) 
do not contain molecules of a water-soluble polymer 
(PeG) molecule. there is “free space” both between 
the neighboring DnA molecules in the same layer and 
between the DnA molecules in the neighboring layers. 
the distance between two neighboring DnA molecules 
in a layer (d) can vary within the 2.5–5.0 nm range, de-
pending on the osmotic pressure of the solution. under 
the conditions used (cPeG

 = 150 and 170 mg/ml), the 
distance between two DnA molecules determined via 
an X-ray diffraction analysis of the phases obtained 
by low-speed precipitation of the initial DnA cLcD 
particles [7] was 3.6 and 3.2 nm, respectively. DnA mol-
ecules ordered in layers retain almost all their diffusion 
degrees of freedom. Due to the anisotropic properties of 
DnA molecules, each subsequent quasinematic layer is 
rotated by a certain angle (approximately 0.1о [7]) with 
respect to the previous one. the rotation gives rise to 
the helical (cholesteric) structure of a liquid-crystal-
line dispersion particle. the emergence of this struc-
ture can be easily detected according to the abnormal 
optical activity manifested as a characteristic intense 
band in the cD spectrum in the region of absorption 
of DnA chromophores (nitrogen bases). High local 
concentration of DnA and the ordered arrangement 
of these macromolecules in a layer provide conditions 
for a rapid interaction between molecules of various 
low-molecular-mass compounds (“guests”) with DnA 
molecules (intercalation between base pairs, fixation 
in the grooves on the molecule surface, etc.). the dis-
tortion of the secondary DnA structure accompany-
ing this interaction affects not only the properties of all 
quasinematic layers, but also the character of the inter-
action between them (hence, the structural features of 
any cLcD particle and its properties as well). Since the 
properties of the quasinematic layer(s) are determined 
by the physicochemical properties of DnA cLcD par-
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ticles, we will use this very term when reporting fur-
ther results. Finally, complete separation of the chains 
of double-stranded DnA molecules in a quasinematic 
layer and their folding into individual random coils is 
infeasible for steric reasons [27, 28].

these features of the quasinematic layer allow to hy-
pothesize about the possible mechanisms of fixation of 
Au nanoparticles (“guests”) near the double-stranded 
DnA molecules of the quasinematic layer (Fig. 2).

First, Au nanoparticles of any size (Figs. 2A–C) can 
interact both with the “surface” DnA molecules and 
with the base pairs of the terminal groups of DnA mol-
ecules in the quasinematic layers, thus forming com-
plexes (ensembles) with them [13, 29–31].

Second, it is quite possible that Au nanoparticles, 
whose size is comparable to the distance between the 
DnA molecules in the quasinematic layer, can diffuse 
inside the layers (Fig. 2D), interact with the neighbor-
ing DnA molecules within the same quasinematic layer 
or neighboring quasinematic layers, and form linear 
clusters.

One can assume that binding even of a small number 
of negatively charged Au nanoparticles to DnA mole-
cules (in particular, to the terminal groups in these mol-
ecules) results in dipole formation (it should be men-
tioned there is no need for penetration of Au particles 
into the quasinematic layer). Dipoles from the neigh-
boring (DnA–Au) complexes within a quasinematic 
layer, as well as the layers, will tend to be organized in 
parallel fashion, which can eventually induce a change 

in the helical twisting of the neighboring quasinematic 
layers made of DnA molecules. the twist angle be-
tween these layers (~ 0.1о [7]) can fall to zero, which 
is equivalent to untwisting of the cholesteric helical 
structure, and this process will manifest itself as the 
attenuation of the abnormal band in the cD spectrum 
of liquid-crystalline dispersion particles.

It is obvious that although it has no significant ef-
fect on the forces (sterical, etc.) that determine the ten-
dency of the neighboring DnA molecules to organize in 
a parallel fashion, even a small number of negatively 
charged Au nanoparticles can induce changes in the 
contributions (in particular, anisotropic contribution 
to the van der Waals interaction) that control the heli-
cal twisting of the neighboring quasinematic layers of 
DnA molecules. In this case, the helical twisting of the 
neighboring quasinematic layers will be disturbed and 
the twist angle between these layers (~ 0.1о [7]) can be 
equal to zero, which is equivalent to untwisting of the 
cholesteric helical structure accompanied by attenua-
tion of the abnormal band in the cD spectrum of liquid-
crystalline dispersion particles.

therefore, it can be expected that if negatively 
charged Au nanoparticles somehow interact with dou-
ble-stranded DnA molecules in cLcD particles, this 
interaction will be accompanied by changes in the ab-
normal optical activity, which is characteristic for this 
dispersion.

It is also quite possible that when neighboring Au 
particles localize near DnA molecules in a certain fash-

А  D  B 

CNano-Au

Nano-Au

π

d, nm

Fig. 2. A hypothetical 
scheme of the arrange-
ment of Au nanoparticles of 
different sizes (A–D) near 
the DNA molecules form-
ing the quasinematic layer. 
The frame and wide arrows 
indicate the presence of 
osmotic pressure (π) in the 
PEG-containing solution; 
d – distance between the 
axes of the neighboring DNA 
molecules
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ion, interaction between these nanoparticles can result 
in the emergence of a surface plasmon resonance band 
in the absorption spectrum [1, 13, 19].

Changes in circular dichroism spectra 
caused by the treatment of DNA CLCD 
particles with Au nanoparticles
treatment of DnA cLcD particles with Au nanopar-
ticles results in a decrease in the amplitude of the ab-
normal negative band in the cD spectrum (Fig. 3). the 
fact that the band has a negative sign indicates that 
right-handed helical double-stranded DnA molecules 
give rise to a left-handed helical structure of the cLcD 
particles [7].

Due to the effect of Au nanoparticles, the am-
plitude of the abnormal band in the cD spectrum of 
DnA cLcD decreases within a rather short period of 
time. the decrease in the amplitude of the abnormal 
band in the cD spectrum of DnA cLcD particles be-
comes pronouncedly stronger as the concentration of 
Au nanoparticles in the solution increases. It should be 
mentioned that noticeable changes in the amplitude of 
the abnormal band in the cD spectrum of DnA cLcD 
starts at some critical concentration of Au nanoparticles 
in a solution of approximately 1,000 Au nanoparticles 
per DnA cLcD particle (Fig. 3, inset).

Similar data characterizing the decrease in the ab-
normal band in the cD spectrum of cLcD formed by 
synthetic double-stranded poly(I)×poly(c) molecules 
caused by treatment with Au nanoparticles were pre-
sented in [6]. It should be mentioned that the emer-
gence of a positive band in the cD spectrum of this 
cLcD attests to the fact that the right-handed heli-
ces of double-stranded poly(I)×poly(c) molecules form 
cLcD particles with right-handed twisting of their 
spatial helical structure.

the rapid decrease in the amplitude of the band in 
the cD spectrum of DnA cLcD depends on the size of 
Au nanoparticles. In particular, if Au nanoparticles are 
2 nm in diameter, the amplitude of the abnormal band 
in the cD spectrum decreases by 75%, whereas when 
15-nm diameter nanoparticles are used, it decreases by 
only 20% [32].

the decrease in the amplitude of the band in the cD 
spectrum of DnA cLcD is also dependent on the tem-
perature of the solution where the dispersion particles 
are treated with Au nanoparticles [32].

In combination with the differences in the efficiency 
of the changes in the cD spectrum for nanoparticles 
of different sizes, the scheme shown in Fig. 2 allows 
to assume that there are two reasons for the decrease 
in the abnormal optical activity of DnA cLcD or 
poly(I)×poly(c) cLcD particles. First, individual Au 
nanoparticles of any size (Figs. 2A–C) can interact 

with the “surface” DnA molecules to yield complexes 
or linear ensembles (clusters). In this case, small-sized 
Au nanoparticles can localize in the grooves of the 
“surface” DnA molecules [31, 33] or form complexes 
with pairs of DnA nitrogen bases (in particular, with 
n7 atoms of purines [34–37]). Second, Au nanoparti-
cles whose sizes are comparable to the distance be-
tween the DnA molecules in quasinematic layers can 
diffuse inside the layers to interact with DnA mol-
ecules. It is important to mention two aspects here. 1) 
It was found as early as in the first experiments [13, 
38, 39] that Au nanoparticles can form ensembles near 
the surface of linear single-stranded DnA molecules. 
ensemble formation from Au nanoparticles was sub-
sequently shown to be accompanied by the formation 
of planar suprastructures consisting of repeating dou-
ble-stranded DnA molecules and Au nanoparticles. 
these results demonstrate unambiguously that, after 
they interact with Au nanoparticles, DnA molecules 
tend to form planar suprastructures [30, 39, 40], de-
spite the fact that the original DnA molecules possess 
anisotropic properties [7]. 2) In case of cLcD particles 
of  double-stranded DnA molecules, formation of an 
ensemble even of a small number of Au nanoparticles 
on “surface” DnA molecules or near DnA molecules in 
quasinematic layers will result in changes in the charac-
ter of the interaction between neighboring quasinematic 
layers. this can result in the attenuation of the helical 
twisting of the neighboring layers; i.e., the spatial helical 
structure of cLcD particles will untwist.

With allowance for the formation of planar struc-
tures considered above, it can be stated that Au nano-
particles (in case of cLcD particles) initiate a parallel 
(rather than helical) arrangement of the neighboring 
quasinematic layers of DnA molecules.

regardless of the aforementioned reasons, combina-
tion of the control experiments (Fig. 1) and the results 
obtained (Fig. 3) allows one to suggest that the action 
of Au nanoparticles is directed towards the double-
stranded DnA molecules fixed in the cLcD particles. 
Meanwhile, the rapid decrease in the abnormal band 
in the cD spectrum can be attributed to binding of an 
appreciably small number of Au nanoparticles to the 
DnA molecules in cLcD particles. this process is ac-
companied by the disturbance of the helical mode of or-
dering in the neighboring quasinematic layers; i.e., Au 
nanoparticles induce a transition similar to the known 
cholesteric → nematic transition [7].

thus, the changes in the cD spectra of DnA cLcD 
(or poly(I)×poly(c) cLcD) indicate that Au nanopar-
ticles of different sizes can interact with the double-
stranded molecules of nucleic acids or synthetic poly-
nucleotides within cLcD particles (the efficiency of 
the interaction may vary), although most of the de-
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tails of the mechanism underlying the interaction re-
main unclear.

Changes in the absorption spectra 
caused by the treatment of DNA CLCD 
particles with Au nanoparticles
the analysis of the absorption spectra of Au nanopar-
ticles permits an assessment of the size of the ensem-
bles formed by these particles under various conditions 
[41–44].

noticeable changes both in the visible and in the 
uV spectral regions are observed after DnA cLcD 
particles are treated with small-sized Au nanoparti-
cles (Fig. 4A). this treatment is primarily accompanied 
by changes in band (I) at 550 nm (SPr band) [41, 42]. 
Figure 4B shows the data obtained by treating cLcD 
formed by poly(I)×poly(c) molecules (their particles 
are characterized by left-handed twisting of the spatial 
structure) with Au nanoparticles. It is clear that treat-
ment with Au nanoparticles in this case is also accom-
panied by the development of the plasmon effect.

the emergence of the SPr band is responsible for 
the pink-violet color of the solution containing DnA 
cLcD or poly(I)×poly(c) cLcD and treated with Au 
nanoparticles. the control experiments (Fig. 1) have 
demonstrated that the band at ~505 nm is poorly pro-
nounced in the absorption spectrum of Au nanopar-
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ticles and remains almost unchanged when solvent 
properties are varied. the intensity of the SPr band 
gradually increased over time; its maximum shifted 
from λ ~ 505 to ~ 550 nm. Meanwhile, the amplitude of 
band (II) in the uV region of the spectrum correspond-
ing to the absorption of DnA chromophores decreases 
over time. It should be also mentioned that according to 
theoretical calculations [45], similar changes in bands (I) 
and (II) in the absorption spectrum are responsible for 
the increase in the volume fraction of Au nanoparticles 
in the ensemble formed by these particles.

It is characteristic that the treatment of DnA cLcD 
particles with Au nanoparticles 5 and 15 nm in diam-
eter does not result in any changes in the absorption 
spectra of these nanoparticles. this fact gives ground to 
hypothesize that there are noticeable differences in the 
mechanisms of action of small- and large-size Au nano-
particles on DnA cLcD particles. Indeed, it can be seen 
from the scheme shown in Fig. 2 that Au nanoparticles 
of any size (A–C) can localize near the “surface” DnA 
molecules of the quasinematic layer and form linear 
ensembles. Formation of these ensembles even from a 
small number of Au nanoparticles can be accompanied 
by the enhancement of the SPr band [1].

It is important to note that the emergence of the 
plasmon effect does not require direct contact between 
neighboring Au nanoparticles, and the plasmon effect 
can be observed as long as the distance between the 
neighboring nanoparticles is shorter than the wave-
length of the incident light [1].

the absence of changes in the absorption spectrum 
of cLcD particles after they are treated with Au nano-
particles 5 and 15 nm in diameter, in combination with 
the scheme given in Fig. 2, allows one to assume that in 
addition to the known fact that Au nanoparticles are 
ordered near single-stranded or linear double-strand-
ed DnA molecules [29–31, 39, 40], there is a different 
mechanism of arrangement of small-sized Au nanopar-
ticles in DnA cLcD particles.

the evolution of the SPr band during the treatment 
of DnA cLcD with Au nanoparticles lasts for ~100 min 
(Fig. 5); then, its saturation occurs. the direct propor-
tional dependence between the amplitude of the SPr 
band (until the saturation point) and the t0.5 value is re-
tained. under the assumption that the amplitude of the 
SPr band is associated with the concentration of Au 
nanoparticles in the resulting ensemble, the depend-
ence shown in the inset (Fig. 5) represents the diffusion 
of Au nanoparticles [46] into the quasinematic layers of 
cLcD particles.

Figure 6 (inset) shows the dependence between 
the position of the SSr band maximum on the size of 
spherical Au nanoparticles, which was constructed by 
averaging the published data [40–43]. It was demon-
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strated by comparing the results shown in Fig. 4 with 
this dependence that the size of Au nanoparticles after 
their binding to DnA cLcD particles has the potential 
to increase from 2 to ~60 nm. Although this estimation 
is not consistent enough, since the dependence charac-
terizes the properties of Au nanoparticles of spherical 
shape, it still can be used for comparative assessment 
of the size of Au nanoparticles formed under various 
conditions.

the results presented in [6] and characterizing low-
angle X-ray scattering from the phases formed by 
DnA cLcD particles treated with Au nanoparticles 
allow one to make a more accurate estimation of the 
particle size. these results indicate that linear clusters 
of Au nanoparticles with a maximum size of 40 nm are 
formed within the structure. the SPr band is charac-
terized by a maximum at λ ~ 550 nm [6]. the depend-
ence of the position of the SPr peak on the linear size of 
Au clusters (Fig. 6) can be constructed using these find-
ings (i.e., it directly describes Au nanoparticle clusters 
formed upon interaction between Au nanoparticles and 
particles of cLcD of various nucleic acids). It is clear 
that the actual size of the resulting ensemble (the linear 
cluster of Au nanoparticles) for DnA increases from 
2 to 40 nm. treatment of poly(I)×poly(c) cLcD with 
Au nanoparticles results in an increase in the size of Au 
nanoparticles up to 34 nm (these data are indicated by 
♦ symbol on the X axis in Fig. 6).

It should also be mentioned that the size of the linear 
clusters of Au nanoparticles was never higher than 40 
nm under the experimental conditions used (negatively 
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Fig. 8. A hypothetical structure of the quasinematic layer 
in a  DNA nanoconstruction. The neighboring DNA mol-
ecules forming the quasinematic layer are “cross-linked” 
via nanobridges, which do not allow Au nanoparticles to 
penetrate into the layer and to form clusters in the  «free 
space» between DNA molecules (the probability of their 
interaction with the “surface” DNA molecules remains 
unchanged). The frame means the presence of osmotic 
pressure in the PEG-containing solution

charged Au particles, high ionic strength of solutions 
[47, 48], etc.).

the results presented in Figs. 5 and 6 enable one to 
analyze more thoroughly the diffusion mechanism of 
formation of Au nanoparticle clusters. Since the con-
centration of Au nanoparticles “outside” DnA cLcD 
particles is higher than that “inside” (i.e., between the 
quasinematic layers), the concentration gradient induc-
es the emergence of a diffusion flow of Au nanoparti-
cles. the flow stops when the concentrations “outside” 
and “inside” DnA cLcD particles become equal. If the 
characteristic time of attaining this equilibrium is t, the 
size of a cluster formed by the diffused Au nanopar-
ticles increases as the square root of time (i.e., as t0.5). 
One can expect this process to be hindered by the low-
er translational entropy value of the Au nanoparticles 
concentrated inside a cluster (i.e., in the «free space» 
between the quasinematic layers) as compared to that 
of the Au nanoparticles which are freely distributed 
over the solution. Since the entropy factor is propor-
tional to k

B
T, the size of the Au nanoparticle clusters 

formed in nucleic acid cLcD particles will decrease 
with increasing temperature of the solution.

thus, in our case the shift in the position of the SPr 
band is associated with the size of the linear Au nan-
oparticle clusters within nucleic acid cLcD particles 
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formed under various conditions rather than with an 
increase in the true size of individual Au nanoparticles. 
the problem of estimating Au nanoparticles in a clus-
ter based on the results of optical changes remains un-
solved, since the position of the SPr peak depends on 
the number and distance between the Au nanoparticles 
in a cluster, the dielectric permittivity of the medium, 
and other parameters [19].

With allowance for these results and the hypothetic 
scheme (Fig. 2) showing all possible ways for Au na-
noparticles to bind to the DnA molecules fixed in the 
structure of cLcD particles, as well as for the changes 
in the amplitudes of the bands localizing in different 
regions of the absorption spectrum (Fig. 4), which was 
not observed in the control experiments with  single-
stranded polynucleotide or double-stranded DnA mol-
ecules under conditions impeding their condensation 
(Fig. 1), one can consider that small-sized Au nanoparti-
cles (2 nm) can form linear clusters in cLcD particles.

Although capable of interacting with the “surface” 
DnA molecules (Figs. 2A,B) or terminal groups of DnA 
molecules (Fig. 2C) in quasinematic layers, Au nanopar-
ticles 5 and 15 nm in diameter are too large to be incor-
porated between the DnA molecules in these layers.

Figure 7 shows the curves that characterize the rate 
of changes in the amplitude of the abnormal band in 
the cD spectrum of DnA cLcD, of the SPr band, and 
of the band located in the uV region of the absorption 
spectra after the dispersion is treated with small-sized 
Au nanoparticles. It is clear that the treatment of DnA 
cLcD with Au nanoparticles is accompanied by two 
simultaneous processes: a fast decrease in the abnormal 

optical activity of DnA cLcD and a slower evolution 
of the SPr band. the process recorded on the basis of 
the changes in the abnormal band in the cD spectrum 
lasts 10–15 min, whereas the evolution of the SPr band 
requires approximately 60 min.

thus, in addition to the fast interaction between Au 
nanoparticles (of any size) and DnA cLcD particles 
(which is required to change their abnormal optical ac-
tivity to a certain extent), incorporation of small-sized 
Au nanoparticles in the structure of cLcD particles 
yielding Au nanoparticle clusters is also possible.

Absorption and CD spectra obtained for CLCD 
particles with DNA molecules cross-linked by 
nanobridges treated with Au nanoparticles
An important issue is where the Au nanoparticle clus-
ters localize. It can be assumed that small-sized Au 
nanoparticles diffuse into the “free space” between 
neighboring DnA molecules in the quasinematic lay-
ers of cLcD particles to cluster there. this process is 
accompanied by the emergence and evolution of the 
SPr band (Fig. 4).

In order to verify this assumption, the “free space” 
between the neighboring DnA molecules in cLcD par-
ticles was filled with appreciably strong nanobridges 
[49] consisting of alternating antibiotic molecules and 
copper ions (Fig. 8). this process resulted in the forma-
tion of a  DnA nanoconstruction. In this case, the  “free 
space” becomes inaccessible for diffusion and cluster-
ing of Au nanoparticles.

If the assumption about the localization of Au nano-
particle clusters is valid, treatment of the DnA nano-
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construction with Au nanoparticles will not result in 
any changes in the bands located both in the uV and 
visible regions of the absorption spectrum. Indeed, it is 
clearly seen in Fig. 9A that no significant changes in the 
absorption spectrum of the nanoconstruction obtained 
from cLcD particles due to the formation of nano-
bridges between DnA molecules are observed and that  
SPr band (I) does not evolve in this case. Meanwhile, 
band (II) in the uV region of the spectrum remains vir-
tually intact. this means that small-sized Au nanoparti-
cles cannot insert themselves between the neighboring 
DnA molecules in quasinematic layers, since the  “free 
space” is occupied by nanobridges [49].

One can focus on the fact that the nanobridges in-
crease the rigidity  of the spatial structure of the na-
noconstructions [49]. Hence, although “surface” DnA 
molecules in particles of nanoconstructions are available 
for interacting with Au nanoparticles, the untwisting 
process (in the case when a nanoconstruction is treated 
with Au nanoparticles) accompanied by a decrease in 
the abnormal band in the cD spectrum of the nanocon-
structions will require a longer period of time and can be 
terminated even at a smaller “depth” of this process. the 
cD spectra of the original DnA cLcD (dashed curve 6),  
DnA nanoconstruction (i.e., cLcD with the neighbor-
ing DnA molecules cross-linked via nanobridges; curve 
1), and the same nanoconstruct treated with Au nano-
particles (curves 2–5) are compared in Fig. 9B. It is clear 
that the formation of a  DnA nanoconstruction from the 
original cLcD is accompanied by amplification of the 
band in the uV region and the emergence of an addi-
tional band in the visible region of the spectrum, which 
is caused by the formation of nanobridges containing 
chromophores absorbing within this wavelength range 
[49]. the amplification indicates that the twist angle of 
the neighboring quasinematic layers increases due to the 
formation of nanobridges [7]. After the nanoconstruct 
is treated with Au nanoparticles at a high concentra-
tion (Сnano-Au

 = 0.82 × 1014 particles/ml), the amplitude of 
the bands in the uV and visible regions of the spectrum 
decreases despite the fact that the absorption spectrum 
does not contain the SPr band.

Figure 10 shows a comparison of the kinetic curves 
characterizing the changes in the abnormal optical ac-
tivity caused by treatment of the original DnA cLcD 
and  DnA nanoconstructions with Au nanoparticles. 
It is clear that the depth and rates of these processes 
are different for the original DnA cLcD and  DnA 
nanoconstructions, which supports the thesis that the 
bridges play a stabilizing role.

the results shown in Fig. 9 additionally demonstrate 
that small-sized Au nanoparticles can interact with 
the “surface” molecules of double-stranded DnA, thus 
inducing the cholesteric → nematic transition, even if 

nanobridges form between the neighboring DnA mol-
ecules, but cannot diffuse between DnA molecules in 
the quasinematic layers, since the “free space” is filled 
with nanobridges.

thus, the SPr band can emerge and evolve only 
if there is  “free space” between DnA molecules in 
quasinematic layers. It is in this very space that Au na-
noparticle clusters are formed.

We previously demonstrated that the interaction 
between Au nanoparticles and the “surface” DnA 
molecules in cLcD particles induces changes in the 
helical spatial distribution of neighboring quasin-
ematic DnA layers (i.e., formation of the nematic 
structure). It is possible that the probability of one (or 
several) right-handed helical double-stranded DnA 
molecule rotating 180о with respect to its neighbor(s) 
due to rotational diffusion in the quasinematic layers 
located at nanodistances increases at this very mo-
ment. In this case, the reactive groups of a DnA mole-
cule (1) localize in the “free space” facing the identical 
groups of its neighbor (2), which can be referred to as 
a type of face-to-face phasing of the reactive groups 
of DnA molecules. therefore, clustering of negatively 
charged Au nanoparticles in the “free space” between 
DnA molecules (Fig. 2) may result from two process-
es. First, Au nanoparticles may diffuse into the “free 
space” between the neighboring “phased” DnA mol-
ecules (1 and 2) (in this case, it is a one-dimensional 
diffusion of Au nanoparticles between these DnA 
molecules). Second, the interaction between a DnA 
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particle in the quasinematic layer and a negatively 
charged small-sized Au nanoparticle can be condition-
ally regarded as the equivalent interaction between 
a plane and a spherical particle [50]. In this case, the 
interaction of the Au nanoparticle can be determined 
by the so-called casimir effect [51–54].

For either version of the processes discussed above 
(provided that the experimental conditions are fixed), 
one can assume that Au nanoparticles can form linear 
clusters between DnA molecules (direct contact be-
tween neighboring Au nanoparticles in clusters can be 
absent) [55]. the clustering of Au nanoparticles is ac-
companied by the evolution of the SPr band.

thus, different processes can determine “sliding” 
(“retraction”) of Au nanoparticles into the  “free space” 
between neighboring DnA molecules in quasinematic 
layers.

thus, if one accepts the hypothesis of the ordering 
mechanism of negatively charged Au nanoparticles in 
quasinematic layers, it becomes clear why small-sized 
Au nanoparticles form clusters only in cLcD particles 
comprising double-stranded molecules of nucleic acids 
or synthetic polyribonucleotides (poly(I)×poly(c)).,

CONCLUSIONS
these findings demonstrate that small-sized Au nano-
particles form clusters in the “free space” between the 

neighboring double-stranded DnA molecules fixed in 
the spatial structure of cLcD particles. this conclusion 
allows one to regard a DnA cLcD particle as a matrix 
that specifically adsorbs small-sized Au nanoparticles 
and provides conditions for the formation of linear clus-
ters from these nanoparticles. the cytotoxicity of Au 
nanoparticles can presumably be attributed to their 
tendency to cluster. 
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ABSTRACT This work is devoted to the investigation of the methanogenic archaea involved in anaerobic diges-
tion of cattle manure and maize straw on the basis of terminal restriction fragment length polymorphism (T-
RFLP) analysis of archaeal 16S rRNA genes. The biological diversity and dynamics of methanogenic commu-
nities leading to anaerobic degradation of agricultural organic wastes with biogas production were evaluated 
in laboratory-scale digesters. T-RFLP analysis, along with the establishment of archaeal 16S rRNA gene clone 
libraries, showed that the methanogenic consortium consisted mainly of members of the genera Methanosarcina 
and Methanoculleus, with a predominance of Methanosarcina spp. throughout the experiment.
KEY WORDS archaeal 16S rRNA genes; T-RFLP analysis; biogas production; methanogens.
ABBREVIATIONS T-RFLP – terminal restriction fragment length polymorphism; OTU – operational taxonomic unit; 
oTS – organic total solids; OLR – organic loading rate; HRT – hydraulic retention time; VFA – volatile fatty acids.

INTRODUCTION
One of the most effective methods for reducing the 
negative effects of the waste from the agricultural 
and processing industries on the environment is their 
anaerobic digestion. Anaerobic digestion of wastes is 
accompanied by the destruction of most organic com-
ponents and production of biogas consisting of meth-
ane (50–75%) and carbon dioxide (25–50%), with trace 
amounts of other components. In contrast to bioethanol 
and biodiesel mostly produced from energy crops, bi-
ogas is obtained during utilization of residual biomass 
and various organic wastes [1–7], such as cattle manure. 
However, due to the low biodegradability of manure, 
its utilization in anaerobic reactors is characterized by 
an insignificant biogas yield. Anaerobic co-digestion 
of manure and plant biomass promotes substrate hy-
drolysis, optimizes the distribution of nutrients in the 
bioreactor, thus activating microbial growth and the 
biomethane yield [8, 9]. the co-digestion of several dif-
ferent substrates has been actively investigated over 
the past years [9–13].

the first three stages of anaerobic co-digestion (hy-
drolysis, acidogenesis, and acetogenesis) are performed 
by bacterial communities; the fourth stage is performed 
by aceticlastic and hydrogenotrophic methanogens, 

which consume acetate, molecular hydrogen, and car-
bon dioxide to produce methane [1, 6, 14].

Independently of the mode of digestion (psychro-, 
meso-, or thermophilic) and feedstock composition, the 
major participants in methanogenesis are the members 
of the orders of Methanomicrobiales and/or Methanosa-
rcinales [2, 5, 7, 15–18]. However, there is a lack of in-
formation about the changes in microbial association 
during methanogenic fermentation.

the present study was devoted to the investiga-
tion of pathways for utilization of agricultural wastes 
(manure and maize straw) with biogas production in 
laboratory-scale biogas reactors and to studying the 
diversity, structure, and dynamics of the metha-
nogenic communities involved in this process using 
modern methods of molecular biology. the determi-
nation of the composition and dynamics of the micro-
bial communities in biogas reactors, jointly with the 
analysis of substrate destruction, is aimed at reveal-
ing the potential for intensification of the anaerobic 
process. the use of the universal phylogenic marker 
16S rrnA and t-rFLP (terminal restriction fragment 
length polymorphism) will contribute to the study of 
the composition and temporal changes to the micro-
bial consortium.



92 | ActA nAturAe |  VOL. 4  № 4 (15)  2012

reSeArcH ArtIcLeS

MATERIALS AND METHODS

Digester configurations
table 1 lists the main technological parameters of the 
anaerobic processing of cattle manure and maize straw. 
All bioreactors were run under mesophilic conditions 
(38°c). the bioreactors r 4.13 and r 4.14 were loaded 
with cattle manure and maize straw; the bioreactors r 
4.15 and r 4.16, with cattle manure and extruded maize 
straw. Feeding a new portion of substrate and unload-
ing of the digested mixture were performed daily; the 
volume of the digesting mixture was maintained at the 
level of 30 L; the hydraulic retention time (HRT) was kept 
constant in the bioreactors (35 days). the biogas yield, 
composition and pH were analyzed daily, whereas the 
concentrations of organic acids and ammonium ions 
were measured twice a week.

Analytical methods
Biogas production was monitored using ritter tG 05 
drum-type gas meters (Bochum, Germany); biogas 
composition was measured by an infrared landfill gas 
analyzer, GA 94 (Ansyco, Germany). Ammonium con-
centration was analyzed by coloring of the liquid phase 
of the bioreactor contents with nessler’s reagent on a 
spectrophotometer Dr/2000 (Hachcompany, uSA) at 
425 nm. 

the total acid capacity was determined by titra-
tion with 0.025–0.1 M H2

SO
4
 in a pH range from 4.5 to 

3.5 using a titration excellence t90 titrator (Mettler-
toledo, Switzerland). the concentration of volatile 
fatty acids (VFA) was analyzed by gas chromatogra-
phy using a 5890 series II Gc (Hewlett Packard, uSA) 
equipped with an HS40 automatic headspace sampler 
(Perkin elmer, uSA) and an Agilent HP-FFAP column 
(30 m×0.32 mm×0.25 μm), as described previously [7].

DNA extraction and purification
Samples were collected from four reactors once a 
month and were immediately used for DnA extrac-
tion and purification. the digested biomass mixture 
was centrifuged at 20,000 g for 10 min. total DnA was 
subsequently extracted and purified using a FastDnA 
Spin Kit for soil (Qbiogene, Germany) according to the 
manufacturer’s recommendations. the total amount of 
extracted and purified DnA was measured on a nano-
Drop nD-1000 uV–visible spectrophotometer (PeqLab, 
Germany).

Amplification, cloning and sequencing 
of archaeal 16S rRNA
All molecular manipulations were performed ac-
cording to our previous work [7]. Archaeal 16S rrnA 
genes were amplified from the total DnA as a tem-

plate in a DNA Engine Tetrad 2 Peltier Thermal Cycler (Bio-
Rad) using a combination of universal primers uniArc21F 
(5’-ttcYGKttGAtccYGScrG-3’) and uniArc931r 
(5’-cccGccAAttcctttHAG-3’) and 2 × TaqMas-
terMix (Qiagen, Germany). the composition of the 
reaction mixture was as follows: 6 μL of 2 × TaqMas-
terMix, 0.5 μL of uniArc21F (5 pmol/μL), 0.5 μL of un-
iArc931r (5 pmol/μL), 4 μL of H2

O, and 1 μL of 100-
fold diluted DnA template (equivalent of 1–3 ng). the 
amplification was started with denaturation at 95°c for 
5 min, followed by 35 cycles: denaturation at 94° c for 1 
min, annealing at 54° c for 1 min, and elongation at 72° 
c for 2 min. the final elongation was carried out at 72° 
c for 2 min. 

the Pcr products were purified using a QIAGen 
Pcr cloning Kit (QIAGen, Germany). the presence 
of inserts of archaeal 16S rrnA genes of the desired 
size in positive clones after cloning was analyzed us-
ing the vector-specific primers M13uni(–21) (5’-tG-
tAAAAcGAcGGccAGt-3’) and M13rev(–29) 
(5’-cAGGAAAcAGctAtGAcc-3’). 1 μL of the M13-
amplicons were further treated with HaeIII endonucle-
ase (new england Biolabs, Germany) and separated by 
Phor-agarose gel electrophoresis (Biozym, Germany). 
the lengths of restricted fragments were analyzed 
using the PhoretixtM 1D Database Version 2.00 and 
PhoretixtM 1D Advanced Version 5.20 (nonlinear Dy-
namics, Great Britain) software; clones were grouped 
into clusters, and dendrograms were constructed. the 
representative clones from large clusters were selected 
to further determine their nucleotide sequences.

the Pcr products of the representative clones were 
purified using a Promega Pcr Purification Kit (Prome-
ga, uSA). the nucleotide sequences of the 16S rrnA 
genes were determined using a BigDyetM terminator 
cycle Sequencing ready reaction Kit 1.1 on an ABI-
PrISM 3100 Genetic Analyzer automated sequencer 
(Applied Biosystems). the POP-6tM polymer was used 
as a separation matrix. the BLASt tool (http://blast.
ncbi.nlm.nih.gov/Blast.cgi) [21] was employed to search 
for similar sequences in the GenBank database. the ri-
bosomal Database Project (http://rdp.cme.msu.edu) 
[22] was used for taxonomic assignment.

 
T-RFLP analysis
the t-rFLP analysis was performed in accordance 
with our previous work [7]. the archaeal 16S rrnA 
genes were amplified using a universal primer pair 
uniArc21F-FAM and uniArc931r and 2 × TaqMaster-
Mix (Qiagen, Germany) with the Pcr parameters as 
described above. the forward primer uniArc21F-FAM 
was marked with a FAM fluorophor (phosphoramidite 
fluorochrome-5-carboxyfluorescein) at the 5’ end. the 
amplicons of the archaeal 16S rrnA genes containing 
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FAM fluorophor were purified using a SurecleanPlus 
kit (Bioline, Germany) and treated with the MseI and 
HaeIII restrictases (new england Biolabs, Germany). 
After a 16-hour-long incubation at 37oc, DnA frag-
ments were precipitated with 3 M sodium acetate 
(pH 5.5) and absolute ethanol. the supernatant was re-
moved; the precipitate was dried in vacuum, and the 
resulting DnA fragments were resuspended in 10 μL of 
Hi-Di formamide containing 0.25 μL of GeneScan-500 
rOX™ StAnDArD or MapMarker® 1000 size stan-
dard. the samples were denatured at 95°c for 5 min, 
cooled on ice (approximately for 5 min), and analyzed on 
an ABIPrISM 3100 Genetic Analyzer (Applied Biosys-
tems). the POP-6tM polymer was used as a separation 
matrix. the resulting t-rLFP patterns were analyzed 
using the GeneMapper V3.7 software (Applied Biosys-
tems). the theoretical t-rF values of the representa-
tive phylotypes listed in the clone library were calcu-

lated using the neB cutter Version 2.0 (http://tools.
neb.com/neBcutter2) and confirmed experimentally 
by t-rFLP analysis using the corresponding clones as 
templates.

RESULTS AND DISCUSSION
the use of renewable energy sources, in particular 
various types of organic waste, is an essential aspect of 
“green technologies” for biofuel production [1]. the aim 
of this work was to investigate the dynamics of metha-
nogenic associations during the conversion of cattle ma-
nure and maize straw in model mesophilic digesters.

table 1 lists the major operational parameters of the 
anaerobic digestion of agricultural waste as substrates. 
Anaerobic biomass destruction was carried out in four 
laboratory-scale digesters with an operating volume 
of 30 L at 38оc. In the reactors r 4.13 and r 4.14, cattle 
manure and maize straw were co-digested; the reactors 

Table 1. Main configurations of anaerobic digestion of cattle manure and maize straw

Diges ter*
Organic load-

ing rate**,
g

otS
 day–1

Substrate composition, 
g day–1 Biogas yield 

under stand-
ard conditions,       

L g–1
otS

Biogas composition

pH
Acid 

capacity, 
g L–1

nH
4

+-n,   
g L–1cattle 

manure straw total*** cH
4
, % cO

2,
 % H

2
S, 

ppm.

r 4.13

74.1 723.6 28.2 857 0.40 58.7 40.2 3450 7.63 1.49 1.20

71.2 518.7 26.3 857 0.36 59.8 38.7 2216 7.50 1.90 1.24

71.7 694.6 26.3 857 0.33 55.6 42.9 2145 7.61 1.80 1.16

r 4.14

74.1 723.6 28.2 857 0.40 59.3 39.8 4183 7.66 1.42 1.22

71.2 518.7 26.3 857 0.38 58.4 40.2 1928 7.53 1.66 1.28

71.7 694.6 26.3 857 0.37 56.7 42.1 2092 7.58 1.43 1.31

r 4.15

72.1 723.6 83.7 857 0.39 58.1 41.1 ~5000 7.75 1.54 1.47

68.6 518.7 78.1 857 0.39 59.3 39.2 2234 7.56 1.28 1.39

69.1 694.6 78.1 857 0.39 56.8 42.6 2373 7.74 1.37 1.26

r 4.16

72.1 723.6 83.7 857 0.41 58.6 40.6 4558 7.76 1.51 1.54

68.6 518.7 78.1 857 0.38 59.0 40.1 2056 7.54 1.53 1.36

69.1 694.6 78.1 857 0.39 57.2 41.5 3155 7.61 1.37 1.27

* Digester parameters are presented at three sampling times, when methanogenic communities were analyzed (except 
for biogas yield, biogas composition, and pH, with values averaged over 1 week).
** Organic total solids.
*** Water was added to final concentration of 857 ml day–1.
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r 4.15 and r 4.16 were loaded with manure and extrud-
ed maize straw. the organic loading rate (OLr) was 
varied from 71.2 to 74.1 g

otS
 day-1 (organic total solids) 

in the reactors r 4.13 and r 4.14. In the reactors r 4.15 
and r 4.16, the OLr was lower and varied from 68.6 to 
72.1 g

otS
 day-1. throughout the experiment the Hrt 

was kept constant (35 days). Depending on the particu-
lar feedstock, the biogas yield varied from 0.33 to 0.41 
L g-1 

otS
 with a methane content of 56–60%. As can be 

seen in Table 1, pH in all bioreactors was maintained at 
approximately 7.5–7.8; acid capacity ranged between 
1.3 and 1.9 g L-1, and ammonium concentration varied 
from 1.2 to 1.5 g L-1. these parameters are favorable for 
methanogenesis [23].

the biological diversity and dynamics of methano-
genic communities digesting cattle manure and maize 
straw were investigated by amplification, cloning, re-

striction analysis, and sequencing of the archaeal 16S 
rrnA genes. the methanogenic association struc-
ture was determined at three sampling points with a 
1-month interval.

Amplification, cloning, sequencing of archaeal 16S 
rrnA, and t-rLFP analysis revealed a relatively large 
diversity of archaeal species in the reactors. During the 
t-rLFP analysis of archaeal 16S rrnA gene ampli-
cons containing FAM flurophor were treated with en-
donucleases MseI and HaeIII. Belonging of the peaks 
in t-rLFP patterns to certain phylogenic groups was 
determined by the length of the terminal restriction 
fragments (t-rF) of 16S rrnA gene clones. In total, 
9 clones were selected from the clone library for se-
quencing. the clones were classified into 6 operation-
al taxonomic units (Otus) on the basis of their t-rF 
lengths (Table 2). three phylotypes were attributed 

Тable 2. Results of sequencing of archaeal 16S rRNA gene clones and experimentally determined terminal restriction 
fragments (T-RF)

clone, bp nearest relative (GenBank accession no) / coincidence % taxonomic status in 
accordance with rDP 10 

MseI-
t-rF, 

bp

HaeIII-
t-rF, 

bp

ar_B9 (863) uncultured archaeon clone: FA69 (AB494258) / 99% Methanoculleus sp. 37 67

ar_A1 (864) uncultured Methanoculleus sp. clone: DMMr219 (HM218939) / 99% Methanoculleus sp. 36 67

Otu 1 Methanoculleus sp. I 36/37 67

ar_A2 (863) uncultured archaeon clone: MtSArc_G8 (eu591664) / 99% Methanoculleus sp. 499 67

Otu 2 Methanoculleus sp. II 499 67

ar_e12 (864) uncultured archaeon clone: WA50 (AB494245) / 100% Methanocorpusculum sp. 97 241

Otu 3 Methanocorpusculum sp. 97 241

ar_e10 (567) uncultured euryarchaeote clone: B35_F_A_A05 (eF552199) / 99% Methanosarcina sp. 557 220

ar_H2 (873) uncultured euryarchaeote clone: B35_F_A_A05 (eF552199) / 99% Methanosarcina sp. 557 220

Otu 4 Methanosarcina sp. I 557 220

ar_e6 (873) uncultured archaeon clone: SA42 (AB494252) / 99% Methanosarcina sp. 859 220

ar_F10 (873) uncultured archaeon clone: SA42 (AB494252) / 99% Methanosarcina sp. 858 220

Otu 5 Methanosarcina sp. II 858/859 220

ar_G8 (874) uncultured archaeon clone: SA42 (AB494252) / 99% Methanosarcina sp. 877 220

Otu 6 Methanosarcina sp.III 877 220
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to the order Methanomicrobiales (Otu 1, Otu 2, Otu 
3), and three were attributed to the order Methanosa-
rcinales (Otu 4, Otu 5, Otu 6). up to 22 different t-
rFLP profiles (with abundance of more than 1%) were 
detected by t-rLFP analysis of 16S rrnA genes using 
MseI restrictase. Since the main t-rFs in the reactors 
were identified, we identified the methanogens playing 
the key role in biogas production.

Figure 1 shows the distribution of groups of meth-
anogens (community dynamics) during anaerobic di-
gestion of manure and straw (r 4.13 and r 4.14). this 
distribution was obtained based on MseI restriction 
profiles (results of HaeIII restriction are not shown). 
In the first sample, when the organic loading rate was 
74.1 g

otS
 day-1, the t-rFLP analysis revealed the pre-

dominance of methanogens of the genus Methanosarci-
na and hydrogenotrophic methanogens of the genus 
Methanoculleus in the archaeal community of the bio-
reactors r 4.13 and r 4.14. thus, the total ratio of rep-
resentatives of Methanosarcina sp. (Otu 4, Otu 5, and 
Otu 6) and Methanoculleus sp. (ОТu 1, ОТu 2) was 65 
and 15%, respectively, of the total t-rF peak areas in 
the reactor r 4.13. In the reactor r 4.14, methanogens 
of the genera Methanosarcina (75%) and Methanocul-
leus (9%) were detected. Other archaeal members with 
low abundance (1–3%) were classified into the mi-

nor groups. A decrease in OLr to 71.2 g
otS

 day–1 with 
a subsequent increase to 71.7 g

otS
 day–1 resulted in a 

change in the composition of the microbial community. 
thus, the relative abundance of members of the genus 
Methanosarcina (Otu 4, Otu 5, Otu 6) in the two next 
sampling points reached 70/47% and 35/49% values for 
the reactors r 4.13 and r 4.14, respectively. the rela-
tive abundance of the species of the genus Methanocul-
leus (ОТu 1, ОТu 2) in the reactors r 4.13 and r 4.14 
was 8/31 and 9/32%, respectively (two next sampling 
points).

Hydrogentrophic methanogens from the genus 
Methanocorpusculum were found among the minor as-
sociations and they comprised less than 2% of the total 
t-rF area. Furthermore, the major peak correspond-
ing to 336 bp was detected in t-rLFP patterns; how-
ever, this phylotype was not present among the cloned 
archaeal 16S rrnA genes, and, hence, it was assigned 
to the unidentified group of the methanogenic com-
munity.

It is clear from Fig. 2 that the composition of the 
methanogenic communities from the bioreactors r 4.15 
and r 4.16 with manure and extruded straw as the used 
substrates was represented by similar groups as those 
detected in the reactors r 4.13 and r 4.14. the OLr at 
three sampling points for the r 4.15 and r 4.16 reactors 
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were 72.1, 68.6, and 69.1 g
otS

 day–1, respectively. the 
members of the genera Methanosarcina (70, 54, and 63% 
of the total abundance in three sampling points, respec-
tively) and Methanoculleus (15, 25, and 25% of the total 
abundance in three sampling points, respectively) were 
the predominant taxons in the digester r 4.15. reactor 
r 4.16, as well as r4.15, was dominated by members 
of the genera Methanosarcina (81, 69, and 51%) and 
Methanoculleus (6, 17, and 28%). Similar to that in the 
reactors r 4.13 and r 4.14, high abundance of the t-rF 
peak corresponding to 336 bp was detected; however, 
the taxonomic group of archaea corresponding to this 
restriction length profile was not determined.

these findings substantiate the possibility of effec-
tive co-digestion of manure and maize straw, yield-
ing biogas. It has been demonstrated that members of 
the genera Methanosarcina and Methanoculleus pre-
vail throughout the fermentation process. In addition, 

0

10

20

30

40

50

60

70

80

90

100

R 4.15-T1 R 4.15-T2 R 4.15-T3 R 4.16-T1 R 4.16-T2 R 4.16-T3

Methanosarcina sp. III
Methanosarcina sp. II
850 bp

bp

bp
bp
bp

bp
bp

bp

bp

849
Methanosarcina sp. I
Methanoculleus sp. II
336
335
314
207
205
191
189
Methanoculleus sp. I

%

Fig. 2. Dynamics 
of methanogenic 
communities in 
the digesters R 
4.15 and R 4.16 
based on T-RFLP 
analysis (de-
termined with 
the restriction 
enzyme MseI)

the methanogenic community dynamics during utili-
zation of organic waste has been investigated for the 
first time. Methanoculleus species utilize hydrogen and 
carbon dioxide for methanogenesis [2], whereas the 
members of the genus Methanosarcina are likely to de-
compose acetate yielding methane and carbon dioxide 
or to utilize hydrogen, carbon dioxide, and methylated 
compounds yielding methane [24]. In all likelihood, the 
increased concentration of organic acids in the reac-
tors inhibits representatives of the strictly aceticlastic 
genus Methanosaeta and stimulates the development of 
Methanosarcina spp. [14, 25].  

This work was supported by the grant “Alğarış” of the 
Republic of Tatarstan (Russia) (2010) and the joint 
scholarship of the DAAD Program and the Ministry 
of Education and Science of the Russian Federation 

(“Mikhail Lomonosov II” Program, 2011).
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