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Letter from the Editors

Dear readers of Acta Naturae,
We are delighted to bring you the 20th 
issue of the journal. the Forum Sec-

tion in this issue is unusual in the sense that it 
features a purely scientific communication by 
A.A. Kruglov and S.A. nedospasov. Despite its 
seemingly frivolous title, it is a perfectly seri-
ous publication devoted to the approaches to 
the problem of solving an intriguing puzzle ex-
tremely important both for the understanding 
of the fundamental problems of biochemistry 
and human physiology and for practical issues 
in medicine. the authors attempted to pull 
back the veil on how the immune system pro-
vides a balance in the gut without, normally, 
allowing for the development of an inflamma-
tory response by using as models transgenic 
mice that differ from common mice by defects 
in their cytokine expression in different cell 
types of both innate and adaptive immunity. 
It makes little sense to paraphrase the content 
of this communication here: we would only 
note that, based on the data collected through 
this work, the authors have just published a 
paper in Science, which, we have to admit, is a 
rare achievement for russian scientists in our 
times. We congratulate A.A. Kruglov and S.A. 
nedospasov and their co-authors on this out-
standing feat and hope that this communica-
tion will reach a wide audience.

Furthermore, three reviews are brought to 
the reader’s attention. the first (by e.A. ni-

kitina, et al.) is devoted to one of the most at-
tractive models allowing one to directly con-
nect the genes, brain, behavior, and cognitive 
functions to the so-called Williams syndrome. 
the second (by I.O. Petruseva et al.) is dedi-
cated to nucleotide excision repair, and the 
third (by V.V. Makarov et al.) delves into the 
biotechnological approaches in the produc-
tion of metal nanoparticles. It is, therefore, 
obvious that the topics of the reviews are 
very diverse, in conformity with the ideology 
of the journal.

the research articles also cover a broad 
range of topics. We believe (although our 
position is sometimes criticized) that such a 
wide scope of problems of modern biology 
in a century of increased specialization (up 
to a misunderstanding of the terminology of 
different biological specialties by many re-
searchers) makes the journal invaluable in 
many ways. By the way, on this occasion, we 
would like to inform you that the portfolio of 
the editorial board is now full, which leaves 
us no choice but to be more stringent to sub-
mitted communications in the future. We ex-
press the hope that this attitude will be met 
with understanding among our readers and 
will further enhance the level of your (and 
our) publications.

until next time!  

Editorial Board
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Patient-Specific Induced Pluripotent 
Stem Cells for SOD1-Associated 
Amyotrophic Lateral Sclerosis 
Pathogenesis Studies
I. V. Chestkov, E. A. Vasilieva, S. N. Illarioshkin, M. A. Lagarkova, 
S. L. Kiselev
Amyotrophic lateral sclerosis (ALS) is an incurable neurodegenera-
tive disorder that leads to the loss of upper and lower motor neurons. 
About 10% of cases are genetically inherited, and the most common 
familial form of ALS is associated with mutations in the SOD1 gene. 
Patient-specific induced pluripotent stem (iPS) cells have been ob-
tained these iPS cells have the properties of pluripotent cells and 
are capable of direct differentiation into motor neurons.

Spontaneous differentiation of iPS cells 
into three germ layers
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Reprogramming of Human Dermal 
Papilla Cells to Pluripotent State
I. A. Muchkaeva, E. B. Dashinimaev, A. S. Artyuhov, E. P. Myagkova, 
E. A. Vorotelyak, Y. Y. Yegorov, K. S. Vishnyakova, 
I. E. Kravchenko, P. M. Chumakov, V. V. Terskikh, A.V. Vasiliev
Dermal papilla (DP) cells are unique regional stem cells of the 
skin that induce the formation of hair follicle and its regenera-
tion cycle. We generated induced pluripotent stem cells from 
human DP cells using lentiviral transfection with Oct4, Sox2, 
Klf4, and c-Myc, and addition of valproic acid at the physiologi-
cal level of oxygen. the suitability of DP cells as an alternative 
source of iPS cells was demonstrated
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Generation of human iDP cells

Fusion to the Lysosome Targeting 
Signal of the Invariant Chain 
Alters the Processing and 
Enhances the Immunogenicity of 
HIV-1 Reverse Transcriptase

E. S. Starodubova, М. G. Isaguliants, 
Y. V. Kuzmenko, A. A. Latanova, 
О. А. Krotova, V. L. Karpov
Intracellular processing of the antigen encod-
ed by a DnA vaccine is one of the key steps in 
generating an immune response. Immunization 
with DnA constructs targeted to the endosom-
al-lysosomal compartments and to the MHc 
class II pathway can elicit a strong immune 
response. the chimeric gene of HIV-1 reverse 
transcriptase was constructed. this gene en-
codes the recombinant protein with the n-
terminal minimal lysosomal targeting motif of 
the human MHc class II invariant chain. DnA 
immunization of BALB/c mice with the plas-
mid encoding the chimeric protein enhances 
the immune response.
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Microbiota, Intestinal Immunity,  
and Mouse Bustle

A. A. Kruglov1,3, S. A. Nedospasov1,2,3*

1 Belozersky Research Institute of Physico-Chemical Biology and Department of Immunology, 
Biological Faculty, Lomonosov Moscow State University, Leninskie Gory, 1, 119991, Moscow, 
Russia
2 Engelhardt Institute of Molecular Biology, Russian Academy of Sciences, Vavilova Str., 32, 
119991, Moscow, Russia
3 German Rheumatism Research Center, Chariteplatz 1, 10117, Berlin, Germany
* E-mail: sergei@nedos.net

The composition of the intestinal microbiota is regulated by the im-
mune system. This paper discusses the role of cytokines and in-
nate immunity lymphoid cells in the intestinal immune regulation by 
means of IgA.

Our gut is filled with quad-
rillions of symbionts, com-
mensal bacteria that ful-

fill, as demonstrated by Honda and 
Littman [1], additional functions 
useful to the host. the discovery of 
the mechanisms that regulate in-
nate immunity has brought forth a 
surprising riddle: how does the im-
mune system establish a balance in 
the intestines that does not allow an 
inflammatory response to develop. 
Indeed, pattern recognition recep-
tors on the cells of innate immunity, 
such as macrophages and dendritic 
cells, recognize commensal bacteria 
in the same way as they recognize 
opportunistic pathogenic and path-
ogenic bacteria. As a result of such 
recognition, defense reactions are 
triggered that may be dangerous to 
the host.

Another aspect of the problem 
relates to the use of antibiotics, be-
cause “good” bacteria respond to 
antibiotics in about the same way 
as pathogenic ones do. recently, 
ubeda et al [2] demonstrated con-
vincingly that, upon systemic anti-
biotic therapy, undesirable patho-
physiological reactions may develop 

in model organisms, up to the for-
mation of neoplasia. A new concept 
has emerged, holding that com-
mensal bacteria are “tuning” the 
immune system in the gut, provid-
ing it with a “tonic” signal.

Analysis of the diversity of com-
mensal organisms in the human gut 
and in experimental animals (micro-
biota) conducted using new tech-
nologies over recent years has led 
to the understanding that not only 
a predisposition to various diseases, 
but also the response to the therapy 
depend on microbiota composition.

Intestinal immunity is provided 
by the same tools that the immune 
system generally has. these include 
lymphoid organs (Peyer’s patches 
and lymph nodes draining the intes-
tine), the arsenal of innate immune 
cells (part of which perform regu-
latory functions), and lymphocytes 
that, in particular, produce protec-
tive antibodies (Fig. 1).

Antibodies, primarily IgA, par-
ticipate in both the protection of 
the gut and in the regulation of 
the intestinal microbiota composi-
tion. For their production, B-lym-
phocytes, which initially express 

membrane-bound antibodies of 
the IgM type, need to first reach 
the gut compartments associated 
with immune responses and, then, 
“switch,” under the influence of the 
microenvironment and soluble fac-
tors, to the production of IgA and 
to become plasma cells (Fig. 1). Sev-
eral mechanisms responsible for the 
recruitment of B-lymphocytes into 
the intestinal lamina propria and 
for their switching to IgA produc-
tion are known.

 unique mice were previously 
generated in our laboratory and 
used to study the mechanisms con-
trolling the production of IgA an-
tibodies in the intestine [3]. these 
models employed the methods of 
“reverse genetics,” in particular, 
the so-called “conditional knock-
out” in mice. Such technology is 
based on manipulations with em-
bryonic stem cells and, for mam-
mals, was developed only for 
rodents, such as mice and (very 
recently) rats. this explains why 
most of the information about im-
munity mechanisms has been ob-
tained primarily in mice.

By using the conditional knock-
out technology, we generated 
unique mice that differed from 
wild type mict by defects in cy-
tokine expression in different types 
of cells of both innate and adaptive 
immunity. If the phenotypic dif-
ference, such as functional defects 
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in the intestinal immune system 
are observed in these mice, then 
the function of a certain cytokine 
produced by a specific cell type can 
be deduced.

One of the areas of our research 
interests is the cytokines of the 
tumor necrosis factor (tnF) fam-
ily; in particular, the lymphotoxins 
(Lt) α and β. these two molecules 
form a single membrane complex. 
It was, therefore, believed that 
most of the physiological functions 
of Ltα and Ltβ coincide, because 
the signal is transmitted through 
a single receptor, the Lt-β recep-
tor (tnFrSF3). At the same time, 
lymphotoxin-α can occur in solu-
ble trimeric form. In this case, it is 
very similar to the classic tnF and 
uses its receptors (p55 and p75). to 

date, separate, unique (non-redun-
dant) functions of soluble Lt-α in 
vivo have not been demonstrated: 
so the tnF-like properties of this 
cytokine in vitro have been per-
ceived as a curiosity.

However, when we “turned off” 
the Lt-α and Lt-β genes in type 
III innate lymphoid cells (ILc3), 
which are characterized by the ex-
pression of the rOryt transcrip-
tion factor, we detected differenc-
es that allowed us to suggest a new 
mechanism for immunity regula-
tion in the gut.

It turns out that, on one hand, 
the Lt-α/Lt-β membrane com-
plex, when transmitting a signal 
from ILc to stromal and dendritic 
cells, regulates the recruitment of 
B-lymphocytes of the B1 and B2 

types to lamina propria and triggers 
the controls antibody isotype switch 
through a special mechanism in 
which reactive nitrogen species 
play an important role (Fig. 1). On 
the other hand, soluble trimeric 
Lt-α, acting through the tnF re-
ceptors, recruits not only B-, but 
also t-lymphocytes, and these are 
t-lymphocytes that regulate the 
switch from IgM to IgA and that 
express a ligand for the cD40 re-
ceptor of B-lymphocytes (Fig. 1, 2).

thus, we stumbled on the func-
tion of Lt-α (different from Lt-β) 
in vivo, and this paradoxical tnF-
like function of soluble trimeric 
Lt-α is associated with the regula-
tion of IgA production in the intes-
tines and with microbiota composi-
tion control (Fig. 2).

Fig. 1. The lymphoid system in the small intestine and a scheme of the IgA production. The switch to IgA can be induced 
in the Peyer’s patches, isolated lymphoid follicles, and in lamina propria. In the lamina propria, IgA induction is controlled 
by LT-α and LT-β, which are produced by type III innate lymphoid cells
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An important clinical aspect of 
our study that needs further in-
vestigation is the fact that one of 
the most popular therapeutic tnF 
inhibitors, etanercept (enbrel), 
which is already being used in 
millions of patients with rheuma-

toid arthritis, blocks soluble Lt-
α. Before our study, it had been 
believed that this cytokine has no 
individual functions, and so its in-
hibition had not been considered 
as a potential source of side ef-
fects.
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Fig. 2. The role of LT-α and LT-β, produced by type III innate lymphoid cells, in the control of IgA and in regulation of 
microbiota composition. a - the IgA content in the feces of wild type (WT) mice and mice with deletion of the gene LT-α 
(LTαf/fRORγt-Cre) and LT-β (LTβf/fRORγt-Cre) in type III innate lymphoid cells. B - fraction of segmented filamentous 
bacteria, C – Bacteroidetes, and D - Lactobacteria in the contents of the terminal ileum of WT mice, LTαf/fRORγt-Cre, 
and LTβf/fRORγt-Cre

Interestingly, the only known 
type of autoimmune diseases, 
when all tnF inhibitors, except for 
etanercept, are effective, is actually 
intestinal inflammatory pathologies 
[4]. An explanation of this paradox 
has yet to be provided... 
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abStract Genomic diseases or syndromes with multiple manifestations arise spontaneously and unpredict-
ably as a result of contiguous deletions and duplications generated by unequal recombination in chromosomal 
regions with a specific architecture. The Williams syndrome is believed to be one of the most attractive models 
for linking genes, the brain, behavior and cognitive functions. It is a neurogenetic disorder resulting from a 1.5 
Mb deletion at 7q11.23 which covers more than 20 genes; the hemizigosity of these genes leads to multiple mani-
festations, with the behavioral ones comprising three distinct domains: 1) visuo-spatial orientation; 2) verbal 
and linguistic defect; and 3) hypersocialisation. The shortest observed deletion leads to hemizigosity in only two 
genes: eln and limk1. Therefore, the first gene is supposed to be responsible for cardiovascular pathology; and the 
second one, for cognitive pathology. Since cognitive pathology diminishes with a patient’s age, the original idea 
of the crucial role of genes straightforwardly determining the brain’s morphology and behavior was substituted 
by ideas of the brain’s plasticity and the necessity of finding epigenetic factors that affect brain development and 
the functions manifested as behavioral changes. Recently, non-coding microRNAs (miRs) began to be considered 
as the main players in these epigenetic events. This review tackles the following problems: is it possible to de-
velop relatively simple model systems to analyze the contribution of both a single gene and the consequences of 
its epigenetic regulation in the formation of the Williams syndrome’s cognitive phenotype? Is it possible to use 
Drosophila as a simple model system?
KeyWordS Williams syndrome; LIMK1; non-coding RNAs; Drosophila.
abbreViationS WBS – Williams-Beuren syndrome; LCR – low copy repeat; NAHR – non-allelic homologous 
recombination; miRs – microRNAs.

WilliamS Syndrome and diScoVery 
oF genotyPe-PHenotyPe correlationS
In 1961, J.c.P Williams, summarizing his observations 
in four patients, suggested that “the simultaneous oc-
currence of supravalvular stenosis and typical physi-
cal and mental characteristics correspond to a new 
syndrome that was not previously reported” [1]. Soon 
after, in 1962, A.J. Beuren described another 11 simi-
lar patients. All of them displayed specific facial fea-
tures and mental retardation, along with supravalvular 
aortic stenosis [2]. Since then, the eponym “Williams–
Beuren syndrome (WBS)” has become a common name 
for this set of symptoms, which is also often known as 
the Williams syndrome. this syndrome occurs due to a 

deletion spanning 1,500 kb at the q11.23 region of hu-
man chromosome 7. the specific architecture of this 
region predisposes it to unequal recombination. the de-
letion covers about 20 genes; the hemizygosity of these 
genes has multiple effects: a specific, “elfin” facial ap-
pearance (Fig. 1), developmental disorders, a variety of 
cardiovascular diseases, neurological abnormalities and 
cognitive features, hypersocialisation, and musical tal-
ent [3]. this combination of unusual properties has been 
intriguing and has attracted neuroscientists as an op-
portunity to understand the modular principle of men-
tal abilities and social behavior structure, reflecting the 
features of brain development. Over the past 20 years, 
the Williams syndrome has been considered to be one 
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of the most attractive models that directly link genes, 
the brain, behavior, and cognitive functions [4, 5].

neurological abnormalities include hyperactivity, as 
well as deficiency of motor coordination and gait [6, 7]. 
cognitive manifestations are very specific; for this rea-
son, they are used to diagnose WBS in young children, 
along with neurological symptoms. the first manifesta-
tion is a pronounced deficiency in visuo-spatial orien-
tation; patients cannot reproduce the shape of an ob-
ject in standard tests, but they can reflect all its parts 
(Fig. 2) [8].

Visuo-spatial construction is the ability to perceive 
an object or a picture as a set of parts and then use 
these parts to build a replica (i.e., an exact copy or re-
production of what a person saw). People use visuo-
spatial construction when they draw, button up a shirt, 
make their bed, create models of sailing ships and air-
crafts, piece together LeGO building blocks, or furni-
ture purchased unassembled at an IKeA store. Visuo-
spatial construction is very important in daily life; for 
this reason, it is considered to be the central cognitive 
ability. therefore, measuring this ability is an integral 
part of any complete testing of the mental abilities of 
an individual.

Japanese children with visuo-spatial construction 
deficiency have difficulty when learning hieroglyphic 
writing [9]. When requested to draw a bicycle, children 

Fig. 1. Distinctive facial 
appearance of persons 
with WBS (A) [5]. Young 
child with WBS at the 
age of 15 months (B) and 
3 years (C). Note sub-
tle characteristic facial 
features, including wide 
mouth, chubby cheeks, 
long philtrum, small nose, 
and delicate chin. The 
same patient is shown 
in Figs. 1B, 1C, and 1D 
(left; 21 years); another 
individual with WBS aged 
28 years is shown in Fig. 
1D (right) [3]

А

B C D

Fig. 2. Visuo-spatial deficiency in WBS patients [8]. Left: 
images the patients were asked to draw. Middle: WS – 
WBS patients reproduce only disconnected elements, 
ignoring the global form. Right: DS – Down syndrome 
patients (age- and IQ-matched) reproduce only the global 
forms. This figure demonstrates a featural perception in 
WBS patients compared with a holistic perception in DS 
patients

Sample WS DS
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draw an image including separate, clearly reproduced 
and signed items: handles, a saddle, pedals, wheels, and 
spokes (Fig. 3) [10]. Furthermore, many patients have 
neither binocular vision nor normal perception of space 
and its depth. For this reason, they face daily challeng-
es when walking or playing games on uneven surfaces. 
the second manifestation is the immensely high lev-
el of evaluative vocabulary in prejudice of grammar, 
when plenty of emotional interjections, sighs and ac-
cents serve as a “hook” to attract and hold the attention 
of onlookers. this is related to the third manifestation, 
hypersocialisation: i.e., the need to establish contact 
with any persons, including strangers, unusually high 
sympathy for them, and the desire to make everyone 
happy. this manifestation is currently considered to 
be one of the leading cognitive features; regardless of 
the proposed test, patients always closely examine the 
faces of the experimenters, ignoring the matter of the 
test [11]. thus, cognitive impairment in the Williams 
syndrome patients includes a triad of manifestations: 1) 
a pronounced deficiency of visuo-spatial orientation; 2) 
intermediate verbal-linguistic defect, varying depend-
ing on the complexity of the language culture; and 3) 
unusually intense gaze with fixation on faces (Fig. 4).

the life inconveniences caused by manifestations 
of this triad are compensated for by the high musical 
talent. every patient perfectly plays a musical instru-
ment or sings. unusually, high thirst for music allows 
them to perceive and reproduce the phenomena of 
the world in musical, rather than visual, images. thus, 
magnetic resonance imaging of the brain shows activa-
tion of the visual cortex upon presentation of music or 

any sound stimuli in patients with WBS, unlike their 
healthy peers [12]. On the one hand, the phenomenon of 
WBS redefines the old stereotypes. Is it true that eve-
rything should be perfect in a person? Is it important 
for us whether Paganini, Beethoven, and Bach could 
draw well? On the other hand, clear and discrete cogni-
tive manifestations constantly inspire to associate them 
with a certain gene, falling within deletion critical for 
WBS. Let us recall the mechanism of genomic disease 
occurrence: i.e., deletion-duplication syndromes.

non-allelic recombination Producing 
tHe WilliamS Syndrome
Genomic diseases or syndromes with multiple mani-
festations occur spontaneously and unpredictably 
(sporadically) as a result of extensive deletions and 
duplications generated due to unequal recombination 
in chromosomal regions with a specific architecture. 
these are the Williams syndrome in 7q11.23 [3], Smith-
Magenis syndrome in 17p11.2 [13], DiGeorge syndrome 
in 22q11.2 [14], Prader-Willi and Angelman syndrome in 
15q11-q13 [15], duplication syndrome (17) (p11.2p11.2), 
and syndromes with Y-chromosome deletions [16]. A 
high frequency of such structural rearrangements of 
the genome, significantly exceeding the frequency of 
occurrence of a disease due to mutations of a single 
gene, drew the attention of clinicians and led to the ap-
pearance of the concept of “genomic diseases.”

Fig. 3. Drawings of a bicycle by a girl aged 9 years 7 
months with the Williams syndrome [10]

Age: 9 years 7 months

Handles

Saddle

Spokes

Spokes

Wheel

Wheel
Pedals

Fig. 4. Three distinct domains of cognition in Williams 
syndrome (WS) patients and Down syndrome (DS) pa-
tients (age- and IQ-matched) [5]. Labels: Faces – fixation 
on faces; Language – linguistic abilities; Visuo-spatial – 
visuo-spatial orientation. Patients with DS demonstrate 
equally low levels of all the parameters of cognitive ability 
as expected in mental deficiency. Patients with WBS show 
pronounced defects of visuo-spatial orientation, have 
reduced linguistic abilities, and show extreme hyperso-
cialization (fixing on the faces of onlookers)
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In most deletion-duplication syndromes, the recon-
structed chromosomal segment is flanked by large 
(usually 10–500 kb), highly homologous low copy re-
peat sequences (Lcr), for which the recombination oc-
curs. Due to the fact that in this case recombination in-
volves homologous, but not allelic sequences, the term 
“non-allelic homologous recombination” (nAHr) ap-
peared. As a result of nAHr between direct repeats in 
the same chromosome duplications and deletions oc-
cur, and reverse orientation results in inversion (Fig. 
5). nAHr between different chromosomes leads to the 
formation of translocations [17].

the most detailed study of the role of Lcr in genom-
ic diseases was conducted using WBS as an example 
[18]. WBS deletion is flanked by three Lcrs (centro-
meric, telomeric, and medial); each of them consists 
of blocks A, B and c [19]. Blocks of centromeric and 
medial repeats are arranged in the same orientation, 
but in different order, while the telomeric segment is 
in the same order, but in opposite orientation (Fig. 6). 
Block B consists of three genes in the medial location 
(Bm) (GtF21, ncF1, GtF21rD2), alleged pseudogenes 
in the centromeric region (Bc) (GtF21P1, ncF1P1, 
GtF21rD2P1), and telomeric region (Bt) (GtF21P2, 
ncF1P2, GtF21rD2P2). In most patients (95%), the 
deletion of 1,550 kb occurred as a result of nonhomolo-
gous crossover between the centromeric (Bc, or telo-
meric Bt in the case of inversion in parents) and me-
dial blocks of repeats. A more extended deletion (1,840 
kb) is caused by the exchange between the Ac and Am 
blocks, registered in 5 % of cases. the preferred locali-
zation of exchanges in block B is obvious. Breaks can 
occur anywhere in the repeat; nevertheless, there is a 

tendency toward the formation of clusters of breaks in 
the proximal region of Bc/Bm blocks, where, appar-
ently, a hot spot sized 12 kb is localized, which is 11.4 % 
of the whole sequence of the block. this area accounts 
for 67% of the recombinations.

Polymorphism in the organization of the Lcr flank-
ing the deletion allows one to suggest the possibility of 
other genomic rearrangements. Indeed, 30% of parents 
of children with WBS have an inversion spanning the 
entire WBS interval [20]. It is believed that WBS dele-
tion occurs due to non-allelic intrachromosomal or in-
terchromosomal recombination; in this case, the iden-
tity of the repeats plays a crucial role [21]. However, in 
the case of inversion in the parents [18], nonhomologous 
crossover occurs during the first meiotic division and 
affects the last 38 kb of the Bt block, which are absent 
in the Bc block. the positional preference of nAHr ex-
changes may be due to the additional architectural fea-
tures of these areas. It is important to note for further 
consideration that in some cases palindromes capable of 
forming a hairpin are located close to the hot spot [22].

Genes localized within the deletion
the following genes are located within the deletion (Fig. 
6). Most of them (two-thirds) encode proteins that to 
some extent organize the space in the nucleus or cyto-
plasm. thus, some of them encode transcription factors 
(WBScr9/WStF, WS-bHLH, WBScr11/GtF2IrD1) 
which form the core protein compartments, and others 
are involved in the reorganization of cytoskeletal and 
membrane-bound structures (LIMK1, StX1A, cYLn2, 
tBL2, cLDn4 / cPter1, cLDn3/cPter2). A brief 
description of some genes is presented below.

Fig. 5. Genomic rearrangements resulting from recombination between duplicons [17]. (A) – interchromosomal recom-
bination between direct repeats results in deletion and/or duplication; (B) – intrachromosomal recombination between 
direct repeats (in one homolog) results in deletion; (C) – intrachromosomal recombination between inverted repeats re-
sults in an inversion. Repeated sequences are depicted by yellow arrows with the orientation indicated by the direction 
of the arrows. Recombination is shown by red X. Upper- and lowercase letters (e.g., A and a) refer to a unique flanking 
sequence in different allelic states

А B C
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frizzled-9 (fzd9) encodes the Frizzled-9 protein, 
similar to the Drosophila wnt receptor. this gene is in-
volved in the development of the hippocampus in mice. 
Hemizygous state of only this gene leads to severe cog-
nitive impairment, including defects in the neuroanat-
omy of the hippocampus and, as a consequence, impair-
ment of memory and spatial orientation [23], which is 
very similar to the manifestations of the complex effect 
of deletion in the Williams syndrome.

stx1a encodes StX1A, syntaxin 1A, a syntaxin fam-
ily member, specific for the brain protein with a mo-
lecular weight of 35 kDa. It is required for the release of 
a neurotransmitter from the synaptic vesicle. Syntaxin 
1A interacts with synaptotagmin and other proteins of 
synaptosomes [24]; therefore, an assumption was made 
about the role of syntaxin gene hemizygosity in the 
neurological symptoms of WBS [25].

eln encodes tropoelastin, a component of elastic fib-
ers. this gene is located in the middle of the deletion 
region; thus, it is a deletion marker. Hemizygosity of 
the tropoelastin gene leads to the formation of stenosis, 
thinning of the arterial walls, and underdevelopment 
of muscles. Apparently, it is responsible for the specific 
elfic appearance of WBS patients [26].

cyln2 encodes the cytoplasmic linker protein cLIP-
115, which connects the endosomes to the growing mi-
crotubules through specific binding to their ends. thus, 
cLIP-115 is involved in the reorganization of microtu-
bules and effects their interaction with various cellular 
structures. cLIP-115 is expressed predominantly in the 
brain and localizes in the lamellar body of dendrites.

wbscr11/gtf21rd1 encodes the transcription factor 
GtF2I containing a characteristic helix-loop-helix mo-
tif and tFII-I calcium channel regulator with a high 
and ubiquitous expression.

limk1 encodes non-receptor serine-threonine pro-
tein kinase, the key enzyme in actin remodeling [22, 27]. 

the LIMK1 molecule consists of four domains: the ki-
nase domain, as well as two LIM and one PDZ domains 
(Fig. 7). Deletion of the LIM and PDZ that are respon-
sible for interaction with other proteins increases the 
kinase activity of the molecule, which is indicative of 
the regulatory function of these domains [28]. LIMK1 
interacts through the LIM-domain with a variety of 
proteins, including protein kinase c, the cytoplasmic 
domain of the transmembrane neuregulin ligand [29]. 
Fig. 8 illustrates the signaling pathway of actin remod-
eling.

LIMK1 activity is regulated by members of the rho 
GtPase family; namely, rho, rac, and cdc42, through 
protein kinase rOcK, p21-activated kinase (PAK), i.e. 
PAK1 and PAK4, respectively. these kinases phospho-
rylate thr508 in a loop of the kinase domain of LIMK1, 
leading to its activation [30]. cofilin acts as a target for 
the LIMK1 involved in actin depolymerization when 
attached to the sharp end of the actin filament. When 
cofilin is phosphorylated by LIMK1, it is inhibited and 
disconnected from the actin filaments. thus, LIMK1 
controls actin dynamics by cofilin switching from the 
active to the inactive state [31]. reorganization of the 
actin cytoskeleton is involved in neuron movement and 
neurite growth. Actin remodeling is required for the 
emergence and modification of dendritic spines, which 

Fig. 6. Schematic representa-
tion of the 7q11.23 genomic 
region in normal chromo-
somes (N) and chromosomes 
with WBS deletions [18]. A, 
B, and C blocks of centromer-
ic (c), medial (m), and telom-
eric (t) LCRs are represented 
by black arrows that indicate 
their relative orientation. The 
single-copy regions between 
and outside the LCRs are 
shown as gray lines. The limits 
of typical deletion (1.55 Mb) 
and rarer deletion (1.84 Mb) 
found in our WBS patients are 
indicated by dotted lines
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form most synaptic connections in the hippocampus 
and other brain areas, and thus mediate learning and 
retention of the memory trace. In addition, the tran-
scription factors creB and nurr1 act as a physiological 
substrate for LIMK1. LIMK1 also phosphorylates my-
elin basic proteins and histones in vitro [29].

the partner genes that produce the proteins that in-
teract with LIMK1 have been identified (Fig. 9).

It is assumed that hemizygosity of this gene is one of 
the factors that determine the appearance of defects 
of visuo-spatial behavior in WBS patients. the list of 
genes affected by the deletion continues to grow and 
currently includes 28 genes. this list is adequately rep-
resented in the survey [8], which purports to establish 
genotype-phenotype correlations.

A deletion of minimum length leads to hemizygos-
ity for only two genes, eln and limk1 (Fig. 6). As a re-
sult of studying their manifestations, the former gene 
was considered to be the crucial one in the genesis of 
cardiovascular pathology; the latter gene, of cognitive 
pathology. this viewpoint was based on comparative 
characteristics of the expression of both genes in the 
brain: expression of eln was very low, whereas the 
expression level of limk1 was very high and reached 
a maximum in the cerebral cortex [32]. However, al-

though this study has conclusively proven the role of 
hemizygosity of the limk1 gene in the formation of 
visuo-spatial orientation defects, the other one could 
not confirm this role [33].

It should be recalled that, although the deletion re-
sulting in the Williams syndrome occurs with a fre-
quency exceeding the frequency of mutations in a 
single gene due to a higher frequency of unequal re-
combination, each study includes not that many pa-
tients (so far there have been five of them in St. Peters-
burg). As a rule, the deletion boundaries (breakpoints 
in the chromosome) are not identified when confirming 
the deletions; the spontaneity and unpredictability of 
deletions prevents an intrafamilial analysis. However, 
this is possible in rare cases, because there are families 
with identical deletions [34].

thus, in five families with supravalvular arterial 
stenosis a small deletion was revealed; it led to the Wil-
liams syndrome in all of them and affected the limk1 
gene, but not fkbp6 or gtf2i. All carriers of this deletion 
demonstrated defects of visuo-spatial orientation, but 
not mental retardation; therefore, the role in the gene-
sis of the former was left to LIMK1, whereas the GtF2I 
transcription factor was suspected to be involved in the 
genesis of mental retardation [ 35].

LIMK1 in the signaling cascade of actin remodeling
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However, the known limitations of studies on hu-
man objects necessitated a recourse to animal models. 
Obviously, the first attempts to establish the role of a 
specific gene in the Williams syndrome manifestations 
were made on mice. this object provides an easy way to 
obtain carriers of null mutations, as well as hypomor-
phic and point mutations and deletions involving many 
genes in the region of interest [36]. Moreover, unlike 
humans, who can have only one affected child with a 
random chromosome deletion obtained from mother 
or father, it is possible to obtain numerous offspring of 
mice with the same genetic disorders.

It should be noted that the order of the genes with-
in the deletion is evolutionarily conserved and is the 
same in mice as in humans (Fig. 10). However, the re-
gion with breakpoints in identical flanking sequences 
is inverted with respect to the genomic map of the 
similar region in humans and contains no low copy re-
peats [18].

Data accumulated over the past 10 years indicate 
that hemizygosity in similar genes in humans and mice 
do not always lead to similar manifestations. neverthe-
less, it was conclusively proven that the formation of 
cognitive and behavioral manifestations involves two 
genes that control the cytoskeleton function by reg-
ulating actin dynamics (limk1) [37] and the microtu-
bule network (clip2) [38], similarly to those in humans. 
Hemizygosity at the cyln2 gene (clip2) in mice leads to 
damage typical of WBS, moderate developmental dis-
orders, abnormalities in motor coordination, brain mor-
phology, and hippocampal dysfunction.

However, very little attention has been paid to the 
analysis of the participation of this (as well as all other 
investigated genes of mice) in the control of visuo-spa-
tial orientation [36]. this process is also known as spa-
tial memory, which is responsible for the hippocampus. 
It can be tested in mice in a Morris water maze. Mice 
placed in the maze learn to escape quickly and correctly 
to the invisible underwater platform, localizing it by 
means of “signals” of the environment; i.e., signs spe-
cially painted on the walls of the room around the maze 
or randomly located objects (switches, etc.). Knock-
down of only one limk1 gene leads to strong visuo-spa-
tial dysfunction due to physiological and morphological 
hippocampal dysfunction [37]. the former manifests 
itself as impairment of synaptic plasticity (long-lasting 
potentiation), induced by nMDA receptors defective-
ness; the latter manifests itself as a change in the mor-
phology of the dendritic spines of hippocampal pyrami-
dal cells, which is indicative of the direct function of 
LIMK1, the key enzyme in actin remodeling that deter-
mines the morphology of spines.

Apparently, cognitive disorders can be induced both 
by hemizygosity of LIMK1 itself and violation of the 

interaction with partner proteins of LIMK1 due to 
hemizygosity (Fig. 9), such as the product of the park2 
autosomal recessive gene (parkin). Let us recall that 
this gene is responsible for the early onset of Parkin-
son’s disease; it produces e3 ubiquitin ligase. A recent 
analysis of the WBS deletion in mice has led to the dis-
covery of a previously unknown fact that the trim50 
gene encodes e3 ubiquitin ligase [39].

From geneticS to ePigeneticS
It would seem that the functional role of the LIMK1 en-
zyme and the gene encoding it in the formation of the 
Williams syndrome’s pathology has been proved. How-
ever, there is now data on a long-term analysis of cogni-
tive manifestations in the same patients who have grown 
from small children to teenagers and young adults. It has 
been established [9, 40] that both visual and linguistic 
defects smoothen with age. Perception and display of the 
whole shape, rather than separate details, become pos-

Fig. 9. Interaction of LIMK1 with other proteins. BMPR2 – 
Bone morphogenetic protein receptor, type II (serine/
threonine kinase); CFL1 – Cofilin 1 (non-muscle); DSTN – 
Destrin (actin depolymerizing factor); LATS1 – LATS, 
large tumor suppressor, homolog 1 (Drosophila); 
LOXL2 – Lysyl oxidase-like 2 (Drosophila); PAK4 – P21 
protein (Cdc42/Rac)-activated kinase 4; PARK2 – parkin 
2 (Drosophila); PXN – Paxillin; YWHAZ – Tyrosine 3-mo-
nooxygenase/tryptophan 5-monooxygenase activation 
protein, zeta polypeptide Drosophila gene leonardo (af-
fects olfactory learning)
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sible; verbal intelligence increases, while evaluative and 
emotional coloring are retained (Fig. 11). For example, 
at the age of 9 years, a child who was asked to draw a 
picture of a bicycle drew signed details; i.e., he perceived 
only parts of the whole (Fig. 3); however, at the age of 12, 
the same child was already able to synthesize the whole 
object and its parts (Fig. 12).

therefore, the original understanding of the exclu-
sive role of genes directly determining the path to brain 
morphology and behavior has evolved to a suggestion 

of the relevance of searching for the epigenetic factors 
of brain plasticity that affect its development and func-
tions (reflected in changing behavior) [40].

this has led to a different interpretation of the seem-
ingly contradictory data. Let us recall that in most cases 
a limited number of patients of all ages (from toddlers 
to 14- and 19-year-olds) are being studied. thus, a clear 
picture of the genetic determination at the beginning of 
life (one gene – one enzyme – behavioral manifestation) 
is superimposed on the different epigenetic changes in 

Fig. 11. Changes in three main cognitive features vs. age 
of WBS patients [5]
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Fig. 12. Drawings of a bicycle by a girl aged 12 years and 
11 months with the Williams syndrome [10]
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Fig. 10. Order of genes within the WBS region in a human and a mouse. The dotted line shows an inversion of each type 
with respect to telomere and centromere [19]
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the gene’s action, depending on the experienced social 
(family and school) stress and individual experience 
(learning, conditioned reflex). therefore, research into 
the Williams syndrome, supported by nuclear magnetic 
resonance data and modern brain-imaging to identify 
some particular areas of the brain that are activated 
upon testing for the behavioral triad, has veered to-
ward looking at the individual development of children 
upon interaction with the environment [5].

It is the individual development of an organism, in-
cluding humans [41, 42], that is considered in the tide-
way of the transactional analysis; i.e., transactions (in-
teractions) between the genotype and the environment. 
It is assumed that biobehavioral systems are capable 
of adaptive self-organization and self-stabilization 
through conditioned reflexes to environmental signals 
[43].

According to modern concepts, such transactions 
lead to epigenetic changes. they occur not only due to 
the already known phenomena, such as methylation 
of gene promoters and acetylation of histones, but also 
due to a new phenomenon: the regulation of gene ac-
tivity by small non-coding (nc) rnAs.

As regards the first aspect, the epigenetics of chang-
es in gene activity with age becomes an independent 
field of research [44]. It is believed that the genes are 
“turned on” when DnA is unmethylated and histones 
are acetylated, and, conversely, genes are “turned off” 
when the DnA is methylated and histones are non-
acetylated. this is a dynamic process that depends on 
age, diet, and stress [45].

the second aspect is new and unusual. thus, we are 
witnessing growth in research into a direction contra-
dicting the established molecular genetics paradigm. 
It has been established that only 1.2% of mammalian 
genes encode protein products, while the rest of the 
genome generates various classes of ncrnAs. For this 
reason, a new paradigm has appeared [46]. According to 
this paradigm, the known classes of ncrnAs and those 
that are yet to be discovered allow for the regulation of 
the expression of the genes encoding proteins in normal 
and pathological conditions.

this interaction between the two “worlds,” i.e. rnA 
and proteins, is the basis for a flexible relationship be-
tween the genes and the environment, which is essen-
tial for the functioning of the nervous system. Moreo-
ver, ncrnA is a device for communication between the 
digital information in the nucleic acids of cell nucleus 
and the analogous information in cellular proteins [47, 
48].

Functioning of ncrnAs, which are predominantly 
present in the nervous system, provides synaptic plas-
ticity, the molecular foundation of memory formation. 
While short-term memory (up to 3 h), i.e. memory about 

events that have just occurred, is based on a modifica-
tion (generally phosphorylation) of pre-existing pro-
teins, the medium-term memory (2-8 h) depends on the 
synthesis of new proteins based on pre-existing mes-
senger rnA (mrnA), i.e. local translation in dendrites 
and synapses distant from the nucleus of the nerve cell, 
regulated by mirnAs. they participate in the forma-
tion of “silent” mirnA-mrnA complexes convenient 
for transportation from the nucleus to the dendrite, 
which requires some transport machinery (the actin-
tubulin microtubules of dendrites). Dendritic transport 
of many mrnAs may be regulated via the interaction 
of the PDZ-domains of LIMK1 with the tubulin of mi-
crotubules [29]. It is worth recalling that development 
of the cognitive and behavioral manifestations in the 
Williams syndrome involves two genes that control 
cytoskeleton functions by regulating actin dynamics 
(limk1) [37] and the microtubule network (clip2) [38]. 
this group of mrnAs includes templates for a rapid 
local synthesis of glutamate receptor subunits, in par-
ticular nMDA and Glur, postsynaptic density (PSD) 
proteins, transcription factors, and components of a 
signal cascade of actin remodeling (LIMK1, cofilin). 
the widely cited example [49] reports interaction be-
tween mir-134 mirnAs and the mrnA of the LIMK1 
protein, the key enzyme in actin remodeling, to cre-

–BDNF +BDNFTrkB TrkB

mTOR P
mTOR

dendritic 
spine growth

Low level  
of Limk1 High level  

of Limk1

SC

miR-134

SC

miR-134

Limk1mRNA 
“sleeping”

Limk1mRNA 
“active”

P

?

Fig. 13. miR-134 in the regulation of local translation of 
LIMK1 [49]. In the absence of BDNF, translation of LIMK1 
is blocked by miR-134 through a silencing complex (SC) 
leading to a reduction in dendritic spines. In the presence 
of BDNF, translation of LIMK1 and dendritic spine growth 
are activated
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ate a “silent” complex and local translation of mrnA 
encoding the LIMK1 protein in dendrites in response 
to neuronal activity (Fig. 13). mir-134 is partially com-
plementary to the 3’-untranslated region of the mrnA 
of LIMK1 (3’utr).

micrornA is the most intensively studied class of 
ncrnAs sized 20-30 nucleotides in length and operating 
according to the principle of rnA interference. Hetero-
chromatin is a source of small rnAs. It is the key factor 
in epigenetic regulation of gene expression, chromo-
some behavior, nervous system functions in health and 
disease, as well as evolutionary transformations [50]. 
chromatin modifications are coordinated with the ac-
tivation of transcription cascades in synaptic plasticity 
and directly related to the creB-dependent signaling 
pathways.

new models are required to explore this new phe-
nomenon. this raises a number of questions.

Is it possible to find and design fairly simple sys-
tems to analyze the contribution of both a single gene 
and the consequences of its epigenetic regulation in 
the formation of a cognitive profile in Williams syn-
drome’s patients, abstracting from the complex epi-
genetic factors of individual brain development from 
infancy to adolescence (in humans) or postnatal devel-
opment (in mice)? Is it possible to use drosophila for 
this purpose?

Drosophila melanogaster aS a PlauSible 
model to eXPlore tHe PatHWayS geneS – 
brain – mind: geneticS and ePigeneticS
On the one hand, the functions of the so-called path-
ological human genes are often identified by the na-
ture of the manifestations of mutations in the same 
gene of Drosophila, if this gene has the same sequence 
as that of the human gene. On the other hand, all the 
genes concentrated in one critical region in the mam-
malian genome (let us recall that the frizzled-9 gene 
within the Williams syndrome deletion was the first to 
be described in Drosophila) are scattered on different 
chromosomes in Drosophila. Despite the other path of 
evolutionary organization, i.e. different localization of 
genes that are linked in mammals, this approach to the 
analysis of the function of a specific gene in the genesis 
of the Williams syndrome is possible under the follow-
ing conditions:

1) the mutations in a given gene must be known, and 
the hemizygosity of this gene lead to the manifestation 
of a mutant phenotype in Drosophila;

2) the architecture of the chromosomal region where 
the Drosophila gene is localized may be a predisposition 
to the occurrence of chromosomal rearrangements by 
unequal recombination;

3) increased frequency of recombinations is regis-
tered in the region of gene localization, which might 
lead to spontaneous generation of deletions or other re-
arrangements; and

4) wild-type lines are characterized by a polymor-
phism specific to this region.

We have found and described agnostic D. mela-
nogaster locus carrying the gene encoding the LIMK1 
protein, which meets all these criteria.

The agnostic locus
the agnostic locus was found in the 11B region of the 
X chromosome of D. melanogaster during the targeted 
screening of temperature-sensitive (ts) mutations in-
duced by ethylmethane sulfonate (eMS) in the Canton-
S (CS) line, which can affect the activity of the enzymes 
of cAMP synthesis and degradation [51].
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Df(1)N105

Df(1)JA26
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Mitotic index of brain cells of larvae
oogenesis defects

11 B

Fig. 14. Localization of the agnostic locus within the X 
chromosome [54]. (a) Deletion mapping. The length of 
rectangles (except for Df(1)112 microdeletion, for which 
the limits of recombinational mapping are shown) repre-
sents the length of the deletions in the X chromosome, 
resulting (1) and not resulting (2) in phenotypic manifes-
tations of mutations (b) at the agnostic locus; (c) in situ 
hybridization of P-element DNA with the polytene chro-
mosomes of the P-insertional mutant P40
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(III) [55]. I. Localization of sequenced ends (solid arrows) 
of the genomic 7-, 5-, and 9-kb EcoRI fragments in the 
published sequence AE003489 (open boxes). Numerals 
designate ordinal numbers of nucleotides of the AE003489 
fragment; solid boxes, exons of the Drosophila CG1848 
gene for LIMK1; solid dots, amino acid sequences of the 
CG1848 gene product with regions of homology with 
LIMK2 and TESK of various species shown. The figure is 
oriented according to the centromere position on the 
right; the direction of the gene transcription is from the 
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the agnts3 mutant at this locus displays an unusu-
ally high activity of ca2+/calmodulin-dependent phos-
phodiesterase Pde1 [52].

A molecular genetic study of the locus revealed a 21 
kb DnA fragment within the region of deletions. ecorI 
fragments of 7, 5. and 9 kb within this region were sub-
cloned, and their terminal nucleotide sequences were 
identified.

We used Southern blot hybridization to demonstrate 
that the wild-type lines Canton-S (CS), Berlin and 
Oregon-R (Or-R) are characterized by a pronounced 
polymorphism precisely in this region. the results of a 
bioinformatic analysis allowed us to arrange these frag-
ments within the Ae003489 segment of the 11B region 
of the X chromosome of Drosophila (Fig. 14).

It turned out that this area, which falls within both 
the known deletion Df(1)368 and the narrow deletion 
Df(1)112 we have obtained, contains the gene encod-
ing the LIMK1 protein, which is homologous for a huge 
number of species, including humans.

the results of our bioinformatic analysis revealed 
the homology of agnostic locus, mainly the 5 kb ecorI-
fragment, with three known forms of LIM kinases from 
different vertebrate species [53, 54].

the occurrence of agnts3 mutant phenotypes was 
observed under conditions of (Df ( 1 ) 112/CS) 
hemizygosity (e.g. high levels of activity of ca2+/cal-
modulin-dependent kinase Pde1 and nonhomologous 
chromosome pairing). It was shown [53, 54] that the re-
gion of the agnostic gene contains repetitive sequences 
both within (repeat of two LIM domains), and around, 
the gene. the gene is flanked by extensive At-rich re-
peats (the national center for Biotechnology Informa-
tion, ncBI). therefore, the high polymorphism of the 
spontaneous and mutant alleles of this gene (Fig. 15), 
shown by D.A. Molotkov using Pcr [55], is probably 
due to non-homologous crossover.

thus, the agnostic gene can play the role of a genetic 
reserve of polymorphism and be a convenient model 
of genomic disorders, such as the Williams syndrome, 
because of its structure and environment. In the region 
of the agnostic gene localization, crossover frequency is 
threefold higher compared with that in the control. the 
highest numbers of double exchanges, negative inter-
ference, and nonreciprocal complementary crossover 
classes are observed under thermal action (29°c) at the 
end of the embryonic or at the beginning of the larval 
stage of development, rather than at the stage of pre-
meiotic DnA synthesis (late larva III- chrysalis).

this proves that the mutation does not affect the 
crossover itself, but rather its background, changing 
the pairing features of chromosomes.

A southern blot analysis of the genomic DnA reveals 
an additional Sall fragment of 11 kb in agnts3 mutants. 

therefore, it has been suggested that the frequency of 
exchanges increases due to unequal crossover, result-
ing in the occurrence of a Sall fragment in the agnts3 
mutant, presumably due to insertions or duplication.

Indeed, Pcr mapping of the agnts3 mutant in the reg-
ulatory region of the limk1 gene revealed an insertion 
of 1.7 kb, located approximately 1 kb below the 3’utr.

the insertion site is consistent with the At-rich re-
gion, which is capable of forming a hairpin in the sin-
gle-stranded conformation and structure of club cross 
in a double-stranded conformation identified in the da-
tabase. We assume that this anomalous structure can 
serve as a preferred spot of insertion of natural trans-
poson and is also capable of producing mirnA with a 
complex secondary structure and properties similar to 
those of mir-134 during its transcription. the possibil-
ity of the participation of these mirnAs allows one to 
explain many aspects of the regulation of the gene’s 
action [55].

the agnostic gene displays the following character-
istic features: 

1. Immunofluorescence studies of the distribution of 
LIMK1, the key enzyme of actin remodeling the signal 
cascade, in the brain areas of Drosophila revealed that 
it preferentially localizes in the central complex of the 
brain and in the visual system. Mutational damage in 
the limk1 gene (at agnts3) leads to a sharp increase in 
LIMK1 activity in all brain areas. the same effect in 
wild-type Canton-S flies is caused by thermal expo-
sure.

2. the hemizygous state of the limk1 gene in Dro-
sophila leads to a change in LIMK1 distribution in the 
brain areas, similarly to that in the Williams syndrome 
in humans. the enzyme is localized exclusively in the 
visual system and loses its dependence on the thermal 
effect.

3. the immunofluorescence study of the distribution 
of LIMK1 and cofilin phosphorylated by the enzyme (p-
cofilin) in the cells of the salivary glands of Drosophila 
larvae revealed their predominantly cytoplasmic locali-
zation in wild-type flies. A heat shock causes the trans-
fer of components of the signaling cascade of actin re-
modeling into the nucleus and leads to a sharp increase 
in the activity of LIMK1 and p-cofilin. Mutational dam-
age in the LIMK1 gene (agnts3 mutation) increases the 
content and activity of LIMK1: this effect is disappears 
under the influence of a heat shock.

4. Mutational damage to the limk1 gene (eMS- and 
P-insertional mutations at agnostic locus) affects the 
pairing properties of chromosomes in Drosophila. thus, 
the frequency of formation of ectopic contacts in the 
regions of intercalary heterochromatin in salivary 
gland polytene chromosomes dramatically increases 
the hemizygosity of the gene, identically to that in hu-
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mans with the Williams syndrome, and results in the 
expression of the mutant phenotype.

5. the agnostic gene is involved in the mechanisms 
of homologous synapsis of chromosomes, resulting in a 
sharp decrease in the asynapsis frequency in the agnts3 
line and abnormalities in the distribution of long and 
short asynapses along the chromosome. this is indica-
tive of differences in the localization of chromosomal 
arms in the nucleus with respect to each other in the 
wild-type and agnts3, i.e. different ways of three-dimen-
sional spatial organization of the nucleus.

6. Mutational damage to the signaling cascade of ac-
tin remodeling leads to the formation of amyloid ag-
gregates in the brain of imago and in the larval tissues 
of all agnts3 samples. the incidence of aggregates is re-
duced to the standard level after a heat shock. this cor-
relates with learning ability and memory formation. 
Overexpression of LIMK1 in mutants is accompanied 
by a significant reduction in the learning ability and 
medium-term memory revealed in the conditioned-
reflex suppression of courtship in males. the method is 
based on stimuli that are natural to the sexual behavior 
of Drosophila [56].

concluSion
A high frequency of deletion-duplication syndromes, 
including the Williams syndrome, leads to the emer-
gence of the concept of “genomic diseases,” which al-
lows one to link genes, the brain, behavior, and the cog-
nitive function. clarity and discretization of cognitive 
manifestations made it possible to identify the key gene 
responsible for the cognitive component of the syn-
drome, i.e. the limk1 gene. A study of the occurrence of 
intragenomic reserves of the syndrome (i.e. clusters of 
repetitive sequences), the distribution of these regions 
over zones with different conformations in the chro-
mosome, and creation of a specific organization of the 
nucleus, in which the spatial convergence of function-

ally and structurally related regions of chromosomes 
is achieved, was required. this was the motivation be-
hind designing animal models. In particular, the study 
of agnostic locus for LIMK1 of Drosophila revealed the 
presence of repetitive sequences in the region of the 
gene. Mutant expression of this gene is associated with 
changes in the pairing properties of the chromosome 
and three-dimensional organization of the nucleus, 
which is an epigenetic derivative of mutational dam-
age.

In the language of genetics, the following chain of 
events emerges when analyzing the mutant and spon-
taneous variants of agnostic locus: external signal – ac-
tivation of LIMK1 – cofilin phosphorylation – state of 
actin – normal cognitive abilities or abnormal memo-
ry loss, accompanied by the formation of congophilic 
(amyloid) deposits.

thus, we can assume that the agnts3 mutant line is 
a model of the Williams syndrome in Drosophila. the 
revealed relation between mutational damage to the 
limk1 gene, change in the expression and activity of 
LIMK1, presence of amyloid-like inclusions and cog-
nitive impairments allow one to be able to apply this 
model in the study of both neurodegenerative and ge-
nomic diseases. the availability of natural polymor-
phic variants in the limk1 gene allows one to use them 
as a tool when studying neurodegenerative diseases, 
which in most cases occur spontaneously under the 
influence of adverse environmental factors. the possi-
bility of using the described tools is the subject matter 
of special experimental studies being conducted in our 
laboratory [57].  
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abStract Nucleotide excision repair (NER) is a multistep process that recognizes and eliminates a wide spec-
trum of damage causing significant distortions in the DNA structure, such as UV-induced damage and bulky 
chemical adducts. The consequences of defective NER are apparent in the clinical symptoms of individuals af-
fected by three disorders associated with reduced NER capacities: xeroderma pigmentosum (XP), Cockayne 
syndrome (CS), and trichothiodystrophy (TTD). These disorders have in common increased sensitivity to UV 
irradiation, greatly elevated cancer incidence (XP), and multi-system immunological and neurological disorders. 
The eucaryotic NER system eliminates DNA damage by the excision of 24–32 nt single-strand oligonucleotides 
from a damaged strand, followed by restoration of an intact double helix by DNA repair synthesis and DNA liga-
tion. About 30 core polypeptides are involved in the entire repair process. NER consists of two pathways distinct 
in initial damage sensor proteins: transcription-coupled repair (TC-NER) and global genome repair (GG-NER). 
The article reviews current knowledge on the molecular mechanisms underlying damage recognition and its 
elimination from mammalian DNA.
KeyWordS nucleotide excision repair; repair factors; molecular mechanisms of damage recognition and elimi-
nation.

introduction
nucleotide excision repair (ner) is one of the princi-
pal ways in which cells are protected against various, 
structurally and chemically different, DnA lesions. the 
most common lesions are bulky covalent adducts, which 
are formed by nitrogenous bases affected by uV light, 
ionizing irradiation, electrophilic chemical mutagens, 
some drugs, and chemically active endogenous metabo-
lites, including reactive oxygen and nitrogen species [1]. 
In higher eukaryotic cells, ner excises 24-32-nt DnA 
fragments containing a damaged link with extreme 
accuracy. reparative synthesis using an undamaged 
strand as a template, followed by ligation of the single-
strand break that emerged as a result of the damage, is 
the final stage of DnA repair. currently available infor-
mation on the main genes inactivated in ner-defective 
cells and on the protein factors and enzymes encoded 
by these genes indicates that the process involves the 
coordinated action of approximately 30 proteins that 
successively form complexes with variable composi-
tions on the DnA [1–3]. ner consists of two pathways 
distinct in terms of initial damage recognition. Global 

genome nucleotide excision repair (GG-ner) detects 
and eliminates bulky damages in the entire genome, 
including the untranscribed regions and silent chroma-
tin, while transcription-coupled nucleotide excision re-
pair (tc-ner) operates when damage to a transcribed 
DnA strand limits transcription activity. tc-ner is 
activated by the stopping of rnA polymerase II at the 
damaged sites of a transcribed strand, while GG-ner 
is controlled by XPc, a specialized protein factor that 
reveals the damage. A schematic GG-ner process is 
presented in Fig. 1; information on the main proteins 
participating in the process is presented in table.

Distortions in ner activity can result in uV-sen-
sitive and high-carcinogenic pathologies, xeroderma 
pigmentosum (XP), the cockayne syndrome (cS), and 
trichothiodystrophy (ttD), as well as some neurode-
generative manifestations [4–6].

Xeroderma pigmentosum has provided the names 
of some of the genes that cause (when being mutated 
or distorted) the symptoms associated with the disease 
and the proteins coded by these genes (XPА–XPЕ fac-
tors). XP is a syndrome characterized by photosensitiv-
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ity, skin atrophy, hyperpigmentation and a high rate 
of sunlight-induced skin cancer. the risk of internal 
tumors in XP patients is at least 1,000-fold higher [6, 7]. 
Moreover, the disease is often associated with neuro-
logic disorders. Various XP symptoms, typical of sen-
iors, indicate premature aging caused by the accumu-
lation of non-repaired bulky DnA damage, including 
several oxidative ones [8–10].

damage recognition
Damage recognition is the crucial step of ner initia-
tion; it determines the rate of DnA repair [1, 2, 11]. A 
distorted regular structure of double-stranded DnA 
(dsDnA) and alteration of its stability are common 
signs conditioning the initial recognition of damage by 
the repair systems. chemical modifications of nitrog-
enous bases are the elements most often eliminated by 

Fig. 1. Scheme of global 
genome excision repair 
for nucleotides
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NER proteins and their functions

Factor Subunit Gene Weight, cDnA 
/ (size, a.a.r.) Function within ner 

Interaction 
with other 

factors 

XPc
Hr23B hhr23b 43 / (409)

recognition of a distorted DnA structure 
tFIIH
XPA
DDB

XPc xpc 125 / (940)
cen2 cen2 20 / (172)

DDB
DDB1 ddb1 127 / (1140)

recognition of damage, interaction with chromatin XPc
rPADDB2 ddb2 48 / (428)

XPA XPA xpa 31 / (273) Structural function, binding to a damaged strand

XPA
rPA

tFIIH
ercc1

rPA
rPA70 rpa1 68 / (616)

Binding to single-stranded DnA
XPA
XPG

PcnA/rFc
rPA32 rpa2 30 / (270)
rPA14 rpa3 14 / (121)

tFIIH

XPB xpb 89 / (782) AtPase, minor helicase activity 3'→5'- DnA-helicase 

XPA
XPc
XPF
XPG 

XPD xpd 87 / (760) AtP-dependent 5'→3'-DnA-helicase; testing of 
modification presence 

p62 gtf2h1 62 / (548) core subunit, stimulates XPB
p44 gtf2h2 44 / (395) core subunit, stimulates XPD
p34 gtf2h3 34 / (308) DnA binding

p52 gtf2h4 52 / (462) regulatory subunit for AtPase activity of XPB 
functioning in tFIIH complex 

p8 gtf2h5 
(ttda) 8 / (71) Interaction with P52, stimulation of AtPase activity 

of XPB 
Mat1 mnat1 36 / (309) Member of the cAK complex 

cdk7 cdk7 39 / (346) Phosphorylates rnA-polymerase II and other 
substrates 

ЦиклинH ccnh 38 / (323) regulation of cell cycle 

XPF
ercc1 ercc1 33 / (297) endonuclease, catalyzes formation of single-strand 

break in DnA on the 5’ side of the damage 
XPA

tFIIHXPF xpf 103 / (905)

XPG XPG xpg 133 / (1186) endonuclease, catalyzes formation of single-strand 
break in DnA on the 3’ side of the damage 

tFIIH 
rPA

PcnA

rFc

rFc1 rfc1 128 / (1148)

AtP-dependent connection of PcnA PcnA
rPA

rFc2 rfc2 39 / (354)
rFc3 rfc3 41 / (356)
rFc4 rfc4 40 / (363)
rFc5 rfc5 38 / (340)

PcnA PcnA pcna 3X37 / (3X261) Factor ensuring processivity of DnA polymerases 
rFc
XPG
Polδ

Polδ

p125 p125 124 / (1107)

DnA polymerase PcnA
p66 p66 51 / (466)
p50 p50 51 / (469)
p12 p12 12 / (107)

Polε

p261 p261 261 / (2286)

DnA polymerase PcnA
p59 p59 60 / (527)
p17 p17 17 / (147)
p12 p12 12 / (117)

Ligase I Ligase I ligI 102 / (919) Ligation of a single-strand break 
Ligase III Ligase III ligIII 103 / (862)
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the base excision repair (Ber) system. Pyrimidine pho-
todimers, platinum adducts, protein-DnA cross-links, 
modifications caused by DnA interaction with active 
derivatives of benzo[a]pyrene, benzo[c]anthracene, 
acetylaminofluorene, along with other bulky adducts, 
which cause more substantial distortions in the regu-
lar structure of double-stranded DnA than Ber re-
pairable damages, are the most typical ner substrates 
[12]. However, most of ner substrates cannot cause as 
dramatic structural and thermodynamic alterations of 
dsDnA as double-strand breaks and interstrand cross-
links. therefore, the detection of these damages is par-
ticularly challenging for a cell, which can be solved 
only through highly sensitive recognition. In contrast to 
Ber, where a damaged base is simultaneously recog-
nized and eliminated by a single specialized glycosylase, 
spezialized groups of proteins are responsible in ner 
for each of the processes. In eukaryotic ner universal 
sensor proteins perform the initial recognition of the 
total range of bulky damages. In the case of tc-ner, it 
is transcribing rnA polymerase II stopped by damage; 
in GG-ner, these are complexes of the XPc factor and 
DDB1-DDB2 heterodimer (XPe factor) enhancing the 
repair of uV damage [1, 2]. In general, ner recogni-
tion of damage is a multistep process involving several 
proteins that form near damaged complexes of variable 
compositions. the process is completed by the forma-
tion of a preincision complex ready to eliminate a dam-
aged DnA fragment by specialized ner endonucleases 
[1, 2].

complementary interaction of nitrogen bases is the 
main factor ensuring the stability of a regular heli-
cal structure of double-stranded DnA. Bulky dam-
age causes distortion in base-pairing and occurrence 
of a single-stranded character in a dsDnA molecule. 
undamaged DnA is not a static molecule, either. DnA 
strands are in continuous heat motion, causing small, 
rapid alterations of the distances separating the com-
plementary bases. However, these pico- and nanosec-
ond fluctuations existing in the undamaged DnA may 
be too short in order to be recognized by repair factors. 
Molecular modeling shows that introduction of bulky 
damage into DnA can give rise to more considerable 
and long-lived “openings” in the double helix [13, 14]. 
For example, such fluctuations in the DnA structure 
occur near the cyclobutane pyrimidine dimer 25-fold 
as often as those in an undamaged duplex. Moreover, 
the fluctuation’s amplitude increases crucially due to 
a disturbed interaction between the complementary 
DnA strands. the dynamic changes that follow nu-
cleobase damage mostly cause fluctuations in an un-
damaged strand fragment that is complementary to 
the one containing the lesion, while the damaged DnA 
fragment is less flexible [15, 16]. these fluctuations may 

mediate the recruitment of the repair factors that rec-
ognize damage at the initial stages. results of experi-
ments (in particular, the analysis of specific excision 
efficiency using model DnAs with various structures, 
which became the grounds for formulating the con-
cept of the bipartite recognition process in ner) point 
to the important role of the intact DnA strand in the 
recognition process [15, 16]. ner proteins from a cel-
lular extract can initiate the repair process only when 
the model DnA is characterized both by a chemical 
modification and distortions in the secondary structure. 
thus, a fragment containing the c4’-pivaloyl adduct 
of deoxyribose, a bulky but not distorting structure of 
the regular DnA duplex, was excised only when it was 
located in an artificialy short site of a pairing distortion. 
the sites of modification-free uncoupled bases cannot 
act as substrates for specific excision; neither can struc-
tures containing a chemical modification opposite to the 
loop formed by an unmodified strand [16].

numerous studies have been devoted to the search 
for the proteins responsible for initial damage recogni-
tion and recruitment of the following ner factors. Al-
though a number of facts point to the key role of XPc 
in the initiation of ner [17–19], the results of the evalu-
ation of their affinity to damaged DnA and analysis of 
the specificity to a damaged substrate have provided 
opportunity to consider the XPA factor and its com-
plexes with rPA and XPc as a damage sensor [20–23]. 
confocal microscopy using fluorescent proteins has 
shown that XPС can be immobilized near uV damages 
in the absence of XPA (XPA-deficient cells), while in 
XPc-deficient cells, XPA is not bound to the damaged 
DnA sites [3, 18]. the results of biochemical studies 
have shown that XPc is required for the recruitment 
of other factors into the GG-ner process [17, 19, and 
24]. Various approaches that have included visualization 
methods allowing to track fluorescent protein move-
ments within chromatin in a living cell have been ap-
plied to clarify the mechanism whereby XPc recognizes 
the damage against a background of an excess of intact 
DnA. FrAP/FLIP (fluorescence recovery after pho-
tobleaching/fluorescence loss in photobleaching). It was 
shown that the dynamics of the movement and intranu-
clear localization mode of GFP-XPc differ from the dy-
namics and other ner factors localization  (GFP-XPA, 
tFIIH-GFP). XPc permanently scans the genome DnA 
in search of damage. the scanning mode is association-
dissociation with the formation of a plethora of short-
lived complexes. More stable XPc-DnA complexes are 
formed when XPc collides with damaged sites, follow-
ing which the recruitment of other ner factors to the 
damaged site occurs. In addition, XPc is permanently 
exported from the nucleus and imported back. Such 
XPc exchange in the absence of damage maintains the 



reVIeWS

  VOL. 6  № 1 (20)  2014  | ActA nAturAe | 27

stationary level of its nuclear concentration, prevent-
ing redundant DnA probing that may interfere with 
other processes of nucleic metabolism. under any ef-
fects on cells resulting in DnA damage, the rate of XPc 
transport to the cell decreases and XPc accumulates 
in the nucleus, which facilitates the rapid response of 
the repair system to genotoxic affection. this effect is 
maximally pronounced when ner-repaired damage 
arises. the XPc nucleus-cytoplasmic exchange is de-
layed for 6–8 h, exceeding markedly the time of the 
XPc presence in ner complexes. Some authors [25] 
regard the slow repair of some types of uV damage as 
the reason behind such a prolonged XPc exchange stop. 
XPc needs heterodimer uV-DDB as a partner protein 
to recognize uV damage efficiently [26–29].

the molecular basis of XPc-DnA interaction is now 
being actively examined. A detailed understanding of 
the mechanism of initial recognition of a DnA sub-
strate by a sensor protein conditions the understanding 
of the interplay between the damaged structure and 
its rate of excision from the DnA, as well as the way by 
which factor XPc discriminates damaged nucleotides 
against a background of a substantial excess of undam-
aged DnA. the X-ray diffraction analysis of rad4, a 
yeast ortholog of XPc, provided considerable progress 
in the study of the structure of a sensor protein-dam-
aged DnA complex. the analysis of the structure of the 
crystallized complex of truncated rad4 (a.a.r. 123–632) 
+ rad23 protein + heteroduplex containing the cyclob-
utane-pyrimidine dimer has shown that a large (trans-
glutaminase, tGD) rad4 domain with one β-hairpin 
from domain 1 (BHD1) forms a c-shaped structure by 
coming into contact with 11 nucleotides of the undam-
aged dsDnA on the 3’ side of the damage. Another por-
tion of rad4 is composed of the hairpin domains BHD2 
and BHD3 that mainly form van der Waals contacts 
with the DnA substrate near the damage site. the long 
β-hairpin emerging from BHD3 is inserted into the 
double helix, causing the DnA backbone to bend. As a 
result, both the cross-linked pyrimidines and the oppo-
site bases of the undamaged strand are displaced from 
the helix. the protein does not come into contact with 
the damage directly, interacting with two adjacent 
bases and two bases opposite cPDs. each adjasent un-
damaged base is clamped between residues of aromatic 
amino acids from the BHD2/BHD3 motif [30]. this is a 
typical mode of interaction between the OB-subdomain 
(a structural unit present in proteins with increased af-
finity to single-stranded DnA) and ssDnA [31]. the im-
age of rad4 matches well our understanding of the way 
XPc interacts with a damaged DnA based on the data 
on this protein structure and the results of biochemical 
examinations. the analysis by atomic force microscopy 
has shown that XPc binding results in the bending of 

the DnA-duplex backbone and formation of a ~140–
130° angle [32]. As shown by permanganate footprint-
ing the emerging bend of the helix axis of damaged 
DnA is followed by partial melting of the duplex (by 
approximately 4–7 nucleotides) [33]. the similarity be-
tween the schemes of location of the rAD4 and XPc 
factors on damaged DnA is confirmed by the results 
of photo-induced cross-linking of these proteins with 
DnA containing a bulky modification [34]. this pattern 
of XPc-DnA interaction, the strategy of indirect check 
for the presence of structural lesions, resulting in an in-
creased level of fluctuations in the undamaged strand, 
underlies the incredibly wide substrate specificity of 
the GG-ner pathway. the transglutaminase domain 
and a domain structurally similar to the OB-subdomain 
of factor rPA were found in human XPc; the domains 
interact with ssDnA with the use of an aromatic dam-
age sensor, a pair of aminoacid residues, trp690, and 
Phe733 [35–37].

FrAP experiments using XPc forms truncated both 
at the n- and c-ends have revealed the XPc frag-
ment mainly responsible for the recognition of dam-
aged DnA. the fragment comprising, in fact, only 15% 
of the full-size XPc (a minimal sensor) appears to be 
capable of uV damage recognition in live cells. the 
minimal sensor fragment prefers heteroduplexes and 
single-stranded oligonucleotides; it recognizes damage 
due to its affinity to the regions with distorted hydro-
gen bonds. the fragment consists of BHD1, BHD2, and 
a short (25 amino acid residues) motif separating the 
BHD2 and BHD3 domains and is folded to form a struc-
ture known as a β-turn. Specific features of the β-turn 
determine the operational efficiency of a minimum 
damage sensor [38, 39]. this short polypeptide frag-
ment can either be attracted to or repulsed by DnA; 
due to this feature, an XPc is capable of dynamic in-
teraction with DnA within the genome. Damage rec-
ognition is facilitated in this case, providing the DnA-
scanning molecules of the sensor protein with sufficient 
mobility. the truncated c-terminal XPc containing a 
β-turn keeps some residual repair activity found using 
the cell reactivation method. A photobleaching assay of 
protein motion dynamics proves increased XPc mobil-
ity in the nuclei of living cells [24]. the same approach 
demonstrates that rapid post-uV-immobilization of 
XPc occurs only in the nuclei of cells containing XPc 
mutants with an intact β-turn. especially remarcable is 
the fact that the polypeptide fragment including BHD1 
and BHD2 also acts as a minimal sensor only if an intact 
β-turn is presented. Biochemical experiments show that 
the XPc nuclear mobility determined by the structural 
element results from the repulsion of a protein molecule 
from an undamaged dsDnA. Finally, the dynamic role 
of a β-turn within a full-size XPc was confirmed by 
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the results of site-directed mutagenesis when glutamic 
acid was replaced with lysine. this charge inversion 
was supposed to reduce the strength of electrostatic 
repulsion between a negatively charged lateral chain 
of a protein and the phosphates within the DnA back-
bone. As was assumed, the charge inversion increased 
the affinity of mutant XPc molecules to undamaged 
DnA, reducing their mobility within the nucleus and 
decreasing the activity of the GG-ner pathway. thus, 
the β-turn plays a crucial role in the regulation of the 
dynamics of XPc–normal DnA duplex interaction. this 
subdomain, due to its ability to repulse DnA, facilitates 
damage recognition, providing sufficient mobility to 
the XPc molecules that search for genome damage [24, 
35–38]. When XPc binds to the abnormally oscillating 
region of a native strand in a way that excludes direct 
contacts with the damage, the nucleoprotein interme-
diates formed upon initial screening can be converted 
into a strong recognition complex [29, 36–39].

Within a cell, XPc exists as the heterotrimeric com-
plex XPc-Hr23B-cen2 [1, 2, 18]. Hr23B stabilizes 
the complex, protects it against proteasome degrada-
tion, and stimulates the DnA-binding activity of XPc. 
the recombinant heterodimer XPc-Hr23B is a stable 
complex that interacts in vitro with damage of various 
types and is widely used for the ner reaction in a re-
constituted system [18, 40, 41]. the interplay between 
XPc-Hr23B and damaged DnA was analyzed using 
affinity modification. DnA duplexes of various struc-
tures containing bulky modifications, including pho-
toactive fluorochloroazide pyridyl damage, were used 
as probes. Some model duplexes contained analogs of 
undamaged strands created with the use of photo rea-
gents with a zero linker length: nucleotide links with 
4-thio- and 5-iodo-modified bases [34, 42–44]; some 
duplexes included a platinum adduct [45]. A large XPc 
subunit was the only modification target in all cases. 
the second high-molecular weight nucleoprotein ad-
duct with a lower electrophoretic activity appeared 
as a result of photo-induced cross-linking with other 
amino acid residues of the DnA-binding XPc subunit 
[44]. Moreover, the product of XPc-Hr23B protein-
protein cross-links emerging after hard (254 nm) and 
long-term (60 min) uV irradiation and revealed by 
Western blotting does not contain a radioactive label 
and can be formed independently of the presence of 
a DnA probe [45]. the Hr23B subunit of the complex 
does not come into contact with DnA directly; this was 
shown by the absence of products of its photo-induced 
cross-linking with analogues of a damaged DnA. Quite 
recently, confocal microscopy showed that Hr23B, in 
contrast to XPc, is not immobilized on the damaged 
DnA of a cell and is released from the complex after 
XPc binding [46].

the roles played by centrin-2 in the XPc complex 
have not been completely clarified, though the pres-
ence of the protein is known to increase the stabil-
ity, control affinity/selectivity of DnA binding by the 
XPc-Hr23B dimer. Also cen2 interaction with the c-
end fragment of XPc can regulate the recruitment of 
tFIIH [35].

Binding of tFIIH to the nucleoprotein complex 
formed by damaged DnA and XPc triggers the veri-
fication of the damaged DnA as a ner substrate; that 
is, the presence of a bulky chemical modification in 
the discovered XPc DnA site with a distorted regular 
structure.

damage VeriFication and aSSembly 
oF tHe damaged Fragment oF 
a comPleX ready For eXciSion
the tFIIH factor is a multisubunit complex composed 
of two helicases, XPB and XPD; enzymatic activity-
free proteins, p62, p52, p44, p34 and p8; and the com-
plex of cDK-activating kinase, cAK (cyclin H, cdk7, 
and Mat1). In a 3D model of human tFIIH, established 
according to the results of an electron microscopic 
analysis, the core proteins form a slightly elongated 
ring-shaped structure (16 × 12.5 × 7.5 nm) with a hole 
of a diameter sufficient to enclose a double-stranded 
DnA helix (2.6–3.4 nm) [47]. A structure formed by 
core proteins via XPD contacts with the cAK subcom-
plex, forming a bulge on the external side of the ring. 
the smallest p8 subunit (ttDA) is also included into 
the core composition. XPc-dependent recruitment of 
tFIIH to the damage is mainly controlled by direct 
contact of XPc with the XPB and p62 subunit (Fig. 2). 
the tFIIH annular structure encompasses the dsDnA 
on the 5’ side of the damage, releasing a kinase sub-
complex. uncoiling of a DnA double helix around the 
damage catalyzed by two specialized helicases, XPB 
(3'→5') and XPD (5'→3'), is the most obvious result of 
tFIIH binding. It is followed by the formation of an 
approximately 27 nucleotide-long (22 nucleotides on 
the 5’ side of the damage and 5 nucleotides – on the 3’ 
side) asymmetrical region of separated strands. this 
stage requires the energy of AtP hydrolysis [48-51]. 
the mechanism of formation of single-stranded DnA 
regions around the damage and checking for modifica-
tion presence become clearer thanks to the data on the 
structure of the XPB and XPD factors, obtained in the 
study of the crystal structure of protein analogues of 
archaea [52-54], and the analysis of the structure of the 
c-terminal fragment of human XPB [53]. Analysis of 
the structure of Archaeoglobus fulgidus XPB crystals 
showed that the protein contains two helicase domains, 
HD1 and HD2, including seven helicase motifs. two 
new structural motifs, reD in HD1, consisting of three 
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charged amino acid residues – Arg, Glu, and Asp – 
and a thumb-like motif (thM) in HD2, similar to that 
found in t7-DnA polymerase. each analog of the hu-
man XPD from three archaeal species (Thermoplasma 
acidophilum, Sulfolobus tokodaii, and S. acidocaldar-
ius) contains four domains, including HD1, HD2, Arch-
domain, and the unique 4FeS-domain comprising the 
Fe-4S-claster, which was found for the first time in the 
helicase structure [54–56]. the details of XPD–DnA 
interaction and structure of the established complexes 
have been actively examined using the models of re-
combinant archaeal helicases. the established model of 
XPD–DnA interaction supposes that ssDnA is bound 
in a groove between the Arch and HD2 domains and 
passes through a hole (a pore) in a globule with a diam-
eter sufficient for free helicase motion along the DnA. 
Bulky adducts repaired by the ner pathway might 
block XPD translocation along the ssDnA located in 
such a way. this idea is in accordance with earlier data 
on the inhibiting activity of a yeast XPD analog, rad3 
helicase, as it interacts with a bulky damage [57]. An 
XPD analog from Ferroplasma аcidarmanus, which 
acts in the form of a monomer but is structurally simi-
lar to the human protein, helicase was shown to be 
stopped by damage in the strand along which it trans-
locates in the 5’→3’ direction. In contrast to the inhib-
ited helicase activity, the AtPase activity of a damage-
bound XPD is preserved and even increases. Moreover, 
when a complementary 3’→5’ strand contains cPD, the 
enzyme dissociates from the substrate [58]. the data 
on the crystal structures of archaeal XPD homologs 
supports the idea that the presence of a modification in 
DnA is finally verified when a base binds to the pocket 
located on the XPD surface. the pocket is located near 
the tunnel within the protein structure used to thread 
a DnA strand [54, 56, 58]. examination of the interac-
tions between mutant human XPD proteins and DnA 
containing uV damage definitely confirmed the idea 
that the XPD subunit of tFIIH checks for the pres-
ence of damage. the mutations were inserted into the 
protein region located in the site of the DnA-binding 
channel-pore transition (a.a.r. Y192A and r196e). the 
amino acid residues directly involved in the helicase 
and AtPase activity were unaffected. the mutant pro-
teins retained their ability to uncoil DnA but could not 
distinguish between damaged and undamaged DnAs; 
when these residues were replaced, the XPD ability to 
form protein complexes (stable recognition intermedi-
ates) decreased. thus, it was demonstrated that these 
amino acid residues are part of a polypeptide fragment 
forming a sensor pocket of human XPD. the pocket lo-
cation coincides with that in its archaeal homolog from 
T. acidophilum [59]. In contrast to XPD, the XPB factor 
moving along the DnA in 3'→5' is more likely to exhibit 

AtPase properties than helicase activity. new motifs, 
reD (in HD1) and thumb (in HD2), were for the first 
time revealed in helicase domains [52–55]. the XPB ac-
tivity is stimulated by the tFIIH p52 subunit [60]. XPB 
is the first to bind to a bent DnA–XPc complex. XPc 
interacts with a small region of a destabilized undam-
aged dsDnA strand (approximately 5 nucleotides from 
3’-side), rotates one of the two helicase domains by 170°, 

Fig. 2. Scheme of the two-step process of damage recog-
nition
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entraining DnA, brings together the helicase domains 
1 and 2 connected by a flexible unstructured frag-
ment acting as a hinge, and forms a site of AtP bind-
ing. composed of charged amino acids the reD motif 
of XPB is subsequently inserted between the dsDnA 
strands and untwists it by approximately 5 nucleotides 
in the 3’→5’ direction. A preliminary fixation of tFIIH 
on DnA occurs. A tFIIH ring is inclined with respect to 
the axis of the DnA helix. XPD acquires the possibil-
ity to come into contact with the site of the damaged 
strand (~22 nucleotides towards the 5’ direction of the 
damage) and unwinds DnA in the 5'→3' direction when 
moving along the strand due to the AtP hydrolysis en-
ergy and forming an asymmetric bubble. XPD stopes as 
it encounters a damage site. XPD, together with tFIIH, 
becomes immobilized on DnA; this situation is typical 
of bulky modifications [50, 60, 61].

After the status of damaged DnA as a ner substrate 
is confirmed by the emergence of long-lived tFIIH-
including an open nucleoprotein structure the next step 
of repair starts. A more stable and extended preincision 
complex is formed; the rPA and XPA factors join the 
complex. the interactions of rPA and XPA with the 
tFIIH subunits coordinate the involvement of these 
proteins in the complex.

rPA is a three-subunit protein factor with very high 
affinity to single-stranded DnA that participates in 
many processes of DnA metabolism and is presented 
in a cell by a large copy number [62]. rPA is required 
to form the preincision complex and during the follow-
ing excision of the damaged DnA fragment [1]. Five 
DnA-binding domains located in the p70 and p32 subu-
nits of rPA have different affinities for substrate, so 
rPA can form with ssDnA complexes of different ar-
chitecture and stability. these domains interact with 
DnA in a polar manner (in 5'→3' direction) [63, 64]. In 
the preincision complex, rPA occupies approximately 
30 nucleotides of the undamaged strand opposite to the 
damage-containing site, thus protecting DnA from ille-
gitimate degradation and facilitating accurate position-
ing of XPG and ercc1-XPF endonucleases.

XPA, similar to XPc, possesses increased affinity for 
DnA with a specific secondary structure (in particu-
lar, to helix kinks induced by a bulky damage): thus 
XPA (or its complex with rPA) was considered as a 
candidate damage sensor or a protein controlling the 
presence of a modification [1, 65, 66]. However, in con-
trast to XPc, the XPA factor preferably interacts with 
a damaged strand and has a much lower affinity for 
the DnA analogs of ner substrates and intermediates 
[65, 66]. A small XPA functioning in a cell in monomeric 
form has a rather complex domain structure. Analysis 
of the nMr spectra of the DnA-binding XPA fragment 
formed by the amino acid residues 98–219 revealed a 

positively charged groove consisting of approximately 
60 a.a.r. on the protein surface near the c-end of the 
DnA-binding domain. the geometric parameters of 
the groove allow it to bind both to single- and double-
stranded DnAs [67, 68]. A zinc finger containing an 
acid subdomain (a.a.r. 105–129) and a c-end subdomain 
(a.a.r. 138–209) can be distinguished in the structure 
of the DnA-binding fragment of XPA. the zinc finger 
motif does not participate in the DnA binding; it is re-
quired for interaction with rPA [67]. the domains of 
specific XPA interaction with a number of core ner 
polypeptides, rPA70, rPA32 (n-terminal and central 
XPА fragments), ercc1 (a short region adjacent to the 
XPА n-terminal fragment), and tFIIH (the XPА c-
terminal fragment) were identified using site-directed 
mutagenesis. XPА-rPA interaction promotes a more 
efficient binding of both factors to DnA [65, 66, 69], 
while interaction with a complex formed on the DnA 
opened around a lesion promotes high selectivity. these 
XPA properties are the results of structural features 
allowing for easy changes in conformation and provid-
ing efficient interaction with the damaged DnA during 
the formation of the preincision complex. XPA is cur-
rently regarded as a sensor of an anomalous electro-
static potential occurring at the kinks of the negatively 
charged sugar phosphate DnA backbone. the amino 
acid residues crucial for efficient XPA functioning were 
determined by studying the interplay between a series 
of mutant XPA forms and modified DnAs through gel 
retardation and photo-induced cross-linking to DnA 
containing an aryl azide modification [70]. A region of 
damaged DnA strand that is in contact with XPA was 
identified using affinity modification. the result of the 
experiments with a series of probes containing photoac-
tive 5-J-du and damage-mimicking bulky modification 
based on fluorescein in various mutual locations shows 
that most XPA-DnA contacts are located near the ssD-
nA/dsDnA junction on the 5’ side of the damage [69]. 
the ability of XPA to specifically interact with DnA, 
as well as with many ner proteins (rPA, ercc1-XPF, 
tFIIH, XPc), determines its considerable structural 
and functional role in the assembly of a complex ready 
for double incision [71–74].

elimination oF a damaged 
Fragment From tHe dna
the XPG factor acting as a 3'-endonuclease during re-
pair is recruited to a damaged region independently 
of XPA and rPA, through its interaction with tFIIH 
[74–76]. XPG-DnA binding and simultaneous release 
of XPc are the final stage of formation of the complex 
ready for excision on the DnA. At this step, XPG per-
forms a structural function by stabilizing the open com-
plex; it exhibits no endonuclease activity. ssDnA/dsD-
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nA transition on the 3’ side of the damage determines 
the type of XPG interaction with DnA substrates dur-
ing ner. Various footprinting and gel-retardation tech-
niques show that XPG, together with other members 
of the flap-endonuclease-1 family, interacts with the 
double-stranded region of model structures through 
non-specific contacts with the phosphodiester back-
bone (Fig. 3). these contacts encompass approximately 
12 nucleotides of both strands and are located on the 
external side of the B-DnA helix. the additional non-
specific XPG contacts in single-stranded fragments of 
model substrates (three contacts with the phosphodi-
ester backbone in a damaged strand and contacts of un-
known type with an undamaged strand) poorly affect 
the binding. At that, the presence of a single-stranded 
fragment of a damaged strand near the protein bind-
ing site is a prerequisite of the demonstration of XPG 
endonuclease activity [77, 78].

Factor XPF is a structure-specific endonuclease that 
catalyses incision of DnA at the site of the ssDnA /
dsDnA junction on the 5’ side of the damage and func-
tions in ner within a heterodimer with the ercc1 pro-
tein. An obligate ercc1-XPF heterodimer is involved 
into the complex through the ercc1-XPА interaction 
and breaks the damaged strand on the 5’ side of the 
damaged site. Identified several domains involved in 
the functioning of ercc1-XPF [79–83]. Both subunits 
contain a helix-hairpin-helix (HhH) motif required for 
the formation of a heterodimer near the c-ends [84]. An 
active center of XPF is a conservative nuclease domain 
adjacent to the HhH domain [79]. the central ercc1 
domain is structurally homologous with the nuclease 
XPF domain; however, instead of the active site with 
acidic residues, a groove, containing the basic and aro-
matic amino acid residues, exists in this domain. this 
fragment interacts with XPA, connecting ercc1-XPF 
to other ner machineries [81, 83]. Individual recom-
binant XPF domains and the data on archaeal XPF pro-
teins demonstrate that these five domains participate in 
the interaction with DnA [79–81]. Mass spectrometry, 
nMr spectroscopy, and in vitro analysis of the protein-
DnA binding allowed to determine the structure of the 
complex of the c-terminal HhH domain of the XPF 
protein with ssDnA in a solution [78]. A stable complex 
with ssDnA forms an HhH homodimer. At that, DnA 
is twisted around a protein in a way providing protein-
DnA interaction along the phosphate backbone of a 
molecule. A positively charged fragment in the second 
helix of one of the HhH motifs comes into contact with 
the phosphate backbone of ssDnA. these data, along 
with data in a previous publication [85], allow to con-
struct a model of the ercc1-XPF complex. this model 
explains the positioning of endonuclease at the site of 
the ssDnA /dsDnA junction on the 5’ side of the dam-
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age. According to the model, the ercc1 HhH domain 
interacts with a double-stranded portion of DnA. the 
nuclease domain of XPF comes into contact with the 
damaged DnA strand, while the XPF and ercc1 HhH 
domains come into contact with the undamaged strand 
(Fig. 3).

the role of the c-terminal DnA-binding domains 
in the interaction between heterodimer and DnA sub-
strates was examined through a mutation analysis 
within full-size ercc1-XPF. Mutations in one domain 
considerably reduced the activity of the ner pathway 
neither in vitro nor in vivo. Functioning of the ner 
pathway is disturbed when mutations are inserted into 
several domains, and the significance of separate do-
mains is hierarchic [84]. In the presence of catalytically 
inactive XPG, ercc1-XPF catalyzes 5’-incision (15–25 
nucleotides away from the damage) and forms an un-
bound 3’-hydroxyl group required for the initiation 
of the repair synthesis and emergence of the mobile 
single-stranded fragment containing the damage. the 
changes in the structure of the protein-nucleic complex 
allow an XPG to exhibit catalytic activity [78]. 3’-inci-
sion of DnA (3–9 nucleotides from damage) completes 
the process of damaged site excision. In the structure 
of XPG, after excision while remaining bound to the 
DnA, there are motifs that provide specific interaction 
with PcnA (nuclear antigen of proliferative cells) for 
some time after excision. XPG might facilitate efficien-
cy and processivity in the repair synthesis [1, 2].

rePair SyntHeSiS
repair synthesis and DnA strand ligation are per-
formed by the enzymes and protein factors that also 
participate in DnA replication. the DnA polymerase 
δ or ε and factors rFc, PcnA, and rPA are needed 
for DnA synthesis. An rFc complex consisting of five 
different subunits facilitates AtP-dependent PcnA 
loading onto DnA near the 3’-end of the DnA frag-
ment flanking a gap resulting from excision. PcnA 
is a homotrimeric complex that forms a ring-shaped 

structure sliding along DnA and interacting with DnA 
polymerases, thus facilitating the processivity of the 
enzymes [1].

concluSion
A ner process is controlled by multiple weak interac-
tions between proteins and DnA substrates, along with 
protein-protein interactions in nucleoprotein complex-
es. In a eukaryotic cell after stable XPc/DnA complex 
formation during the initial recognition of the damage, 
ner is actually performed by reparasome, a complex 
of variable composition and architecture consisting of 
a large number of subunits. Individual subunits of the 
complex have no sufficient affinity and selectivity to the 
substrate (DnA containing bulky damage). the situation 
changes when specific protein complexes are established 
at the damage site. the ner proteins of these complexes 
are joined by the DnA processing. A total of 18 polypep-
tides must be accurately positioned within two or three 
DnA turns when a stable structure ready for damage 
removal is formed and excision starts. the structure 
of ner-associated proteins provides the possibility of 
contact with the DnA substrate and of dynamic specific 
protein-protein interactions. the changes in interactions 
performed by the same protein are one of the mecha-
nisms that regulate the repair process and fine-tune the 
complexes, providing high-precision nucleotide excision 
repair. the study of the composition and architecture of 
nucleoprotein ner complexes both in vitro and in vivo 
requires the use of a broad range of methods and model 
systems of different complexity.  
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abStract While metal nanoparticles are being increasingly used in many sectors of the economy, there is grow-
ing interest in the biological and environmental safety of their production. The main methods for nanoparticle 
production are chemical and physical approaches that are often costly and potentially harmful to the environ-
ment. The present review is devoted to the possibility of metal nanoparticle synthesis using plant extracts. This 
approach has been actively pursued in recent years as an alternative, efficient, inexpensive, and environmentally 
safe method for producing nanoparticles with specified properties. This review provides a detailed analysis of 
the various factors affecting the morphology, size, and yield of metal nanoparticles. The main focus is on the role 
of the natural plant biomolecules involved in the bioreduction of metal salts during the nanoparticle synthesis. 
Examples of effective use of exogenous biomatrices (peptides, proteins, and viral particles) to obtain nanoparti-
cles in plant extracts are discussed.
KeyWordS biomatrices; bioreduction; metal nanoparticles; plant metabolites; plant extracts.

introduction
the widespread practical application of metal nano-
particles (particles less than 100 nm) is attributable to 
a number of their unique properties [1–4]. Different 
physical and chemical processes are currently widely 
used to synthesize metal nanoparticles, which allow one 
to obtain particles with the desired characteristics [5–8]. 
However, these production methods are usually ex-
pensive, labor-intensive, and are potentially hazardous 
to the environment and living organisms [9, 10]. thus, 
there is an obvious need for an alternative, cost-effective 
and at the same time safe and environmentally sound 
method of nanoparticle production [11–13]. During the 
past decade, it has been demonstrated that many biolog-
ical systems, including plants and algae [14], diatoms [15, 
16], bacteria [17], yeast [18], fungi [19], and human cells 
[20] can transform inorganic metal ions into metal nano-
particles via the reductive capacities of the proteins and 
metabolites present in these organisms. It is significant 

that the nanoparticle production using plants described 
in the present review displays important advantages 
over other biological systems. the low cost of cultiva-
tion, short production time, safety, and the ability to up 
production volumes make plants an attractive platform 
for nanoparticle synthesis [21].

PlantS aS bioreactorS For tHe 
SyntHeSiS oF metal nanoParticleS
It has long been known that plants are able to reduce 
metal ions both on their surface and in various organs 
and tissues remote from the ion penetration site. In 
this regard, plants (especially those which have very 
strong metal ion hyperaccumulating and reductive ca-
pacity) have been used for extracting precious metals 
from land which would be economically unjustifiable 
to mine; an approach known as phytomining. the met-
als accumulated by the plants can be recovered after 
harvesting via sintering and smelting methods. Inter-
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estingly, study of the metal bioaccumulation process in 
plants has revealed that metals are usually deposited in 
the form of nanoparticles. For example, Brassica juncea 
(mustard greens) and Medicago sativa (alfalfa) accu-
mulate 50 nm silver nanoparticles to a high level (13.6% 
of their own weight) when grown on silver nitrate as a 
substrate [22]. In addition, gold icosahedra of 4 nm in 
size were detected in M. sativa [23], and semi-spherical 
copper particles with a size of 2 nm were observed in 
Iris pseudacorus (yellow iris) [24] grown on substrates 
containing salts of the respective metals. Whole plants 
can obviously be used to produce metal nanoparticles. 
However, there exists certain limitations that should be 
taken into account upon industrial application of this 
technology. Firstly, the size and shape of nanoparticles 
vary depending on their localization in the plant, which 
may depend on differences in the content of metal ions 
in various tissues and the subsequent possibility of na-
noparticle movement and penetration. these factors 
could influence the level of metal deposition around 
already existing nanoparticles, and also the prospect 
of new nucleation events (initiation of nanoparticle for-
mation) [23]. the heterogeneity of the size and mor-
phology of nanoparticles produced in whole plants may 
hinder their use in applications where specific, finely 
tuned sizes and shapes are required; thus illustrating 
the inability to tailor the whole plant synthesized nano-
particles to market requirements. Moreover, efficient 
extraction, isolation and purification of nanoparticles 
from plant material is a difficult and problematic pro-
cedure, with a low recovery.

In this regard, in vitro approaches have actively 
been developed in recent years, in which plant extracts 
are used for the bioreduction of metal ions to form na-

noparticles. these approaches provide a more flexible 
control over the size and shape of the nanoparticles (for 
example, by changing the medium pH and reaction 
temperature), as well as facilitating easy purification. 
Significantly, this process occurs much faster than the 
synthesis of nanoparticles in whole plants, because the 
reaction proceeds almost instantaneously, without the 
delay required for the uptake and diffusion of metal 
ions throughout the plant. this in vitro approach has 
been demonstrated using extracts from a variety of dif-
ferent plant species in combination with a variety of 
acids and salts of metals, such as copper, gold, silver, 
platinum, iron, and many others [22, 25–27]. 

For example, extracts of Pelargonium graveolens 
(rose geranium) have been used to reduce gold ions 
into 20–40 nm decahedral icosahedral shaped nan-
oparticles and stabilize them [28], whereas gold na-
nospheres and nanotriangles 0.05–18 μm in size have 
been synthesized in extracts from Cymbopogon flexu-
osus (lemon grass) [29]. the Azadirachta indica (neem, 
Indian lilac) extract was used to reduce tetrachloro-
auric acid (HAucl4

) to flat gold triangles and hexagons 
with a size of 50–100 nm [30]. In that study, it was also 
demonstrated that the A. indica juice can reduce sil-
ver nitrate to polydispersed spherical nanoparticles 
with a size of 5–25 nm [30]. the leaf extract of Aloe 
barbadensis (aloe vera) was used to produce cubic 
In

2
O

3
 particles 5–50 nm in size [31]. It has been dem-

onstrated using FtIr spectroscopy that plant metabo-
lites such as sugars, terpenoids, polyphenols, alkaloids, 
phenolic acids, and proteins play an important role in 
the reduction of metal ions into nanoparticles and in 
supporting their subsequent stability [29, 30, 32–34]. 
It has been suggested that control over the size and 

Fig. 1. Electron micrographs of the iron (A), silver (B), and gold (C) nanoparticles synthesized in extracts of n. bentha-
miana at room temperature

500 nm 100 nm 50 nm
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morphology of nanostructures may be connected to 
the interaction of these biomolecules with metal ions 
[30]. Various plants differ in the concentration and 
composition of these biologically active components. 
this may partly explain the morphological diversity 
of the described nanoparticles: triangles, hexagons, 
pentagons, cubes, spheres, ellipsoids, nanowires, and 
nanorods. the diversity in the morphology and size 
of nanoparticles synthesized from a variety of metal 
ions in extracts of various plants has been described 
in detail in the reviews [11, 35]. As an example, Fig. 1 
shows images of the iron, silver and gold nanoparticles 
produced in Nicotiana benthamiana extracts.

tHe role oF Plant metaboliteS  
in tHe binding and reduction oF metal ionS
As mentioned above, various plant metabolites, includ-
ing terpenoids, polyphenols, sugars, alkaloids, phenolic 
acids, and proteins, play an important role in the biore-

duction of metal ions, yielding nanoparticles. examples 
of the main types of compounds capable of reducing 
metal ions are shown in Fig. 2.

using FtIr spectroscopy of nanoparticles synthe-
sized in plants/plant extracts, it has been demonstrated 
that terpenoids are often associated with nanoparti-
cles. terpenoids are a class of diverse organic polymers 
synthesized in plants from five-carbon isoprene units, 
which display strong antioxidant activity. Shankar et al. 
[29] initially suggested that terpenoids play a key role 
in the transformation of silver ions into nanoparticles 
in reactions using extracts from geranium leaves. eug-
enol, the main terpenoid of Cinnamomum zeylanisum 
(cinnamon) extracts, was found to play the principal 
role in the bioreduction of HAucl4

 and AgnO
3
 to nano-

particles [36]. Based on the FtIr spectroscopy data, it 
was suggested [36] that dissociation of a proton of the 
eugenol OH-group results in the formation of resonance 
structures capable of further oxidation. this process is 
accompanied by the active reduction of metal ions, fol-
lowed by nanoparticle formation.

Flavonoids are a large group of polyphenolic com-
pounds that comprise several classes: anthocyanins, 
isoflavonoids, flavonols, chalcones, flavones, and fla-
vanones, which can actively chelate and reduce metal 
ions into nanoparticles. Flavonoids contain various func-
tional groups capable of nanoparticle formation. It has 
been postulated that the tautomeric transformations 
of flavonoids from the enol-form to the keto-form may 
release a reactive hydrogen atom that can reduce metal 
ions to form nanoparticles. For example, it is believed 
that in the case of Ocimum basilicum (sweet basil) ex-
tracts it is the transformation of flavonoids luteolin and 
rosmarinic acid from the enol- to the keto-form that 
plays a key role in the formation of silver nanoparti-
cles from Ag ions [37]. Moreover, the internal mecha-
nism of the conversion of ketones to carboxylic acids 
in flavonoids is likely to be involved in Au3

+ ion reduc-
tion. Interestingly, some flavonoids are able to chelate 
metal ions with their carbonyl groups or π-electrons. 
For example, quercetin is a flavonoid with very strong 
chelating activity, because it can chelate at three posi-
tions involving the carbonyl and hydroxyls at the c3 
and c5 positions and the catechol group at the c3’ and 
c4’ site. these groups chelate various metal ions such 
as Fe2+, Fe3+, cu2+, Zn2+, Al3+, cr3+, Pb2+, and co2+. the 
presence of such mechanisms may indeed explain the 
ability of flavonoids to be adsorbed onto the surface of 
a nascent nanoparticle. this probably means that they 
are involved in the stages of initiation of nanoparti-
cle formation (nucleation) and further aggregation, in 
addition to the bioreduction stage. Moreover, isolated 
flavonoids and flavonoid glycosides have the ability to 
induce the formation of metal nanoparticles. For exam-

А  B

C  D

E  F

Fig. 2. The main types of plant metabolites involved in the 
synthesis of metal nanoparticles: A – terpenoids (euge-
nol); B,C – flavonoids (luteolin, quertcetin); D – a reduc-
ing hexose with the open chain form; E,F – amino acids 
(tryptophan (E) and tyrosine (F))
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ple, apiin (apigenin glycoside) was extracted from Law-
sonia inermis (lawsonite thornless, henna) and used for 
the synthesis of anisotropic gold and quasi-spherical 
silver nanoparticles with an average size of 21–30 nm 
[38]. A FtIr analysis revealed that apiin was attached 
to the nanoparticles through a carbonyl group.

there are data according to which the sugars present 
in plant extracts can also induce the formation of metal 
nanoparticles. It is known that monosaccharides such 
as glucose (linear and containing an aldehyde group) 
can act as reducing agents. Monosaccharides contain-
ing a keto-group, e.g. fructose, can act as antioxidants 
only when they have undergone a series of tautomeric 
transformations from a ketone to an aldehyde. Moreo-
ver, the reducing ability of disaccharides and polysac-
charides depends on the ability of any of their individ-
ual monosaccharide components to adopt an open chain 
form within an oligomer and, hence, to provide access 
(of a metal ion) to an aldehyde group. For example, the 
disaccharides maltose and lactose have reducing abil-
ity, since at least one of their monomers can assume an 
open chain form. Sucrose, in contrast, has no ability to 
reduce metal ions, because glucose and fructose mono-
mers are linked in such a way that the open chain form 
is not available. It was found [39] that glucose is capable 
of participating in the synthesis of metal nanoparticles 
of various morphologies, whereas fructose mediates 
the synthesis of monodispersed nanoparticles of gold 
and silver. Glucose was also noted [39] to be a stronger 
reducing agent than fructose, because the antioxidant 
potential of fructose is limited by the kinetics of tauto-
meric shifts (as discussed above). It was shown [39] that 
sucrose is unable to reduce silver nitrate or palladium 
chloride into nanoparticles. However, when these metal 
salts were replaced by tetrachloroauric and tetrachlo-
roplatinic acids, nanoparticles were formed in the pres-
ence of sucrose, which is likely due to the acidic hy-
drolysis of sucrose into free glucose and fructose, which 
have an open chain-form structure. It is currently be-
lieved that the sugar aldehyde group is oxidized into 
a carboxyl group via the nucleophilic addition of OH-, 
which in turn leads to the reduction of metal ions and 
to the synthesis of nanoparticles. A similar mechanism 
was proposed for the bioreduction of gold ions using the 
magnolia vine extract [29].

FtIr analysis of nanoparticles synthesized in plants 
or plant extracts revealed that nascent nanoparticles 
are very frequently found in association with proteins 
[40]. Amino acids were found to differ in their ability 
to bind metal ions and to reduce them. For example, 
as Gruen observed [41], amino acids such as lysine, 
cysteine, arginine, and methionine are capable of bind-
ing silver ions. Other studies have shown that aspartate 
can reduce tetrachloroauric acid to form nanoparticles, 

although valine and lysine do not possess this ability 
[42]. tan et al. [43] recently analyzed all of the 20 natu-
ral α-amino acids to determine their potential for re-
duction or binding of metal ions. they established that 
tryptophan is the strongest reducing agent for Au ions, 
whereas histidine is one of the strongest binding agents 
for Au ions. Amino acids can bind to metal ions through 
the amino and carbonyl groups of the main chain or 
through side chains, such as the carboxyl groups of 
aspartic and glutamic acid or a nitrogen atom of the 
imidazole ring of histidine. Other side chains binding 
metal ions include the thiol (cysteine), thioether (me-
thionine), hydroxyl (serine, threonine, and tyrosine), 
and carbonyl groups (asparagine and glutamine) [44]. A 
study of the ability to reduce metal ions indicated that 
the hydroxyl groups of tyrosine and carbonyl groups of 
glutamine and asparagine are involved in the reduction 
process of Ag ions. Side thiol groups (e.g. of cysteine) 
and amino groups are also responsible for the reduction 
of metal ions.

After amino acids are linked to the peptide chain, 
their individual ability to bind and reduce metal ions 
may change. For example, the formation of the peptide 
backbone changes the functionality of the r-carbon of 
carboxylic acids and amines of some amino acid resi-
dues since they move to a form inaccessible for inter-
action with metal ions. However, free side chains of 
amino acids can still participate in the binding and re-
duction of metal ions. the suitability of side chains for 
this interaction may change depending on the amino 
acid sequence, which could affect the accessibility of 
individual groups. the work by tan et al. [43] explained 
in detail how the amino acid sequence may affect the 
protein’s ability to chelate and/or reduce metal ions. It 
was found that synthesized peptides, composed of ami-
no acids capable of effective binding of metal ions, and 
of amino acids possessing high reducing activity, had 
lower reduction parameters than expected. It was sug-
gested that the strong sequestration of metal ions to the 
peptide was inhibitory to their subsequent reduction by 
reducing amino acids. It was also found that peptides 
containing amino acids that weakly bind metal ions 
such as leucine, phenylalanine, and proline were inef-
fective in reducing tetrachloroauric acid anions, prob-
ably because of their inability to retain metal ions close 
to the reduction sites. It was assumed [44] that protein 
molecules facilitating the formation of nanoparticles 
from metal ions display high reducing activity and high 
potential for attracting metal ions to the regions of a 
molecule that are responsible for reduction, but that 
their chelating activity is not excessive. the paper also 
demonstrated that the amino acid sequence of a protein 
can greatly affect the size, morphology, and amount of 
nascent nanoparticles. For example, a synthetic peptide 
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GASLWWSeKL rapidly reduces metal ions to form a 
large amount of small nanoparticles less than 10 nm in 
size, whereas replacement of n-and c-terminal amino 
acid residues in a peptide (SeKLWWGASL) leads to a 
slower reduction reaction that results in the formation 
of larger nanospheres and nanotriangles about 40 nm in 
size. these data indicate that the peptides and proteins 
present in plant extracts probably play a very impor-
tant role in determining the shape of nanoparticles and 
affect the overall yield of nanoparticles.

On the whole, the mechanism of metal nanoparticle 
synthesis in plants and plant extracts includes three 
main phases: 1) the activation phase during which the 
reduction of metal ions and nucleation of the reduced 
metal atoms occur; 2) the growth phase during which 
the small adjacent nanoparticles spontaneously coa-
lesce into particles of a larger size (direct formation of 
nanoparticles by means of heterogeneous nucleation 
and growth, and further metal ion reduction; a process 
referred to as Ostwald ripening), which is accompa-
nied by an increase in the thermodynamic stability of 
nanoparticles; and 3) the process termination phase de-
termining the final shape of the nanoparticles [44, 45]. 
the process of nanoparticle formation is shown sche-
matically in Fig. 3. As the duration of the growth phase 
increases, nanoparticles aggregate to form nanotubes, 
nanoprisms, nanohexahedrons, and a variety of other 
irregularly shaped nanoparticles, as well [44, 46]. In 
the termination phase, nanoparticles acquire the most 
energetically favorable conformation, with this proc-
ess being strongly influenced by the ability of a plant 
extract to stabilize metal nanoparticles. For example, 
nanotriangles have a very high surface energy, which 
makes them less stable, and if the stability of nanopar-
ticles is not supported in given extracts, then the nano-
triangles will acquire a more stable morphology, such 
as a truncated triangle, in order to minimize the Gibbs 
free energy.

otHer FactorS aFFecting tHe Formation 
oF metal nanoParticleS in PlantS
therefore, the reduction process of metal ions with 
the formation of nanoparticles is affected by a large 
number of factors; besides the nature of a plant extract 
containing active biomolecules in different combina-
tions and concentrations (the effects of which are de-
scribed above), these include the reaction mixture pH, 
incubation temperature, reaction time, concentration, 
and electrochemical potential of a metal ion [11, 35, 47, 
48].

the pH value of a plant extract exerts great in-
fluence on the formation of nanoparticles [49–52]. A 
change in pH results in a charge change in the natural 
phytochemicals contained in an extract, which affects 

their ability to bind and reduce metal cations and ani-
ons in the course of nanoparticle synthesis, and this in 
turn may affect the shape, size, and yield of nanopar-
ticles. For example, in the Avena sativa (common oat) 
extract more numerous small-sized gold nanoparticles 
were formed at pH 3.0 and 4.0, whereas more aggre-

Metal ions

Plant reducing  
agents

Reduced metal  
atoms

Nucleation Organic “coat”  
stabilizing  

the particle

Metal  
nanoparticle

Ме+

Ме+

МеO=

O=

O=

Ме

Ме

Ме+

OH

Fig. 3. A schematic representation of metal nanoparticle 
synthesis in a plant extract. The metal ions bind to the re-
ducing metabolites and stabilizing agents and are reduced 
to metal atoms. The resulting complex of the metal ion 
and metabolite interacts with similar complexes forming a 
small metal nanoparticle. Next, growth and coalescence 
of separate small particles into larger ones occur through 
the coarsening process. This process continues until the 
particles assume a stable shape and size



40 | ActA nAturAe |   VOL. 6  № 1 (20)  2014

reVIeWS

gated particles were observed at pH 2.0. therefore, it 
has been suggested that nanoparticle aggregation is 
dominant over the process of reduction and primary 
nucleation of reduced atoms at very acidic pH values. 
this may perhaps be related to the fact that a larger 
number of functional groups that bind and nucleate 
tetrachloroauric acid ions become accessible at pH 3.0 
and 4.0 than at pH 2.0. At pH 2.0 the most accessible 
metal ions are apparently involved in a smaller number 
of nucleation events, which leads to agglomeration of 
the metal [52]. In contrast, it was demonstrated using 
extracts from pears that hexagonal and triangular gold 
nanoplates are formed at alkaline pH values, whereas 
nanoparticles do not form at acidic pHs [50]. In the case 
of silver ions (1+) and the tuber powder of Curcuma 
longa (turmeric), a substantially larger number of sil-
ver nanoparticles are synthesized at alkaline pHs, at 
which extracts may contain more negatively charged 
functional groups capable of efficient binding and re-
duction of silver ions [52].

temperature is another important factor affect-
ing the formation of nanoparticles in plant extracts 
[53–57]. In general, temperature elevation increases 
the reaction rate and efficiency of nanoparticle syn-
thesis. It was found that in alfalfa plants (M. sativa) 
triangular silver nanoparticles formed only at tem-
peratures above 30 °c [54]. Furthermore, experiments 
on the synthesis of silver nanoparticles in lemon ver-
bena extracts (Aloysia citrodora) demonstrated that 
increasing the reaction temperature is accompanied 
by an increase in the efficiency of the silver ion re-
duction [56]. Moreover, crystal particles are formed 
much more frequently at high temperatures than at 
room temperature. It is assumed that elevating the 
temperature increases the nucleation rate. In experi-
ments with Cassia fistula (golden shower tree) ex-
tracts, it was found that temperature may also affect 
the structural form of the synthesized nanoparticles; 
silver nanoribbons are mainly formed at room tem-
perature, whereas spherical nanoparticles predomi-
nate at temperatures above 60 °c [55]. In this case it is 
believed that higher temperatures alter the interac-
tion of phytochemicals with the nanoparticle surface, 
thereby inhibiting incorporation of adjacent nanopar-
ticles into the structure of nanoribbons. Furthermore, 
in some situations higher temperatures may facilitate 
the nucleation process to the detriment of the second-
ary reduction process and further condensation of a 
metal on the surface of nascent nanoparticles. this 
phenomenon is believed to explain the formation of 
the spherical gold nanoparticles in Nyctanthes arbor-
tristis (jasmine night) alcoholic extracts at 80 °c in 
contrast to the nanoparticles of different morphology 
and “nanocolors” formed at room temperature [57].

Due to the limited ability of plants to reduce metal 
ions, the efficiency of metal nanoparticle synthesis also 
depends on the electrochemical potential of an ion [35]. 
thus, the ability of a plant extract to effectively reduce 
metal ions may be significantly higher in the case of 
ions having a large positive electrochemical potential 
(for example, Ag+) than in the case of ions with a low 
electrochemical potential such as ([Ag(S

2
O

3
)

2
]3-) [35].

As discussed above, the proteins that are present in 
a plant extract may significantly affect the formation 
of nanoparticles. the approaches that have recently 
been used for the “green” synthesis of metal nanopar-
ticles combine the use of plant extracts with the exog-
enous supplementation of the in vitro reactions with 
biomatrices: peptides, and proteins, whose amino acid 
sequence and structure are optimized for the efficient 
production of nanoparticles. the phage display method 
is used for the search for peptides with the appropri-
ate characteristics. tryptophan and amino acids such 
as tyrosine, arginine, and lysine possess superior abil-
ity to reduce metal ions. However, a polypeptide com-
posed only of tryptophan residues is much less effective 
than a mixture of tryptophan molecules interspersed 
with other amino acids at forming nanoparticles, like-
ly due to strong binding of the reduced ion, which in 
turn is inhibitory to further reduction. In turn, pep-
tides that consist of different amino acids (for example, 
rWrWrWrWr) capable of strongly binding metal 
ions are also poorly suited as a biomatrix for the syn-
thesis of nanoparticles due to entropic effects. Peptides 
comprising amino acids that weakly bind tetrachloro-
auric acid ions, such as glutamic or aspartic acids, are 
also inefficient in the synthesis of nanoparticles because 
of rapid dissociation of the peptide - metal ion complex. 
therefore, the most suitable peptides for the forma-
tion of metal nanoparticles are those in which reducing 
and strongly binding amino acid residues (e.g., tryp-
tophan) alternate with weakly binding amino acids that 
act as an up-regulator. the next important stage in the 
formation of metal nanoparticles is the agglomeration 
of reduced metal atoms to nanoparticles. this process 
depends on many factors and determines a number of 
the properties of a nascent nanoparticle such as its size 
or shape. At the beginning of the process, small parti-
cles of the reduced metal are formed on the surface of 
a peptide biomatrix that are further redistributed into 
larger nanoparticles during Ostwald ripening (coars-
ening). It has been shown that the faster and more ef-
ficient nanoparticle formation is, the more isotropic and 
smaller nanoparticles are produced, since the coars-
ening effectiveness is time-dependent. For example, 
it was possible to vary the shape and size of produced 
nanoparticles by altering the amino acid sequence and 
thus the reaction kinetics of nanoparticle formation.
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the identified patterns also hold for macromolecu-
lar biomatrices, such as viruses and virus-like parti-
cles. In one of the first studies carried out using this 
approach, a plant rnA virus with helical symmetry 
(tobacco mosaic virus (tMV) with a length of 300 nm 
and a width of 18 nm) or icosahedral particles of the 
non-infectious bovine papilloma virus (particles with 
a diameter of 55 nm obtained by self-assembly of the 
viral envelope protein expressed in plants) were added 
to silver or gold salts before adding N. benthamiana or 
barley extracts [58,59]. In the presence of virus/virus-
like particles at low concentrations, a decrease in the 
size of nanoparticles and a 4- to 5-fold increase in their 
number was observed compared to samples containing 
no virus (Fig. 4B,C) [58,59]. Interestingly, the amount 
of formed nanoparticles was significantly less at a high 
tMV concentration, but viral particles were metallized 
(Fig. 5). Amino acid side chains capable of chelating and 
reducing metal ions are exposed on the inner and outer 
surfaces of the tMV and on the outer surface of bo-
vine papilloma virus particles. For example, carboxyl 
and hydroxyl groups are accessible on the tMV outer 
surface as part of the exposed peptide segments of the 
surface loop and c-terminal region, while amino acid 
amino groups are accessible in the tMV inner channel 
[60]. carbonyl, hydroxyl, and carboxyl groups are ac-
cessible on the surface of bovine papilloma virus par-
ticles [58]. Another important factor allowing viruses 

and virus-like particles to be considered as effective 
biomatrices for nanoparticle synthesis is the mutual 
spatial orientation of active peptide groups due to the 
structural regularity of these biomatrices. this can lead 
to significant acceleration of the synthesis reaction and, 
consequently, to an increasing yield of nanoparticles. 
the surface of a viral particle consists of dense arrays 
of appropriately packed capsid proteins (a single tMV 
particle consists of 2,130 molecules of the capsid pro-

Fig. 4. Formation of nanoparticles in plant extracts using biomatrices. A – A scheme of nanoparticle formation in the 
presence of the tobacco mosaic virus (TMV) as a biomatrix. Metal ions interacting with negatively charged groups on 
the TMV surface are reduced upon addition of a plant extract. The regular positioning of TMV active groups significantly 
increases the number of effective events of initiation, which increases the output of metal nanoparticles 3–5-fold. B,C – 
electron micrographs of gold nanoparticles produced in n. benthamiana extracts in the presence (B) and in the absence 
(C) of TMV particles
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Fig. 5. Micrograph of the metallized tobacco mosaic virus 
obtained by transmission electron microscopy
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tein and a bovine papilloma virus particle consists of 
360 molecules of the capsid protein) that form a highly 
reactive quasiregular surface capable of interacting 
with metal ions. At low virus concentrations in a re-
action mixture, metal ions are believed to react with 
amino acid residues in the molecules of the viral capsid 
protein that initiates the nucleation process. Preformed 
nucleation centers undergo a significantly more rapid 
reduction upon addition of a plant extract. the pres-
ence of a virus in a reaction mixture probably inhibits 
aggregation by increasing the number of nucleation 
sites, which reduces the accumulation of metal ions 
around a smaller number of points. At increased virus 
concentrations, the elevated number and concentration 
of clustered active amino acid residues in a small space 
enhances the binding and reduction of metal ions in the 
vicinity of the virus surface; effectively decreasing the 
development of free nucleation centers and inhibition 
of metal nanoparticle formation outside viral clusters 
(“free” nanoparticles). Subsequent addition of plant ex-
tracts quickly reduces metal ions chelated by viral par-
ticles, which leads to metallization of viral particles (e.g., 
to the formation of nanowires in the case of tMV) but 
decreased rate of formation of “free” nanoparticles.

ProSPectiVe aPPlication oF 
nanoParticleS SyntHeSized in PlantS
the diversity of plant extracts and types of metal salts, 
the ability to alter the composition of a reaction mix-
ture and reaction conditions through changes in the 
temperature, pH, and inclusion of additives of biologi-
cal origin (biomatrices), allow one to produce nanopar-
ticles of various metals with a defined size and shape. 
Despite the fact that “green” synthesis of nanoparti-
cles using plant material is of considerable interest, it 
is worth studying the equivalence of these nanoparti-
cles with nanoparticles produced through physical and 
chemical methods, especially with regard to their po-
tential applications and production scalability. For ex-
ample, it is well-known that traditional physicochemi-
cally synthesized metal nanoparticles have been used 
in cancer therapy, the targeted delivery of drugs, mo-
lecular imaging, wastewater treatment, catalysis, bio-
sensor development, fuel elements, coatings, cosmetics 
and as antiseptics. nanoparticles produced in plants/
plant extracts have been tested so far only in a small 
number of practical applications. For example, silver 
nanoparticles produced using the Tridax procumbens 
(tridax daisy) extract display, similar to their equiva-
lents obtained using chemical or physical methods, 
strong antimicrobial activity against Escherichia coli, 
Shigella dysenteriae, and Vibrio cholera [61]. Silver na-
noparticles obtained using Pinus thunbergii (Japanese 
black pine) cone extracts exhibit antibacterial activity 

against various Gram-positive and Gram-negative ag-
ricultural pathogens, such as Pseudomonas syringae, 
Xanthomonas oryzae, Burkholderia glumae, and Bacil-
lus thuringiensis [62]. Silver nanoparticles synthesized 
in plants display significant cytotoxic activity against 
various tumor cell lines. Silver nanoparticles synthe-
sized in Iresine herbstii (Herbst’s bloodleaf) were found 
to inhibit the survival and growth of HeLa cell lines, 
and silver nanoparticles produced using Euphorbia 
nivulia (leafy milk hedge) latex extracts are toxic to 
the A549 cell line of human lung cancer [63]. Silver na-
noparticles synthesized in Nerium oleander (oleander) 
display strong larvicidal activity against larvae of the 
malaria vector Anopheles stephensi [64].

In perspective, functionalization of these particles 
with antibodies or peptides is intended for targeted 
action in certain tissues of the body in order to achieve 
greater efficiency and reduce side effects. Cyamop-
sis tetragonoloba (cluster bean) extracts were used 
recently to produce composite silver nanoparticles 
that can act as a biosensor to determine ammonia, 
with possible applications in agriculture and biomedi-
cine. Depending on the ammonia concentration, the 
distance between the nanoparticles inside the nano-
composite changes, which affects its optical properties 
[65]. Platinum nanoparticles obtained using Ocimum 
sanctum (Holy basil) extracts were shown to possess a 
catalytic activity and may be used in the production of 
hydrogen fuel elements [66]. catalytic activity is also 
ascribed to gold nanoparticles obtained in Sesbania 
drummondii (rattlebush) that may participate in the 
reduction of aromatic nitro compounds; for example, 
convert highly toxic 4-nitrophenol to 2-amino-phenol, 
which suggests their possible involvement in waste 
decontamination.

these examples are not an exhaustive list of all the 
data on the application of “green” nanoparticles: how-
ever, they provide strong evidence of a possible prac-
tical application of nanoparticles synthesized using 
plants/plant extracts. the main question that needs 
to be answered is whether the biological and physico-
chemical characteristics of nanoparticles of plant “or-
igin” differ from the characteristics of their existing 
prototypes and to what extent these differences affect 
efficiency in nanoparticle application for specific practi-
cal problems. It is significant to note that nanoparticles 
synthesized in plant extracts already have a function-
alized surface that can contain (depending on reaction 
conditions) the organic ligands, proteins, polysaccha-
rides, and polyatomic alcohols that are absent in na-
noparticles synthesized using physical and chemical 
methods. the presence of these biological components 
promotes, as is known, an increase in the stability of 
the particles and may also facilitate, if necessary, the 
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subsequent attachment of functional molecules, such 
as antibodies or DnA, to nanoparticles [67].

concluSionS
Obviously, the synthesis of metal nanoparticles in plant 
extracts (plant biomasses), despite obvious limitations, 
has a significant potential and a number of substantial 
advantages relative to traditional methods of nanopar-
ticle synthesis. However, to compete cost-effectively 
with nanoparticles obtained through physical and 
chemical methods, it is necessary to scale these meth-
ods of nanoparticle production using plant material and 
to develop schemes for keeping expenses in check dur-
ing their synthesis. continuous methods for the syn-
thesis of nanoparticles have so far been used only in 
small-scale production. When using chemical synthesis, 
the prime cost of nanoparticles is mainly determined by 
the cost of the metal salts and reducing agents. In the 
case of “green” synthesis, the bulk of the costs will be 

determined only by the cost of the metal salts, because 
plant wastes from the food industry can serve as re-
ducing agents. Moreover, it is possible to envision com-
panies involved in the food industry and interested in 
the recycling of waste to partially pay for nanoparticle 
production. this fact further emphasizes the environ-
mental advantages of “green” synthesis over traditional 
methods of nanoparticle production.  
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abStract Dermal papilla (DP) cells are unique regional stem cells of the skin that induce formation of a hair fol-
licle and its regeneration cycle. DP are multipotent stem cells; therefore we supposed that the efficiency of DPC 
reprogramming could exceed that of dermal fibroblasts reprogramming. We generated induced pluripotent stem 
cells from human DP cells using lentiviral transfection with Oct4, Sox2, Klf4, and c-Myc, and cultivation of cells 
both in a medium supplemented with valproic acid and at a physiological level of oxygen (5%). The efficiency of DP 
cells reprogramming was ~0.03%, while the efficiency of dermal fibroblast reprogramming under the same condi-
tions was ~0.01%. Therefore, we demonstrated the suitability of DP cells as an alternative source of iPS cells.
KeyWordS Hair follicle dermal papilla (DP) cells, induced pluripotent stem (iPS) cells, reprogramming.
abbreViationS AP – alkaline phosphatase, BSA – bovine serum albumin, DMEM/F12 – Dulbecco’s Modified 
Eagle Medium: Ham’s Nutrient Mixture F-12, DP – dermal papilla, ES cells (ESCs) – embryonic stem cells, FBS – 
fetal bovine serum, iDP cells (iDPCs) - iPS from DP cells, iPS cells (iPSCs) – induced pluripotent stem cells, 
PBS – phosphate buffered saline, PFA – paraformaldehyde, PSCs – pluripotent stem cells.

introduction
the generation of induced pluripotent stem (iPS) cells , 
which are of significant interest in medicine and devel-
opmental biology, is one of the topical problems of stem 
cell research. Advanced cell technologies allow one to 
generate various iPS cell lines that can be used to mod-
el diseases and test new drugs. Developing iPSc-based 
therapy is associated with the generation of products 
for replacement enzyme therapy and, further, for cell 
transplantology.

Hair follicle dermal papilla cells are regional stem 
cells of the skin and a unique subject for study. they 
play the key role in the morphogenesis of a hair follicle 
and its growth cycle. reorganization of hair is a result of 
a series of inductive interactions between skin epithe-
lial and mesenchymal cells during the growth cycle of 
a hair follicle. Back in 1967, Oliver demonstrated that 
DP cells can induce the generation of hair follicles [1]. 
DP cells of scalp hair originate from the neural crest; DP 
cells of the dorsal side of the body are derivatives of the 

somite dermatome, while DP cells of the visceral body 
side originate from the splanchnotom visceral layer. It is 
well known that the Wnt, BMP, and FGF signal paths 
act in intact DP cells [2]; their activation promotes main-
tenance of the inductive properties of cultured DP cells. 
the most commonly tested markers of dermal papilla 
include alkaline phosphatase (AP), versican, cD133 (in 
mice), noggin, and Lef1. ALP is probably the most ac-
curate marker of DP cells. Maximum expression of this 
enzyme is observed during early anagen. ALP is con-
sidered to be an indicator of the DP induction potential. 
Versican is an extracellular matrix proteoglycan synthe-
sized during the anagen. A number of proteins, including 
the aforementioned ones, very often cannot be detected 
during DP cell passage, and the induction potential of 
DP cells disappears with time.

By the time we started our study, no data or publica-
tions devoted to the reprogramming of DP cells of the 
human hair follicle were available. A number of au-
thors have assumed that successful reprogramming of 
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somatic cells to a pluripotent state is impossible without 
induced expression of the four pluripotency transcrip-
tion factors Oct4, Sox2, Klf4, and c-Myc [3–5]. Higgins 
et al. [6] demonstrated that Klf4 and c-Myc begin to be 
expressed in cultured cells, while they cannot be de-
tected in intact DP. In contrast, another reprogram-
ming factor, Sox2, is synthesized in intact DP but not 
in culture [7]. However, two years earlier, in 2010, the 
same authors had denied the fact that Sox2 synthe-
sizes in human DP cells [6]. With allowance for these 
facts, we set out to use DP cells as an alternative source 
of iPS cells and to analyze their reprogramming effi-
ciency. We assumed that at least two (Klf4 and c-Myc), 
or even three (Sox2, Klf4, and c-Myc), reprogramming 
factors may be synthesized in non-reprogrammed DP 
cells, this promoting cell transition to the pluripotent 
state. the cells were cultured in a medium supplement-
ed with valproic acid [8] and at a physiological oxygen 
level (5%) [9] to increase reprogramming efficiency. 
therefore, our study was aimed at generating iPS cells 
from human DP cells under set conditions and at com-
prehensively characterizing the generated iDP cells.

eXPerimental

Cell cultures
the following cell cultures were used in the study: hu-
man hair follicle dermal papilla (DPc) cells; heSMК05 
human embryonic stem cells, kindly provided by M.A. 
Lagarkova (Vavilov Institute of General Genetics, rus-
sian Academy of Sciences), and primary mouse embry-
onic fibroblasts (MeFs).

DP cells were isolated according to our own proce-
dure [10] and cultured in AmnioMAX II (Gibco) sup-
plemented with penicillin (50 u/ml) and streptomycin 
(50 μg/ml) (Paneco). the medium was changed every 
3–4 days. As soon as a cell layer reached the subconflu-
ent state, the cells were passed at a 1 : 3 ratio. heSMК05 
and reprogrammed iPS cells were cultured in mteSr™ 
1 (SteMceLL technologies) at 37°c, 5% cO2

 and 5% O
2
. 

PScs were passed either mechanically, with a plastic 
tipped pipette, or by incubation in a 1 mg/ml dispase 
solution (SteMceLL technologies) on a cultural sub-
strate Matrigel, a mixture of extracellular matrix pro-
teins and proteoglycans (BD Biosciences); the medium 
was changed daily.

Generation of iDP cell clones
DP cells of the third passage (0.5 mln per a 30–60 mm 
Petri dish) were infected with lentiviral vectors carrying 
the pluripotency genes (Oct4, Sox2, Klf4, and c-Myc) in 
the DP cells culture medium supplemented with 5 μg/
ml Polybrene (Sigma) at 37°c, 5% cO

2,
 and 5% O

2 
over-

night. through the first seven days, the medium was 

supplemented with small molecule compounds enhanc-
ing reprogramming efficiency, 2 mM valproic acid (Sig-
ma) and 50 μg/mL ascorbic acid (Sigma), and changed 
every other day. On day 8, the reprogramming medium 
was replaced with the medium for pluripotent stem cells, 
mteSr™ 1 (SteMceLL technologies), and was further 
changed daily. cells in their first passages were mechan-
ically plated onto mitotically inactive MeFs and, with 
the beginning of colony contacting, onto Matrigel-coated 
plastic dishes (BD Biosciences). the aforementioned ad-
ditives were discontinued from the first cell passage onto 
100 mm Petri dishes. Within 2–3 weeks after passing, 
iPSc clones were selected according to a PSc-surface 
marker, tra-1-60, using vital immunolabeling and me-
chanical selection of positive clones.

Alkaline phosphatase activity assay
the activity of AP was assayed using an nBt/BcID kit 
(roche), according to the manufacturer’s protocol.

Immunocytochemistry and flow cytometry
For immunofluorescent assay, the cells were fixed in 
a 4% paraformaldehyde solution. the cells were incu-
bated with primary antibodies (see the table) in PBS 
with either 1% BSA (Helicon) or 5% FBS (BioWest) at 
4°c overnight, and then with the secondary antibodies, 
Alexa Fluor 488, Alexa Fluor 594, or texas red, at the 
ambient temperature for 60 min. nuclei were counter-
stained with 4,6-diamidino-2-phenylindole (DAPI) in 
PBS (Vector Laboratories) at the ambient temperature 
for 10 minutes. the specimens were analyzed on an Ol-
ympus IX51 fluorescent microscope (Olympus) and a 
coolpix 8700 digital camera (nicon). cells expressing 
PSc surface antigens were quantified on a cell Lab 
Quanta™ Sc flow cytometer (Beckman coulter). three 
replicates of a sample, at least 30,000 cells each, were 
analyzed.

Telomerase activity test
cell telomerase activity was assayed using the trA-
PeZe® XL telomerase Detection Kit (Millipore) and 
encyclo polymerase (evrogen) as a Pcr enzyme.

RT-PCR gene expression assay
total rnA was isolated with the use of Quick-rnA™ 
MiniPrep (Zymo research) according to the manufac-
turer’s protocol, slightly modified. reverse transcrip-
tion (rt) was performed using the rt-Pcr kit and 
oligo(dt)15-primers (Sileks). Primers were selected 
according to Ohnuki et al. [11] from the primer bank 
http://pga.mgh.harvard.edu/primerbank/index.html. 
Pcr was performed using a ScreenMix-HX (evrogen) 
and a Bio-rad amplifier. Pcr products were sepa-
rated by electrophoresis in 2% agarose gel in a tris-
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acetate buffer and visualized using a uV gel analyzer 
(Biorad).

Real-time PCR gene expression assay
real-time Pcr was performed using HS-SYBr (evro-
gen), and cDnA generated with reverse transcription 
was analyzed as follows: cDnA (from 15 ng of rnA) 
and 10 μg of each primer selected from the primer 
banks http://pga.mgh.harvard.edu/primerbank/index.
html and http://medgen. ugent.be/rtprimerdb were 
used for each reaction; cDnAs diluted 4-, 16-, 64-, and 
256-fold in three replicates were used to build a cali-
bration curve. Amplification was performed according 
to the following program: 95°c – 10 min, followed by 
40 two-stage cycles: 95°c – 15 s, 60°c – 1 min in a 7500 
real-time Pcr System (Applied Biosystems). A melt-
ing profile of the reaction products was constructed 
after 40 cycles and used to analyze reaction specificity 
and by-products.

Generation, culturing, and analysis 
of embryoid bodies (EBs)
eBs were generated by culturing in either a Ag-
greWell™ (SteMceLL technologies) or DMeM/F12 
(Gibco) medium supplemented with a 20% KSr serum 
substitute (Gibco); 1× neAA (Gibco); 1× GlutaMAX 
(Gibco); penicillin (50 u/ml), and streptomycin (50 
μg/ml, Paneco). each embryoid body was formed in 
a hanging drop and grown in the suspended state in 
ultra Low Adhesion Plates (corning), preventing cell-
plastic attachment. the medium was changed daily. 
eBs were fixed in 3% paraformaldehyde, incubated 
in a 15% sucrose solution, embedded into tissue-tek® 
Oct™ compound (Sakura)б and frozen in liquid nitro-
gen. next, 7.5 μm thick sections were cut with a cry-
otome (cM1900) and layered onto positively charged 
microscope slides. non-specific binding was blocked in 
PBS with a 1% BSA solution. Further, the samples were 
prepared as aforesaid.

List of used antibodies

Antibodies (antigens) Manufacturer Antibody producer Working dilution 

Oct4 Millipore (MAB4401) Mouse 1 : 200

Sox2 cell Signalling (#3579) rabbit 1 : 250

nanog Abcam (ab80892) rabbit 1 : 400

SSeA3 SteMceLL technologies (#01553) rat 1 : 100

SSeA4 Abcam (ab16286) Mouse 1 : 250

tra-1-60 Abcam (ab16288) Mouse 1 : 100

tra-1-81 SteMceLL technologies(#01556) Mouse 1:300

Desmin Abcam (ab15200) rabbit 1 : 200

nestin Millipore (MAB5326) Mouse 1 : 200

Doublecortin Abcam (ab77450) rabbit 1 : 200

β-III-tubulin Millipore (MAB1637) Mouse 1 : 100

neuron-specific enolase Dakocytomation (M087329) Mouse 1 : 200

Vimentin Abcam (ab8978) Mouse 1 : 200

Pan-cytokeratin Santa-cruz (sc-81714) Mouse 1 : 20–1 : 50

Osteopontin Millipore (MAB3057) rat 1 : 350

Osteonectin Millipore (AB1858) rabbit 1 : 500

Hnf4α Santa-cruz (sc-8987) rabbit 1 : 50

Foxa2 Millipore (#07-633) Mouse 1 : 100

Alpha-fetoprotein r&D Systems (MAB1368) Mouse 1 : 200

Albumin r&D Systems (MAB1455) Mouse 1 : 250

cK8 Millipore (04-588) rabbit 1 : 200

cK18 Millipore (MAB3234) Mouse 1 : 100

Alexa Fluor 488 Molecular Probes (# A-11029, A-21206, A-21208) Goat, donkey 1 : 500

Alexa Fluor 594 Molecular Probes (# A-11032) Goat 1 : 500
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Directed in vitro iPSC differentiation
Both pieces of embryoid bodies and undifferentiated 
cells (clusters occupying 10–20% of the cultural dish 
surface) were used for differentiation. Immunocy-
tochemical staining was used to identify differentiation. 
Osteogenic differentiation was induced by cell cultur-
ing in a medium containing DMeM/F12 (Gibco), 10% 
FBS (Gibco), 2 mM glutamine (Paneco), 10 ng/ml he-
patocyte growth factor (HGF, Invitrogen), 10 ng/mL 
epidermal growth factor (eGF, Peprotech), 20 ng/
ml bone morphogenetic protein 2 (BMP2, r&D), and 
0.03 mM nicotinamide. In case of support-grown cells 
forming eSc-type colonies, the entodermal differentia-
tion program was induced by supplementing the medi-
um with activin А (r&D) at a 100 ng/ml concentration 
during the first 2–3 days (no activin A was required 
for differentiation from eBs). After discontinuation of 
activin A, the medium was supplemented with 30 ng/
ml of fibroblast growth factor 4 (FGF4, Invitrogen). As 
soon as the cell layers reached 80% confluence, FGF4 
and BMP2 were removed from the medium and the 
cells were further cultivated with oncostatin M (10 ng/
ml, r&D) and dexamethasone (0.1 μM, Sigma-Aldrich) 
for 5–7 days. After passaging, 1× B27 (Gibco) was add-
ed to the medium for the next 7–10 days. to induce 
neural differentiation, 20 ng/mL of both noggin (In-

vitrogen) and fibroblast growth factor 2 (FGF2, Pepro-
tech) were added to DMeM/F12 (Gibco) with 3% FBS 
(Gibco), 1×X neAA (Gibco), 1× GlutaMAX (Gibco), 
penicillin (50 u/ml), and streptomycin (50 μg/ml) (Pan-
eco) for seven days. the cells were then cultivated with 
1× B27 (Gibco); seven days later, 10 ng/ml of both the 
neurotrophic growth factor (BDnF, Peprotech) and 
nerve growth factor β (nGFβ, Peprotech) were added 
and the cells were cultivated for the next 7–14 days.

Karyotyping
to prepare chromosome plates, colcemid (colcemid, 
Gibco) was added to the culture medium. After col-
cemid incubation, the cells were kept in a hypotonic 
solution (60 mM Kcl) and fixed in methanol: ice acetic 
acid (3 : 1) cooled to –20°c. the resulting suspension 
was dropped onto microscopic slides from a height of 
approximately 10 cm and the fixator was fired on the 
glass. For the differentiated staining, the chromosome 
plates were processed with fluorescent dyes DAPI and 
7-aminoactinomycin D (7-AAD).

Teratoma formation test
the pluripotent state of induced cells was assayed us-
ing the standard in vivo teratoma formation test. Ap-
proximately 5×106 undifferentiated cells were injected 

Fig. 1. Generation of hu-
man iDP cells. Morphology 
of cultured DP cells before 
reprogramming factors infec-
tion (A) and emergence of 
first reprogrammed clones 
on the 8th day after infec-
tion (B) and 11th day after 
infection (C). Expression of 
alkaline phosphatase in non-
reprogrammed (passage 6) 
DP cells (D) and in generated 
(passage 6) iDP cells (E). 
Immunofluorescent detection 
of nucleus proteins: Oct4(F), 
Sox2 (G), and Nanog (H), 
and surface antigens: SSEA3 
(L), SSEA4(M), Tra- 1 -60 
(N), and Tra -1-81 (O) in iDP 
cells. G, I, K, L-O - nuclei are 
counterstained with DAPI 
(blue). Scale bars = 200 µm. 
(G, I, K – the same visual fiels 
as F, H, J respectively)
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subcutaneously to nude immunodeficient mice. After 
tumor formation, the mouse was euthanized; the tumor 
was cut out and fixed; histologic and immunohistologic 
samples were prepared.

reSultS and diScuSSion
iPS and eS cells share a number of morphological and 
metabolic parameters. the study compares the gener-
ated iPS and human eS cells (heSMK05).

Transfection, isolation, and cultivation of iDP cells
the early stages of reprogramming include changes 
in cell dimensions and shape, as well as organization of 
the cytoskeleton and receptors. the emergence of cells 
visually distinct from the initial culture can be a signal 
of the onset of a reprogramming process in the trans-
fected cells. We used a histone deacetylase inhibitor, 
valproic acid [8], along with incubation of the cells in 
5% oxygen to enhance reprogramming efficiency. We 
observed the emergence of the first cell colonies with 
an altered morphology on the 8th day after lentiviral 
transfection of DP cell culture (Fig. 1B), which points to 
one of the reprogramming parameters, mesenchyme-
epithelial transition [12]. At this moment, the repro-
gramming medium was replaced with mtesr1 to main-
tain the undifferentiated state. the colonies increased 
in size and new colonies emerged with time. Virtually 
all colonies had an eSc-like morphology and distinct 
shapes. the morphological parameters of all the gener-
ated clones were virtually identical. the high nucle-
us-to-cytoplasm ratio was typical of the cells forming 
these colonies (same as that for eScs) (Fig. 1C).

Only a small number of morphologically similar 
transformed colonies travel all through reprogram-
ming to the pluripotent state; therefore, discriminat-
ing between the totally and partially reprogrammed 
clones became our next challenge. the morphological 
similarity of the separated clones to PScs is a common 
parameter used to separate reprogrammed cells from 
the pool of non-reprogrammed ones. AP is one of the 
pluripotent state markers; hence, assay of its expres-
sion is the common first stage leading to further cloning 
of AP positive colonies [13, 14]. However, expression of 
AP is typical of intact DP cells [15], and the positive sig-
nal raised a question as to whether the AP expression 
resulted from cell reprogramming or from the integrity 
of the maternal cells parameters. therefore, we consid-
ered selection of the clones according to this parameter 
to be unreasonable. to simplify the separation of to-
tally reprogrammed iPS cells, we performed vital im-
munolabeling against the surface antigen tra-1-60, one 
of the markers of pluripotent cells [16], on the 21st day 
after transfection with the reprogramming factors, and 
then we manually selected tra-1-60- positive colonies. 

We preferred the tra-1-60 staining bearing two facts in 
mind: that reprogramming is a multistage process, and 
that this marker emerges at the later stages of acquir-
ing pluripotency. the colonies were transferred onto a 
cultural plastic coated with a feeder layer of mitotically 
inactivated MeFs. the cells were subsequently passed 
onto the Matrigel-coated plastic.

Verification of the undifferentiated 
state of the generated iPS cells
AP, a marker of pluripotent and stem cells, is expressed 
in intact DP cells and indicates the induction capacity 
of DP. However, a number of proteins typical of intact 
DP cells, including AP, become virtually undetectable 
with time, and DP cells lose their induction potential 
[17]. researchers consider the loss of own parameters 
and acquisition of interfollicular fibroblast signs a result 
of the absence of the microenvironment that is native 
to a natural DP cell culture. We detected AP expres-
sion in the isolated clones of the reprogrammed cells 
at the sixth passage (three passages before transfec-
tion with the Oct4, Sox2, Klf4, and c-Myc and three 
passages after transfection) (Fig. 1E), while only sin-
gle cells of the initial DP culture expressed AP at the 
same passage (Fig. 1D). AP expression mainly attests 
to the reprogramming process taking place in cells but 
not always shows the totally reprogrammed state. We 
noticed the formation of colonies positive towards this 
marker, which did not become genuine iPS cells. they 
either could fail to totally reprogram or were rapidly 
undifferentiated after becoming pluripotent (and we 
did not manage to register this moment).

the isolated colonies were AP positive during con-
tinuous cultivation, as well. With the use of immucyto-
chemical staining, we found that the examined clones 
of reprogrammed cells expressed the pluripotency 
transcription factors Oct4, Sox2, and nanog (Fig. 1 
F–K), along with the surface antigens SSeA-3, SSeA-
4, tra-1-60, and tra-1-81 (Fig. 1 L–O). We selected one 
iDP cell clone positive towards all the listed markers, 
for further study.

However, the results of immunocytochemical stain-
ing do not show the quantitative parameters of the 
generated iDP. therefore, we used flow cytometry to 
determine the iPS cell percentage in a culture express-
ing the above-mentioned surface pluripotency markers 
(Fig. 2A). Virtually all iDP cells (99.28%) were SSeA4-
positive; 78.36% of iDP cells expressed tra-1-60; 67.39% 
expressed tra-1-81, and more than half of the iDP cell 
population (53.94%) were SSeA3-positive. the data 
show that not all cells of the clone express the pluripo-
tency antigens SSeA3, SSeA4, tra-1-60, and tra-1-81; 
however, the share of these cells is considerable (53–
99%). the selected iDP cells express SSeA3, SSeA4, 
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tra-1-60, and tra-1-81, which remain virtually un-
detected in the initial DP cells. the maternal cells do 
not express these pluripotency markers, and the gener-
ated iDP cells are positive towards them; therefore, it is 
clear that these cells undergo reprogramming.

the average doubling time of the iDP cell popula-
tion determined using the least square method was 25 
h. Hence, the growth kinetics of the generated iDP was 
similar to that of eS cell clones (the average doubling 
time of the eSc population was 25 h). iDP cells of the fifth 
passage had normal 46,XX diploid karyotype (Fig. 2B).

telomerase reactivation is another criterion of cell 
reprogramming to pluripotency. It is common knowl-
edge that telomerase is inactive in somatic cells, while 
activated in the course of reprogramming. telomer-

ase acts as the reverse transcriptase elongating telom-
eric fragments of cell DnA. the trAP-Pcr analysis 
showed that telomerase of the generated iDP cells is 
active (Fig. 2C), which is not surprising considering the 
high proliferative potential of the cells under examina-
tion. this enzyme is inactive in the initial DP culture; 
therefore, iDP cell telomerase was reactivated during 
cell reprogramming. telomerase activity in the gener-
ated iDP cells was similar to that in eScs.

using rt-Pcr, we detected transcripts of the genes 
(Nanog, Oct4, Sox2, Tdgf1, Gabrb3, Esg1, Rex1, Fgf4, 
Dppa4, and Gdf3) in iPSc cultures, which are active 
during the early development and serve as PSc mark-
ers (Fig. 2D). transcripts of these genes could not be 
detected in the initial DP culture; therefore, the emer-

Fig. 2. Ratio of untreated (DP) to reprogrammed (iDP) cells expressing pluripotency markers, Tra-1 -60 , Tra-1-81 , 
SSEa3, and SSEa4, according to flow cytofluorometry (A). Normal diploid karyotype (46,XX) of iDP cells. Chromo-
somes are stained with DAPI (green) and 7-AAD (red) (B). Telomerase reactivation in iDP cells (C). Telomerase is active 
in the samples, with additional bands corresponding to telomeric repeats (iDP, ESCs). Control: ES and iDP cells heated 
before telomerase inactivation (iDP) (inact). Telomerase of the initial iDP cell culture is inactive. Reverse transcription-
PCR (RT-PCR) analysis of iDP cells (D). Expression levels of Oct4, Sox2, nanog, Tert, Klf4, Lin28, Dppa4, Dnmt3 in DP, 
iDP, and ES cells (E), according to real-time PCR
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gence of positive signals in iDP cells indicates their ac-
tivation in the course of reprogramming. Most likely, 
Oct4, Sox2, and nanog activate other genes of early 
development. Our results confirm the key role of the 
above-mentioned factors in reprogramming.

We used real-time Pcr to detect specific details of 
the culture (Fig. 2E) and succeeded in detecting some 
details in the examined cultures. However, the expres-
sion levels of virtually all the examined genes were 
similar in iDP and eS cells, while distinct from the ex-
pression profile in non-reprogrammed cells. 

therefore, the generated reprogrammed cells 
meet the criteria of undifferentiated state according 
to the analyzed parameters. their further charac-
terization required determining their differentiation 
potential.

Determination of iDP cell differentiation potential
We used iDP cells to generate embryoid bodies, which 
are similar to the early stages of embryogenesis in a 
laboratory environment (Fig. 3A). eB are self-organ-
izing round aggregates with an internal cavity. We de-
tected ectodermal (nestin), mesodermal (desmin), and 
entodermal (alphafetoprotein, AFP) proteins both in 
the iDP- and eSc-generated eBs (Figs. 3B–D). 

Fig.3. iDP cells differentiation in 
vitro. Formation and characteriza-
tion of embryoid bodies (EBs) in 
iDP cell cultures (A–D), and in the 
control, human ES cells (E–H). 
Morphology of EBs in iDP (A) and 
ES (E) cell cultures. Expression of 
markers of three germinal layers, 
nestin (Nes), desmin (Des), and 
alpha-fetoprotein (AFP), EBs dif-
ferentiation in iDP- (B–D) and hES- 
derived cells (F–H) EBs. Directed 
differentiation of iDP cells (I–T). 
Expression of osteogenic differen-
tiation markers: osteonectin (ON, 
I) and osteopontin (OP, J). Expres-
sion of hepatocyte differentiation 
markers: Foxa2 (K), Hnf4α (L), 
cytokeratin18 (CK18, M), alpha- 
fetoprotein (AFP, N), and albumin 
(ALB, O). Expression of neuronal 
differentiation markers Prox1 (P), 
nestin (Nes, Q) doublecortin (DC, 
R), neuron-specific enolase (NSE, 
S), and β-III- tubulin (Tub3b, T). 
Scale bars = 200 µm
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PScs can be used to examine early development 
processes and directed differentiation of cells into 
a particular tissue due to their ability to differenti-
ate under laboratory conditions. We determined the 
conditions for iPS cell differentiation into the ecto- 
(neuronal differentiation), meso- (osteogenic differ-
entiation), and entodermal (hepatic differentiation) 
directions.

Osteogenic differentiation
two or three weeks after induction of osteogenic dif-
ferentiation of iDP cells, we detected extracellular ma-
trix proteins, osteopontin (Fig. 3J) and osteonectin (Fig. 
3I), which are regarded as osteoblast markers and par-
ticipate in bone mineralization.

Hepatic differentiation
Hepatic differentiation was performed during 3–5 
weeks; the onset of the expression of nuclear tran-
scription factors, Foxa2 (a marker of the definitive en-
toderm) and Hnf4α (a marker of extraembryonic en-
toderm) in iDP cells, was observed within this period. 
cells positive for these factors were located by groups, 
approximately 50–100 cells each (Fig. 3K, L). expres-
sion of two proteins emerged: alphafetoprotein (AFP) 



52 | ActA nAturAe |   VOL. 6  № 1 (20)  2014

reSeArcH ArtIcLeS

Fig. 4. Formation of ter-
atoma from iDP cells. The 
recipient mouse (A) with 
teratoma (arrow) and the 
resected teratoma (B) six 
weeks after subcutane-
ous injection of iDP cells. 
Histological sections of 
hematoxylin and eosin-
stained teratomas (C–F): 
neuroglia (neuroepithelial 
tubules and rosettes, ar-
rows) (C); glandular epi-
thelium (D), mesenchyme 
(adipose cells, arrows in 
D; fibers of loose connec-
tive tissue and vessels, 
arrows in F) (E, F); stained 
with antibodies against: 
vimentin (G), nestin (H) , 
pan CK (I) CK8 (J), CK18 
(K) and AFP (L)

D  E  F

G  H  I
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that points to hepatoblast committing of the cells and 
epithelial marker cytokeratine 18 (cK18), indicating 
a higher differentiated state of the cells (Fig. 3M,N). 
After the differentiation, albumin expression, typical of 
mature hepatocytes, begins in the cells (Fig. 3O).

Neuronal differentiation
neuronal differentiation was performed during 3–5 
weeks. Immunocytochemical staining showed that neu-
ronal differentiated iPD cells expressed Prox1 (Fig. 3Р), 
which may play the pivotal role in cnS development, 
participating in the regulation of the expression and 
development of post-mitotic undifferentiated neuron 
precursors. neuronal iDP cells were positive for nes-
tin, a marker of neural stem cells, (nSc) (Fig. 3Q) and 
doublecortin (Dc), a marker of immature neurons (Fig. 
3R); they also formed plexus of cells with long process-
es positive towards βIII tubulin, a marker of mature 
neurons (Fig. 3T), and were positively stained towards 
neuron-specific enolase (nSe) (Fig. 3S).

In vivo differentiation of iPSCs
the ability of cells to form teratoma in thymus-free 
mice is one of the reliable tests that confirm their 
pluripotency. teratoma is a tumor consisting of sev-
eral types of tissues, usually derivatives of three ger-
minal layers, not typical of organs or anatomical areas 
where the tumor develops. Data on the efficiency of 
teratoma formation with respect to a site of undiffer-
entiated PScs injection are rather ambiguous. thus, 
Prokhorova et al. [18] reported the site-specificity of 
teratomas formed from the same cells, while other au-
thors found no difference between the efficiency of the 
teratoma test at injection of PScs into different areas 
of the recipient’s body [19]. We chose the least laborious 
technique of iDP cell subcutaneous injection into the 
back and posterior limb of a mouse. Within 3–6 weeks 
after the injection of undifferentiated iDP cells, a ter-
atoma started to form at the injection site (Fig. 4 A,B). 
Histologically, this was immature teratoma, containing 
structures of ecto-, meso-, and entoderm origin. the 
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mesenchymal tissues observed in histological speci-
mens had abundant capillaries, with expanded lumens 
in some of them, and fibers of loose connective tissue 
between them (Fig. 4F). Moreover, it contained large 
cells with foam cytoplasm, a potential indicator of adi-
pose tissue forming in the teratoma (Fig. 4E). Vast areas 
of glandular epithelium (Fig. 4D), along with fragments 
of immature nerve tissue, consisting of small hyper-
chromatic cells with a narrow cytoplasm rim could 
be observed in the specimen. Structures resembling 
primitive neuroectodermal rosettes and tubules were 
found, as well (Fig. 4C). the authenticity of teratoma 
generation from iDP cells was confirmed by immu-
nohistochemical analysis. Vimentin-rich sites located 
within inter-canal tissues were detected in the speci-
mens (Fig. 4G). nestin was found in structures resem-
bling neuroectodermal rosettes and tubules (Fig. 4H). 
We observed a large number of glandular structures 
in which pan-cytokeratin, cytokeratins 8 and 18, along 
with alphafetoprotein, were expressed (Figs. 4 I–L).

the reprogramming efficiency reported in [6] was 
~0.02% vs. ~0.03% in our study. Most probably, this dif-
ference is insignificant and is related to the different 

techniques used in different laboratories. However, the 
result of our study might point to the positive effect of 
culturing conditions (low oxygen content and valproic 
acid supplementation) on the efficiency of reprogram-
ming; this is quite possible, because Higgins et al. [6] did 
not mention the use of these components in their ex-
periments. thus, the results of these two studies are 
comparable and complement each other. 

considering the neural crest origin of the used DP 
cells, further study of the generated iDP cell line, in-
cluding its epigenetic parameters and tendencies to-
wards spontaneous in vitro neuronal differentiation, 
comparatively with iPS cell lines originated from other 
sources is of interest. 
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abStract  The genetic reprogramming technology allows one to generate pluripotent stem cells for individual 
patients. These cells, called induced pluripotent stem cells (iPSCs), can be an unlimited source of specialized cell 
types for the body. Thus, autologous somatic cell replacement therapy becomes possible, as well as the generation 
of in vitro cell models for studying the mechanisms of disease pathogenesis and drug discovery. Amyotrophic 
lateral sclerosis (ALS) is an incurable neurodegenerative disorder that leads to a loss of upper and lower motor 
neurons. About 10% of cases are genetically inherited, and the most common familial form of ALS is associated 
with mutations in the SOD1 gene. We used the reprogramming technology to generate induced pluripotent 
stem cells with patients with familial ALS. Patient-specific iPS cells were obtained by both integration and 
transgene-free delivery methods of reprogramming transcription factors. These iPS cells have the properties of 
pluripotent cells and are capable of direct differentiation into motor neurons.
KeyWordS  induced pluripotent stem cells; amyotrophic lateral sclerosis; differentiation; motor neurons.
abbreViationS  ALS – amyotrophic lateral sclerosis; DAPI – 4’,6-diamidino-2-phenylindole; CCS – copper chap-
erone for superoxide dismutase; ChAT – choline acetyltransferase; ESCs – embryonic stem cells; GFAP – glial 
fibrillary acidic protein; iPSCs – induced pluripotent stem cells; hSOD1 – human superoxide dismutase 1.

introduction
Amyotrophic lateral sclerosis (ALS, also known as the 
motor neuron disease (MnD), charcot disease or Lou 
Gehrig’s disease) is an adult-onset progressive neuro-
degenerative disease that involves selective death of 
motor neurons in the brain and spinal cord. Gradual 
muscle de-innervation is observed during disease pro-
gression, and the death usually occurs from respiratory 
muscle failure. there is no effective early diagnosis of 
ALS and, therefore, patients live no more than 5 years 
after the manifestation of the first symptoms. Most cas-
es of ALS (about 90%) are not genetically inherited and 
are known as sporadic ALS. the most common case of 
familial ALS (ALS1, 20% of all ALS patients) is associ-
ated with autosomal dominant mutations in the cu/Zn 
superoxide dismutase (SOD1) gene. Over 170 mutations 
in the SOD1 gene have been characterized in ALS pa-
tients (ALSoD database, June 28, 2013).

However, the relationship between the genetic de-
fect and the loss of motor neurons has not yet been es-
tablished. Generation of transgenic mice with the mu-
tant human SOD1 allele made it possible to reproduce 
the basic symptoms of neurodegeneration in ALS and 

test several hypotheses on the basis of disease patho-
genesis. It was shown that the toxic effect of SOD1 on 
motor neurons is not associated with impairment or 
loss of its enzyme activity. Similar symptoms of ALS, 
including the loss of close synaptic contacts between 
motor neurons [1], disruption of the mitochondrial 
function [2], and activation of glial cells [3], have been 
confirmed in SOD1-trangenic mouse models express-
ing both dismutase-active (hSOD1G37r [4], hSOD1G93A 
[5]), and non-active (hSOD1G85r [6], hSOD1G127X [7]) 
mutants. Moreover, homozygous SOD1–deficient 
mice showed no symptoms of neurodegenerative dis-
orders [8].

the catalytic activity of SOD1 depends on the pres-
ence of a copper ion in the active site of the enzyme. In 
its free state, this metal ion exhibits extreme reactiv-
ity and toxicity; therefore, inefficient delivery of cop-
per into the active site of SOD1 or its binding violation 
due to conformational changes in the enzyme (due to 
mutations) may prove the reason behind intracellular 
disorders and the death of motor neurons. However, 
removal of the copper chaperone of SOD1 (ccS) [9] or 
introduction of mutations in the copper-binding site of 
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the enzyme [10] failed to reduce the selective toxicity to 
motor neurons in mice.

nevertheless, conformational changes and the tox-
icity of mutant SOD1 are currently considered as the 
main cause of ALS. the loss of copper and zinc ions in 
the active protein site or the disruption of intramolecu-
lar disulfide bonds, leads to dissociation of native SOD1 
homodimer into monomers and subsequent formation 
of protein aggregates, the presence of which is a char-
acteristic of typical ALS [11]. Furthermore, the presence 
of SOD1-protein aggregates in a sporadic ALS patient’s 
motor neurons suggests that aberrant oligomerization of 
SOD1 is a common feature of ALS, regardless of geno-
type [12]. the conformational theory is supported by the 
fact that there are forms of the disease with different 
manifestation and progression rates that are dependent 
on the type of mutation in the SOD1 gene. 

It should be noted that the death of motor neurons 
in ALS may be not an autonomous cell process, since 
the expression of SOD1 mutants selectively in motor 
neurons does not lead to neurodegeneration in trans-
genic mice [13], while a toxic effect has been shown for 
astrocytes [14] and microglial cells [3].

However, the results obtained in transgenic animals-
cannot always be directly transferred to humans. Sys-
tems overexpressing the mutant SOD1 gene may fail to 
reproduce the molecular basis of the disease progres-
sion. Besides, the study of human ALS is limited by the 
inaccessibility of affected tissues. the cell reprogram-
ming technology allows the reprogramming of any so-
matic patient’s cells, for instance, skin fibroblasts [15] 
endothelial cells [16, 17], to the pluripotent state. these 
induced pluripotent stem cells (iPScs) display all the 
characteristics of embryonic stem cells (eScs), includ-
ing the unlimited proliferative potential and the ability 
to differentiate into all cell types of the body.

In this article, we obtained iPS cells from patients 
with familial forms of SOD1-mediated ALS by re-
programming primary skin fibroblasts using ectopic 
expression of four transcription factors Oct3/4, Sox2, 
c-Myc, and Klf4. these iPSc lines have been charac-
terized, and the protocol of their differentiation into 
motor neurons has been developed.

eXPerimental

Primary Fibroblast Culture 
Skin biopsies were plated under glass coverslips in 
Petri dishes (Greiner Bio-One) coated with 0.1% gela-
tin (Sigma) and cultured in Dulbecco’s modified eagle 
medium (DMeM) (Paneco) supplemented with 10% 
fetal bovine serum (FBS) (Hyclone), 1% nonessential 
amino acids (Invitrogen), 2 mM L-glutamine (Invitro-
gen), 50 units/mL penicillin and 50 μg/mL streptomy-

cin (Paneco), and 4 ng/ml hrbFGF (Peprotech) (fibro-
blast medium). At approximately day 14th the confluent 
cell monolayer was formed, and cells were passaged 
with 0.25% trypsin (Hyclone). For cryoconservation, fi-
broblast cells were frozen in DMeM with 20% FBS and 
10% dimethyl sulfoxide (DMSO).

Cell Culture
Primary dermal fibroblasts were cultured as described 
above. Phoenix retroviral packaging cells were cultured 
in DMeM with 5 % heat-inactivated (56°c) fetal bovine 
serum, 2 mM L-glutamine, 50 units/mL penicillin and 
50 μg/mL streptomycin in Petri dishes coated with 0.1% 
gelatin. iPS cell lines were cultured in mteSr1 medium 
(SteMceLL technologies) in Petri dishes coated with 
Matrigel (BD). All cell lines were incubated at 5% cO

2 
and 37°c.

Recombinant Lentiviruses Production
For the production of recombinant lentiviruses, a Phoe-
nix packaging cell line was transfected with the lentivi-
ral vectors encoding the reprogramming factors LeGO-
hOct3/4, LeGO-hSox2, LeGO-hKlf4, LeGO-hc-Myc as 
previously described [18].

Transfection of Fibroblasts and iPS Cells Generation
Fibroblasts were reprogrammed by the non-integrat-
ing method using a cytotune-iPS Sendai reprogram-
ming Kit (Invitrogen) according to the manufacturer’s 
instructions.

to reprogram the cells by recombinant lentivirus 
particles, the fibroblasts at passage 1-2 were seeded at a 
density of 1 x 105 per well of a 6-well plate (Greiner Bio-
One) and incubated overnight in the fibroblast medium. 
the next day, the fibroblast medium was replaced with 
the fresh medium containing 8 mg/mL of polybrene 
(Sigma) and incubated for an hour. then, the cells were 
incubated with virus-containing supernatants (MOI 5 
for each lentivirus). the medium was changed every 
other day. Five days after transfection, the cells were 
passaged with 0.25% trypsin to mitomycin c-treated 
(10 μg/ml, Sigma) mouse embryonic fibroblasts (MeF) 
on 100-mm Petri dishes coated with 0.1 % gelatin. On 
the sixth day, the fibroblast medium was replaced with 
the human eScs culture medium of the following com-
position: DMeM/F12 (1:1) (Paneco), 20% Knockout Se-
rum replacement (KO Sr, Invitrogen), 1% nonessential 
amino acids, 1 mM L-glutamine, 50 units/ml penicillin, 
50 μg/ml streptomycin, 0.1 mM beta-mercaptoethanol 
(Sigma), 4 ng/ml hrbFGF containing 1 μM BIX-01294, 
inhibitor of histone methyltransferase G9a (Sigma), 
and 1 μM valproic acid, histone deacetylase (HDAc) 
inhibitor (Sigma). the medium was changed every day. 
BIX-01294 and valproic acid were added to the me-
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dium for 7 days. clones which were morphologically 
indistinguishable from eS cells were manually selected 
and cultivated in a mteSr1 medium in Matrigel-cov-
ered cell culture dishes.

Visualization of endogenous alkaline 
phosphatase activity
the culture medium was aspirated, and the cells were 
washed twice with a buffer solution containing 100 
mM tris-Hcl, 100 mM nacl, 5 mM Mgcl2, and 0.05% 
tween-20, pH 9.5. then, the buffer was aspirated and 
the working solution supplemented with 0.02% BcIP, 
0.03% nBt in 0.1 M tBS (tris-Buffered Saline), pH 9.5, 
was added. the cells were incubated for 30 min at room 
temperature, washed twice with the buffer solution, 
and positively stained clones were counted by light mi-
croscopy.

Karyotyping and immunostaining
Metaphase chromosome Spread Preparations of iPSc 
lines and the immunostaining of cells were performed 
as previously described [17].

the following primary antibodies were used: mouse 
monoclonal antibody against SSeA-4 (1:100), trA-1-60 
(1:100), trA-1-81 (1:50) (cell Signaling technology), 
HB9 (1:50, Developmental Hybridoma Bank or DSHB), 
βIII-tubulin, GFAP (1:500, Abcam), and vimentin (1:200, 
Daco); rabbit monoclonal antibody against nanog (1:200), 
Oct4 (1:300), Sox2 (1:400) (cell Signaling technology), 
rabbit polyclonal antibody against chAt, beta-tubulin, 
GFAP (1:500, Abcam), alpha-fetoprotein (1:400, Dako). 
the secondary antibodies included Alexa Fluor 555 goat 
anti-rabbit IgG (1:700, Invitrogen) and Alexa Fluor 488 
goat anti-mouse IgG (1:500, Invitrogen).

the nuclei were counterstained with DAPI. the 
preparations were analyzed with an Axio Imager A1 
epi-fluorescence microscope (carl Zeiss). Pseudo color 
images of the micro-objects were obtained using the 
AxioVision software (carl Zeiss).

Formation of the embryoid bodies and 
their differentiation in vitro
Spontaneous differentiation of pluripotent cells was in-
duced as previously described [18].

Neuronal differentiation
the differentiation protocol, with some modifications, 
was used [19] to prepare motor neurons in vitro. em-
bryoid bodies were prepared using an AggreWell 400 
Plate (SteMceLL technologies) in DMeM/F12 me-
dium supplemented with 5% KO Sr, 1% nonessential 
amino acids, 2 mM L-glutamine, 50 units/ ml penicillin, 
50 μg/ml streptomycin, 0.1 mM beta-mercaptoethanol, 
200 ng/ml recombinant human noggin protein (Bio-

logical Industries), and 2 μM SB431542 (Stemgent) for 
12 days. Afterwards, embryoid bodies were cultured 
for a additional 10 days in neurobasal Medium (Gibco) 
with 2 mM L-glutamine, B27 (Gibco), 1 μM retinoic 
acid, 200 ng/ml recombinant human Sonic hedgehog 
(Peprotech), 10 ng hrbFGF, and then transferred to 
Matrigel-coated Petri dishes with neurobasal Medium 
containing 2 mM L-glutamine, 10 ng/ml BDnF, and 
10 ng/ml GDnF (all from Peprotech) and cultured for 
another 14 days. Adherent cell colonies were treated 
with Accutase (Sigma) to dissociate them into single 
cells and cultured in Matrigel-coated Petri dishes for 5 
days, after which the immunostaining was performed.

the directed differentiation of iPS cells into functional 
astrocytes was performed as described above [20].

reSultS and diScuSSion

Genetic reprogramming of the skin 
fibroblasts of patients with familial ALS
Skin biopsies of patients with ALS-characterized forms 
were provided by the research center of neurology, 
rAMS. Homogeneous cultures of primary skin fibrob-
lasts were obtained from these biopsy materials. the 
migration of fibroblasts occurred within two weeks 
prior to the formation of the first cell monolayer. no 
later than after 1–2 passages, the primary fibroblasts 
were transfected using lentiviral or recombinant Send-
ai virus-based delivery systems by four transcription 
factors: Oct3/4, Sox2, c-Myc, and Klf4. to increase 
efficiency of reprogramming, a methyltransferase in-
hibitor (BIX-01294) [21] and a histone deacetylase in-
hibitor (valproic acid) [22] were added to the culture 
medium. the induction of pluripotency in somatic cells 
is accompanied by a cascade of epigenetic events, in-
cluding methylation of the gene promoters expressed 
in the differentiated cell types, hypomethylation of 
promoters and activation of pluripotency genes, as well 
as global chromatin changes and reactivation of a so-
matically silenced X chromosome [17]. Starting on day 
11 after transduction, compact colonies, consisting of 
actively growing cells with an increased nucleus/cyto-
plasm ratio compared to the primary fibroblast culture 
(Fig. 1A, B), were formed. Since these cell colonies were 
morphologically similar to eScs, we held the mechani-
cal selection of individual colonies to produce stable 
iPSc lines (Fig. 1C). Staining for alkaline phosphatase 
(whose activity is elevated in pluripotent cells [23]) 
showed that the reprogramming efficiency increased 
10-fold when the lentiviral gene delivery system was 
used (0.77 ± 0.025%), as compared with the recombinant 
Sendai virus delivery technique (0.083 ± 0.006%) (Fig. 
1D, E, F). Moreover, the stabilization of the pluripotent 
state using the Sendai virus-based method in the ob-
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tained transgene-free iPSc lines occurred gradually, 
over several passages, and it was accompanied by a 
high percentage of spontaneously differentiated cells 
(data not shown). nevertheless, the use of the trans-
gene-free delivery method allowed us to obtain geneti-
cally unmodified pluripotent stem cells for each pa-
tient. that is very important both for cell replacement 
therapy and for studying disease pathogenesis, since 
transgene integration into active chromatin sites may 
lead to changes in gene expression.

Characteristics of patient-specific iPSC lines
According to immunocytochemistry results, iPSc lines 
expressed both eSc-specific surface antigens (SSeA-
4, trA-1-60, trA-1-81) and the nuclear transcrip-

tion factors associated with pluripotency (nanog, Oct4, 
Sox2) (Fig. 2A-I). the GtG-banding of iPSc lines re-
vealed no changes in the number and structure of chro-
mosomes during reprogramming (Fig. 2J). In order to 
determine the ability of iPS cells to differentiate into 
all three germ layers, the analyzed lines were placed in 
the suspension culture, where they formed embryoid 
bodies. On day 14 after cultivation, embryoid bodies 
were transferred to gelatin-coated culture dishes for 
adhesion and following cell migration. the adherent 
cells showed various types of morphologies; immuno-
cytochemistry revealed cells positive for βIII-tubulin 
(a marker of ectoderm), vimentin (mesoderm), and 
α-fetoprotein (AFP, endoderm) (Fig. 3).

to confirm the fact that isolated iPScs were derived 
from the patient’s skin fibroblasts, we checked their 
short tandem repeat (Str) profiles. We found that the 
patterns of 18 Strs (Table) were completely matched 
between isolated iPScs and primary skin fibroblasts. 
Additionally, SOD1 gene mutations different for each 
patient were detected in iPS cell lines (Fig. 2K, L). 

thus, according to cell morphology, pluripotency 
markers expression and the ability to differentiate into 
derivatives of three germ layers, the iPS cells derived 
from the fibroblasts of the patients with SOD1-associ-
ated ALS were pluripotent cells.

Fig. 1. Generation of stable iPSC lines from the primary 
skin fibroblasts of patients with familial ALS. A – primary 
culture of skin fibroblasts; B – formation of iPS cell colo-
nies after introduction of reprogramming genes (day 15); 
C – mechanically picked iPSC colony in feeder-free culture 
conditions; D, E – visualization of iPS colonies obtained 
with lentiviral (D) and Sendai virus-based systems (E) by 
alkaline phosphatase staining; F – comparison of the ef-
ficiency of two reprogramming systems
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Table. Comparison of short tandem repeat (STR) profiles 
for the primary skin fibroblasts (PSF) of patients with famil-
ial ALS and isolated iPSC lines

Str-
marker PSF1 iPSc1.2 PSF2 iPSc2.2

AMeL X Y X Y X X X X

cSF1PO 10 14 10 14 10 12 10 12

D10S1248 13 14 13 14 14 15 14 15

D12S391 16 23 16 23 20 23 20 23

D13S317 11 12 11 12 11 11 11 11

D16S539 12 12 12 12 11 13 11 13

D18S51 15 15 15 15 13 14 13 14

D1S1656 13 17.3 13 17.3 12 16.3 12 16.3

D22S1045 15 16 15 16 15 16 15 16

D2S441 10 13 10 13 11 14 11 14

D3S1358 15 16 15 16 17 18 17 18

D5S818 11 11 11 11 12 13 12 13

D7S820 9 11 9 11 10 12 10 12

D8S1179 13 14 13 14 14 15 14 15

FGA 21 23 21 23 21 21 21 21

Se33 16 30.2 16 30.2 26.2 26.2 26.2 26.2

tH01 9 9.3 9 9.3 6 9.3 6 9.3

tPOX 9 11 9 11 8 8 8 8

vWA 17 18 17 18 17 18 17 18
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Generation of motor neurons from 
the SOD1 mutant of iPS cells
As previously reported, the death of motor neurons in 
ALS patients might be a non-cell-autonomous process 
but depends on the cellular microenvironment [3, 14]. 
therefore, our next aim was to develop protocols for 
the differentiation of iPScs into motor neurons and as-
trocytes. Previously, it was shown in vivo that during 
development, motor neurons are forming by the expo-
sure of rostral neural progenitors to two consecutive 
signals: retinoic acid (caudalization) and Sonic hedge-
hog (ventralization) [24]. these rostral neural progeni-
tors were obtained from embryoid bodies suspension 
by inhibiting the Smad signaling pathway. the direct 
differentiation of iPScs into motor neurons was per-
formed 12 days later by adding retinoic acid (rA) and 
recombinant Sonic hedgehog (Shh) to the culture me-
dium. After dissociation of neurospheres to single-cell 
suspension, neuronal precursors were transferred on 
Matrigel-coated dishes and cultivated as an adher-
ent culture. these cells express the common neuronal 
marker βIII-tubulin, proving that the obtained cells 
are of neuronal origin (Fig. 4A–C). In the last step, 
maturation of motor neurons occurred under the in-
fluence of neurotrophic growth factors, such as the 
brain-derived neurotrophic factor (BDnF) and glial 
cell line-derived neurotrophic factor (GDnF). Immu-

nocytochemical staining of these cultures showed that 
βIII-tubulin-positive neurons co-expressed markers 
such as Hb9 (MnX1, motor neuron-specific transcrip-
tion factor) and chAt (choline acetyltransferase) (Fig. 
4D–I). thus, patient-specific iPSc lines are capable of 

Fig. 2. Characterization of patient-specific iPS lines. A–I – immunofluorescent analysis of the expression of pluripotency 
markers, including the transcription factors Oct3/4 (D), Sox2 (E), Nanog (F), and surface antigens SSEA4 (G), Tra-1-60 
(H), Tra-1-81 (I). DAPI staining indicating the total cell count per field (A, B, C); J – karyotype of iPSC lines, GTG-band-
ing; K, L – nucleotide sequences with mutations in the SOD1 gene
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Fig. 3. Spontaneous differentiation of iPS cells into 
three germ layers. A – representative image of embry-
oid bodies; B, C, D – immunocytochemical staining of 
α-fetoprotein (B), vimentin (C), βIII-tubulin (D). Cell nuclei 
stained with DAPI (blue)
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direct differentiation into motor neurons, which are 
affected during ALS.

Additionally, when using iPSc lines for astroglial 
differentiation, we identified the cells expressing a 
specific astrocyte marker (GFAP) (Fig. 4J); their toxic 
effect was displayed in ALS pathology.

thus, patient-specific iPS lines have an advan-
tage over other published models [25], since these 
cells are genetically identical to primary patient cells 
and, potentially, might most accurately reproduce 
the molecular events taking place in the develop-
ment of ALS. In addition, cultivation of these iPSc 
lines under specified conditions (such as the presence 
of the mteSr1 medium) allows us to maintain their 

Fig. 4. Neuronal dif-
ferentiation of ALS 
patient-specific iPS 
cells. A, B – repre-
sentative images of 
differentiated neuron-
like cells; C – immuno-
cytochemical staining 
of βIII-tubulin-positive 
cells; D–I – cells 
stained for the motor 
neuron markers Hb9 
(E, F) and ChAT (H, 
I); J – detection of 
GFAP in iPSC-derived 
astrocytes. Cell nuclei 
stained with DAPI 
(blue)

А B C

D E F 

G H I

J

pluripotent state for a stable and unlimited produc-
tion of motor neurons.

concluSionS
We have obtained iPSc lines from patients with SOD1-
associated ALS. the reprogramming efficiency with 
the lentiviral gene delivery system was at least 10-fold 
higher than that with the recombinant Sendai virus-
based system. these iPSc lines with mutations in the 
SOD1 gene are pluripotent and capable of directed dif-
ferentiation into motor neurons. 

This work was supported by the Russian Foundation 
for Basic Research (grant № 12-04-32018).
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abStract Intracellular processing of the antigen encoded by a DNA vaccine is one of the key steps in generating 
an immune response. Immunization with DNA constructs targeted to the endosomal-lysosomal compartments 
and to the MHC class II pathway can elicit a strong immune response. Herein, the weakly immunogenic reverse 
transcriptase of HIV-1 was fused to the minimal lysosomal targeting motif of the human MHC class II invariant 
chain. The motif fused to the N-terminus shifted the enzyme intracellular localization and accelerated its deg-
radation. Degradation of the chimeric protein occurred predominantly in the lysosomal compartment. BALB/c 
mice immunized with the plasmid encoding the chimeric protein demonstrated an enhanced immune response, 
in the form of an increased antigen-specific production of Th1 cytokines, INF-γ and IL-2, by mouse splenocytes. 
Moreover, the majority of the splenocytes secreted both cytokines; i.e., were polyfunctional. These findings sug-
gest that retargeting of the antigen to the lysosomes enhances the immune response to DNA vaccine candidates 
with low intrinsic immunogenicity. 
KeyWordS reverse transcriptase; invariant chain; antigen processing; DNA immunization; T-helper immune 
response.
abbreViationS HIV – Human immunodeficiency virus; MHC – major histocompatibility complex; ER – endo-
plasmic reticulum; Ii – MHC class II-associated invariant chain; IFN-γ – interferon-gamma; IL-2 – Interleukin 
2; RT – reverse transcriptase.

introduction
DnA vaccine-encoded antigens are synthesized in the 
cellular cytoplasm, processed mainly by proteasomes, 
and presented on the cell membrane through MHc 
class I molecules that are recognized by cytotoxic cD8+ 
Т-lymphocytes [1]. At the same time, plasmid DnA-in-
jected mice require MHc class II-dependent activation 
of cD4+ Т-cells to mount a strong immune response [2, 
3]. there are now techniques for enhancing the effi-
cacy of DnA vaccines aimed at increasing cD4+ t-cell 
involvement in the antigen-driven immune response 
[4, 5]. One of such techniques is based on an enhanced 
presentation of the plasmid-encoded antigens in the 

context of MHc class II molecules. the antigenic pep-
tides to be presented on the MHc class II molecules are 
generated through the lysosomal proteolysis [6]. An-
tigen presentation by MHc class II molecules can be 
artificially enhanced by incorporation into the antigen 
of the lysosomal targeting motives [7].

MHc class II molecules are transported to the lyso-
somes in association with the invariant chain (Ii) bearing 
the lysosome-targeting sequence at the n-terminus [6]. 
the signal peptide is located at the n-terminus (amino 
acid residues 1–30), with Leu7, Ile8, Pro15, Met16, and 
Leu17 being the most important residues in the function-
al context [8–10]. It has been shown that fusion of pro-
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teins with this signal sequence promotes their transport 
to the lysosomes [11–15]. In this work, we constructed a 
plasmid encoding HIV-1 reverse transcriptase (rt) of 
HIV-1 fused to the human MHc class II invariant chain 
in order to alter rt processing and enhance its immu-
nogenicity, which was reported to be poor [16, 17]. the 
incorporation of the invariant chain motif shifted the 
localization of rt towards the lysosomal compartment 
and increased the rate of its degradation by lysosomal 
proteases, which led to the augmentation of the immu-
nogenicity of the rt gene in mice. 

eXPerimental

Cloning of DNA constructs
Plasmid pKcMV2rt encoding the HIV-1 HXB2 re-
verse transcriptase (rt) was generated by recloning 
the RT gene from pcMVrt into the pKcMV plasmid 
vector using SalI and EcoRI restriction sites [18] [19]. 
rt-encoding fragment contained in pcMVrt was 
amplified by Pcr with Pfu-polymerase (Fermentas, 
Lithuania) using the following primers: rt-SalI-BsiWI-
F (5'-tcaggtcgactgaacgtacgatgcccattagccctattg-3') and 
rt-BamHI-ecorI-r (5'-agtagaattcatgtggatccctagag-
cactttcctgattccagc-3').

Plasmid pKcMV2rt-Ii encoding rt fused n-ter-
minally to the human MHc class II invariant chain was 
designed step-wise from pKcMV2rt. For this, the nu-
cleotide sequence of the human MHc class II invari-
ant chain motif (nM_001025159.1) was generated us-
ing synthetic oligonucleotides (Sintol, russia). the first 
step involved annealing of the oligonucleotides Ic_1–45 
(corresponding to the positions 1 to 45 of the invariant 
chain gene (5'-atggatgaccagcgcgaccttatctccaacaatgag-
caactgccc-3')), Ic_46–90 (phosphorylated at the 5’-end 
and corresponding to the positions 46–90 (5'-atgctgggcc
ggcgccctggggccccggagagcaagtgcagccgс-3')) and Ic-mid 
(corresponding to the positions 37 to 71 of the reverse 
sequence (5'-ggcgccggcccagcatgggcagttgctcattgttg-3')), 
followed by ligation of a single-stranded break between 
Ic_1–45 and Ic_46–90. In the second step, the double-
stranded fragment served as a template for Pcr. Pcr 
was carried out with Pfu polymerase and Ic-F (5'-atc-
cgtcgacatggatgaccagcgcgacc-3') and Ic-r (5'-tgcgcg-
tacggcggctgcacttgctctc-3') primers bearing the SalI 
and BsiWI restriction sites, respectively. Finally, the 
amplified Pcr fragment was cloned into pKcMV2rt 
at the 5'-end of the RT gene, using the SalI and BsiWI 
sites. this produced an in-frame fusion between Ii and 
rt. the nucleotide sequence of the cloned fragment 
was verified by DnA sequencing. 

the plasmids used to immunize animals were puri-
fied using Plasmid endoFree kits (QIAGen, Germany) 
following the manufacturer’s instructions.

Preparation and transfection of cell cultures
cervical adenocarcinoma cells (HeLa) were cultured 
in a DMeM medium (Paneko, russia) containing 10% 
fetal bovine serum and a mixture of 100 u/ml penicil-
lin and 100 μl/ml streptomycin. cells were transfected 
with plasmids using Lipofectamine LtX (Invitrogen, 
uSA) according to the manufacturer’s manual.

Quantification of the fusion protein 
in the transfected cells 
the level of expression of rt variants in the transfect-
ed cells were evaluated by immunoblotting. two days 
posttransfection, the cells were lysed in a rIPA buffer 
(10 mm tris-Hcl pH 7.5, 150 mM nacl, 1% sodium de-
oxycholate, 1% triton Х-100, 0.1% SDS, 1 mM eDtA). 
Lysates normalized to the protein content were run 
on a 10% polyacrylamide gel (PAGe) under denatur-
ing conditions and transferred onto the nitrocellulose 
membrane (Biorad, uSA). to block nonspecific binding 
sites, the membranes were incubated overnight at 4°С 
in a PBS-t buffer (80 mM na2

HPO
4
, 20 mM naH

2
PO

4
, 

100 mM nacl, 0.1% tween-20) supplemented with 5% 
non-fat milk, followed by incubation with rabbit anti-
rt polyclonal antibodies diluted a 1/5000 [20] followed 
by incubation with the horseradish peroxidase-conju-
gated goat anti-rabbit IgG antibodies (Jackson, uSA) 
diluted 1/5000. Further, the blots were stripped and 
re-probed with mouse anti-beta-actin monoclonal an-
tibodies (Sigma, uSA) diluted 1/5000 followed by the 
horseradish peroxidase-conjugated goat anti-mouse 
antibodies (Jackson, uSA) diluted 1/5000. Specific 
bands on the blots were visualized using a chemilumi-
nescence detection kit (ecLtM plus; Amersham Phar-
macia Biotech., uSA); the emission from the blots was 
registered on X-ray films (Fuji Film, Japan). the films 
were scanned, and the signals were quantified with the 
ImageJ software (http://rsb.info.nih.gov/ij).

Half-life of the fusion protein in transfected cells 
the half-life of the fusion protein was evaluated by 
cycloheximide chase assay as described [21]; the tech-
nique had been previously used to estimate the half-
life of rt [22]. two days posttransfection, the cells 
were mixed with cycloheximide (Sigma, uSA) at 100 
μg/ml and incubated for 0, 2 and 4 h. After incubation, 
cells were lysed, lysates were normalized with respect 
to the protein content and resolved by electrophoresis 
in 10% SDS-PAAG followed by Western blotting (see 
section above). the rt content was quantified as de-
scribed above.

the half-life of rt was determined using the stand-
ard half-life equation N = N

0
×2t/T, where N

0 
is the ini-

tial protein quantity, N is the amount of protein at time 
t, and T is the half-life of the protein.
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Inhibition of proteasomal and lysosomal 
proteolysis in cell culture
the proteasomal inhibitors MG132 and epoxomicin 
(calbiochem, uSA) were used at concentrations of 5 
and 0.1 μM, respectively. the activity of the lysosomal 
proteases was inhibited by chloroquine (Sigma, uSA) 
at a concentration of 100 μM. Inhibitors were added to 
the cell culture 24 h posttransfection. the cells were co-
cultured with inhibitors for an additional 18 h and then 
lysed and tested for the presence of the target proteins 
by immunoblotting.

Immunostaining of cells
HeLa cells were grown and transfected on 20 × 20 mm 
glass cover slips in 6-well plates. At day 2 posttransfec-
tion, the cells were fixed with a mixture of acetone-
methanol (1 : 1) for 1 h at –20°С. Fixed cells were incu-
bated in a PBS buffer for 30 min at room temperature, 
followed by sequential incubations with rabbit anti-rt 
polyclonal antibodies [20] diluted 1/100, swine anti-rab-
bit IG antibodies conjugated to trIТc (Dako, Denmark) 
diluted 1/50, and anti-human lysosomal-associated 
membrane protein 1 monoclonal antibodies (LAMP1, also 
known as cD107a) conjugated to FItc (BD Pharmingen, 
uSA) diluted 1/50. All antibodies were diluted in PBS 
containing 0.5% tween-20 and 2% bovine serum albumin 
(BSA). After each incubation, cells were washed three 
times with PBS. Finally, nuclei were stained for 1 min 
with 150 mM DAPI (4,6-Diamidino-2-phenylindole, di-
hydrochloride; Invitrogen, uSA). the cover slips were 
mounted on the glass slides in Vectashield (Vector Lab-
oratories, uSA) and viewed under a Leica tcS5 laser 
confocal microscope (Leica, Germany). 

DNA immunization of mice
Immunization was performed in BALB/c female mice 
(8-weeks; charles river Laboratories, Sandhofer, 
Germany). Groups of 3-4 mice received plasmids en-
coding rt-Ii, or rt, or the empty vector. each mouse 
received two injections of 10 μg plasmid DnA in 20 μl 
PBS. Plasmids were injected intradermally with an in-
sulin syringe at the left and right sides of the back near 
the base of the tail, followed by electroporation of the 
injected area using DermaVax (celectis, France) as de-
scribed [23]. Six days following the first injection, 50 μg 
of the same plasmid in PBS was administered intra-
muscularly into the tibialis anterior of the hind limb. At 
day 28, mice were bled from the tail vein, euthanized 
and spleens were collected. the immunization experi-
ment was repeated twice.

FluoroSpot
the spleens of immunized mice were homogenized in-
dividually, and splenocytes were recovered [24]. Splen-

ocytes were incubated in rPMI containing protein rt 
(12.5 μg/ml) [25, 26], or peptides representing rt amino 
acids (aa) 375–389 (ItteSIVIWGKtPKF) or aa 528–
543 (KeKVYLAWVPAHKGIG) at 10 mg/ml. Stimula-
tion with concanavalin А (conA; 5 μg/ml) served as a 
positive, and with medium alone, as a negative control. 
After a 20-h incubation with specific and control anti-
gens, splenocytes were assessed for the level of produc-
tion of IFn-γ and IL-2. cytokine secretion was analyzed 
with the FluoroSpot technique using FluoroSpot plates 
and a Dual IFn-γ/IL-2 FluoroSpot kit (Mabtech, Swe-
den) following the manufacturer’s instructions. cy-
tokine-secreting cells were counted on an AID eLISpot 
reader (Autoimmun Diagnostika GmbH, Germany).

reSultS 

Accumulation and cellular localization of the 
chimeric reverse transcriptase with an in-built 
fragment of the MHC class II invariant chain 
to change the processing of HIV-1 reverse tran-
scriptase, we constructed a plasmid encoding a fusion 
protein composed of the rt sequence n-terminally 
fused to the lysosome-targeting signal of the invari-
ant chain (Ii) of human MHc class II, which promotes 
its transport to the lysosomes through the endoplas-
mic reticulum (er). to accomplish this, we designed a 
pKcMV2rt-Ii plasmid carrying the RT gene with the 
5’-end insert of the nucleotide sequence encoding the 
30-amino acid signal sequence of Ii. HeLa cells trans-
fected with this plasmid expressed a 68–70kDa protein 
consistent with the expected molecular mass of rt-Ii 
chimera (Fig. 1, lane 3).

We had previously shown that in cells transfected 
with the plasmid encoding reverse transcriptase the en-
coded protein is uniformly distributed throughout the 
cytoplasm [27]. In this study, immunostaining of HeLa 
cells transfected with the plasmid encoding the rt-Ii 
chimera demonstrated a shift from the diffuse to a ve-
sicular pattern (Fig. 2). Such a vesicular pattern is in-
dicative of the invariant chain on the way to the endo-
somal-lysosomal compartment [28]. co-staining of the 
transfected cells with anti-rt antibodies and antibodies 
against the lysosomal-associated membrane protein 1 
(LAMP1, cD107a) restricted to the endosomal-lysosomal 
compartment revealed almost full overlap of the signals 
(Fig. 2, field 4). these findings suggest the invariant 
chain-driven transport of rt to the lysosomes.

Incorporation of the invariant chain 
sequence alters the degradation of RT
targeting of reverse transcriptase into lysosomes 
changes its degradation rate as well as the range of pro-
teases involved in rt degradation. We have previously 
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shown that rt has a half-life of 18 h [29, 30]. the half-
life of the rt-Ii chimera assessed after the translation 
arrest reduced to 4.5 h (Fig. 3). thus, the fusion of rt 
to the Ii signal sequence caused a four-fold decrease in 
the protein half-life. 

the role of proteasomal and lysosomal pathways in 
the processing of the rt-Ii chimera was examined us-
ing specific inhibitors. the in-put of proteasome into 
rt-Ii degradation was assessed with the help of MG132 
and epoxomicin; and of lysosome, with the help of chlo-
roquine. the transfected Hela cells were co-cultured 
with the inhibitors for 18 h and then subjected to im-
munoblotting to evaluate the accumulation of the pro-
tein in comparison with that in the untreated cells (Fig. 
4). Lysosomal inhibitor chloroquine had no effect on the 
accumulation of rt but increased the amount of rt-Ii 
in the cells by more than six-fold (Fig. 4). At the same 
time, rt-Ii, in contrast to rt, appeared to be insensi-
tive to the proteasomal inhibitors (Fig. 4). 

Introduction of the lysosomal targeting signal 
enhances the immunogenicity of RT
BALB/c mice were primed by the intradermal injection 
of the rt-Ii encoding plasmid, followed by electropora-
tion. Five days after the first injection, they received 
a boost with the same plasmid by the intramuscular 
route. the control mice received either a plasmid en-
coding the parental RT gene, or an empty vector. the 
immune response was assessed by the capacity of 
murine splenocytes to produce IFn-γ and IL-2 after 
in vitro stimulation with the protein rt or rt-derived 
peptide representing its immunodominant epitopes 
at amino acid residues 375–389 and 528–543 [31, 32]. 
IFn-γ, IL-2, or IFn-γ / IL-2 producing cells were iden-
tified with the Fluorospot assay (Fig. 5). A specific pro-
duction of IFn-γ and IL-2 in response to stimulation 
with the protein or peptide was observed only in mice 
immunized with the plasmid encoding the rt-Ii chi-
mera. Most of the cells producing IFn-γ also produced 
IL-2, which demonstrated their polyfunctionality. no 
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Fig. 1. Accumulation of RT and RT-Ii in HeLa cells. Im-
munoblotting of the lysates of: non-transfected cells (1); 
cells transfected with pKCMV2RT (2) or pKCMV2RT-Ii 
(3). Blots were stained with anti-RT polyclonal antibodies. 
To normalize the signal to the total protein content of the 
loaded samples, the membranes were stripped and re-
probed with anti-actin antibodies. Position of the protein 
molecular mass standards (in kDa) is indicated to the left

Fig. 2. Intracellular localization of the chimeric RT-Ii. НeLa cells were transfected with the pKCMV2RT-Ii plasmid, fixed 
and stained with anti-RT polyclonal antibodies and secondary TRITC-conjugated antibodies (1), anti-human CD107a 
monoclonal antibodies conjugated to FITC (2), or DAPI (3). Superposition of images demonstrating RT-specific and 
CD107a-specific stainings (4)
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Fig. 3. Comparison of RT and RT-Ii degradation in the expressing cells. А – Immunoblotting of НeLa cells transfected with 
рKCMV2RT (1) and pKCMV2RT-Ii (2) sampled at the given time-points after the addition of cycloheximide (100 µg/ml). 
Blots were stained with anti-RT polyclonal antibodies. To normalize the signal to the total protein content of the loaded 
samples, the membranes were stripped and re-probed with anti-actin antibodies. B – The kinetics of degradation of RT 
and RT-Ii
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specific cytokine production was observed in mice re-
ceiving the rt gene or the empty vector (Fig. 5).

diScuSSion
cD4+ Т-cells play an important role in mounting a 
potent immune response, stimulating both the cellu-
lar-(th1-type cD4+ Т-cells) and humoral-(th2-type) 
mediated immunity. cD4+ Т-cells are activated after 
recognition by their receptors of the complexes of anti-
gen-derived peptides with the MHc class II molecules 
on the surface of antigen-presenting cells [33]. Peptides 
bound by MHc class II molecules mainly originate from 
the exogenous proteins that are taken up by endocyto-
sis and transported to lysosomes [34]. However, there 
are mechanisms that load MHc class II molecules with 
peptides derived from the self-proteins. these peptides 
are generated by the processing of the proteins associ-
ated with the lysosomes [35, 36]. Based on these find-
ings, we attempted to fuse our antigen with a natural 

signal sequence targeting proteins to the lysosome and 
thus re-direct it into the lysosomal compartment for 
processing and presentation in complex with MHc class 
II molecules [7].

Attempts to re-route antigens to enhanced presenta-
tion by MHc class II molecules have been made, which 
employed the sorting signal of LAMP-1 [37] and the 
AP3-binding motif of LIMP II [38]. Studies of the im-
munogenicity of such chimeras delivered into animals 
as DnA vaccines showed their capacity to elicit stron-
ger immune responses than the parental immunogens 
[24, 39, 40]. Immunization by genes encoding lysosom-
al-targeted fusion proteins led to both an enhanced 
production by B cells of the protective antibodies, and 
an enhanced cytolytic activity. Also, in most cases, the 
longevity of the immune response induced by the lys-
osome-targeted antigen exceeded the longevity of the 
response to the parental antigen [7].

Fusion of the invariant chain to recombinant anti-
gens demonstrated the potential to increase both the 
immunogenicity and the duration of a protective im-
mune response to the prototype DnA vaccines in lab-
oratory animals. DnA constructs encoding a chimera 
composed of Ii and the lymphocytic choriomeningitis 
virus glycoprotein showed an enhanced capacity to 
activate both cD4+ and cD8+ Т-cells [12]. Single ad-
ministration of this plasmid to mice conferred protec-
tion against a lethal challenge with this virus [12]. the 
efficacy of such treatment was also reported in DnA 
immunization of large animals, which permitted con-
struction of a DnA vaccine encoding a chimeric protein 
composed of the Anaplasma marginale major surface 
protein and the bovine invariant chain fragment [13]. A 
single injection of this DnA construct into calves elic-
ited production of IgG antibodies against Anaplasma 
and increased the proliferation of cD4+ Т-cells, accom-
panied with antigen specific-secretion of IFn-γ. this 
DnA immunization proved to be sufficient to mount 
immune memory for a rapid recall response upon anti-
gen re-exposure [13].

In this work, we designed a DnA construct encoding 
the HIV-1 subtype B reverse transcriptase n-terminal-
ly fused to the lysosomal targeting signal of the human 
MHc class II invariant chain. the chimeric protein was 
shown to accumulate in the vesicular compartments 
such as er, Golgi apparatus, and endosomal/lysosomal 
compartment. the introduction of the Ii signal resulted 
in a significant (four-fold) decrease of the half-life of 
the chimeric protein as compared to the parental rt. 
Proteasome inhibitors had no effect on the cellular ac-
cumulation of the chimera. At the same time, treat-
ment of cells expressing rt-Ii with the lysosomal in-
hibitor led to a significant accumulation of the chimeric 
protein. Overall, the attachment to rt of the lysosomal 

Fig. 5. Immune response of mice immunized with the plas-
mids encoding RT and RT-Ii. Mice were immunized with 
the plasmids рKCMV2RT and pKCMV2RT-Ii, encoding RT 
and RT-Ii, respectively, or an empty vector. After com-
pletion of immunization, mice were sacrificed, and their 
splenocytes were harvested and stimulated with reverse 
transcriptase (RTwt) or RT-derived peptides (RT 375–389 
or RT 528–543). The number of splenocytes producing 
IFN-γ and IL-2 in response to specific antigen stimulation 
was assessed by FluoroSpot assay as the average number 
of signal-forming units (sfu) per mln cells with the back-
ground secretion in the media subtracted
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targeting signal of human MHc class II invariant chain 
induced a shift from the proteasomal to the lysosomal 
route of degradation.

Mice immunized with the plasmid encoding the 
chimera mounted antigen-specific IFn-γ and IL-2 re-
sponses, whereas the parental rt was nonimmuno-
genic. thus, insertion of the fragment encoding the 
lysosomal targeting sequence of the invariant chain al-
lowed us to overcome the poor immunogenicity of the 
RT gene immunogen.

Of note, most of the splenocytes of the rt-Ii im-
munized mice were able to secret both IFn-γ and IL-2. 
IFn-γ secretion is an important parameter that dem-
onstrates an onset of the protetive immune response 
against viral infection. IL-2 plays an essential role in 
the expansion of the memory t-cells critical for long-
term protective immunity [41]. Most of the epitope-
specific cytotoxic lymphocytes produce IFn-γ; a pro-
portion of these cells secretes also IL-2 and/or tnF-α, 
i.e. are polyfunctional [42]. these cells are required for 
an efficient control of the infections, as well as for the 
generation of a protective response following vaccina-
tion [43, 44]. the approach to DnA-vaccine design uti-

lized herein ensures the generation of a polyfunctional 
immune response, allowing to build such a response 
against vaccine candidates with intrinsically poor im-
munogenicity. 

concluSionS
Fusion to a sequence of the human invariant chain car-
rying the lysosomal targeting signal was used to im-
prove the immunogenic performance of a prototype 
DnA-vaccine based on HIV-1 reverse transcriptase. 
the lysosome-targeting sequence inserted at the n-
terminus of HIV-1 rt changed both its cellular locali-
zation and the degradation pathway. this modification 
allowed to overcome the poor immunogenicity of re-
verse transcriptase as DnA-immunogen, generating a 
potent antigen-specific immune response in mice. the 
improved HIV-1 rt-based DnA construct could be in-
cluded into multi-gene DnA vaccines against HIV-1 to 
enhance their efficacy. 

This work was supported by the Russian Foundation 
for Basic Research (grant № 11-04-01569-a).
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abStract A mechanism for the induction of programmed cell death (apoptosis) upon dysfunction of the mi-
tochondrial respiratory chain has been studied. Previously, we had found that inhibition of mitochondrial cy-
tochrome bc1, a component of the electron transport chain complex III, leads to activation of tumor suppressor 
p53, followed by apoptosis induction. The mitochondrial respiratory chain is coupled to the de novo pyrimidine 
biosynthesis pathway via the mitochondrial enzyme dihydroorotate dehydrogenase (DHODH). The p53 activa-
tion induced in response to the inhibition of the electron transport chain complex III has been shown to be trig-
gered by the impairment of the de novo pyrimidine biosynthesis due to the suppression of DHODH. However, it 
remained unclear whether the suppression of the DHODH function is the main cause of the observed apoptotic 
cell death. Here, we show that apoptosis in human colon carcinoma cells induced by the mitochondrial respira-
tory chain complex III inhibition can be prevented by supplementation with uridine or orotate (products of the 
reaction catalyzed by DHODH) rather than with dihydroorotate (a DHODH substrate). We conclude that apop-
tosis is induced in response to the impairment of the de novo pyrimidine biosynthesis caused by the inhibition 
of DHODH. The conclusion is supported by the experiment showing that downregulation of DHODH by RNA 
interference leads to accumulation of the p53 tumor suppressor and to apoptotic cell death.
KeyWordS apoptosis; p53 tumor suppressor; mitochondrial respiratory chain; dihydroorotate dehydrogenase; 
de novo pyrimidine biosynthesis.
abbreViationS MRC – mitochondrial respiratory chain; DHODH - dihydroorotate dehydrogenase; shRNA – 
short hairpin RNA; SDS – sodium dodecyl sulfate; PAAG – polyacrylamide gel; PrI – propidium iodide; FITC – 
fluorescein isothiocyanate.

introduction
Mitochondria play a central role in homeostasis in eu-
karyotic cells. they both supply the cell with energy 
by means of oxidative phosphorylation and act as im-
portant mediators of programmed cell death, as well 
as of the intracellular signaling cascades mediated by 
calcium ions and reactive oxygen species [1]. the mi-
tochondrial respiratory chain (Mrc) consists of multi-
component I-IV protein complexes integrated into the 
inner mitochondrial membrane, which catalyze elec-

tron transfer from nADH to molecular oxygen. this 
leads to the generation of the electrochemical proton 
gradient through the inner mitochondrial membrane, 
which is the driving force behind AtP synthesis by 
means of AtP synthase (complex V).

Many human diseases are associated with mitochon-
drial dysfunctions; moreover, the so-called “mitochon-
drial diseases” are usually caused by respiratory chain 
defects in these organelles [2]. Mitochondrial dysfunc-
tions are involved in the aging process [3]. With age, 
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the number of mutations in mammalian mitochondrial 
DnA increases and respiratory chain dysfunction is 
observed. cells with defects in the Mrc are prone to 
apoptosis, and the increased cell loss is an important 
consequence of mitochondrial dysfunctions. In this pa-
per we address the mechanism of apoptotic program 
activation upon Mrc dysfunction.

the tumor suppressor p53 is a key regulatory pro-
tein that in many cases determines cell behavior in dif-
ferent types of stress: whether cell-cycle arrest occurs, 
accompanied by damage repair, or mechanisms of pro-
grammed cell death are activated, which are aimed at 
deleting cells with unrepairable damage [4]. Previously, 
we had found that the inhibition of the Mrc complex 
III leads to an increase in the level of p53 and its activ-
ity, as well as to the activation of programmed death of 
human cancer cells [5]. the p53 activation appeared to 
be caused not by the inhibition of the Mrc itself, but by 
the dysfunction of complex III (complex of cytochrome 
bc1) that transfers electrons from reduced ubiquinone 
(ubiquinol) to cytochrome c. One of the most important 
metabolic pathways in the cell, the de novo pyrimidine 
biosynthesis is coupled with the Mrc [6]. the only mi-
tochondrial enzyme of this pathway is dihydroorotate 
dehydrogenase (DHODH), which oxidizes dihydrooro-
tate to orotate and uses ubiquinone as an electron ac-
ceptor [6]. the dysfunction of Mrc complex III results 
in the transition of ubiquinone to the reduced state, 
which in turn may inhibit the DHODH function and 
lead to impairment of pyrimidine biosynthesis. Indeed, 
we demonstrated that an increase in the level and ac-
tivity of p53 upon inhibition of the Mrc complex III is 
due to the impairment of the DHODH function and de 
novo pyrimidine biosynthesis [5]. However, it remained 
unclear whether the suppression of the DHODH func-
tion is the main reason behind the activation of the cell 
apoptotic program upon inhibition of Mrc complex 
III.

In this paper, we have demonstrated that impair-
ment of the DHODH function and, as a consequence, 
of de novo pyrimidine biosynthesis induces apoptosis in 
human colon cancer cells upon inhibition of Mrc com-
plex III.

eXPerimental

Conditions for cell culturing and treatment
rKO and Hct116 human colon cancer cells were 
grown on a DMeM medium supplemented with 10% 
fetal bovine serum (Hyclone) at 37 0c and 5% cO

2
 to 

50–70% confluency. then, the cells were incubated for 
12 h to determine the p53 level and for 20–26 h to ana-
lyze apoptosis in the presence of 200 nM myxothiazol 
(Sigma-Aldrich Inc.). In some experiments, the medium 

was supplemented with uridine to a final concentration 
of 50 μg/ml; orotate or dihydroorotate (Sigma-Aldrich 
Inc.) to a final concentration of 1 mM.

Evaluation of apoptosis by flow cytometry
the cells were detached from the scaffold by tryp-
tic cleavage, washed with phosphate-buffered sa-
line (PBS, 0.14 M nacl; 2.7 mM Kcl; 10 mM na

2
HPO

4
; 

1.8 mM KH
2
PO

4
, pH 7.3), and suspended in 100 μl of a 

Annexin buffer (10 mM HePeS; 140 mM nacl; 2.5 mM 
cacl

2
, pH 7.4). then the cells were supplemented with 

7.5 μl of Annexin V conjugated to FItc (Invitrogen) 
and with propidium iodide (clontech) to a final concen-
tration of 100 μg/ml and incubated in the dark for 15 
min. thereafter, another 500 μl of the Annexin buffer 
was added; the cell suspension was filtered through a 
30 μm filter and analyzed on a Partec PASIII flow cy-
tometer.

Immunoblotting
the cells were lysed in a rLB buffer (Promega Inc.). 
equal amounts of protein extracts (50–100 μg) were 
fractionated by electrophoresis in 12% SDS-PAGe; 
electrotransfer of the proteins onto a nitrocellulose 
membrane and treatment of the membrane were per-
formed as previously described [7]. the membrane was 
incubated with mouse monoclonal antibodies to DHODH 
(ab54621, Abcam), to p53 (DO-1), or to actin (G-2) (Santa 
cruz Biotechnology Inc.) diluted at a ratio of 1 : 500 with 
a tBSt buffer (20 mM tris-Hcl, pH 7.5; 140 mM nacl; 
0.05% tween-20) for 2 h. to control loading, the mem-
branes were incubated with actin antibodies. Detection 
was performed using secondary sheep anti-mouse anti-
bodies conjugated to horseradish peroxidase (Ge Health-
care) and enhanced chemiluminescence according to the 
standard technique (Western Lightning chemilumines-
cence reagent, Perkin elmer Life Sciences).

Preparation of cell lines with a reduced DHODH level
Lentiviral vectors based on the pLKO.1-puro plasmid 
(Sigma-Aldrich Inc.) contained the genes of short hair-
pin rnAs to DHODH with the following sequences: 
si21 – ccGGtccGGGAtttAtcAActcAAActc-
GAGtttGA GttGAtAAAtcccGGAttttt, si32 – 
ccGGcGGActttAtAAGAtGGGcttctcGA 
GAAGcccAtcttAtAAAGtccG ttttt.

For each lentiviral vector, pLKO-si21 and pLKO-
si32, viral stocks were obtained. For this purpose, 
HeK293t human embryonic kidney cells on 10-cm 
Petri dishes were transfected with the correspond-
ing lentiviral vector and a set of packaging plasmids 
[8] using LipofectAMIn 2000 (Invitrogen) according to 
the manufacturer’s procedure. A mixture of four plas-
mids was used: the 3 μg lentiviral vector, 12 μg plasmid 
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prev2 expressing the protein rev, 6 μg plasmid pGag1 
expressing the proteins Pol and Gag, and 3 μg plasmid 
pVSV-G expressing glycoprotein G of the vesicular sto-
matitis virus (a total of 24 μg DnA). the plasmid mix-
ture, diluted with the DMeM medium, was mixed with 
the diluted LipofectAMIn 2000 (60 μL), stirred vigor-
ously, incubated for 20 min at room temperature, and 
pipetted into a plate with the cells. On the next day, the 
medium was replaced with 10 ml of DMeM containing 
2% fetal bovine serum.

the secreted viral particles were harvested 2 days 
after transfection: 10 ml of the medium from the trans-
fected cells was filtered through a low protein binding 
filter (Durapore membrane, Millex-HV, Millipore) with 
0.45 μm pores; 1 ml aliquots were stored at –70 °c.

rKO cells were infected with viral particles carry-
ing two different variants of the gene of short hairpin 
rnA to DHODH (si32 and si21), as well as with control 
viruses containing no short hairpin rnA (pLS-Lpw). 

For this purpose, cells grown on 35-mm plates were 
supplemented with 1 ml of viral particles diluted in 1 
ml of a fresh medium and 5–8 μg of polybrene (Hex-
adimethrine bromide, Sigma-Aldrich Inc.). the cells 
were grown in the presence of uridine (50 μg/ml). 
three days later, puromycin was added (1 μg/ml) and 
the selection was conducted for 3 more days. the cells 
were lysed; the DHODH level was determined using 
immunoblotting.

reSultS

The role of the impairment of pyrimidine biosynthesis 
in apoptosis induction upon the inhibition of the 
mitochondrial respiratory chain complex III
We have shown that the action of the Mrc complex 
III inhibitors leads to growth arrest in a number of cell 
lines of epithelial tumors and to their massive death. A 
cytometric analysis of rKO human colon cancer cells 

Fig. 1. Uridine and orotate, but 
not dihydroorotate, protect RKO 
cells against myxothiazol-induced 
apoptosis. The apoptosis level of 
RKO cells stained with FITC-An-
nexin V and PrI was determined by 
flow cytometry. a – a representa-
tive 2D diagram of cell distribution 
over the fluorescence intensity in 
FL2 (PrI) and FL1 (FITC-Annexin 
V) channels. Cells were analyzed 
26 h after treatment with 200 nM 
myxothiazol (Myxothiazol, M) only 
or along with 1 mM dihydrooro-
tate (M + DHO), 1 mM orotate 
(M + O), and 1 mM uridine (M 
+ U). The control is untreated 
cells. B – Statistical analysis of the 
results. Percentage of apoptotic 
(AnnexinV-positive, PrI-negative) 
cells in each sample after subtrac-
tion of control values was normal-
ized to the percentage of cells in 
which apoptosis was induced by 
myxothiazol without additives. The 
diagram shows the mean values of 
the relative apoptosis level and SDs 
of three independent experiments
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treated with myxothiazol, an inhibitor of Mrc com-
plex III, and stained with FItc-Annexin V and pro-
pidium iodide (PrI) revealed a significant population 
of apoptotic cells (Fig. 1). In general, three cell popula-
tions were observed: normal cells (Annexin V-negative, 
PrI-negative), apoptotic cells (Annexin V-positive, PrI-
negative, approximately 20% of all cells), and a third 
small population of dead cells (Annexin V-positive, 
PrI-positive, whose fraction was approximately 3%). 
the size of the third population was bigger when cells 
were collected not only from the scaffold, but from the 
medium as well (data not shown), and these cells were 
considered as necrotic or late-apoptotic.

Since the mitochondrial respiratory chain is func-
tionally coupled with the de novo pyrimidine biosyn-
thesis pathway via the dihydroorotate dehydrogenase 
inserted in the mitochondrial membrane [6], we decid-
ed to test how replenishment of the pyrimidine pool 
affects myxothiazol-induced apoptosis. For this pur-
pose, a cytometric analysis was performed after treat-
ment of rKO cells with myxothiazol in the presence 
of uridine. uridine, a precursor of both uridylic and 
cytidylic nucleotides, appeared to almost completely 
prevent the accumulation of apoptotic Annexin V-
positive, PrI-negative cells caused by treatment with 
myxothiazol (Fig. 1). this indicates that the reason 
for apoptosis induction is impairment of the de novo 
pyrimidine biosynthesis, presumably due to DHODH 
inhibition.

to directly assess the role of DHODH, rKO cells 
were treated with myxothiazol in the presence of a sub-
strate or a product of the DHODH-catalyzed reaction; 
the apoptosis level was analyzed by flow cytometry. 
Dihydroorotate (a DHODH substrate) had no effect on 
myxothiazol-induced apoptosis (Fig. 1), but orotate (a 
product of the DHODH-catalyzed reaction) substan-
tially prevented it (the number of apoptotic cells was 
4 times lower than upon apoptosis induction by myxo-
thiazol (Fig. 1).

Similar results were obtained for the other human 
colon cancer cell line, Hct116 (not shown).

the obtained data suggest that apoptosis induction 
upon inhibition of Mrc complex III is, to a great extent, 
due to the DHODH inhibition and impairment of the de 
novo pyrimidine biosynthesis. For more confidence in 
this molecular mechanism, it was decided to conduct 
the reverse experiment and to check whether dysfunc-
tion of DHODH causes apoptotic cell death similarly to 
the inhibition of Mrc complex III.

The effect of dihydroorotate dehydrogenase knockdown 
on tumor suppressor p53 and programmed cell death
Does dysfunction of DHODH really cause apoptotic cell 
death similarly to the inhibition of the Mrc complex III? 

DHODH

Actin

si32 si21 Lpw

Fig. 2. Efficiency of DHODH-specific RNA interference. 
Western blot analysis of DHODH levels in the lysates of 
RKO cells infected with pLKO-si21 (si21), or with pLKO-
si32 (si32), or with the empty vector pLS-Lpw (Lpw). The 
upper panel shows the reaction with DHODH antibodies, 
the lower panel shows the reaction with β-actin antibod-
ies used as a loading control. The asterisk (*) denotes a 
nonspecific band, which can also serve as a sample load-
ing control

Fig. 3. DHODH interference in RKO cells results in p53 
induction similarly to the effect of myxothiazol, the inhibi-
tor of the MRC complex III. Western blot analysis of p53 
levels in RKO cells infected with pLKO-si21 (si21), or with 
pLKO-si32 (si32), or with the empty vector pLS-Lpw 
(Lpw). Cells were cultured in the absence of uridine for 
24 h. For comparison, the right panel shows the West-
ern blot analysis of p53 levels in RKO cells untreated (C) 
or treated with 200 nM myxothiazol (M) for 12 h. Upper 
panel –with p53 antibodies; lower panel – with β-actin 
antibodies

Lpw si32 si21

р53

Actin

р53

Actin

C  M
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- - +
р53
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Fig. 4. Uridine prevents p53 induction in cells with DHODH 
knockdown. Western blot analysis of p53 levels in RKO 
cells infected with pLKO-si32 (si32) or with the empty 
vector pLS-Lpw (Lpw). Cells were cultured in the ab-
sence (–) or in the presence (+) of uridine for 24 h. Upper 
panel – with p53 antibodies; lower panel – with β-actin 
antibodies
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to find out, it was decided to prepare a rKO cell line 
with DHODH expression suppressed by rnA interfer-
ence. the lentiviral system was used for effective deliv-
ery of a cassette expressing short interfering rnAs. rKO 
cells were infected with the lentiviral particles carrying 
two different variants of the gene of short hairpin rnA 
to DHODH (si32 and si21) and also with the control vi-
ruses, which did not contain these genes (pLS-Lpw) and 
were grown in the presence of uridine. the cells with ex-
pression cassettes integrated into the chromosome were 
selected using puromycin and lysed; the DHODH level 
was determined using immunoblotting (Fig. 2).

thus, the DHODH level in cells expressing two dif-
ferent short hairpin rnAs to DHODH was found to be 
significantly lower than in cells infected with viral par-
ticles on the basis of the “empty” vector (Fig. 2).

Previously, we had shown that the inhibition of Mrc 
complex III leads to activation of the tumor suppressor 
p53 due to the dysfunction of DHODH [5]. to determine 
whether DHODH knockdown causes accumulation of 
p53, immunoblotting was used to compare the p53 level 
in the control cells and the cells with rnA interference 
specific to DHODH, cultured in the absence of an ex-
ternal uridine source. the p53 level in the cells with 
DHODH knockdown appeared to increase in the same 
way as the inhibition of the Mrc complex III (Fig. 3).

uridine prevented the accumulation of p53 in cells 
with rnA interference specific to DHODH (Fig. 4). 
consequently, impairment of the de novo pyrimidine 
biosynthesis can be considered as the most likely cause 
of the increased p53 level in these cells.

Further, a cytometric analysis was performed for 
FItc-Annexin V and propidium iodide-stained cells 
with rnA interference specific to DHODH, which were 
cultured in the absence of an external uridine source. It 
turned out that an increase in the fraction of apoptotic 
Annexin V-positive, PrI-negative cells is the functional 
consequence of the suppression of DHODH expression 
and stabilization of p53 (Fig. 5). Adding uridine to the 
growth medium reduced the percentage of apoptotic 
cells to the reference level, which proves the specificity 
of the observed effect.

thus, it was demonstrated by suppressing DHODH 
expression using the rnA interference method that 
both the dysfunction of DHODH and the inhibition of 
Mrc complex III lead to elevation of the intracellular 
level of tumor suppressor p53 and to an increase in the 
level of programmed cell death (apoptosis). these re-
sults support our model, according to which apoptosis 
induction upon inhibition of the Mrc complex III, as 
well as activation and stabilization of p53, occurs due to 
DHODH inhibition and impairment of de novo pyrimi-
dine biosynthesis.

diScuSSion
Mitochondria are the “power stations” of the cell and, 
simultaneously, mediators of a number of regulatory 
pathways, including apoptosis induction [1]. Previously, 
we had demonstrated that the inhibition of the Mrc 
complex III leads to the activation of tumor suppres-
sor p53 and to the triggering of the cell death program 
[5]. the activation of p53 turned out to be caused not 

Fig. 5. Uridine protects RCO cells with DHODH knockdown against apoptosis. The apoptosis level of RKO cells, either 
control (Lpw) or with DHODH-specific RNA interference, cultured in the absence of an external uridine source (si32) or in 
the presence of uridine (si32 + uridine), was measured by flow cytometry. Cells were stained with FITC-Annexin V and 
propidium iodide (PrI). Results are presented as a 2D diagram of cell distribution over the fluorescence intensity in the 
FL2 (PrI) and FL1 (FITC-Annexin V) channels. The bottom panel shows the percentage of apoptotic (AnnexinV-positive, 
PrI-negative) cells (the mean value +/– SD of three independent experiments)
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Fig. 6. A model explaining the proposed mechanism of in-
duction of p53-dependent apoptosis in response to MRC 
complex III inhibition. I, II, III, IV – the MRC complexes; 
Q – ubiquinone; QH2 – ubiquinol; cyt c – cytochrome c; 
DHODH – dihydroorotate dehydrogenase; dho – dihy-
droorotate; oa – orotate; UMPS – uridine monophos-
phate synthase, UMP – uridine monophosphate, CAD – 
multifunction enzyme that initiates the de novo pyrimidine 
biosynthesis, OMM and IMM – outer and inner mitochon-
drial membranes: electrons are shown as e. a –untreated 
cells, B – after treatment with myxothiazol. Explanations 
are provided in the text

way. However, it remained unknown whether the in-
hibition of DHODH was the exclusive cause behind the 
triggering of programmed cell death upon inhibition of 
the Mrc complex III.

DHODH is a flavoprotein inserted in the inner mito-
chondrial membrane. DHODH oxidizes dihydroorotate 
to orotate and uses ubiquinone as an electron acceptor 
[6]. this paper demonstrates that apoptotic cell death 
induced by myxothiazol (an inhibitor of the Mrc com-
plex III) is fully prevented by uridine (a precursor of 
uridylic and cytidylic nucleotide biosynthesis) and to a 
large extent by orotat (a product of the reaction cata-
lyzed by dihydroorotate dehydrogenase). Meanwhile, 
dihydroorotate, a DHODH substrate, does not possess 
this property. these data suggest that apoptotic cell 
death upon inhibition of the Mrc complex III is in real-
ity caused by the inhibition of DHODH, the mitochon-
drial enzyme of the de novo pyrimidine biosynthesis 
pathway. this conclusion is confirmed by the results of 
experiments on the suppression of DHODH expression 
using rnA interference. DHODH knockdown turned 
out to result in the accumulation of tumor suppressor 
p53 and acceleration of apoptosis.

Figure 6 provides a tentative diagram of the events 
resulting in apoptosis upon inhibition of the Mrc com-
plex III. under normal conditions, ubiquinone accepts 
electrons from complex I, complex II, and dihydrooro-
tate dehydrogenase. At that, ubiquinone is reduced to 
ubiquinol, which then donates electrons to cytochrome 
c through complex III (Fig. 6A). Myxothiazol-induced 
inhibition of Mrc complex III blocks ubiquinol oxi-
dation; ubiquinone passes to the completely reduced 
state and loses its ability to accept electrons during 
dihydroorotate oxidation. this leads to dysfunction of 
DHODH and, as a consequence, to impairment of de 
novo pyrimidine biosynthesis, stabilization and acti-
vation of tumor suppressor p53, and induction of pro-
grammed cell death (Fig. 6B). the significance of ubi-
quinone regeneration within the respiratory chain for 
de novo pyrimidine biosynthesis is confirmed by the 
fact that, as recently established, the malaria parasite 
Plasmodium falciparum apparently maintains the ac-
tive mitochondrial electron transport chain exclusively 
for this purpose [9].

the results are in good agreement with data indicat-
ing that the DHODH inhibitor leflunomide/terifluno-
mide induces apoptosis in a number of human cancer 
cell lines [10–12]. However, according to [12], trans-
formed keratinocytes with the mutant p53 gene, which 
lack transcriptionally active p53, are more sensitive to 
apoptosis induced by teriflunomide than normal ke-
ratinocytes with wild-type p53. In normal human epi-
dermal keratinocytes (nHeK) a long-term exposure to 
teriflunomide was shown to induce cell cycle arrest at 

by the electron transport chain inhibition itself, but by 
the dysfunction of the cytochrome bc1 complex. It was 
demonstrated that this occurs due to the inhibition of 
dihydroorotate dehydrogenase, the only mitochondrial 
enzyme of the de novo pyrimidine biosynthesis path-
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Go/G1 due to an induction of the p53 regulated gene 
cDKn1A encoding the cyclin-dependent kinase inhibi-
tor p21. the response apparently reflects a cytoprotec-
tive role for p53 against teriflunomide-induced apop-
tosis [12]. treatment of human fibroblasts with PALA, 
another inhibitor of pyrimidine biosynthesis (n-phos-
phonacetyl-L-aspartate, transcarbamylase inhibitor), 
led to reversible cell cycle arrest, survival of cells ex-
pressing transcriptionally active p53, and apoptotic cell 
death in the absence of p53 [13–15]. It is assumed that 
under conditions of suppressed pyrimidine biosynthe-
sis, the cytoprotective properties of p53 (promoting the 
survival of normal cells with wild-type p53 and death 
of cancer cells with inactivated p53) may be used for 
anti-tumor therapy employing the proper inhibitors 
[12].

In contrast to the published data [12–15], the present 
work demonstrates that the suppression of DHODH ac-
tivity and impairment of de novo pyrimidine biosynthe-
sis lead to apoptosis induction in human colon cancer 
cells expressing transcriptionally active p53. Moreover, 
we had previously shown that Hct116 p53-/- cells (cells 
lacking p53) demonstrate significant suppression of ap-
optosis compared to wild-type Hct116 cells [5]. Hence, 
in the studied tumor cells, p53 does not perform the cy-
toprotective function, but instead it promotes apoptosis 
induction upon impairment of de novo pyrimidine bio-
synthesis. the discrepancy between our results and the 
results of [12–15] may be due to tissue-specific varia-
tions and requires further study.

Our findings, as one of the consequences, suggest 
a possible application of inhibitors of pyrimidine bio-
synthesis in malignant human colon tumors expressing 
wild-type p53.

concluSion
the mechanism of programmed cell death activation 
upon dysfunction of the mitochondrial respiratory 
chain has been investigated. It has been demonstrated 
that dysfunction of the mitochondrial enzyme dihy-
droorotate dehydrogenase, leading to blockage of the 
de novo pyrimidine biosynthesis pathway, activation 
of tumor suppressor p53 and, as a result, induction of 
p53-dependent apoptosis is the reason behind apoptosis 
induction in human colon cancer cells upon inhibition of 
the mitochondrial respiratory chain complex III.

the results disagree with the previously published 
data, according to which tumor suppressor p53 in 
human keratinocytes and fibroblasts plays the cy-
toprotective role and protects cells against apoptosis 
induced by inhibitors of pyrimidine biosynthesis. We 
have demonstrated that suppression of DHODH activ-
ity and impairment of de novo pyrimidine biosynthesis 
induce apoptosis in human colon cancer cells expressing 
transcriptionally active p53. In the studied cell lines, 
p53, in contrast, promoted apoptosis induction upon im-
pairment of de novo pyrimidine biosynthesis. the dis-
crepancy between our results and previously published 
results may be due to tissue-specific variations and re-
quires further study. the findings suggest a possible 
application of inhibitors of pyrimidine biosynthesis in 
human colon tumors expressing wild-type p53. 
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abStract Anthrax is a particularly dangerous infectious disease that affects humans and livestock. It is char-
acterized by intoxication, serosanguineous skin lesions, development of lymph nodes and internal organs, and 
may manifest itsself in either a cutaneous or septic form. The pathogenic agent is Bacillus anthracis, a gram-
positive, endospore-forming, rod-shaped aerobic bacterium. Efficacious vaccines that can rapidly induce a 
long-term immune response are required to prevent anthrax infection in humans. In this study, we designed 
three recombinant human adenovirus serotype-5-based vectors containing various modifications of the fourth 
domain of the B. anthracis protective antigen (PA). Three PA modifications were constructed: a secretable form 
(Ad-sPA), a non-secretable form (Ad-cPA), and a form with the protective antigen fused to the Fc fragment of 
immunoglobulin G2a (Ad-PA-Fc). All these forms exhibited protective properties against Bacillus anthracis. The 
highest level of protection was induced by the Ad-PA-Fc recombinant adenovirus. Our findings indicate that 
the introduction of the Fc antibody fragment into the protective antigen significantly improves the protective 
properties of the Ad-PA-Fc adenovirus against B. anthracis.
KeyWordS Bacillus anthracis, immunization, protective antigen, recombinant adenovirus.
abbreViationS Аd – adenovirus; PFU – plaque-forming unit; PA – protective antigen; Fc – Fc-fragment of 
IgG2a; IFA – incomplete Freund’s adjuvant; PBS – phosphate-buffered saline.

introduction
Bacillus anthracis is a gram-positive, endospore-form-
ing, rod-shaped aerobic bacterium that causes a dan-
gerous infectious disease that affects susceptible ani-
mals and humans. Human anthrax cases are reported 
every year in many countries. Anthrax spores penetrate 
the body and are absorbed by macrophages, which, in 
turn, migrate to the local lymph nodes [1]. Inside the 
macrophages, the spores evolve into a vegetative form, 
which causes progression of the generalized infection. 
Due to the B. anthracis pathogenicity, anthrax often 
becomes an acute, highly lethal disease, unless preven-
tive and curative interventions are undertaken on time 
[2–5].

even today, the problem of anthrax prevention re-
mains important, because of the yearly sporadic dis-
ease outbreaks with lethal outcomes in humans [6, 7]. In 
russia, a vaccine containing the acapsular strain StI-1 
is used for anthrax prevention. However, the live spore 
vaccine StI-1 has a number of disadvantages, includ-
ing the need for annual re-vaccinations, reactogenic-
ity, and absence of a strong immunity against certain 
field isolates circulating in russia [8–12]. the chemi-
cal vaccine used in the uSA is not an ideal option, as 
it requires six-dose vaccination series over 18 months 
to develop a strong immunity, which causes allergiza-
tion of the re-vaccinated organism. taking this factor 
into account, the issue of further exploring g anthrax 
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vaccines remains important both in the medical and 
veterinary practice: therefore, the search for means of 
specific anthrax prophylaxis continues.

One of the first attempts to use the adenoviral vec-
tor to immunize laboratory animals against B. anthracis 
was undertaken by a u.S. research group led by M.J. 
Mcconnell [13]. the researchers achieved expression of 
the secretable modification of the fourth domain of the 
protective antigen using the recombinant adenoviral 
vector and demonstrated that a single immunization of 
experimental animals with subsequent introduction of 
a lethal dose of the anthrax toxin provided 67% protec-
tion to Balb/c mice. these data indicated for the first 
time that adenoviral vectors carrying genes of the main 
protective antigen determinants could be successfully 
used for immunization against anthrax.

We generated recombinant adenoviruses capable 
of inducing a specific immune response against B. an-
thracis. the construct contained an insertion encoding 
a fusion protein consisting of the fourth domain of the 
protective antigen (РА) and the Fc-fragment of IgG2a. 
two recombinant adenoviruses were genetically engi-
neered as controls. the above-mentioned adenoviruses 
carried secretable and non-secretable modifications of 
the PA fourth domain. All three variants showed im-
munogenic and protective properties, inducing the 
synthesis of specific antibodies against B. anthracis. 
However, a recombinant adenovirus containing the in-
sertion encoding the fusion protein (Ad-PA-Fc) dem-
onstrated the highest level of protection in comparison 
with the controls Ad-sPA and Ad-cPA.

eXPerimental

Generation of recombinant adenoviruses
the codons in the gene encoding the protective anti-
gen were optimized by in silico analysis. the two most 
frequent amino acid triplets were used to modify the 
codons in the PA-Fc gene to be expressed in Mus mus-
culus cells. the most frequent codons of M. musculus 
were defined in accordance with the following data-
base: http://www.kazusa.or.jp/codon/. the modified 
nucleic acid sequence encoding the fourth domain of 
PA fused to the Fc-fragment of antibody was synthe-
sized by ZAO eurogen and delivered to us in the form 
of a pAtlas-PA-Fc plasmid.

the notI- and HindIII sites of the PA-Fc fragment 
were cloned into the shuttle vector pShuttle-cMV in 
order to obtain the shuttle plasmid pShuttle-cMV-
PA-Fc. After that, the plasmids pShuttle-sPA and 
pShuttle-cMV-cPA were retrieved via restriction and 
subsequent ligation. pShuttle-cMV-sPA was obtained 
via the splitting of pShuttle-cMV-PA-Fc with XhoI 
restriction endonuclease, followed by ligation of the 

sticky ends. the corresponding С-end XhoI restriction 
site sat in the sequence tAActcGAGtAAAAGctt 
in such a way that after the Fc-fragment restriction a 
new termination codon appeared. pShuttle-cPA was 
retrieved from the pShuttle-cMV-sPA plasmid by de-
leting the site containing the leader sequence peptide 
tpa using the notI and ndeI restriction endonucleases.

the method of homologous recombination was 
used to generate the replication-defective adenovi-
ruses Ad-PA-Fc, Ad-cPA, Ad-sPA. For this purpose, 
the plasmids pShuttle-cMV-PA-Fc, pShuttle-cMV-
cPA, and pShuttle-cMV-sPA were linearized by 
PmeI, mixed with the pAd-easy (Adenoviral vector 
system, Stratogen), and then cotransformated into E. 
coli (BJ5183 strain). the obtained recombinant clones 
were used to extract plasmid DnA, whose molecular 
weight was later assessed. the E. coli of the DH5alpha 
strain were transformed with plasmids larger than 
20 kbp due to the fact that this strain, unlike BJ5183, 
allows one to produce preparative amounts of the re-
combinant plasmids. the purified plasmid clones were 
analyzed both by splitting with the HindIII restriction 
endonuclease and Pcr.

At the next step, we studied the infectivity of the 
described plasmids to permissive cells. cells of the 293 
line were transfected with the plasmids pAd-PA-Fc, 
pAd-sPA, and pAd-cPA, all linearized by PacI-sites. 
transfection was performed in a 24-well plate using 
Lipofectamine 2000 (Invitrogen). ten days after the 
transfection, the cells were collected and subjected 
to a freeze-thaw cycle; the obtained lysate containing 
recombinant adenoviruses was used to infect 293 cells 
in a 35-mm dish. After 5 days, specific lysis caused by 
the cytopathic effect of the recombinant viruses was 
detected. the lysate was used to extract DnA and per-
form an analysiss with Pcr. the cell lysate was dem-
onstrated to contain DnA of the recombinant human 
adenovirus serotype 5 carrying insertions that encode 
the protective antigen.

Virus accumulation
to accumulate recombinant adenoviruses serotype 5, 
we used a culture of 293 cells. A cell monolayer with a 
confluence of 50–70% was infected with the lysate of 
293 cells, which, in turn, had been previously infected 
with recombinant Аd with a concentration of 107 PFu 
per 15-cm plate. After 48 h, we collected the infected 
cells, concentrated them by low-speed centrifugation, 
suspended them in a buffer (0.01 М trisHcl pH 8.0, 
0.01 M nacl, 5 мМ eDТА), and disrupted them by triple 
freezing-thawing. the obtained suspension was centri-
fuged at 2000 rpm over 10 min at +4°С; the pellet was 
removed. the supernatant recombinant adenoviruses 
were purified via cesium chloride equilibrium density 
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gradient centrifugation. As a result, we obtained 3 re-
combinant human adenoviruses serotype 5 carrying 
different insertions: Ad-cPA, Ad-sPA, and Ad-PA-Fc. 
Dilution of the recombinant adenovirus product was 
estimated by means of the plaque-forming method us-
ing HeK-293 cells.

Expression of the recombinant proteins-
based adenovirus vector
expression of three recombinant proteins contain-
ing the B. anthracis protective antigen was analyzed 
by Western blotting with monoclonal antibodies. A 
specimen of the protective antigen purchased from 
calbiochеm (176908-100uG) was used as a positive 
control. A549 cells were transduced with recombinant 
adenoviruses; after 48 h, expression of the protective 
antigen in the supernatant and lysed cell pellet was as-
sessed. to analyze the Fc-domain of the antibody with-
in the fusion protein, we resorted to Western blotting 
with anti-species antibodies against mice IgG, conju-
gated to horseradish peroxidase (Amersham).

Production of the protective antigen in E. coli
A plasmid carrying the gene of the receptor domain was 
designed with the use of the commercial vectors puc19 
and pet28b (novagen). We used total DnA extracted 
from the B. anthracis strain 71/1 as a matrix. the clon-
ing was performed with ndeI and ecorI as restric-
tion sites. the forward and the reverse primers used 
for PAGr4 were GAGAtcAtAtGGttGGGGcG-
GAtGAG and AtctcGAAttcttAtcctAtctcAt-
AGcc, respectively. Pcr fragments were extracted 
using kits (Ge, Inc.) in accordance with their specifica-
tions. Fragments obtained after the restriction by ndeI 
and ecorI sites (Fermentas) were subcloned into the 
puc19 vector (E. coli JM109 was a recipient), and then 
into the pet28b vector. to extract the recombinant 
proteins, E. coli BL21 were transformed with the de-
signed vectors. the bacterial culture grew first in a LB 
medium until OD600

 = 0.6–0.8, then for 3.5–4 h with 
IPtG (Sigma) at a concentration of 10 mM. After that, 
we centrifuged the bacterial mass for 15 min at 8000 g 
and then re-suspended the bacterial pellet in PBS. Sub-
sequently, we sonicated the cells (in 3 steps, 30 s each, 
by an MSe disintegrator (england)) and extracted in-
clusion bodies by centrifugation for 40 min at 20000 g. 
the obtained pellet of inclusion bodies was dissolved 
in a 8-M urea solution; recombinant proteins were ex-
tracted according to a specification to ni-ntA-sepha-
rose (Invitrogen), using thrombin (Sigma).

Immunogenicity
Immunogenicity of the recombinant adenoviruses 
encoding B. anthracis antigens was assessed in mice. 

Balb/c mice were immunized with recombinant aden-
oviruses twice within an interval of 2 weeks. A native 
protective antigen fused to an incomplete Freund’s 
adjuvant was employed as the positive control and ad-
ministered by subcutaneous injection. A recombinant 
adenovirus without the antigen (Ad-null) served as 
the negative control. recombinant adenoviruses were 
administered intranasally at a dose of 4.6 × 109 PFu/
mouse and in a volume of 100 μl. two weeks follow-
ing the second immunization, we drew blood samples, 
extracted serum, and performed its examination for 
antibodies.

Immunization
the recombinant adenoviruses were introduced into 
the experimental animals intranasally at a dose of 
15 × 109 PFu/mice. the protective antigen with the 
Freund’s adjuvant was injected subcutaneously at a 
dose of 8–10 μg. 

Experimental animals
We used female Balb/c mice with a weight of 20 g. 

Challenge
to assess the protective ability of the potential ge-
netic vaccine, the immunized animals were infected 
by means of intraperitoneal inoculation of the test cul-
ture at a dose of 4 LD

50
. An acapsular strain Sterne B. 

anthracis was employed as an infectious agent. Both 
the experimental and control groups of animals were 
monitored for 10 days following the infection. All ex-
periments involving animals were carried out at the 
national research Institute for Veterinary Virology 
and Microbiology of russia, russian Academy of Agri-
cultural Sciences (rAAS).

Statistical analysis
the statistical analysis of the results was performed 
in Statistica 6.0. the results of the comparison of the 
experimental and the control group were considered 
statistically reliable at p<0.05. the survival rate was 
evaluated using the Mann–Whitney u-test. 

reSultS and diScuSSion

Design of the recombinant adenoviruses
the amino acid and nucleotide sequences of the fourth 
domain of the PA antigen were derived from uni-
ProtKB/Swiss-Prot P13423 and GenBank M22589.1. 
Analysis of the РА codons of B. anthracis showed that 
many codons did not suit well for expression in eu-
karyotic cells. the most frequent codons of B. anthracis 
and M. musculus were defined according to the codon 
usage database http://www.kazusa.or.jp/codon/. In 
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order to achieve a high rate of protein production, the 
codons were optimized to be translatable in the M. mus-
culus cells. the amino acids and nucleotide sequences 
of the Fc-fragment of IgG2a were obtained from uni-
ProtKB/Swiss-Prot P01863 and GenBank V00798.1. 
A 12-membered glycine-serine spacer was inserted 
between the PA antigen and Fc-fragment of the an-
tibody (Fig. 1). three shuttle vectors were designed on 
the basis of one pShuttle-cMV-PA-Fc plasmid with a 
number of fragments consecutively deleted. 

Properties of in vitro synthesized 
Ad-cPA, Ad-sPA, and Ad-PA-Fc
In order to obtain data on the expression and secretion 
of PA as part of a recombinant adenovirus, A549 cells 
were retransduced with three adenovirus constructs. 
the fourth domain of PA, produced in e. coli, was em-
ployed as the positive control. After 48 h of incubation, 
we assessed the presence of the fourth domain of PA in 
both the supernatant and pellet left after the infected 
cells (Fig. 2). the supernatant of the cells transduced 
with the recombinant adenoviruses Ad-sPA and Ad-
PA-Fc (lanes 3, 4), as well as the lysed cells transduced 
with the recombinant adenovirus Ad-сPA (lane 2), con-
tained the mentioned domain. the purified PA fourth 
domain synthesized in E. coli also showed a positive re-
sult (lane 1).

Immune response induced by the recombinant 
adenoviruses Ad-cPA, Ad-sPA, and Ad-PA-Fc in vivo
the immune response to the PA fourth domain ex-
pressed as part of the recombinant adenoviruses was 
studied on Balb/c mice. the mice were immunized 
twice within an interval of 2 weeks. ten days follow-
ing the second immunization, mouse blood was exam-
ined for specific antibodies against the PA in the serum 
by means of eLISA (Fig. 3). An unexpected result was 
that the blood serum of mice infected with Ad-cPA re-
vealed a high level of specific antibodies similar to that 
observed in the mice immunized with the РА fused to 
the incomplete Freund’s adjuvant. the blood serum 
of mice infected with Ad-sPA and Ad-PA-Fc demon-
strated almost the same concentration of specific РА 
antibodies, which was lower than that for Ad-cPA.

Defining subclasses of the specific IgG
the sera obtained at the previous step were also tested 
for subclasses of the specific IgG to the РА-antigen 
(Fig. 4). It was demonstrated that all recombinant ad-
enoviruses induced a high-level production of IgG2a 
and IgG1 (Fig. 4А, B). the blood serum of the mice im-
munized with Ad-cPA and Ad-Fc-PA contained an-
tibodies of the IgG2b subclass (Fig. 4D). none of the 
mice groups, including that of the positive control, re-
vealed IgG3 in their blood serum (Fig. 4C). It is inter-

Deletion of the E1-region of 
adenovirus genome
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tpa PA SP Fc
N- -C Ad-PA-Fc
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Fig. 1. Layout of the recombinant adenovirus genome 
carrying the protective antigen of B. anthracis. a – human 
recombinant adenovirus serotype 5 genome. Expression 
cassette is inserted into where the E1 region was deleted. 
CMV – cytomegalovirus promoter; pА – polyadenylation 
signal. B – antigen schematic structure; tpa – tissue plas-
minogen activator, PA – protective antigen, SP – glycine 
serine spacer, Fc –Fc-fragment of the IgG2a antibody
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Fig. 2. Results of PA detection carried out by means of 
Western blotting. 1 – purified fourth domain of the recep-
tor antigen produced in E. coli; 2 – lysate of the cells 
infected with Ad-cPA; 3 – supernatant of the cells trans-
duced with Ad-sPA; 4 – supernatant of the cells trans-
duced with Ad-PA-Fc
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Fig. 3. Results of anti-PA antibodies 
in the blood serum of mice immu-
nized with recombinant adenoviruses 
by ELISA. Ad-PA-Fc – recombinant 
adenovirus containing the PA fused 
to the Fc-fragment of IgG2a; Ad-
сPA – recombinant adenovirus 
containing a non-secretable form of 
PA; Ad-sPA – recombinant adenovi-
rus containing the secretable form of 
PA. Positive control – the PA protein 
fused to an incomplete Freund’s 
adjuvant. Negative control – phos-
phate buffered saline (PBS)
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recombinant adenovirus containing the protective antigen fused to the Fc-fragment of IgG2a; Ad-сPA – recombinant 
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esting to mention that immunization with the РА fused 
to the incomplete Freund’s adjuvant failed to induce 
the production of IgG2a, but it triggered that of IgG2b 
and IgG1 subclasses. 

Examination of the protective abilities of the 
recombinant adenoviruses by the control challenge
to assess the protective ability of the humoral immune 
response induced by the designed recombinant aden-
oviruses, we infected the immunized mice with a le-
thal dose of the B. anthracis, Sterne strain (4 LD

50
). In a 

week, 80% of the control group animals vaccinated with 
the recombinant adenovirus without insertion (Ad-
null) died. All the constructs with the protective anti-
gen provided protection against B. anthracis in 80–90% 
of the animals (Table 1).

the duration of a strong immunity against anthrax 
was preliminary estimated as follows (Fig. 5). Balb/c 
mice were immunized with the recombinant adenovi-
ruses at a dose of 4.6 × 109 PFu/mouse within an inter-
val of two weeks. eighty-eight days later, they were 
infected with B. anthracis of the Sterne strain (4 LD

50
). 

Table 2 shows that after the introduction of B. anthra-
cis of the Sterne strain, 90–100% of the mice vaccinat-
ed with the recombinant adenoviruses survived. Mice 
immunized with Ad-PA-Fc demonstrated a stronger 
immunity than those immunized with Ad-sPA and 
Ad-cPA. Moreover, animals immunized with Ad-sPA 

and Ad-cPA lost weight and showed signs of sickness, 
unlike those immunized with Ad-PA-Fc.

diScuSSion
In 2003 Y. tan designed the first recombinant adeno-
virus serotype 5 encoding a protective antigen modi-
fied to be expressed in human cells [14]. It was dem-
onstrated that intramuscular introduction of 109 viral 
particles induced the production of anti-РА-antibodies 
in an amount 2.7 times higher than that produced upon 
immunization with the subunit human vaccine used in 
the uSA. It is remarkable that the recombinant adeno-
virus induced a faster humoral immune response than 
the subunit vaccine. When immunization was followed 
by administration of the anthrax toxin, mice immu-
nized with the recombinant adenovirus demonstrated 
immunity in 75% of cases, whereas the subunit vaccine 
provided protection only in 25% of cases. 

In 2005, the same authors performed an analogous 
study for the recombinant adenovirus serotype 7 [15]. 
they demonstrated that the preexisting immune re-
sponse to adenovirus serotype 5 in mice can be overrid-
den by an adenovirus of a different type and that this 
allows one to protect animals from a lethal dose of the 
anthrax toxin.

A similar feature is that not the entire amino acid 
sequence of the PA was employed as an antigen, but 
only its fourth domain. the reason behind this was 

Table 1. Protective ability of genetic vaccines based on the recombinant adenoviruses in Balb/c inbred white mice as a 
model

Group of animals Immunizing 
product Balb/c mice Survived Died Protection, %

1 PA + IFA 10 3 7 30

2 Ad-PA-Fc 10 9 1 90

3 Ad-cPA 10 8 2 80

4 Ad-sPA 10 8 2 80

5 Ad-null 10 2 8 20

Fig. 5. Schematic view of the protection of immunized animals against B. anthracis. Recombinant adenoviruses were ad-
ministered intranasally at a dose of 4.6 × 109 PFU/mouse, in a volume of 100 µl. Native PA protein with an incomplete 
Freund’s adjuvant was employed as a positive control

First  
immunization 

Second  
immunization

Challenge Account  
of survived animals

14 days 88 days 10 days
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that the mentioned domain was essential for binding 
the cell receptor: so, one could achieve a protective im-
mune response by blocking the domain with antibodies. 
For example, Z. Yu et al. designed two plasmids car-
rying codes of secretable and non-secretable forms of 
the PA fourth domain [16]. After the immunization of 
animals with these plasmids, an increase in the IFn-γ 
level was observed along with the secretion of anti-РА-
antibodies. the authors of another study, J. Mcconnell 
et al. [13], achieved expression of the PA fourth domain 
encoded by the adenoviral vector. At a single immuni-
zation with subsequent introduction of a lethal dose of 
the anthrax toxin, experimental animals demonstrated 
immune protection in 67% of cases. the next study by 
the same authors was devoted to the protective effect 
of the recombinant adenovirus in mice infected with a 
lethal dose of the vaccine strain 34F2 [17]. they resort-
ed to prime-boost immunization. Priming with plasmid 
DnA followed by boosting with the recombinant aden-
ovirus, as well as priming with recombinant adenovirus 
followed by boosting with the recombinant adenovirus, 
fully protected mice against B. anthracis. these results 
indicate that vaccination with the recombinant adeno-
virus protects against anthrax infection, and that this 
approach can be effective in immunization against bac-
terial and viral pathogens.

the remarkable feature of our study was that we 
demonstrated that dimerization of the protective an-
tigen with the Fc-fragment of the antibody increases 
the immunogenicity of the former and the ability of 
the above-mentioned fragment to bind specifically to 
macrophages through Fc-receptors and activate the 
complement system via the classical pathway.

the dimer-forming ability allows two antigen deter-
minants to reside in the same particle, which increases 
the immunogenicity of the fusion protein [18, 19]. Ac-
tivation of multichain immune recognition receptors 
(MIrr receptors) is probably a mechanism inducing the 
increase in immunogenicity. When ligands bind, MIrr 

receptors transduce the signal via ItAMs, whose acti-
vation leads to the merging of immune complexes and 
to the merging of endosomes with MHcII-containing 
vesicles [20, 21].

On the other hand, if the unit of the fusion protein 
capable of oligomerization or the antigen itself can in-
teract with the pattern recognition receptor, this helps 
increase immunogenicity up to a maximum and to 
avoid additional adjuvants [18]. As a result, the pro-
tein capable of oligomerzation acts as a “molecular ad-
juvant.” In our study, we added the Fc-fragment of 
IgG2a of M. musculus to the protective antigen in the 
fusion protein. the Fc-fragment of the antibody can ac-
tivate the classical pathway of the complement system, 
whose pattern recognition receptors (Pr) deliver an 
essential co-stimulatory signal [22]. the combined ac-
tions of MIrr and Pr receptors in the same cell result 
in the presentation of the antigen peptides to helper t 
lymphocytes, which can assist both Т- and В-cells. Pos-
sibly, this is the reason as to why the above-mentioned 
recombinant adenovirus carrying PA-Fc provides a 
stronger protection than Ad-sPA and Ad-cPA (see Ta-
ble 1).

Another aspect that is important to mention is the 
use of an adenovirus vector as a carrier of the synthe-
sized gene. Due to the fact that the gene is synthesized 
inside the cells transduced with the recombinant ad-
enovirus, some antigen molecules undergo processing 
and peptide presentation, together with MHc I mol-
ecules. the complexes that are formed on activated 
cells induce cytotoxic t-lyphocytes, which aid in the 
protection against intracellular pathogens, includ-
ing B. anthracis [14, 15, 23]. In our study, in order to 
estimate the activity of cytotoxic t-lymphocytes, we 
designed the recombinant adenovirus Ad-cPA carry-
ing a non-secretable modification of the protective an-
tigen and showed it to protect 89% of experimental ani-
mals (Table 2). On the other hand, the secretable form 
of the protective antigen (Ad-sPA) provided almost 

Table 2. Protective ability of genetic vaccines based on the recombinant adenoviruses in Balb/c inbred white mice as a 
model

Group of animals Immunizing 
product Balb/c mice Survived Died Protection, %

1 Ad-PA-Fс 9 9 0 100

2 PA + IFA 9 9 0 100

3 Ad-sPA 9 8 1 89

4 Ad-cPA 9 8 1 89

5 Ad-null 9 1 8 11.1

6 PBS 9 1 8 11.1
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the same level of protection without “molecular adju-
vants.” thus, the results we obtained fully correlate 
with those obtained by other groups of researchers [16]. 
We assume that the use of the recombinant adenoviral 
vectors Ad-sPA and Ad-cPA helps to induce antigen-
specific cytotoxic t-lymphocytes.

In the present study we resorted to the intranasal 
introduction of adenoviral vectors, because it is this 
particular way of delivering recombinant adenovi-
ruses that helps to override the preexisting immune 
response to the vector [24]. Intranasal introduction 
has a number of advantages in comparison with other 
ways: it is a needle-free, non-invasive and painless 
procedure that requires no medical staff and can be 
performed by the vaccinated individuals themselves. 
In addition, the data obtained by J. Zhang et al. [24] 
demonstrated that a single intranasal immunization 
with a recombinant adenoviral vector carrying the 
gene of the protective antigen protects mice against 
B. anthracis on condition of preexisting immune re-
sponse to the adenoviral vector.

It is interesting to note that immunization with re-
combinant adenoviruses induces IgG to belong to the 
same class as the protective antigen. Our experiments 
revealed antibodies belonging to the subclasses that 
are produced at an immune response of the th1 type 
(characterized by the highest level of IgG2a antibod-
ies), whereas when an incomplete Freund’s adjuvant 
is used, an immune response of the th2 type (charac-
terized by the highest level of IgG2b antibodies) is in-
duced. One may assume that this was the reason as to 
why mice immunized with the recombinant adenovi-
ruses during the first experiment were better protect-
ed than those from the positive control group (Fig. 4) 
(Table 1). Our results correlate with the data of Y. tan 
et al. [14], who demonstrated an analogous profile of 
the antibody subclasses upon adenoviral immuniza-
tion. A remarkable distinction of our study was the to-
tal absence of IgG3, whereas Y. tan’s group detected 

the above-mentioned subclass, even though in a lesser 
amount than that of other IgG.

It is remarkable that there can be two classes of an-
tibodies produced in response to the B. anthracis pro-
tective antigen. the first type of antibodies are able 
to bind single molecules of the protective antigen and 
neutralize them, i.e., to sterically block protein-protein 
interactions between the PA molecules. Antibodies 
of the second type interact only with the oligomeric 
complexes of the protective antigen and change their 
structure in such a way that those are no longer able to 
interact with the receptors on the cell surface [25]. this 
means that antibodies of the second type are produced 
only in the presence of oligomerized molecules of the 
antigen, a complex of which threads through the mem-
branes of eukaryotic cells. Since the fourth domain of 
PA resides on the С-end of the protein, and in our con-
struct (PA-Fc) it resides on the n-end (to provide the 
Fc-fragment of the antibody with a higher functional 
activity), we designed a recombinant adenovirus car-
rying the Fc-fragment at the n-end of the protein and 
the fourth domain of PA – at the С-end of the protein. 
the designed recombinant adenovirus (Ad-Fc-PA) was 
studied in the described experiments. It was shown 
that it exhibited the same immunogenic and protective 
properties as the recombinant adenovirus Ad-PA-Fc 
(data are not presented).

concluSionS
We have shown that immunization with the recom-
binant adenovirus protects against the acapsular strain 
of B. anthracis. Ad-PA-Fc carrying the Fc-fragment of 
the antibody fused to the protective antigen provides 
a higher level of protection compared to Ad-sPA and 
Ad-cPA. Besides, immunization with Ad-PA-Fc can 
confer full immunity to mice during the following three 
months. Our plans for the future are to experiment on 
guinea pigs with sporules of endospore-forming strains 
of B. anthracis. 
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abStract A method for effective development of solid-phase immunoassays on a glass surface and for optimiza-
tion of related protocols by highly sensitive quantitative monitoring of each assay step has been proposed and 
experimentally implemented. The method is based on the spectral correlation interferometry (SCI) that allows 
real-time measuring of the thickness of a biomolecular layer bound to the recognition molecular receptors on 
the sensor chip surface. The method is realized with compact 3-channel SCI-biosensors that employ as the sen-
sor chips standard cover glass slips without deposition of any additional films. Different schemes for antibody 
immobilization on a glass surface have been experimentally compared and optimized toward a higher sorption 
capacity of the sensor chips. Comparative characterization of the kinetics of each immunoassay stage has been 
implemented with the optimized protocols: i) covalent immobilization of antibody on an epoxylated surface and 
ii) biotinylated antibody sorption on a biotinylated surface via a high-affinity biotin-streptavidin bond. We have 
shown that magnetic nanoparticles employed as labels with model detection of cardiac troponin I further am-
plify the SCI signal, resulting in 100-fold improvement of the detection limit. The developed protocols can also 
be used with the alternative immunoassay platforms, including the label methods based on registration of only 
the final assay result, which is the quantity of bound labels. 
KeyWordS Label-free biosensors, interferometry, sensor chips, surface functionalization, surface epoxylation, 
surface biotinylation, efficiency of biomolecular immobilization, immunoassay, magnetic nanoparticles, cardiac 
troponin I.
abbreViationS AR – analytical grade; APTES – (3-Aminopropyl)triethoxysilane; BSA –bovine serum albumin; 
cTnI – cardiac troponin I; DMF – dimethylformamide; GLYMO – (3-glycidyloxypropyl)trimethoxysilane; MNP – 
magnetic nanoparticles; PBS – phosphate buffered saline; SCI – spectral correlation interferometry.

introduction
In recent years much attention has been focused on 
studies of methods for the identification of the pro-
tein markers of diseases in complex biological fluids 
such as blood, serum, saliva and others. the develop-
ment of immunoassay methods for detection of these 
substances is of high importance for clinical [1] and 
emergency [2] diagnostics, control of treatment effi-
ciency [3], discovery of new specific antigens as dis-
ease markers [4], drug development [5–7], etc. One of 
the most common immunoassay formats [8] that pro-
vides high sensitivity, accuracy, and specificity is the 
solid phase sandwich immunoassay [9, 10]. It is based 
on formation of a “capture antibody-antigen-tracer 
antibody” complex on the solid phase, which is pos-

sible only in the presence of the antigen under test. 
the result is recorded with the use of different labels 
(enzymatic [11], latex [12], gold [13], magnetic [14, 15] 
and others) conjugated with tracer antibodies either 
covalently or by a highly affine intermediate bond, 
e.g., antibody-antigen [16], biotin-streptavidin [17], or 
barnase-barstar [18, 19].

the key characteristics of immunoassays (detec-
tion limit, linear and dynamic range, sensitivity, and 
specificity) depend on the selected antibodies, mode of 
their immobilization on the solid phase, square of the 
solid phase surface, incubation time and concentra-
tion of immunoreagents, as well as on the composition 
of the buffer and stabilizing solutions [20]. If one uses 
the label-based methods, the contribution of each of 
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the mentioned parameters can be estimated only at 
the final stage of the immunoassay. Label-free opti-
cal methods can substantially increase the efficien-
cy of development of immunoassay protocols due to 
real-time monitoring of all stages of the biochemical 
reactions and through reducing the assay duration 
and number of operations. the methods that employ 
expensive sensor chips with precisely deposited gold 
films [21, 22], optical dielectric films with a regulated 
refractive index [23], porous silicon structures with 
a fixed porosity depth [24] can be named among the 
most commonly used techniques. As a result, many 
methods are too costly compared to the conventional 
eLISA for diverse applications that require disposable 
consumables.

earlier, we proposed the original methods of spectral 
phase [25, 26] and spectral correlation interferometry 
[27–29] for registration of biomolecular interactions on 
the surface of plane-parallel transparent plates, e.g., in-
expensive glass cover slips, either without any coating 
or coated with thin films typical for the surface layers 
of biosensor chips. these methods were successfully 
employed for quantitative detection of conformation-
al changes in polymers [30], identification of disease 
markers in blood serum [31], pyrethroids in environ-
mental monitoring [32], and discovering the functional 
mechanisms of drugs [33].

this work was aimed at developing a method for op-
timization of sandwich-type immunoassays using real-
time monitoring of each assay stage with the spectral 
correlation interferometry. Optimization of the mag-
netic immunoassay [15, 34, 35] that employs magnetic 
nanoparticles as labels has been performed as an ex-
perimental demonstration of the developed method.

eXPerimental

Reagents
A complex of subunits of the cardiac troponins I, t and 
c, monoclonal antibodies to cardiac troponin I (clones 
19c7 and 16A11), conjugates of monoclonal antibodies 
to cardiac troponin I (clones 19c7 and 16A11) with bi-
otin were kindly provided by prof. A.G. Katrukha (Im-
munology Group at Moscow State university, Moscow). 
(3-Aminopropyl)triethoxysilane, (3-glycidyloxypropyl)
trimethoxysilane, and biotin n-hydroxysuccinimide es-
ter were purchased from Sigma Aldrich (uSA); com-
mercially available nanoparticles of ~50 nm composed 
of several crystals of ferric oxide and covered with a 
polymeric coating with covalently conjugated recog-
nition biomolecules of streptavidin or monoclonal rat 
anti-mouse antibodies to isotype IgG1 were obtained 
from Miltenyi Biotec (Germany) . Other reagents were 
at least of analytical grade.

Characterization of magnetic nanoparticles (MNP)
Microphotographs of MnP were made using a JeOL 
JeM-2100 transmission electron microscope with an 
accelerating voltage of 200 kV.

The method of spectral correlation 
interferometry (SCI)
the spectral correlation interferometry (ScI) method 
described in detail in refs. [27-29] employs two Fabry–
Pérot interferometers in an original optical setup with 
the use of superluminescent diode radiation. the first 
interferometer base (distance between the mirrors) is 
periodically changed by a piezoelectric driver. A trans-
parent plane-parallel plate made, for instance, of glass 
or plastic without any coating or with partially trans-
parent films deposited on its surface, serves as the sec-
ond interferometer and, simultaneously, as the sensor 
chip. In this work, a glass cover slip with immobilized 
receptor molecules on its surface is used as the sensor 
chip. It has been shown that such slips with a thick-
ness of 100 μm can perform as acceptable Fabry–Pérot 
interferometers if the size of each separate registration 
area is 2–8 mm. Within such a distance, the thickness 
variations of the standard cover slips are less than a 
quarter of the radiation wavelength.

the ScI method uses the interference between a 
reference beam reflected from the lower surface of the 
cover slip and a probe beam reflected from the upper 
glass surface with biorecognition molecules (Fig. 1A). 
During the biochemical reaction under study, biomol-
ecules from the solution (ligands) bind to the receptor 
molecules on the sensor chip, thus increasing the opti-
cal path of the probe beam reflected from the “liquid-
biolayer” interface. the result of interference of these 
two beams depends on the biological layer thickness, 
whose variations during the reaction are calculated us-
ing the changes in the phase of the correlation signal 
while scanning the base of the first interferometer.

the ScI method is realized as the Picoscope® family 
of devices (Fig. 1B), which allows real-time registra-
tion of the dynamics of the molecular reactions on the 
surface of the cover slips with the picometer resolu-
tion of thickness averaged over the observation spot 
[28]. In the used instrument realization, the sensor chip 
was placed inside the device and covered with a cu-
vette that provided three independent channels. each 
channel was connected to a flow system that provided 
the reagent supply along the upper surface of the slip. 
the channel height was 0.1 mm; linear dimensions were 
3.5 × 1.7 mm. the reagents were supplied at 7.5 μl/min 
at room temperature. the optical detection in each 
channel was performed using the spectrum of inter-
fering beams reflected from the lower surface of the 
sensor chip in a registration spot of 1 mm2 in the cen-
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tral part of the channel. Picoscope® allows one to use the 
sensor chips with preliminarily immobilized antibodies 
[28]. In this work, the immobilization was performed 
directly in the flow inside the device to permit quanti-
tative monitoring.

Cleaning the glass slip surface
the chemical modifications of the glass surface de-
scribed below were performed according to the tech-
niques developed for the detection of the cardiac tro-
ponin concentration based on the approaches discussed 
in [32].

In order to clean and increase the density of hydroxyl 
groups on the surface, the cover slips were washed 
with methanol and immersed in a 1 : 3 solution of 30% 
hydrogen peroxide and 95% sulfuric acid for incubation 
for 40 min at 70°С. the slips were then washed thrice 
with tri-distilled water and twice with methanol. After 
the cleaning, the slips were immediately subjected to 
further chemical modification. 

Amination of the glass slips and 
antibody immobilization
Aminated glass slips were prepared as follows: the 
cleaned glass slips were immersed in a 3% APteS solu-
tion in methanol and incubated overnight at room tem-
perature, washed thrice in isopropanol, and dried. the 
aminated slips were stored at room temperature until 
usage.

For covalent immobilization, 5 μl of the antibody 
(1 mg/ml) was mixed with 1 mg of 1-ethyl-3-(3-
dimethylaminopropyl)carbodiimide (eDc), 2 mg n-
hydroxysuccinimide (nHS) and 35 μl of a 10 mM phos-
phate buffer (pH 5.0), and incubated for 15 min. next, 
160 μl of phosphate buffered saline (PBS), pH 7.4, was 
added and the resulting solution was passed over the 
surface of the aminated glass slips in the flow system of 
the Picoscope® biosensor for 10 min.

Epoxylation of the glass slips and 
antibody immobilization
the clean glass slips were immersed in a 5% GLYMO 
solution in methanol and incubated for 16 h at room 
temperature. the slips were then washed thrice in iso-
propanol and dried in an exsiccator for 1 h at 105°С. the 
slips were stored at room temperature until usage. Im-
mobilization of antibodies was performed directly in 
the flow system of the device by passing the respective 
antibody solution of 25 μg/ml in PBS over the glass slip 
surface.

Biotinylation of the glass slips and 
antibody immobilization
the aminated glass slips were immersed in a solution 
containing a 10 mM biotin n-hydroxysuccinimide es-
ter and 500 mM triethylamine in dimethylformamide 
(DMF) for 2 h at room temperature. Following wash-
ing with DMF and methanol, the slips were dried and 

Fig. 1. The SCI principle. Changes in the optical thickness of a biolayer on a glass surface are recorded by a spectrum of 
interfering beams reflected from the sensor chip (A): 1 – air; 2 – microscopic glass cover slip; 3 – test solution; 4 – flow 
channel; 5 – receptor molecules; 6 – incident beam of superluminescent diode; 7,9 – reflected beams; 8 – position 
of the reflected beam before a biochemical reaction; 10 – detected biomolecules. (B): Photo of a three-channel Pico-
scope® biosensor
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stored at room temperature until usage. For antibody 
immobilization, the solutions of streptavidin and the 
respective biotinylated antibody both at a concentra-
tion of 25 μg/ml in PBS were consecutively passed 
over the glass slip surface in the flow system of the 
device, both processes being monitored by a senso-
gram that showed the thickness increase of the bio-
molecules on the surface.

Carboxylation of the glass slips and 
antibody immobilization
the aminated glass slips were immersed in a solution 
containing 15 mM succinic anhydride in DMF for 2 h. 
After triple washing in DMF, the slips were dried and 
stored at room temperature until usage. then, the slips 
were immersed in a mix of 10 mМ eDc and 15 mМ 
nHS in DMF for 15 min. After washing in DMF, the 
slips were dried. the sorption of the capture antibody 
at a concentration of 25 μg/ml in PBS was performed 
in the flow system of the device, along with control of 
the layer thickness averaged over the sensing area.

Immunoassay for troponin detection
the following immunoreagent solutions in PBS (pH 7.4) 
were consecutively passed over the biotinylated surface 
of the sensor chip: 1) streptavidin – 25 μg/ml, 2) bi-
otinylated capture antibody (clone 19c7) to troponin – 
25 μg/ml, 3) a complex of subunits of the cardiac tro-
ponins I, t and c with the addition of 100 μg/ml BSA 
and 0.01% glycine, 4) tracer antibody (clone 16A11) to 
troponin – 25 μg/ml, and 5) magnetic particles with 
0.1% BSA. Between the immunoreagents, PBS was 
passed for 3 min for washing. the immunoassay on the 
aminated, epoxylated, and carboxylated surfaces of the 
sensor chips was done in the same way but a 25 μg/ml 
solution of the native capture antibody (clone 19c7) to 
troponin was passed instead of steps 1 and 2 . the de-
tection limit was calculated by the 2σ criterion as the 
minimal antigen concentration at which the recorded 
signal exceeded the signal of the negative control in 
the absence of the antigen for at least two values of the 
standard deviation of the signal of the negative con-
trol. 

Determination of the observed 
kinetic association constant
Determination of the observed kinetic association con-
stant was based on the theoretical model of equilibri-
um association [36] adapted to the biosensor system in 
use. the values of the kinetic constants of association 
ka

 and dissociation k
d
 as well as of the maximal signal 

R
max 

were chosen to provide best fitting of the observed 
sensogram sections during passing the analyte at con-
centration C to the approximating function:

R
t 
= Ck

a
R

max
{1–exp[–(Ck

a 
+ k

d
)t]}/(Ck

a 
+ k

d
).

reSultS and diScuSSion

Subject of the study
cardiac troponin I (ctnI) was chosen as a model antigen 
for demonstration of the immunoassay. ctnI is a spe-
cific marker of myocardial infarction [37]. It is localized 
in the cardiac muscle and participates in the regulation 
of its contraction. upon injury of the cardiac muscle, 
troponin I enters the bloodstream [38], and its presence 
in blood allows one to distinguish acute myocardial inf-
arction from other diseases with similar symptoms. the 
normal presence of this cardiomarker in the blood of 
healthy donors estimated by the 99th percentile of the 
control group slightly varies between tests from dif-
ferent manufacturers and accounts for 0.01–0.1 ng/ml 
[39]. troponin concentration starts increasing in the 
first hours from myocardial infarction, reaches its 
peak in 24–48 h, when it can exceed 1000 ng/ml [40], 
but then returns to a normal level after 5–14 days [41]. 
Moreover, this marker helps to estimate the risk of car-
diovascular diseases in healthy persons, as well as com-
plications in the postinfarction period [42]. currently, 
antibodies to ctnI have been developed that demon-
strate low cross-reactivity and high specificity [43], and 
they are commercially available. Despite a considerable 
number of techniques proposed for ctnI registration 
[44], the extremely high requirements to detection of 
this substance still dictate the demand for new, faster 
and more sensitive approaches. therefore, the pur-
pose of this research was creating a tool for quantita-
tive real-time monitoring of all stages of immunoassays 
to accelerate and simplify the development of a wide 
spectrum of detection techniques. 

Comparative analysis of different 
schemes of antibody immobilization
the conventional method of sandwich immunoassay 
comprises several stages: a) antibody immobilization 
on the surface of a sensor chip (in commercial tests, 
this is usually done beforehand); b) antigen binding 
to the immobilized antibody; c) recognition of another 
epitope of the antigen by tracer antibody; d) associa-
tion of labels with the tracer antibodies and detection 
of the labels. the assay characteristics largely depend 
on the surface chemistry of antibody immobilization on 
the solid phase. A comparative analysis of four differ-
ent schemes of glass surface functionalization shown 
in Fig. 2 was performed with the use of a Picoscope® 

biosensor.
the sensograms (dependence of the biolayer thick-

ness on the sensor chip upon time) for the abovemen-
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tioned schemes at the stage of antibody immobilization 
are shown in Fig. 3. these sensograms allow one to es-
timate the kinetic parameters and integral density of 
antibody sorption. From this figure we notice that the 
maximum immobilization rate and the highest sorption 
density for the selected conditions are achieved with 
schemes 2 and 4, while scheme 3 features slower sorp-
tion and lower immobilization density. these results 
demonstrate quantitative real-time monitoring of the 
antibody immobilization process with the proposed ap-
proach. Meanwhile, an unambiguous comparison of the 
selected schemes is beyond the scope of this work as not 
all the conditions have been preliminarily optimized.

It is worth noticing that the integral density of anti-
body sorption estimated at the immobilization stage by 
the change in the biolayer thickness Δd

АB 
may differ 

from the density of biologically active antibodies on the 
solid phase surface, because the antibodies may lose 
their ability to bind antigen during sorption due to par-
tial denaturation, steric inaccessibility of binding sites 
during the unoriented sorption, etc. As an example, the 
antibody inactivation may occur while using scheme 2 
due to the formation of crossed peptide bonds between 
different molecules after incubation with carbodiim-

ide. As it is shown below, the ScI method allows one 
to quantitatively estimate the loss of antibody activity 
under various immobilization schemes by registration 
of antigen binding.

Fig. 2. Schemes of antibody immobilization on a glass surface: non-covalent sorption of biotinylated antibody on a bioti-
nylated surface (1); covalent sorption on aminated (2), carboxylated (3) and epoxylated (4) surfaces
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It should be noted that schemes 2 and 3 require pre-
liminary activation of the sensor chip surface or anti-
bodies by carbodiimide. Besides time consumption, this 
activation may lead to insufficient reproducibility of the 
results in practical conditions when maintaining carbo-
diimide stability is challenging. Schemes 1 and 4 were 
chosen for subsequent experiments because of their ef-
ficiency and ease of use in laboratory conditions.

Optimization of protocols for antibody immobilization 
the protocols for antibody immobilization have been 
optimized to achieve a high sorption capacity of the 
sensor surface, which is an essential factor for im-
munoassay sensitivity. the representative sensogram 
shown in Fig. 4 illustrates the consecutive changes in 
the biolayer thickness in response to antibody immo-
bilization on the epoxylated surface and binding of 
cardiac troponin from the analyte solution containing 
0.5 μg/ml ctnI. 3-min PBS washing before inlet of the 
analyte solution corresponds to a short horizontal frag-
ment of the sensogram, where the biolayer thickness is 
virtually unchanged.

As a criterion of optimization of the antibody immo-
bilization process, we chose the maximum change in 
the biolayer thickness Δd

АG 
registered while passing 

1 μg/ml antigen solution over the surface of the sen-
sor chips prepared by both methods. the Δd

АG
 value is 

proportional to the quantity of antigens bound to the 
antibodies immobilized on the sensor chip surface and 
characterizes the density of biologically active antibod-
ies on the solid phase surface, which is a more impor-
tant parameter for the assay sensitivity than the inte-
gral density of the immobilized antibodies.

For the selected schemes, we studied the depend-
ence of antibody immobilization efficiency on the time 
of initial incubation of the glass slips with the surface-
modifying agents (APteS and GLYMO), as well as on 
the volume concentration of water in the incubation 
solution. the latter parameter affects the ratio of sur-
face modification rates, copolymerization of organosi-
lanes molecules in the solution, and hydrolysis of their 
functional groups [45] that define the efficacy of the 
subsequent immobilization of antibodies: their surface 
density (optical thickness) and reactivity. It has been 
shown that the maximum increase in the antigen layer 
at the stage of immunoassay is achieved if the initial 
modification of the cover slips lasts 16 h and the volume 
concentration of water is 1% and 0.1% for APteS and 
GLYMO, respectively. to illustrate, the representative 
plot of the signal versus incubation time for GLYMO 
is shown in Fig. 5. One should note that the maximum 
biolayer thickness and, thus, the assay sensitivity were 
achieved if the sensor surface modification was 16 h. 
the shape of this experimental curve can be explained 

by the combined behavior of 2 competing processes: 
immobilization of organosilanes on the sensor chip sur-
face and hydrolysis of the silane epoxy group.

It has  been experimentally demonstrated that 
under optimal parameters the epoxylated and bioti-
nylated surfaces have a virtually identical density of 
antibody immobilization ΔdАB

, while the density of 
ctnI antigen sorption on antibody on the epoxylated 
surface is approximately twice as high; i.e. the propor-
tion of active antibody molecules in that case is sub-
stantially higher.

Fig. 4. Sensogram of label-free detection of 0.5 µg/ml 
cardiac troponin I on an epoxylated surface. PBS was 
passed for 3 min for washing right before the analyte solu-
tion (dashed line)
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Calibration curves in label-free mode
calibration curves in the label-free mode represent the 
dependences of the recorded signal Δd

АG 
on the tropon-

in concentration (Fig. 6). the detection limits for immo-
bilization on the epoxylated and biotinylated surfaces 
of the sensor chips were 20 and 30 ng/ml, respectively. 
the difference in the detection limits for these schemes 
of antibody immobilization is due to the abovemen-
tioned experimental finding that the density of im-
munoactive antibodies on the epoxylated surface is on 
average twice higher. the dynamic range in both cases 
was around 2 orders of concentration magnitude, al-
lowing one to detect troponin levels up to ~3000 ng/ml. 
this range permits identification of extensive myocar-
dial infarctions but do not cover the entire clinically 
significant range of low concentrations of cardiac tro-
ponin.

the developed protocols of antibody immobiliza-
tion, as well as the methods for quantitative asses-
ment of immobilization efficiency, can be directly 
transferred to modern biosensing platforms, includ-
ing those based on the detection of colored, enzyme, 
or fluorescent labels. It is noteworthy that Picoscope® 

allows deposition on the glass slips of a broad range of 
partially transparent films (polymeric [30], carbonic, 
and others) or interface layers; i.e. detecting of inter-
molecular interactions either directly on glass or on 
many other surface types commonly used in various 
biosensors. thus, it is possible to simplify the develop-

ment of a wide spectrum of different immunoassay 
types with the use of Picoscope® for the procedures 
proven to be labor-consuming in label-based methods; 
e.g., antibody screening, selection of buffer solutions, 
of incubation times for the reagents, and other stages 
of preliminary assay optimization. the results of this 
optimization may then be used in combination with 
various label-based detection methods. this points to 
the advantage of the ScI method over the majority 
of other optical label-free methods and speaks for its 
usage for the development of a wide range of other 
biosensing systems.

Characterization and real-time monitoring 
of magnetic nanoparticles binding
the final stage of sandwich immunoassays is the bind-
ing of labels to the solid phase and their subsequent de-
tection. In this work, magnetic nanoparticles were used 
as labels. Application of MnP in immunoassay allows 
to reduce the assay duration, increasing its sensitiv-
ity, enables detection in complex media and analysis of 
large-volume samples [35]. the representative micro-
photography of streptavidin-conjugated MnP obtained 
by a transmission electron microscope is shown in Fig. 
7. From this figure it can be seen that the particles 
represent heterogeneous in size clusters consisting of 
several nanoparticles with a diameter of ~10 nm. this 
corresponds to the results of several other studies of 
similar particles [46]. nevertheless, these particles show 
low nonspecific binding to the components of complex 
biological mediums (e.g., whole blood [47]) and ensure 
high reproducibility of immunoassay results when used 
as the detection labels [35].
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Fig. 6. Calibration curves in log-scale obtained in a label-
free mode on biotinylated (bottom green curve) and 
epoxylated (top red curve) surfaces show the depend-
ence of the biolayer increase Δd

AG 
upon the cardiac 

troponin concentration. The horizontal dashed lines 
represent values that exceed the negative control values 
by two standard deviations of the negative control in the 
absence of the antigen

Fig. 7. TEM image of streptavidin-conjugated magnetic 
nanoparticles

50 Nm
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Figure 8 shows the sensograms obtained for chips 
with epoxylated (upper curve) and biotinylated (low-
er curve) surfaces that demonstrate all stages of a 
magnetic sandwich immunoassay with detection of a 
100 ng/ml ctnI solution. Washing by PBS implement-
ed right before the injection of each immunoreagent 
corresponds to the short horizontal sections of the sen-
sograms when the biolayer thickness remains practi-
cally unchanged. In the assay on the epoxylated chips, 
covalently immobilized native capture antibodies AB

1
, 

biotinylated tracer antibodies AB
2
, and MnP covered 

with streptavidin were used. the use of such magnetic 
particles together with the biotinylated sensor chips 
might cause high nonspecific signals due to direct bind-

ing of MnP with free biotin molecules. therefore, AB
1 

antibodies of the IgG2b isotype were immobilized on 
the biotinylated chips via streptavidin, and AB

2
 of the 

IgG1 isotype were used as tracer antibodies, along with 
another type of magnetic particles that specifically rec-
ognize this AB

2 
isotype.

the differences at the AG and AB
2 
stages in the sen-

sograms obtained for different surfaces with the same 
antigen concentration become more prominent at the 
MnP stage. Figure 8 illustrates that the binding rate 
of streptavidin-conjugated MnP is higher than that 
of MnP covered with antibodies to the isotype of the 
tracer antibody. First, this can be explained by the dif-
ferent efficiency of antibody sorption on the sensor 
chip. Second, the kinetic constant of association for bi-
otin-streptavidin is several orders of magnitude higher 
than that of the monoclonal antibody with antigen. this 
provides stronger and faster binding of MnP covered 
with streptavidin, compared with MnP covered with 
antibodies.

the obtained results allow estimation of the kinetic 
characteristics of interactions between biomolecules, as 
well as with magnetic particles. the observed kinetic 
association constants estimated for each assay stage by 
the sensograms recorded by Picoscope® are shown in 
the table. these values observed at the MnP stage are 
2–3 orders of magnitude higher than those at the pre-
ceding stages for both schemes of antibody immobili-
zation, despite the fact that at each subsequent assay 
stage, this parameter is smaller than its true value due 
to dissociation of the complexes formed at the previous 
stage. Such good kinetic characteristics of MnP binding 
compared to antibody and antigen molecules may be 
explained by MnP polyvalence. Several biorecognition 
biomolecules simultaneously linked to a single particle 
may provide a higher probability of effective collision 
of MnP  with the sensor chip surface.

Figure 9 shows the dependences of the biolayer in-
crease Δd

MnP
 upon troponin concentration at the stage 

of MnP passing. the detection limit on the epoxylated 

Table. Dependence of the kinetic association constant observed at each stage of the magnetic immunoassay upon the 
surface type

Surface type

Observed kinetic association constant, M-1s-1

AG stage АB
2 
stage MnP stage

epoxylated (6.4 ± 1.3) × 105 (1.2 ± 0.2) × 105 (1.6 ± 0.2)   × 108

Biotinylated (8.2 ± 1.9) × 105 (1.7 ± 0.3) × 105 (6.4 ± 1.1) × 107

Fig. 8. Sensograms demonstrating all stages of the mag-
netic immunoassay on the biotinylated (bottom green 
curve) and epoxylated (top red curve) surfaces of the 
sensor chip: AB

1
 – antibody immobilization; AG – an-

tigen (100 ng/ml) capture by immobilized antibodies; 
AB

2
 – recognition by tracer antibodies of another antigen 

epitope; MNP – association of magnetic nanoparticles 
with tracer antibodies. PBS washing was performed be-
fore each step as indicated with dotted lines
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AG AB
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Fig. 9. Calibration curves in log-scale obtained while 
detection of cardiac troponin at the stage of magnetic na-
noparticles passing along the biotinylated (bottom green 
curve) and epoxylated (top red curve) surfaces of the 
sensor chip. The horizontal dashed lines represent values 
that exceed the negative control values by two standard 
deviations of the negative control in the absence of the 
antigen

Δd
MNP

, nm
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Blank control + 2σ
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surface calculated using the 2σ criterion was 0.1 ng/ml, 
which was 10 times better than the 1 ng/ml value ob-
tained for the biotinylated surface. the dynamic range 
in both cases was around 3 orders of concentration 
magnitude. thus, the use of MnP provides a resulting 
improvement of the detection limit of over 100 times as 
compared with label-free detection, i.e. multiple ampli-
fication of the signal is realized. the significantly great-
er increase in the biolayer thickness Δd

MnP 
at the MnP 

stage compared to the stages of antigen and detecting 
antibody binding over the full range of measured ctnI 
concentrations is due to the fact that the nanoparticle 
diameter is significantly larger than the characteristic 
sizes of the detected biomolecules. the achieved detec-
tion limit for cardiac troponin of 0.1 ng/ml corresponds 
to the clinically significant threshold for the diagnos-
tics of myocardial infarction [48]. the high sensitivity 
and wide dynamic range make the developed biosensor 
an attractive instrument with affordable consumables 
(disposable sensor chips) for real-time immunoassays in 
disease diagnostics, detection of pathogens in food, and 
environmental monitoring. Further studies will aim at 
estimating the efficiency of ctnI detection in real bio-
logical samples and validating the correlation between 
the obtained results and the data received by conven-
tional methods.

Beside the dignostic significance of the developed 
immunoassay achieved due to the amplification of the 
ScI signal, our results may be of special interest for the 
investigation and kinetic characterization of the in-
teractions of nanoparticles with molecules. We should 
note that to date the most widespread label-free bio-
sensors that allow estimation of the kinetic parameters 
of nanoparticles are those based on the surface plasmon 
resonance (SPr) [21, 36]. these biosensors permit the 
study of interactions of particles with the biomolecules 
immobilized on the modified surface of highly conduc-
tive gold or silver films. the interface (surface) chem-
istry used in this case significantly differs from that 
used in the most widespread methods of solid-phase 
immunoassay. this fact complicates the transfer of the 
results obtained with the SPr biosensors to other plat-
forms. As a contrast, the ScI method in combination 
with inexpensive, disposable sensor chips greatly en-
hances research opportunities for the development of 
various immunoassays. the methods for immunoassay 
optimization proposed in this work allow easy transfer 
of all the protocols to label-based biosensing platforms; 
for example, those using the highly sensitive methods 
of MnP detection by compact electronic devices [15], 
based on frequency mixing [49] under nonlinear parti-
cle remagnetization [34].

the dependence of the signal amplification efficacy 
on the  MnP size deserves a separate study. On the one 

hand, bigger magnetic particles (up to several microme-
ters) can better amplify the signal. However, bigger par-
ticles are prone to gravity sedimentation and may cause 
a high nonspecific signal. neither sedimentation nor 
nonspecific interaction with the surface was observed in 
this work while using 50 nm MnP; therefore, the use of 
smaller nanoparticles appears to be unreasonable.

the absence of nonspecific sorption during signal 
amplification permits further gain in sensitivity by 
using several amplification steps. As an example, if a 
biotinylated protein with several biotinylation sites 
is repeatedly passed between two runs of streptavi-
din-conjugated MnP, it is possible to substantially 
increase the number of labels and, hence, the sensi-
tivity.

In addition to low nonspecific binding, MnP possess 
unique properties that can be used to further develop 
the proposed techniques. For example, a combination of 
magnetic properties with optical detection allows one 
to realize an optomagnetic immunoassay [50]. In that 
assay, the duration of immunochemical reactions can 
be significantly reduced due to magnetic stirring by 
MnP, as well as by rotation of MnP chains by a mag-
netic field. It also permits one to enrich the sample with 
antigens by magnetic separation and to decrease non-
specific binding of labels with the surface by removal 
of the loosely bound particles by a magnetic field of the 
respective spatial orientation for “magnetic” washing 
of the labels. 
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concluSion
We have developed a method for magnetic immu-
noassay on a glass surface that allows real-time detec-
tion of each stage of the assay and usage as disposable 
sensor chips of inexpensive cover slips without depo-
sition of any films . Four schemes of antibody immo-
bilization have been tested and optimized with their 
efficacy assessed. As a result, high sorption capacity 
and proportion of active antibodies on the surface of 
the sensor chip have been achieved. the possibility of 
real-time recording of the kinetics of interactions of 
magnetic nanoparticles with biomolecules has been 
shown. It has been demonstrated that the use of mag-
netic nanoparticles amplifies the signal of spectral cor-
relation interferometry, which leads to an additional 
100-fold improvement of the detection limit for cardiac 
troponin. thus, the developed interferometric biosens-
ing systems may serve as effective tools for conducting 
the assays, as well as for a wide range of applications, 
including the development and optimization of immu-
noassay methods, quality control of immunoreagents, 
and control of surface sorption properties. the obtained 
results on the selection of schemes and optimization of 
antibody immobilization protocols, as well as on real-
time monitoring of all immunoassay stages and kinetic 
characterization of nanoparticles, can be directly trans-

ferred to other biosensing platforms, including those 
based on various labels – magnetic, fluorescent, enzy-
matic, and others. the proposed biosensing technique 
is an economically sound alternative for immunoassays 
with disposable consumables for disease diagnostics, 
detection of pathogens in food, and environmental 
monitoring. 
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abStract Three-dimensional (3D) silk fibroin scaffolds were modified with one of the major bone tissue deriva-
tives (nano-hydroxyapatite) and/or a collagen derivative (gelatin). Adhesion and proliferation of mouse embry-
onic fibroblasts (MEF) within the scaffold were increased after modification with either nano-hydroxyapatite 
or gelatin. However, a significant increase in MEF adhesion and proliferation was observed when both additives 
were introduced into the scaffold. Such modified composite scaffolds provide a new and better platform to study 
wound healing, bone and other tissue regeneration, as well as artificial organ bioengineering. This system can 
further be applied to establish experimental models to study cell-substrate interactions, cell migration and other 
complex processes, which may be difficult to address using the conventional two-dimensional culture systems.
KeyWordS adhesion; hydroxyapatite; gelatin; composite biodegradable scaffolds; proliferation; silk fibroin.
abbreViationS GFP – green fluorescent protein; RGD – the one-letter amino acid abbreviation for Arginine-
Glycine-Aspartic acid; HA – hydroxyapatite; CLSM – confocal laser scanning microscopy; MEF – murine embry-
onic fibroblasts; SEM – scanning electron microscopy.
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introduction
Developing and improving the techniques for the resto-
ration of damaged or lost organs and tissue fragments, 
as well as constructing artificial organs, are pressing 
issues in tissue engineering and regenerative medi-
cine today. Low-immunogenicity biomaterials that can 
maintain cell adhesion and proliferation, and degrade 
to their chemical derivatives safe for the organism with 
time, are required for a technological breakthrough in 
these fields. Bacterial polyhydroxyalkanoates are an 
example of such advanced materials [1]. An important 
advantage of these materials is that they exhibit unique 
mechanical properties, plasticity, and tolerance to ex-
trusion processing. Bacterial polyhydroxyalkanoates 
can be used to manufacture irregularly shaped items; 
hence, they are a rather promising material for 3D pro-
totypes. these materials are characterized by a lower 
biocompatibility compared to collagen and other ex-
tracellular matrix components. However, the use of 
collagen is limited by its mechanical properties, while 

articles made of silk fibroin demonstrate a good bio-
compatibility, along with high mechanical resistance 
and elasticity. the availability of silk, its water solubil-
ity, biodegradability with the formation of amino acids, 
thermal resistance, the availability of easily accessible 
chemical groups for functional modification, radiore-
sistance, the possibility of using gas sterilization, and 
suitability for composite materials are additional im-
portant benefits [2, 3]. the increasing number of pub-
lications and references on the use of fibroin for the 
re-generation of various organs and tissues (tendons, 
ligaments, cartilages, bone tissue, skin, liver, trachea, 
nerves, retina, tympanic membrane, and bladder) at-
tests to the high potential of the polymer as a material 
for biomedicine [4].

We compared the properties of scaffolds from fi-
broin and recombinant spidroin in our previous stud-
ies. those studies showed that re-generated fibroin 
maintains the adhesion and proliferation of fibroblasts 
(one of the main components involved in wound heal-
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ing and tissue regeneration) to a lesser extent than the 
substrate formed by polymerized recombinant spidroin 
from Nephila clavipes. the reduced capability of fibroin 
materials to maintain cell adhesion and proliferation 
has the potential to cause a poorer re-generation ability 
compared with that of spidroin scaffolds in experiments 
with a bone injury model. the re-generative properties 
of fibroin scaffolds in these experiments were consid-
erably improved by the use of nano-hydroxyapatite 
mineralization [5]. We have introduced a combination of 
two composite additives, nano-hydroxyapatite (a bone 
tissue component) and gelatin (a collagen derivative), 
into the formulations of fibroin scaffolds to enhance 
their capability to maintain the adhesion and prolif-
eration of fibroblasts. the composite substrate formed 
by all three components was the optimal material that 
maintained MeF adhesion and proliferation.

eXPerimental
Pods of bombycid, Bombyx mori, were kindly provided 
by V.V. Bogoslovskii, Director of the republican Sericul-
ture research Station of the russian Academy of Ag-
ricultural Sciences (Zheleznovodsk, Stavropol region). 
the desericinization technique was used to produce 
pure fibroin. Sericin and other impurities were removed 
from the pods by boiling in a 0.03 M naHcO3

 solution 
(pH 8.4) for 1.5 h, followed by washing with water and 
drying. natural hydroxyapatite was provided by Prof. 
V.V. Guzeev (Seversk technological Institute, national 
research nuclear university MePhI, russia).

Scaffold Manufacturing
to manufacture a scaffold, a weighted fibroin sam-
ple (250 mg) was dissolved in 1,000 μL of a 10% lith-
ium chloride solution in 90% formic acid at 60–70оc 
for 30 min. A mixture containing fibroin (225 mg) and 
gelatin (25 mg) in 1,000 μL of the solution was used to 
form a composite scaffold with a 10% content of gela-
tin. the resulting solution was centrifuged at 12,100 g 
for 5 min; the supernatant was used to form scaffolds. 
50 μL of the pre-heated supernatant was placed into 
the mold, layer-by-layer, and mixed with 100 mg of 
sodium chloride with different particle sizes. nacl 
crystals (150–300 μm in diameter) were used as an ex-
panding agent. A weighted sample of HA powder was 
mixed with expanding nacl particles (150–300 μm in 
diameter) to produce composite scaffolds with a 30% 
HA content. the salt concentration was selected in such 
a manner as to form a scaffold with a complex internal 
porous surface free of isolated cavities. the resulting 
samples were dried at 75–80°c for 3 h, kept at ambient 
temperature for 16 h, processed with 96% ethanol for 
120 min, washed in bidistilled water for 120 min, and 
degased and stored in 70% ethanol. 

Scanning Electron Microscopy (SEM)
Scanning electron microscopy was used to examine the 
structure of the scaffolds.

SeM samples were prepared by the standard proce-
dures: fixation in glutaric aldehyde and dehydration in 
graded series of ethanol and acetone. the samples were 
then dried by the critical point method in an HcP-2 
critical point dryer (Hitachi Ltd., Japan). the samples 
were sputter-coated with a 20 nm-thick layer of gold 
in an argon atmosphere with a 6 mA ion current and 
0.1 mm Hg in an Ion coater IB-3 (eiko engineering, 
Mito, Japan). A camscan S2 microscope (cambridge 
Instruments, cambridge, uK) with a 10 nm resolution 
and 20 kV operating volume was used (the SeI mode) 
for scanning electron microscopy. the Microcapture 
software (SMA, russia) was used to capture images.

Confocal Laser Scanning Microscopy (CLSM)
We used a confocal laser scanning system (nikon, Ja-
pan) in which eclipse, a clinical inverted microscope 
for laboratory studies, is combined with an A1 confocal 
module. the pinhole size, laser parameters, and analyz-
ing filter size for all series of optical sections were cho-
sen as recommended by the manufacturer to achieve a 
high resolution of the images 

Primary Cultures of the GFP Expressing 
Mouse Embryonic Fibroblasts 
MeF cells were isolated from GFP+ embryos on the 13.5th 
day of intrauterine growth. two c57Bl/6 females were 
mated with a GFP+ male for a night and checked for 
vaginal plugs the next morning. the moment of plug de-
tection was considered to be the 0.5th day of time-dated 
pregnancy. the mice were euthanized on the 13.5th day of 
pregnancy. the uterus was removed; heads and internals 
were separated from the embryos, and GFP expression 
was determined using a trans-illuminator. the rest of the 
tissues were aseptically chopped with eye scissors, disso-
ciated in a 0.05% trypsin/eDtA solution, and centrifuged 
at 1,000 rpm for 5 min. the resulting cell suspension was 
transferred into 25-cm2 cultural flasks for adherent cell 
growth (Greiner). the cells were subsequently cultivated 
in DMeM supplemented with 4.5 g/L glucose (Hyclone) 
and 10% fetal bovine serum (Hyclone) at 37°c, 5% cО

2
, 

and 95% humidity. the cells were passaged at a 1:3 ratio 
every three days after they reached 80-85% confluence.

the c57Bl/6 females were purchased from the 
Pushchino Animal Breeding Facility (BIBc rAS); and 
the transgene males with the expressed GFP were 
kindly provided by n.n. Logunova (IStc rAMS).

reSultS and diScuSSion
We had previously formed silk fibroin scaffolds [6] and 
silk fibroin–HA scaffolds [5], and examined the biologi-
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cal properties of the pilot samples. the scaffolds possess 
all the characteristics needed for bone surgery; in par-
ticular, they are biocompatible, strong, and porous. the 
current study yielded silk fibroin scaffolds, composite 
silk fibroin–gelatin and silk fibroin–HA scaffolds, and 
composite scaffolds containing three main components: 
silk fibroin, gelatin, and HA (Fig. 1). A pore-forming 
agent with a preset particle diameter was selected to 
produce these scaffolds.

the resulting test samples could maintain their in-
tegrity and acquired the preset cylindrical shape. the 
composite silk fibroin–gelatin scaffolds underwent an 
elastic deformation under direct mechanical pressure, 
while the silk fibroin–HA scaffolds remained un-de-
formed. the pores of the scaffolds produced by leach-
ing had sizes corresponding to the added particles of 
the pore-forming agent (150–300 μm).

the surface of the products was examined by scan-
ning electron microscopy (SeM) (Fig. 2). the resulting 
scaffolds had a cellular mesh structure totally free of 
the pore-forming agent (its traces were never found 
in the material) (Figs. 2, 3). the permeability test with 
suspended colored ink particles confirmed the conjunc-
tivity of the scaffold pores.

Fig. 1. Appearance of 3D porous silk fibroin (A) and com-
posite fibroin–gelatin (B), fibroin–hydroxyapatite (C), and 
fibroin–gelatin–hydroxyapatite (D) scaffolds. Introduction 
of gelatin and hydroxyapatite into the scaffold structure 
does not modify its appearance

A B

C D

100 µm

A B

C D

Fig. 2. Structure of 3D porous silk fibroin (A) and compos-
ite fibroin–gelatin (B), fibroin–hydroxyapatite (C), and 
fibroin–gelatin–hydroxyapatite (D) scaffolds. The images 
were recorded on a scanning electron microscope. In-
troduction of gelatin and hydroxyapatite into the scaffold 
structure does not modify the pore size and the general 
scaffold structure

3 µm

A B

C D

Fig. 3. Pore wall surface of silk fibroin (A) and compos-
ite fibroin–gelatin (B), fibroin–hydroxyapatite (C), and 
fibroin–gelatin–hydroxyapatite (D) scaffolds. The images 
were recorded on a scanning electron microscope. In-
troduction of gelatin and hydroxyapatite into the scaffold 
structure changes the fine architecture of the scaffolds
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the examination of the sample structure showed 
that the amounts of gelatin and HA in a composite 
scaffold did not affect the conjunctivity of the pores, 
appearance of the articles, and their ink permeability. 
three test samples had the same porosity and appear-
ance due to the fact that substance porosity is governed 
by the parameters of the pore-forming agent (which 
forms pores 150–300 μm in diameter) and is independ-
ent of the amount of additives, gelatin, or HA.

the pore diameter dictates the mechanical proper-
ties of a structure and the rate of its biodegradation; it 
also affects the post-implantation tissue response and 
cell interaction with the scaffold surface. Larger pores 
facilitate a better and more rapid integration of the 
newly formed tissue, its vascularization, and a more ef-
fective bioresorption of a graft.

three-dimensional cell culturing requires scaffolds 
with an unclosed structure. Pores connected with holes 
and channels form a complex, unclosed internal surface 
that facilitates cell migration to the internal layers of an 
artificial scaffold. Furthermore, an unclosed pore struc-
ture provides conditions for the medium exchange and 
removal of metabolites, thus facilitating the formation 
of a homogenous intra-scaffold medium [5, 7–9].

cLSM examination showed that a water medium af-
fects the integrity and porosity of both the fibroin and 

all composite scaffolds neither immediately after im-
mersion (1 h) nor a day later. this characteristic is very 
important, since disintegration or alteration of the ba-
sic structure and physical characteristics of a graft in a 
water medium prevents its use in vivo. Lack of consid-
erable water-absorbing and water-retaining abilities 
allowed the articles to keep their preset parameters.

Adhesion of substrate-dependent cells on the scaf-
fold surface is neccesary to maintain their viability in 
a 3D culture [10, 11]. A substrate affects the produc-
tion of extracellular matrix components by the cells, 
its synthesis, and composition. the ability to maintain 
cellular adhesion and proliferation is considered to be 
an important in vitro biocompatibility parameter for a 
material used as a substrate [10–12]. Hence, a material 
with inhibiting properties will inhibit tissue regenera-
tion in vivo.

Silk fibroin is a high-strength protein free of carcino-
genic, toxicogenic, or allergenic properties. It preserves 
its functional characteristics for a given period, causes 
no local inflammatory response, does not trigger the 
spread of an infection, and is replaced with a patient’s 
native tissue over time; therefore, it is a material suit-
able for bone tissue re-generation [5–7].

Fibroin is an amphiphilic protein with considerable 
prevalence of hydrophobic properties [13]; its isoelectric 

Fig. 4. GFP-expressing 
murine embryonic 
fibroblasts (MEF) on 
the silk fibroin scaffold 
(A, E, I), composite 
fibroin–gelatin scaffold 
(B, F, J), hydroxyapatite 
(C, G, K), gelatin and 
hydroxyapatite (D, H, L) 
after 1 (A–D), 4 (E–H), 
and 7 (I–L) days of culti-
vation. The images show 
surface projections of the 
optical sections

1 day

4 days

7 days

fibroin
fibroin  

+  
gelatin

fibroin  
+  

HA

fibroin  
+  

gelatin + HA

200 µm
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point pI is 4.2. Due to this parameter, it is soluble nei-
ther in water nor in the diluted solutions of some acids 
and bases [13], while it is negatively charged at physi-
ological pH=7, in contrast to the positively charged spi-
droin [5], thus decreasing cell adhesion and increasing 
the cell proliferation rate [5].

A collagen derivative, gelatin, was used as an additive 
for composite materials. collagen is the main fibrillar 
component of the extracellular matrix and connective 
tissue, with a molecular weight of 300 kDa. collagen is 
found in almost all tissue types, ensuring their strength 
and structural stability. thus, the protein comprises ap-
proximately 30% of the total protein mass in mammals. 
this material is not toxic and is a weak allergen; howev-
er, important shortcomings of collagen scaffolds include 
poor mechanical properties and short biodegradation 
time (it is regulated by cross-linking agents only par-
tially, which limits the lifetime of collagen articles to one 
month). Gelatin is a product of collagen denaturation. It 
contains a large amount of glycine, proline, and 4-hy-
droxyproline, along with the three-amino-acid sequence 
(arginine, glycine, and aspartate – rGD), which bind to 
cell receptors (integrins), thus promoting cell adhesion 
and proliferation. Similar sequences are found in other 
proteins of the cell matrix; however, their use consider-
ably increases the cost of these products.

We have examined the effects of scaffold additives 
on the adhesion and proliferation of primary MeF. Fi-

Fig. 5. Increasing count of murine embryonic fibroblasts 
(MEF) during cultivation on 3D porous silk fibroin and 
composite scaffolds
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broblasts are a heterogeneous cell population capable 
of producing such extracellular matrix components as 
procollagen, fibronectin, proelastin, glucose aminogly-
cans, nidogen, laminin, tenastin, and chondroitin-2-sul-
fate. Fibroblasts take an active part in wound-healing 
and epithelization [14]. Moreover, they can secrete vas-
cular epithelium growth factors (VeGF), thus stimulat-
ing angiogenesis and the formation of lymphatic vessels 
[15, 16]. We chose the primary culture of mouse embry-
onic fibroblasts, whose proliferative potential is higher 
than that in postnatal culture cells.

the images recorded by cLSM are a series of hori-
zontal optical sections of a scaffold. cells and scaffold 
structures up to 300 μm deep were available (Fig. 4). 
the images were used for cell counting. the changes 
in the number of cells cultivated on different scaffolds 
over time were compared. the gelatin and HA intro-
duced into the scaffold structure enhanced cell adhe-
sion and the proliferative rate (Fig. 5). thus, within a 
day, the cellcount on a composite scaffold was 2.5-fold 
greater than that on a fibroin scaffold, while on days 4 
and 7, it increased more than threefold.

concluSionS
Silk fibroin scaffolds and composite scaffolds with 
gelatin and HA additives were produced in this study. 
these scaffolds have an unclosed structure, maintain 
their integrity, and are not mechanically disintegrated. 
Modification of fibroin scaffolds with gelatin and HA 
simultaneously alters the properties of their surface. 
these alterations enhance MeF adhesion and prolif-
eration in a 3D culture, making the modified scaffolds 
a promising material for regenerative medicine, espe-
cially for bone tissue regeneration. 
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abStract We unveil experimental evidence that put into question the widely held notion concerning the impact 
of nanoparticles on the bioelectrocatalytic parameters of enzymatic electrodes. Comparative studies of the bio-
electrocatalytic properties of fungal bilirubin oxidase from Myrothecium verrucaria adsorbed on gold electrodes, 
modified with gold nanoparticles of different diameters, clearly indicate that neither the direct electron transfer 
rate (standard heterogeneous electron transfer rate constants were calculated to be 31±9 s-1) nor the biocatalytic 
activity of the adsorbed enzyme (bioelectrocatalytic constants were calculated to be 34±11 s-1) depends on the 
size of the nanoparticles, which had diameters close to or larger than those of the enzyme molecules.
KeyWordS gold nanoparticle; bilirubin oxidase; direct electron transfer; bioelectrocatalysis.
abbreViationS 3D – three-dimensional; Areal – real/electrochemical surface area; CV – cyclic voltammogram; 
ET – electron transfer; DET – direct electron transfer; k0 – standard heterogeneous electron transfer rate con-
stant; kcat

app – apparent bioelectrocatalytic constant; MCO – blue multicopper oxidase; MvBOx – Myrothecium 
verrucaria bilirubin oxidase; AuNPn – gold nanoparticles with diameter of n nm; AuNPn/Au – gold electrode 
modified with AuNPn before and after cycling in sulfuric acid (m-AuNP/Au u-AuNP/Au, respectively); ThLc – 
Trametes hirsuta laccase; PBS – phosphate buffered saline; NHE – normal hydrogen electrode; SEM – scanning 
electron microscopy; Aspr – absorbance maximum; А450 – absorbance at the wavelength of 450 nm; Γ – enzyme 
surface concentration; jmax – maximum current density.

introduction
numerous studies have reported on effective direct 
electron transfer (Det) of various enzymes (including 
blue multicopper oxidase – McO) immobilized on the 
surface of nanostructured electrodes with metal and 
carbon nanoparticles, carbon nanotubes, graphene, 
etc. [1–3]. An increase in the bioelectrocatalytic cur-
rent when using nanostructured surfaces was regard-
ed as the defining evidence behind the acceleration of 
the Det reaction in these studies; however, neither a 
quantitative comparative analysis of Det based on a 
voltammograms analysis, nor a calculation of the stand-
ard constants of the heterogeneous electron transfer 
reaction (k

0
) has been performed. Moreover, there are 

serious discrepancies in the data even for a single en-
zyme (in particular, laccase from the Trametes hirsuta 

(ThLc) fungus immobilized on the gold surface). For in-
stance, the use of AunP and nanoporous gold helped to 
increase Det [4], whereas an extremely low bioelectro-
catalytic activity of the enzyme was observed for Det 
[5] in nano/microstructured silicon chips modified with 
gold with the enzyme immobilized on their surface. 
Since the use of bioelectrodes without a nano-modified 
surface leads to a very low heterogeneous transfer rate 
and sometimes to a complete absence of Det, the rou-
tine explanation for enzyme “nanobinding” is the ori-
entation of the enzyme on the nanostructured surface, 
which contributes to Det.

Despite the fact that a possible dependence of k
0
 on 

the size of the metal or carbon nanoparticles has yet 
to be studied and that the two opposite dependences 
of the bioelectrocatalytic oxygen reduction current 
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on the diameter of AunP on electrodes modified with 
McO were recently demonstrated (e.g., [6]), the belief 
remains that the size of AunP used for electrode na-
nomodification is a very important factor that deter-
mines et in the reactions between a redox enzyme and 
the electrode surface. this study offers experimental 
results that demonstrate the unlikeliness of this hy-
pothesis.

eXPerimental

Materials and Methods
na

2
HPO

4
∙2H

2
O, naH

2
PO

4
∙H

2
O, nacl, HAucl

4
∙3H

2
O, 

H
2
O

2
, H

2
SO

4
, naBH

4
, and sodium citrate were pur-

chased from Sigma-Aldrich GmbH (Germany) and 
used without further purification. Oxygen was ac-
quired from AGA Gas AB (Sweden). Buffers and 
other solutions were prepared using deionized water 
(18 MΩ∙cm) produced using a PureLAB uHQ II sys-
tem (eLGA Labwater, uK). All experiments were per-
formed at room temperature in PBS (pH 7.4) consisting 
of a 50 mM HPO

4
2-/H

2
PO

4
- solution containing 150 mM 

nacl.
MvBOx was a gift from Amano enzyme Inc. (Ja-

pan).
electrochemical measurements were performed us-

ing a μAutolab type III/FrA2 potentiostat/galvano-
stat (Metrohm Autolab BV, the netherlands) using a 
three-electrode circuit with a saturated calomel refer-
ence electrode (242 mV vs. normal hydrogen electrode, 
nHe) and a platinum wire as an auxiliary electrode.

Sonication was performed using a ultrasonic clean-
er XB2 bath (VWr International Ltd., uK). SeM was 
performed on a FeI nova nanoLab 600 high-resolu-
tion scanning electron microscope (the netherlands). 
Spectrophotometric studies were carried out using a 
PharmaSpec uV-1700 uV-visible spectrophotometer 
(china).

nanoparticles with a diameter of 5 to 60 nm were 
synthesized to study the impact of the AunP size on 
the biocatalytic properties of MvBOx.

Synthesis of gold nanoparticles 
with a preset particle size
AunP with the expected diameter of 5 nm (AunP

5
, Fig. 

1A) were synthesized as described in [7]. 50 ml of a 250 
μM HAucl

4
 solution was stirred for 1 min at room tem-

perature, then 1111 μl of a 38.8 mM sodium citrate solu-
tion was added to the initial solution, and the mixture 
was stirred for another 1 min. next, 555 μl of a freshly 
prepared 0.075% (wt.) naBH

4
 solution in a 38.8 mM so-

dium citrate solution was poured into the reaction mix-
ture and the solution was stirred for another 5 min.

AunP with a diameter of 20–60 nm (Fig. 1A) were 
synthesized using sodium citrate as a reductant. 50 ml 
of a 250 μM HAucl

4
 solution was brought to boil under 

constant stirring; 750, 500, or 260 μl of a 1% (wt.) so-
dium citrate solution was subsequently added to obtain 
AunP with diameters of 20, 40, and 60 nm (AunP

20
, 

AunP
40

 and AunP
60

), respectively. After adding sodi-
um citrate, the mixture was incubated for 10 min under 
constant stirring without heating.

Fig. 1. A. Photos of the 
colloidal solutions of syn-
thesized AuNPs; B. SEM 
images of AuNP/Au 
samples; C. SEM image 
of AuNP

40
/Au before 

(top) and after (bottom) 
2 cycles in H

2
SO

4
: D. 
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the diameter of the resulting nanoparticles was 
evaluated spectrophotometrically in accordance with 
the procedure described in [7] using the wavelength of 
maximum absorbance (A

spr
, Fig. 1D). the diameter of a 

AunP less than 35 nm in size was calculated using the 
A

spr
/A

450
 ratio.

nanoparticles 20-60 nm in size were further identi-
fied using SeM. the samples for microscopy were pre-
pared by applying a small amount of AunP obtained 
from diluted colloidal solutions over the flat surface of 
gold electrodes (Fig. 1B). It should be emphasized that 
the surface structure of the electrodes used in further 
studies was fundamentally different from that shown 
in Fig. 1 due to a significantly higher amount of applied 
AunP and surface changes resulting from treatment 
with H

2
SO

4
 (see below); thus, it can only be used to 

evaluate the diameters of the synthesized AunP.
the results of a size evaluation of the nanoparticles 

produced through independent methods are shown in 
table 1.

the data shown in Figs. 1B,D allow one to conclude 
that a direct determination of the AunP size using the 
SeM method provides the most accurate and consistent 
data suitable for a statistical evaluation of the particle 
size distribution. However, this method has sensitivity 
limitations; in particular, in this case it was impossible to 
estimate the size of nanoparticles smaller than 10 nm.

All the prepared AunP solutions, except for AunP 
with a diameter of 5 nm, were concentrated by centrifu-
gation at 10,000 g for 30 min. 95% of the supernatant was 
removed, and the AunP precipitate was re-suspended 
using sonication. nanoparticles 5 nm in diameter could 
not be concentrated using the proposed method; thus, 
the diluted solution was used for further experiments.

Purification of gold electrodes and 
their modification with AuNP
Polycrystalline gold disc electrodes (Bioanalytical Sys-
tems, uSA) with a geometric surface area of 0.031 cm2 

were mechanically cleaned through polishing with 
Microcloth paper (Buehler, uK) in an aluminum ox-
ide suspension with a particle size of 0.1 μm (Struers, 
Denmark) to obtain a mirror surface. the electrodes 
were further washed with deionized water and elec-
trochemically purified through cycling in 0.5 M H

2
SO

4
 

using a range of potentials from –0.1 to +1.9 V vs. nHe 
for 20 cycles at a scan rate of 0.1 V∙s-1, then they were 
washed with water and dried in an air stream.

Following this, 5 μl of the solution (for concentrat-
ed suspensions) or 6 μl of the solution (for an AunP 
suspension with a particle diameter of 5 nm (AunP

5
)) 

was applied to the cleaned gold electrode surface. the 
modified electrode was then dried at room tempera-
ture. the AunP modification procedure was repeated 
twice for concentrated suspensions of nanoparticles 
and 5 times for AunP

5
. the obtained electrodes were 

cycled in 0.5 M H
2
SO

4
 with the potential ranging from 

0.0 to +1.9 V vs. nHe. two cycles were performed in 
order to avoid desorption and/or agglomeration of na-
noparticles on the surface (Fig. 1С) at a scan rate of 
0.1 V∙s-1. the electrodes were then washed with water 
and dried. the electrochemically active (real) surface 
area of the electrodes (A

real
) was calculated accord-

ing to [8], assuming the level of the charge required 
for the reduction of gold oxide during electrochemi-
cal cycling under specified conditions to be equal to 
390 ± 10 μc∙cm-2 [9].

the results of the calculation of A
real

 presented in ta-
ble 2 show no direct relationship between A

real
 and the 

size of the AunP used for surface modification. this 
fact indirectly confirms earlier results [10] on the for-
mation of a disordered three-dimensional structure via 
repeated cycling of the AunP/Au electrode in 0.5 M 
H

2
SO

4
. In connection to this, two types of AunP/Au 

electrodes were used in further experiments: either 
treated with H

2
SO

4
 (m-AunP/Au) or without cycling 

(u-AunP/Au). A
real 

for u-AunP/Au electrodes was as-
sumed to be equal to A

real
 for m-AunP/Au samples.

Table 1 | Comparative analysis of the diameters of synthe-
sized AuNP as determined using different methods

Diameter of AunP, nm

expected Determined spectropho-
tometrically 

Determined using 
the SeM data

20 16 19±2

40 42-51 38±5

60 77 59±5

Table 2 | Real surface area vs. nanoparticles size

AunP diameter, nm real surface area, cm-2

5 0.21±0.01

20 1.40±0.01

40 1.25±0.05

60 1.23±0.03
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Biomodification of the surface of AunP/Au elec-
trodes was carried out through direct adsorption of the 
enzyme for 20 min from a MvBOx solution with a pro-
tein concentration of 0.25 mg∙ml-1. the surface concen-
tration of the enzyme was assumed to be 3.0 pmol∙cm-2.

the k
0
 and kcat

app  values were calculated using the 
MathcAD 14 software package and the equation:

j
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the kinetic scheme of enzyme functioning used to 
establish the equation was presented in [11].

reSultS and diScuSSion
the bioelectrodes were placed in oxygenated PBS, fol-
lowed by cV recording at an electrode rotation speed 
of 1,500 min-1 to eliminate possible diffusion limitations 
(Fig. 2A). A pronounced bioelectrocatalytic response 
with an initial oxygen electrical reduction potential of 
about 0.75 V was registered for all the electrodes used. 
As illustrated in Fig. 2B,C, substantially similar j

max
 

values were obtained using the electrodes biomodified 
with m-AunP/Au (31.4 ± 5.9 μA∙cm-2 ) and u-AunP/
Au (43.4 ± 5.6 μA∙cm-2) electrodes.

taking these data into account, the k
0
 (31 ± 9 s-1) and 

kcat
app (34 ± 11 s-1) values were calculated. the results are 

shown in Fig. 2D. the calculated k
0
 and kcat

app values are 
similar regardless of the AunP diameter and the elec-
trode type used. the similarity of the constants for the 
electrodes based on m-AunP/Au and u-AunP/Au in-
dicates that the assumption of identity of the A

real
 (de-

spite different structures) for both types of samples does 
not add a critical error to the calculations. the overesti-
mated constants for u-AunP/Au attest to the slightly 
higher surface area of those electrodes compared to m-
AunP/Au, owing to the absence of AunP agglomerates 
(Fig. 1C), which also reduces the A

real
. the pronounced 

bends of constant vs. AunP size profiles observed when 
using m-AunP/Au may be due to the surface modifi-
cation because of the formation of different three-di-
mensional (3D) structures during the treatment of elec-
trodes in H

2
SO

4
. the behavior of the enzyme on these 

heterogeneous surfaces cannot be fully described by the 
single theory used in this study to calculate biocatalytic 
parameters without introducing additional corrections. 
Moreover, the formation of 3D agglomerates yields er-
rors when a single value of the surface concentration of 
the enzyme (3.0 pmol∙cm-2) is used for all the m-AunP/

Fig. 2. А) Cyclic voltammo-
grams (cathodic waves) of 
biomodified m-AuNP

20
/Au 

electrodes recorded at dif-
ferent rotation rates, rpm: 
0 (blue), 500 (green) and 
1500 (red). Inset – current 
density at 0.35 V as a func-
tion of ω1/2; B), C). Cyclic 
voltammograms (cathodic 
waves) of MvBOx modi-
fied m-AuNP/Au (B) and 
u-AuNP/Au (C) electrodes 
based on AuNPs of different 
diameters; D) Dependences 
of the calculated bioelectro-
catalytic parameters on the 
size of AuNPs.
Conditions for all CVs: 
oxygen saturated PBS, scan 
rate – 20 mV s-1, second 
cycle
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Au-based bioelectrodes. this fact can also explain the 
shape of the curves. However, based on the experimen-
tal data and simulation results, we can affirm that the 
bioelectrocatalytic properties of MvBOx immobilized on 
the AunP/Au surface show no dependence on the nano-
particle diameter. the increased electrocatalytic cur-
rent of the bioelectrodes modified with nanoparticles of 
different sizes found in a number of previous studies is 
most likely associated with an increase in the geometri-
cal surface area rather than the acceleration of the Det 
reactions or an increase in the bioelectrocatalytic con-
stants of the immobilized enzymes.

concluSionS
Our results have experimentally demonstrated no 
relationship between the bioelectrocatalytic param-

eters of MvBOx immobilized on the AunP/Au surface 
and the nanoparticle diameter. However, it should be 
noted that the results obtained in this study cannot be 
extrapolated to other nanobiomodified surfaces (e.g., 
other nanoparticles and redox enzymes). In particular, 
it is of particular interest to study the impact of nano-
particles with a diameter lower than the size of the en-
zyme that can promote electron transfer between the 
enzyme and the electrode surface. Such experiments 
will provide a more complete picture of the impact of 
nanoparticles on the bioelectrocatalytic parameters of 
oxidoreductases. 

This study was supported by the Russian Foundation 
for Basic Research (grant № 12-04-33102-mol-a-ved).
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