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Letter from the Editors

Dear readers of Acta Naturae!
to open the current issue of the Jour-
nal, let’s first congratulate all of us on 

a remarkable event: according to thomson 
reuters, our journal’s impact factor has now 
reached 0.872. therefore, we are now in sec-
ond place among russian life sciences jour-
nals, second only to Biochemistry. the jour-
nal’s IF has almost doubled in the last year! 
this is not boasting, but we do believe it is 
a great success. the decisive factor, in our 
opinion, was our push to be included in inter-
national databases and, first of all, to insure 
free online access to our journal. It seems that 
we shouldn’t, in any case, be content with 
what we have achieved, because 0.872 is a 
very modest figure at the international level. 
We are confident that continued coordinated 
work between the editorial board, publish-
ers, and, above all, our authors will further 
increase Acta Naturae’s rating.

now let us turn to the new issue. It begins 
with a report on the third international con-
ference “Genetics of Aging and Longevity” 
held in Sochi. Life is such that over time this 
issue is bound to become a concern for all of 
us. In the context of the conference, it was 
clear how deeply molecular methods have 
penetrated the field of medicine, and how 
much progress has been achieved in geron-
tology. Let’s live longer and better lives!

the issue includes a large number of re-
views on various topics. the review by P.V. 
Dubovskii and Yu.n. utkin is devoted to co-
bra cardiotoxins and their antibacterial ac-
tivity. A.A. nemudryi et al. describe the new-
est methods of genome editing (the tALen 
and crISPr systems) and their application 
in the editing and functional screening of ge-
nomes, in generating cell models of human 

hereditary diseases, studying epigenomes, 
and visualizing cellular processes. A review 
by Kazan microbiologists (V.M. chernov et 
al.) focuses on the contamination of cell cul-
tures by mycoplasmas. Any researcher who 
uses cell biology methods faces this problem, 
and the review will certainly be of interest 
to a very wide range of readers. A publica-
tion by V.V. Koval, D.G. Knorre, and O.S. Fe-
dorova is devoted to the molecular basis of 
DnA repair. Finally, a review by I.M. Larina 
et al. analyzes the approaches used in OMIcs 
disciplines (proteomics, transcriptomics, and 
metabolomics) for a deeper understanding of 
the physiological adaptation of a healthy in-
dividual to extreme conditions.

three full-length research articles and a 
brief report are also offered to your atten-
tion. the article by I.V. Golubev et al. is dedi-
cated to the protein engineering of D-amino 
acid oxidase, an enzyme which is essential in 
biotechnology. e.V. chetina et al. studied the 
relationship between the expression of the 
genes of the structural proteins of the extra-
cellular matrix, proteinases, and their inhibi-
tors during fetal development. the publica-
tion by n.Yu. Glazova et al. is devoted to the 
influence of an antidepressant, fluvoxamine, 
on neonatal development. A brief report by 
A.P. Yakimov et al. concludes the issue by de-
scribing the cloning of the ribt gene, which is 
part of the riboflavin biosynthesis operon of 
Bacillus subtilis.

We hope that the articles in this issue of 
Acta Naturae will be interesting and useful to 
you. We look forward to your comments and 
new articles!

See you in the next issue! 

Editorial Board
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Mycoplasma Contaminations of Cell Cultures: Vesicular 
Traffic in Bacteria and the Infectious Genes Control Problem
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V.M. Chernov, O.A. Chernova, J. T. Sanchez-Vega, A.I. Kolpakov, O.I. Il’inskaya

cell cultures are subjected to contamination both by cells of other cultures and by 
microorganisms. contamination of cell cultures by mycoplasmas is of particular 
significance. this review describes features of mycoplasmas and their extracel-
lular vesicles as well as the interaction of contaminants with eukaryotic cells, ana-
lyzes the problems of modern diagnostic methods and eradication of mycoplasma 
contamination of cell cultures and perspectives for their solution. A. laidlawii PG8 cells

A Study of the Structure-Function-Stability Relationship 
in Yeast D-Amino Acid Oxidase: Hydrophobization of 
α-Helices

I.V. Golubev, N.V. Komarova, K.V. Ryzhenkova, T.A. Chubar, S.S. Savin,  
V.I. Tishkov

Within the approach to enhancement of the protein thermostability through 
hydrophobization of α-helices in D-amino acid oxidase from the Trigonopsis 
variabilis yeast (tvDAAO, [ec 1.4.3.3]), 8 mutants with Ser/Ala substitutions 
were produced. Mutations at positions 78, 270, 277, and 336 led to the enzyme 
destabilization, Ser77Ala and Ser335Ala substitutions had almost no effect on 
the tvDAAO stability, and Ser67Ala and Ser105Ala substitutions increased the 
thermostability by 1.5 and 2 times, respectively. the k

cat
/K

M
 value in Ser105Ala 

tvDAAO with a number of D-amino acids was 1.2–3 times higher than that in 
the parent enzyme.

A general view of the TvDAAO subunit with Ser residues located in the α-helical regions

Possible Function of the ribT Gene of Bacillus Subtilis: 
Theoretical Prediction, Cloning, and Expression
A.P. Yakimov, T.A. Seregina, A.A. Kholodnyak, R.A. Kreneva,  
A.S. Mironov, D.A. Perumov, A.L. Timkovskii

the complete decipherment of functions and interaction of elements 
of the riboflavin biosynthesis operon (rib operon) of Bacillus subtilis 
is necessary for the development of superproducers of this important 
vitamin. the function of its terminal ribt gene has not been established 
up to date. In this work, the search for homologs of the hypothetical 
amino acid sequence of the gene product through databases as well as 
an analysis of the homolgs were performed, the distribution of second-
ary structure elements was theoretically predicted, and the tertiary 
structure of the ribt protein was proposed. the real possibility of ribt 
protein production in quantities sufficient for further investigation of 
its structure and functional activity was demonstrated.

Secondary structure elements predicted 
for the ribT gene product
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There Are Many Ways to Fight Aging.
Results of the Third International Conference “Genetics 
of Aging and Longevity”

A. V. Belikov1, M. V. Shaposhnikov2,3, A. A. Moskalev1,2,3*

1Moscow Institute of Physics and Technology, Institutskiy Pereulok, 9, Dolgoprudny, Moscow 
Region, Russia, 141700
2Institute of Biology, Komi Science Centre, Ural Division of the Russian Academy of Sciences, 
Kommunisticheskaya Str., 28, Syktyvkar, Russia, 167982
3Syktyvkar State University, Oktyabrsky Prosp., 55, Syktyvkar, Komi Republik, Russia, 167001
*E-mail: amoskalev@list.ru 

The 3rd International Conference “Genetics of Aging and Longevity” was held in Sochi, Russia, April 6 
to 10, 2014, which was attended by over 300 delegates from 18 countries. Apart from 50 oral pres-
entations given by world-leading gerontologists and an extensive poster session, four round tables 
dedicated to the development and integration of aging theories, the development of personalized 
medicine, and attracting venture capital to research were held. The conference participants signed an 
open letter to the World Health Organization with the appeal to organize the worldwide collection 
and integration of data on age-related diseases. The conference clearly demonstrated the progress 
in investigation of aging and the development of technologies for intervention in this process. In par-
ticular, identification of somatic mutations and DNA damages in individual cells has become possible; 
reliable markers of biological age have been characterized; many genes, alleles, processes, metabo-
lites, intestinal bacteria, and external factors that influence the aging rate have been identified; online 
databases of age-related changes as well as the genomes of long-lived individuals and long-lived ani-
mal species have been generated. Preclinical trials of pharmacological agents that are likely capable 
of slowing aging, such as nicotinamide riboside, selective inhibitors of TORC1, and IGF-1 receptor-
blocking antibodies, have been carried out. Methods of cultivation and transplantation of artificial 
organs, targeted delivery of drugs to individual cells and organelles, targeted genome editing, and 
introduction of artificial chromosomes have been suggested.

In April 2014, the 3rd In-
ternational conference 
“Genetics of Aging and 

Longevity” organized by the Insti-
tute of Biology, Komi Science cen-
tre, the ural Division of the russian 
Academy of Sciences together with 
the “Science for Life extension” 
foundation was held at congress 
centre of the radisson Blu re-
sort hotel in the post-Olympic So-
chi. researchers from 18 countries 
(russia, uSA, uK, the netherlands, 
Germany, Italy, china, Israel, Jor-
dan, ukraine, Belarus, Azerbaijan, 

Poland, uzbekistan, Kazakhstan, 
canada, estonia, and Sweden) 
working in different fields of biolo-
gy, medicine, and computer science 
as well as entrepreneurs and inves-
tors gathered for five days, being 
joined together by the desire to un-
derstand the mechanism(s) of aging 
and to develop methods to prevent 
and possibly to suppress processes 
underlying all age-related diseases.

the key topics of the confer-
ence were the search for molecu-
lar targets of drugs slowing aging; 
mapping the genomes of long-lived 

individuals and long-lived animal 
species; the relationship of genes, 
epigenetic regulation, metabolism, 
intestinal microflora, lifestyle, and 
environment in controlling life ex-
pectancy of the individual; the de-
velopment of technologies for arti-
ficial growth, cryopreservation, and 
transplantation of organs; the use of 
nanocapsules and artificial chromo-
somes for genome editing.

One of the important trends in 
gerontology is the search for mo-
lecular targets for drugs to cause 
slowing or ceasing the aging proc-
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ess. For example, Michael Petras-
check (the Scripps research Insti-
tute, uSA) presented the results of 
screening conducted in nematodes 
that identified 57 compounds with 
known mammalian pharmacol-
ogy that extend the lifespan of 
Caenorhabditis elegans, with 16 of 
them providing a more than 30% 
increase in the lifespan. the main 
targets of these compounds were 
receptors for dopamine, serotonin, 
epinephrine, norepinephrine, and 
hormones. Most (33) of these com-
pounds also increase resistance to 
oxidative stress. Brian Kennedy 
(Buck Institute for research on 
Aging, uSA) spoke about research 
aimed at separating the beneficial 
effects of rapamycin, primarily in-
creasing the life span, from its side 
effects, in particular, induction of 
insulin resistance. rapamycin ap-
peared to inhibit the tOrc1 (ben-
eficial effects) and tOrc2 (side 
effects) complexes via different 
mechanisms. this makes it possible 
to develop selective tOrc1 inhibi-
tors, which is the research area of 
Delos Pharmaceuticals. Preclinical 
trials revealed a decrease in severi-
ty of side effects of this new class of 
drugs. nir Barzilai (Albert einstein 
college of Medicine, uSA) report-
ed that injection of the insulin-like 
growth factor 1 (IGF-1), but not in-
sulin, into the brain ventricles of old 
rats improves the peripheral insulin 
sensitivity via the IGF-1 receptor. 
He also pointed out the prospect of 
using IGF-1 receptor-blocking anti-
bodies that are not able to cross the 
blood-brain barrier for reducing the 
effect of IGF-1 on the peripheral 
(carcinogenic), but not on the cen-
tral nervous system (safety). the 
use of these antibodies in a combi-
nation with rapamycin would prob-
ably minimize rapamycin-induced 
insulin resistance. Furthermore, 
inhibition of the very IGF-1 ho-
molog, DAF-2, extends the life span 
of nematodes. For example, David 
Gems (university college London, 

uK) expanded our understanding 
of the mechanisms of this phenome-
non. the DAF-16 transcription fac-
tor turned out to activate AAKG-4, 
the subunit of atypical AMP-inde-
pendent AMP-kinase. this subunit, 
in turn, accelerates activation of 
DAF-16 by direct phosphorylation; 
it is necessary for nematode life 
span extension caused by inactiva-
tion of DAF-2. Another target of 
DAF-16, the MDL-1 transcription 
factor, also promotes the positive 
effect of DAF-2 inactivation on the 
lifespan of nematodes.

According to the report of Matt 
Kaeberlein (university of Washing-
ton, uSA), rapamycin extends the 
life span and improves the condition 
of mice with a defect of the mito-
chondrial complex I. these mice are 
used as a model organism in study-
ing subacute necrotizing encepha-
lomyopathy (Leigh syndrome). the 
number of defective mitochondria is 
known to increase with age. rapa-
mycin is supposed to prevent gly-
colytic product accumulation and 
lactic acidosis. M. Kaeberlein also 
supposed that the cause of a mito-
chondrial disorder may be intracel-
lular nAD depletion. thus, the pos-
sibility to restore the nAD level, to 
correct the Leigh syndrome, and to 
extend the life span, when nicotina-
mide riboside is included in the diet 
of mice, is under study. nicotina-
mide riboside is already on the uS 
market, as a vitamin supplement, 
under the brand name nIAGentM. 
Blanka rogina (university of con-
necticut Health center, uSA) re-
ported that the dPGc-1 protein 
increases the lifespan of Drosophila 
caused by a mutation in the trans-
membrane citric acid transporter, 
InDY, via stimulating mitochon-
drial biogenesis and reducing the 
level of oxidative stress. A reduced 
intestinal InDY level supports ho-
meostasis of stem cells and, as a 
consequence, the intestinal tract 
integrity. Identification of a human 
InDY homolog would help, per-

haps, to develop new drugs slow-
ing aging. robert Shmookler reis 
(university of Arkansas for Medical 
Sciences, uSA) spoke about the dis-
covery of a new protein, crAM-1, 
in intracellular protein aggregates 
of a mutant nematode used to study 
the Huntington’s disease. Inacti-
vation of this protein leads to a de-
crease in size of the aggregates, a 
delayed development of paralysis, 
and restoration of chemotaxis in 
two mutant nematodes, which are 
models of the Huntington’s disease 
and Alzheimer’s disease. crAM-1 
appeared to cause condensation 
of oligoubiquitin, which probably 
ceases proteasomal protein deg-
radation and prevents autophagy. 
Pharmacological inhibitors of the 
protein homolog in humans could 
be useful in treatment of age-asso-
ciated neurodegenerative diseases.

Another promising trend in ger-
ontology is investigation of genes 
extending the lifespan of model 
organisms. For example, Vera Gor-
bunova (university of rochester, 
uSA) reported that SIrt6, a pro-
tein, overexpression of which ex-
tends the lifespan of mice, plays a 
role of the genome guardian. SIrt6 
promotes repair of DnA damages 
via mono-ADP-ribosylation and 
activation of the PArP-1 protein. 
A regulator of the SIrt6 protein 
was found, and SIrt6 was demon-
strated to maintain the genome 
stability also in other ways. Bill Orr 
(Southern Methodist university, 
uSA) spoke how the redox-sens-
ing functions of peroxiredoxins can 
regulate expression of longevity 
genes in Drosophila. PrX-5 con-
trols the balance between innate 
immunity and aging. A reduction 
in the PrX-5 expression increases 
resistance to infections, whereas an 
excess of PrX-5 leads to decreased 
immunity along with an increase in 
the life span (30%) and resistance to 
oxidative stress.

certainly, an indispensable tool in 
the search for new longevity genes 
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is studying long-lived individu-
als and long-lived animal species. 
For example, based on genome-
wide population studies, claudio 
Franceschi (university of Bologna 
unIBO, Italy) found the protective 
allele APOE (t), the carriership of 
which correlates with low blood 
pressure, low probability of stroke, 
and large lifespan. unexpectedly 
beneficial effects of mutations in 
the mitochondrial complex I were 
also revealed that are observed in 
the complexes III and V in the ab-
sence of mutations. Yousin Suh (Al-
bert einstein college of Medicine, 
uSA) reported that certain vari-
ants of single nucleotide polymor-
phisms in promoter regions of the 
sirt-1 gene inhibit binding of the 
transcriptional repressor ctcF and 
promote binding of the transcrip-
tional activator ZFr. this prevents 
the sirt-1 activation in oxidative 
stress and increases the risk of my-
ocardial infarction. A longevity-as-
sociated variant of single nucleotide 
polymorphisms in the enhancer re-
gion of the foxo-3 gene similarly 
enhances expression of this gene 
in response to oxidative stress. the 
SKAt analysis of single nucleotide 
polymorphisms in centenarians and 
control groups demonstrated that 
first 25 longevity-associated genes 
comprise mainly genes associated 
with identification and repair of 
double-strand DnA breaks.

Vadim Gladyshev (Harvard 
Medical School, uSA) presented the 
results of genome and gene expres-
sion analyses in mammals. Sequenc-
ing the genomes of atypically long-
lived mammals, the naked mole rat 
(underground rodent) and Brandt’s 
bat, and subsequent comparison 
with the genomes of closely related 
species revealed a number of lon-
gevity-associated genes. research 
of this group is aimed at comparing 
gene expression in species with low 
and high life span in order to iden-
tify new longevity genes. Andrei 
Seluanov (university of rochester, 

uSA) reported that high molecu-
lar weight hyaluronic acid protects 
the naked mole rat from the cancer 
development, while low molecular 
weight hyaluronic acid, in contrast, 
acts as a carcinogen. Furthermore, 
naked mole rat ribosomes are capa-
ble of synthesizing proteins with the 
record low number of errors. Joao 
Pedro de Magalhaes (university of 
Liverpool, uK) provided some re-
sults of genome sequencing for the 
bowhead whale, which is the most 
long-lived mammal. Only five genes 
subjected to the recent action of se-
lection, including those responsi-
ble for the immune response, were 
found.

DnA mutations and damages 
play a role in aging also at the level 
of individual somatic cells. Jan Vijg 
(Albert einstein college of Medi-
cine, uSA) presented new meth-
odologies to identify and analyze 
somatic mutations and epigenetic 
changes, such as single cell whole 
genome sequencing and single cell 
transcripto-genomics that allows 
a researcher to identify whether a 
studied mutation is transcribed or 
it remains silent. Studies in mice 
and Drosophila conducted using 
these methodologies demonstrated 
that the number of somatic mu-
tations and the fraction of silent 
mutations increase with age. Alex 
Maslov (Albert einstein college of 
Medicine, uSA) presented a new 
method to assess the level of DnA 
damages using quantitative Pcr 
amplification of long fragments. A 
slight age-related increase in the 
level of DnA damages in the liver, 
but not in the brain, of laboratory 
animals was found. Another meth-
od to determine structural somatic 
DnA variations (translocations, in-
versions, duplications) using high-
throughput sequencing helped to 
identify an increase in the number 
of these changes in the liver and 
brain of aging mice, but not in the 
intestines or heart. Somatic cells af-
fected by DnA damage change to 

the state of senescence, an irrevers-
ible delay of the cell division. Judy 
campisi (Buck Institute for re-
search on Aging, uSA) presented 
a transgenic mouse that is suitable 
for visualization and destruction 
of senescent cells identified by the 
p16-InK4a overexpression. Senes-
cent cells appeared to accumulate 
after exposure to ionizing radiation 
or introduction of doxorubicin, to 
promote metastasis of tumors, and 
to be responsible for side effects of 
chemotherapy. At the same time, 
a short-term (but not persistent) 
presence of senescent cells in skin 
lesions facilitates accelerating their 
healing by secretion of a potent 
growth factor.

currently, increasing support is 
given to the theory about the rela-
tionship of genes, epigenetic regu-
lation, metabolism, intestinal mi-
croflora, lifestyle, and environment 
in controlling the individual’s life 
span. For example, claudio Franc-
eschi (university of Bologna un-
IBO, Italy) demonstrated that the 
metabolic profile of centenarians 
differs drastically from that of sen-
iors, but is similar to the profile of 
a young population. Furthermore, 
according to microbiome shotgun 
sequencing, relative abundance 
of Proteobacteria, such as the Es-
cherichia and Ruminococcus gen-
era, is increased in the intestines 
of centenarians. Daniel Promislow 
(university of Washington, uSA) 
presented a new methodology for 
studying the metabolome that 
combines highly sensitive orbitrap 
mass spectrometry with the WGc-
nA analysis of data to identify me-
tabolomic modules of correlating 
metabolites. He demonstrated that 
caloric intake restriction, which is 
a repeatedly confirmed method to 
increase the life span, has a strong 
effect not only on the levels of 
certain metabolites in Drosophila, 
but also on the interaction among 
them. Alexei Moskalev (Institute 
of Biology, Komi Scientific center, 
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ural Division of the russian Acad-
emy of Sciences; Moscow Institute 
of Physics and technology, rus-
sia) discussed the mechanisms for 
extending the life span after mod-
erate stress, such as exposure to 
ionizing radiation (hormesis phe-
nomenon), discovered in mutant 
Drosophila lines. In this case, de-
struction of sensitive cells, stimula-
tion of the cell stress response, ac-
tivation of the immune system, and 
acceleration of organism growth 
occur. rnA sequencing revealed 
an increase in the activity of four 
genes (including sugarbabe, tram-
track, and fat) and a reduced ac-
tivity of 48 age-related genes (e.g., 
keap-1 and relish) after exposure 
to a low dose of the γ-radiation.

Investigation of the aging proc-
ess, with allowance for its complex-
ity, is impossible without involve-
ment of computer technologies. For 
example, Joao Pedro de Magalhaes 
(university of Liverpool, uK) spoke 
about online databases: Digital Ag-
ing Atlas, Human Aging Genomic 
resources, and the naked Mole-rat 
Genome resource. His university 
colleague, Daniel Wuttke (univer-
sity of Liverpool, uK), presented a 
new open-source online platform, 
Denigma, for collaboration of scien-
tists to study the aging mechanisms. 
this platform is based on machine 
learning using databases, data sets 
as well as individually input data 
and on developing a model for ag-
ing on the basis of these data. the 
system uses ontologies, decomposi-
tion of problems into subproblems, 
and machine logic.

the search for reliable biomar-
kers of aging is the urgent need of 
gerontology. For example, claudio 
Franceschi (university of Bologna 
unIBO, Italy) reported on several 
biomarkers of biological age, which 
were confirmed in population 
studies, such as blood levels of n-
glycans, particularly the nGA2F/
nA2F ratio, hypermethylation of 
the elovl-2 and fhl-2 loci, metabolic 

signatures in blood and urine, and 
circulatory mitochondrial DnA. 
Ancha Baranova (research cen-
tre for Medical Genetics, russia; 
George Mason university, Fairfax 
VA, uSA) presented a simple, but 
reliable method to identify stages 
of various diseases or aging that 
is based on mrnA profiling us-
ing oligonucleotide microarrays or 
low coverage high-throughput se-
quencing followed by calculating 
the profile distance from the norm 
in false coordinates. this method is 
suitable to predict the progression 
of malignant tumors.

A separate section of the confer-
ence was devoted to bioengineered 
approaches to healthy aging. For 
example, Shay Soker (Wake Forest 
School of Medicine, uSA) reported 
on the latest advances in growing 
organs in bioreactors. Simple or-
gans, such as cornea, blood vessels, 
and bladder, are grown relatively 
easily, while complex ones, such 
as liver, kidney, and pancreas, re-
quire scaffolds. Paolo Macchiarini 
(Karolinska Institutet, Sweden) 
presented a technology for grow-
ing the non-immunogenic trachea 
and other thoracic organs and their 
clinical application. Mesenchy-
mal stem cells and mononuclear 
leukocytes were experimentally 
found to be equally well suitable 
for cellularization of bioscaffolds 
or bioartificial three-dimensional 
nanomaterials. In addition, G-cSF 
(granulocyte-colony stimulating 
factor) appeared to accelerate cel-
lularization and survival of bio-
scaffolds in the human body, while 
erythropoietin reduces the fraction 
of apoptotic cells. Greg Fahy (21st 
century Medicine Inc., uSA) spoke 
about the advances and problems 
in organ vitrification. cryoprotec-
tive mixtures, protocols for organ 
perfusion with these mixtures un-
der high pressure, and methods for 
rapid organ defrosting were devel-
oped. nevertheless, the differences 
in an optimal freezing rate of dif-

ferent cell types and organ zones 
remain a serious problem.

Andre Watson (Ligandal tech-
nology, uSA) presented a commer-
cial technology for targeted deliv-
ery of drugs and non-viral genome 
editing tools (such as crISPr and 
tALen) to individual cells and or-
ganelles by means of nanocapsules. 
the efficiency of this technology 
has been confirmed in a number 
of experiments in vitro and in vivo. 
Ksenia Yurieva (Human Stem 
cells Institute, russia) reported on 
the emergence of technologies for 
generating artificial human chro-
mosomes. currently, there are two 
approaches: “top-down”, in which 
a normal chromosome is deplet-
ed of all genes, with telomere and 
centromere regions only being left, 
and “bottom-up”, when a chromo-
some is synthesized from scratch. 
to copy and introduce artificial 
chromosomes, a microcell transfer 
technology is used, in which carrier 
cells are used for multiplication of 
chromosomes, then they are frag-
mented, and the resultant single 
chromosome fragments are fused 
to target cells. the opportunities 
offered by selective genome edit-
ing and implementation of artificial 
chromosomes to extend the human 
life span are truly endless.

therefore, pharmacological and 
genetic experiments on model or-
ganisms as well as comprehensive 
investigation of long-lived indi-
viduals and long-lived animal spe-
cies will identify the relationship 
of genes, epigenetic regulation, 
metabolism, intestinal microflora, 
lifestyle, and environment in con-
trolling the individual’s life span as 
well as discover new genes, alleles, 
processes, metabolites, strains of in-
testinal bacteria, and external fac-
tors affecting the aging rate. the 
progress of research is facilitated 
by the introduction of new tech-
niques and technologies, such as 
identification of somatic mutations 
and quantification of DnA damages 
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in individual cells, determination of 
complete metabolic profiles or iden-
tification of biological age using bio-
chemical or genetic markers. Due to 
the extraordinary complexity of the 
aging process and a huge amount of 
accumulated knowledge, the intro-
duction and extensive use of online 
databases of age-related changes as 
well as online depositories of the ge-
nomes of long-lived individuals and 
long-lived animal species, includ-
ing resources using artificial intel-
ligence, are becoming indispensa-

ble. All these efforts have enabled 
the development of drugs that are 
likely capable of slowing aging and 
are at the stage of preclinical tri-
als: nicotinamide riboside, selec-
tive tOrc1 inhibitors, and IGF-1 
receptor-blocking antibodies. In the 
near future, the emergence of new 
classes of anti-aging drugs is possi-
ble, for example, those that inhibit 
inflammatory responses, oxidative 
stress and the formation of pro-
tein conglomerates, activate DnA 
repair, destroy senescent cells, or 

even affect neurotransmission. In 
parallel, bioengineering approach-
es to healthy aging are developed, 
including growing and transplan-
tation of artificial organs, targeted 
delivery of drugs to cells and or-
ganelles, directed genome editing, 
and introduction of artificial chro-
mosomes.

the conference participants ad-
dressed the World Health Organiza-
tion with the appeal about the need 
to monitor and integrate data relat-
ed to age-dependent diseases. 
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abStract Cardiotoxins (cytotoxins, CT) are β-structured proteins isolated from the venom of cobra. They consist 
of 59–61 amino acid residues, whose antiparallel chains form three ‘fingers’. In contrast to neurotoxins with an 
overall similar fold, CTs are amphiphilic. The amphiphilicity is caused by positively charged lysine and arginine 
residues flanking the tips of the loops that consist primarily of hydrophobic amino acids. A similar distribution of 
amino acid residues is typical for linear (without disulfide bonds) cationic cytolytic peptides from the venoms of 
other snakes and insects. Many of them are now considered to be lead compounds in combatting bacterial infec-
tions and cancer. In the present review, we summarize the data on the antibacterial activity of CTs and compare 
it to the activity of linear peptides.
KeyWordS antibacterial activity, lipopolysaccharide, peptidoglycan, plasma membrane, three-finger cardiotox-
ins (cytotoxins), cytolytic cationic peptides.
abbreViationS AMP – antimicrobial peptide; GAG – glucosaminoglycan; CL – cardiolipin; LPS – lipopolysac-
charide, LTA – lipoteichoic acid; XRA – X-ray analysis; PG – phosphatidylglycerol; PE – phosphatidylethanola-
mine; CT – cytotoxin (cardiotoxin) from snake venom, NMR – nuclear magnetic resonance.

introduction
cytolytic peptides are present in the venom of snakes 
and insects. they contain extended hydrophobic re-
gions flanked by positively charged lysine and arginine 
residues as a structural motif [1]. cytolytic peptides 
can be either linear [2–7] or contain disulfide bonds 
[8]. In the latter case, they can only be β-sheets [9–12] 
or contain both β-sheet and α-helical regions [13, 14]. 
the interest in cytolytic peptides stems from the fact 
that some of them display both antibacterial and an-
ti-proliferative activities [15–18]. they are widely used 
to design peptides with improved therapeutic indices 
[19–23]. the design process is typically based on the 
principle of combining various motifs in one peptide 
(e.g., the cytolytic motif, the motif inducing membrane 
fusion, and the one promoting cell penetration). How-
ever, the systematic use of such peptides is undermined 
by their susceptibility to proteolysis in the bloodstream 
[24, 25]. therefore, we believe that peptides with com-
pact structures stabilized by one or several disulfide 
bonds would be of great interest.

three-finger toxins from cobra venom belong to the 
family of cytotoxins (cardiotoxins, ct) [12, 26–28] and 
can kill various types of cells by disrupting their plasma 
membranes. Studies of ct interaction with model lipid 
membranes have demonstrated that its mechanism de-
pends on the cytotoxin type: either P or S [29, 30]. the 

P-type includes cts with a Pro30 residue at the tip of 
the second loop; the S-type, those with a Ser28 residue 
(Table). Data on ct interactions with model phospholip-
id membranes suggest that these toxins destabilize the 
lipid bilayer of anionic phospholipid-containing mem-
branes [30, 31]. evidently, in a living cell cts target the 
plasma membrane (or the membranes of intracellular 
organelles) that contain such phospholipids. the inter-
action of cts with the components of the surface mem-
brane of eukaryotic cells disrupts its barrier properties 
and/or leads to the penetration of ct into the cell and its 
subsequent interaction with organelles, resulting in cell 
death [32–35]. Presumably, this scenario requires an-
ionic glycolipid sulfatide to be present in the membrane 
[36]. On the other hand, bacterial cell membranes are 
almost entirely composed of anionic phospholipids [37] 
and therefore should be substantially more vulnerable 
to cts. the aim of this review is to verify this claim.

All ct molecules contain such structural and func-
tional motifs as the membrane-binding motif and a 
‘belt’ of charged residues surrounding it, as well as 
clusters of conserved polar residues [12]. We can expect 
toxin activity to be defined by the efficiency of these 
motifs at certain stages of the ct penetration into a 
bacterial cell, as well as by the succession of their in-
volvement in the interactions with the cell. Let us first 
examine the spatial structure of a ct molecule.



12 | ActA nAturAe |   VOL. 6  № 3 (22)  2014

REVIEWS

SPatial Structure oF a ct molecule
the researchers working at the Shemyakin-Ovchin-
nikov Institute of Bioorganic chemistry of the russian 
Academy of Sciences have made a significant contri-
bution to the elucidation of the spatial structure of ct 
molecules, which has been discussed in several papers 
[30, 38–40] and reviews [12, 23, 27]. Herein, we present 
a brief overview. cts are characterized by a high de-
gree of homology of their amino acid sequences. Fig-
ure 1 shows the alignment of ct amino acid sequences, 
whose spatial architecture was determined by X-ray 
diffraction or nMr. Table lists the supplementary data 
(references, short names, charges of these toxins, etc.).

All cts are β-sheet proteins with three-finger fold-
ing [41] (Fig. 2). Four disulfide bonds formed by eight 
cysteine residues are the conserved elements of their 
spatial architecture (Fig. 1). It should be noted that the 
Asn60 residue, located in the immediate vicinity of the 
last cysteine residue that is conserved in all cts, plays 
an important structural role. the side chain of this resi-
due participates in three hydrogen bonds in the hydro-
phobic core of the molecule.

ct loops are formed by the antiparallel strands of 
the β-sheets (Fig. 2). the sizes of the β-sheets, small 
(formed by two strands of loop I) and large (formed by 
both strands of loops II and III), and their twist are sim-

Cardiotoxins: properties and conformational characteristics

cobra species, 
Naja Abbreviation Alternative 

names ID1 I/II2 S/P3 HtL4

net positive 
charge 

(neutral 
pH)

Method PDB code5

N. mossambica
M1 ctX: IIb, VII1

ct-1 P01467 I P 3.4 8 nMr 2ccX

М3 ctX VII4
ct-4 P01470 II S 1.0 10 XrA 1cDt

N. atra

A1 ctX:-1, I
ct:-1(cX1) P60304 II S 12.5 7 nMr 2cDX

A2 ctX:-2, II
ct:1A, -2(cX2) P01442 II S 12.9 8 nMr 1crF

1cre

A3 ctX:-3, III
ct-3 P60301 II P 11.7 9

nMr 2crt, 2crS
nMr 1I02
XrA 1H0J
XrA 1Xt3
XrA 2BHI

A4 ctX:-4, IV
ct:-4 P01443 II S 12.9 9 nMr 1KBt

1KBS

A4b ctX:-A4b; -t
ct: D-1; -5 P07525 II S 9.8 9 nMr 1cHV

A6 ctX:6, n
ct:-6, n P80245 I P 9.3 8 XrA 1uG4

N. oxiana

cII
(ctII) ct-2 P01441 II P 16.3 10

nMr 1cB9, 1ccQ

nMr 1FFJ

ctI
(ctI) ct-1 P01451 II S 8.9 6

nMr 1rL5
nMr 1ZAD

N. pallida tg ctX: gamma 
ct-1 P01468 I P 3.4 9

nMr 1cXO

XrA 1tGX

1Code of the amino acid sequence in the Swiss-Prot database of protein structures (www.uniprot.org).
2Classification into CT Group I and II is based on the presence of either two Pro (Group I) or a single Pro (group II) resi-
dues in the loop I sequence. 
3Classification of CT into S- and P-type is based on the presence of the S28 and P30 residues, respectively, at the end of 
loop II.
4Residues 5-11, 24-37, 46-50 and the Kyte-Doolittle hydrophobicity scale were used for calculations, a higher value cor-
responds to a higher hydrophobicity of the HTL.
5Protein structure database PDB (www.rcsb.org/pdb/home/home.do). 



REVIEWS

  VOL. 6  № 3 (22)  2014  | ActA nAturAe | 13

ilar in different cts. Dissimilarities in the structures 
of different cts are observed in regions with irregu-
lar structures, i.e. at the tips of loops I and II. In Group 
I cts (this group includes cts with two Pro residues 
at the tip of the loop I), this loop is bent (Fig. 2A) and 
has a ‘banana-twist’ shape [42]. It is achieved through 
two Pro residues at the tip of loop I (the first of which 
(Pro8) is present in the cis-configuration) and type 
VIa rotation (stabilized by hydrogen bonds between 
10 Hn ... O = c 7 and side chain nH of the Gln5 residue 
and c=O of residue 7). In Group II cts (this group in-
cludes cts with one Pro8 residue at the tip of loop I), 
this loop is more extended (Fig. 2A).

An interesting feature of cts is the Ω-shape of 
the loop II tip (Fig. 2A). nMr spectroscopy revealed 
that this region binds a water molecule with a long 
lifetime of the bound state [43]. this molecule may 
participate in up to three hydrogen bonds: with one 
of the amide protons of loop II and with two carbonyl 
groups of the polypeptide backbone of this portion of 
the molecule.

the loop III structure is the most conserved one in 
all cts. It starts with residues 40–45 (numbers are giv-
en for a ct built of 60 amino acid residues) that form 
a cross-turn with a right twist (Fig. 2A). It connects 
the external polypeptide chains of the three-strand-
ed β-sheet. residues 46–49 at the tip of loop III form 
a type I β-turn. residues 49–54 form an antiparallel 
strand structure with residues 20–26. It is interesting 
to note that the length of this final strand is strictly 
identical in all known structures of cts [12].

the tips of the loops play the crucial role in the in-
teractions of cts with detergent micelles and lipid 
membranes [38, 44]. they form a membrane-binding 
ct motif (Fig. 2A). the degree of hydrophobicity of the 
residues in this motif can serve as a more subtle basis 
for ct classification (Table, column HtL) [23] than the 
previously proposed subdivision of cts into the S- and 
P-types [29].

In general, the overall positive charge of a ct mol-
ecule ranges from 4 to 12 [23]. the difference is due to 
variations in the ratio between the negatively charged 
amino acids residues (aspartic and glutamic acids) and 
the positively charged lysine and arginine residues (Fig. 
2B). the latter mediate the interactions of cts with the 
cell surface polyanionic glycopolymers of animal cells, 
glycosaminoglycans (GAGs) [45]. charge distribution 
in a ct molecule defines the corresponding association 
constant [46].

the biological effect of cts on various types of cells 
is mediated by: 1) the interaction with the components 
of the cell wall (if any) and the plasma membrane; 2) 
penetration into a cell; and 3) the subsequent interac-
tion with cellular organelles.

antibacterial actiVity oF cts
the venoms of snakes and insects have long been con-
sidered to be a source of various biologically active 
compounds [47–55], including antibacterial ones. the 
low incidence of infections in snake bite wounds is a 
clear indication that the venom includes antibacterial 
compounds [56]. It was assumed that such activity is 

Fig. 1. Alignment of the amino acid sequences (cysteine residues are shown in bold) of CTs whose spatial structures 
have been determined by NMR or X-ray analysis (Table). Codes of the corresponding structures in the PDB bank are 
shown on the left. Sequences of asterisks, colons, and dots indicate the following residues: conservative, close and 
more distant in terms of properties, respectively. Disulfide bonds (B1 to B4) are designated by brackets above the se-
quence. The secondary structure is given below: sections of antiparallel chains are indicated by arrows under which the 
boundaries (residue number) of their formation are marked

B
1
 B

2
 B

3 
 B

4

1RL5 60

1H0J 60

1TGX 60

2CCX 60

1UG4 60

1CB9 60

1CDT 60

2 4 11 13 20 26 35 39 49 54
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А

B

5 11 37

46

50

24

I

II

III

1
13 1 13

25 34

Group I Group II   

1RL5   1CB9

Fig. 2. Detailed spatial struc-
ture of CTs. A – superposition 
of structures of cytotoxins 
from Fig. 1 (details are also 
given in Table) based on the 
elements of their secondary 
structure (strands of antipar-
allel β-structure are shown in 
bold). The loops are num-
bered with Roman numer-
als. The dotted line shows 
the boundary between the 
membrane and water estab-
lished by NMR in the model 
system [38]. The numbers of 
amino acid residues located 
at this boundary (according 
to [38]) are given next to the 
line. Superposition of residues 
from the first and the second 
loops is shown at the bottom 
of the set (only for the crystal 
structures from the set). For 
loop I, the superposition of 
Group I CTs (characterized 
by the presence of two Pro 
residues at the tip of the 
loop) and Group II CTs (single 
residue at the tip of the loop 
Pro) is given. Heavy atoms of 
the side chain Pro residues are 
displayed. A water molecule 
is shown in the center of loop 
II (formation of its hydrogen 
bonds: see text for details). 
B – distribution of positive 
(Lys, Arg, His residues, top, 
end groups of residues are 
marked with a “+”, in blue) 
and negative (Asp, Glu, 
residues, bottom, end groups 
of the side chains of these res-
idues are marked with a “-” in 
a circle, red) charges, exem-
plified by the structures of CT2 
of N. oxiana (left) and CT1 of 
N. oxiana (right). The set of 
PDB codes is shown below 
(representing the structure 
#1 from the set of 20 depos-
ited structures). Residues of 
the polypeptide backbone, 
forming a membrane motif, are 
shown in gray
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required to protect snakes from bacteria of their preys 
[57].

Studies of whole venoms of several snake species re-
vealed their antibacterial activity [58, 59]. For example, 
the venoms of some African and Asian cobras (genus 
Naja) and some Australian elapids (Notechis scutatus, 
Pseudechis australis) display a very prominent antibac-
terial effect, especially against Aeromonas hydrophila 
[59]. the venoms of one Asian (N. oxiana) and one Afri-
can (N. melanoleuca) cobras are an exception and do not 
display this activity. Gram-negative bacteria of genus 
Escherichia coli show the highest resistance to the ef-
fects of all venoms. Gram-negative Pseudomonas aeru-
ginosa and Gram-positive Bacillus subtilis are less re-
sistant. Gram-positive cocci Staphylococcus aureus and 
Gram-negative bacteria A. hydrophila are the most re-
sistant ones. these data show that the venoms affect 
both Gram-negative and Gram-positive bacteria. In an 
earlier study [57], it was suggested that L-amino acid 
oxidase, a protein with a molecular weight of ~ 140 kDa 
present in the venom, is responsible for its antibacterial 
activity. Later, a number of oxidases from the venoms 
of different snakes were found to have antibacterial 
activity (e.g., [60, 61]).

Studies of the antibacterial activity of whole insect 
and snake venoms against relatively stable E. coli bac-
teria demonstrated increasing efficiency in the series 
of Crotalus adamanteus < Vipera russellii << N. naja 
sputatrix < Apis mellifera (honeybee) [62]. According 
to electron spectroscopy data, the plasma membrane 
is the main target. Studies of antibacterial activity in 
a number of snake, scorpion, and bee venoms against 
Gram-negative bacterium Burkholderia pseudomal-
lei showed that the venoms of snakes C. adamanteus, 
Daboia russelli russelli, Agkistrodon halys, P. australis, 
Bungarus candidus, and Pseudechis guttatus display a 
high activity comparable with that of chloramphenicol 
and ceftazidime [63]. this remarkably high activity is 
attributed to the presence of proteins with enzymatic 
activity, L-amino acid oxidase and phospholipase A2, 
in the venom. It is believed that the oxidative activity 
of L-amino acid oxidase produces hydrogen peroxide 
that kills bacteria. Introduction of hydrogen peroxide 
interceptors, such as catalase, abolished the antibacteri-
al activity of the enzyme [64]. Phospholipase A2 cleaves 
phospholipids, causing membrane permeabilization [65].

the first paper on the antibacterial activity of ct 
was published in 1968 [66]. It has been reported that a 
ct extracted from the venom of ringhals Hemachatus 
haemachatus (family Elapidae) inhibited S. aureus at a 
concentration of 50 µg/mL. the amino acid sequence of 
ct was not established at the time. It was known only 
that the protein has a molecular weight of ~ 7 kD and 
contains four disulfide bonds. 

More detailed information on the antibacterial ac-
tivity of cts has been obtained later. In particular, it 
was found that the ct P4 (amino acid sequence un-
known) from N. nigricollis is active against several 
Gram-positive bacteria: B. subtilus, Micrococcus fla-
vus, Sarcina lutea [67]. the minimal inhibitory concen-
trations were in the range of 1.6–6.25 µg/mL. the ct, 
however, was inactive against Gram-negative bacte-
ria and other microorganisms (yeast, fungi). It can be 
assumed that ct targets bacterial membranes that 
contain substantial amounts of anionic phospholipids. 
Many cytolytic peptides, such as melittin [68] latarcins 
[69, 70], vaprines [71, 72], and cathelicidin [73], can 
disrupt the membrane at similar concentrations. An-
other ct, namely ct3 from N. atra (otherwise known 
as A3, Table), has been active not only against Gram-
positive (S. aureus), but also against Gram-negative 
(E. coli) microorganisms [74], even though previous 
reports indicated no activity for whole N. atra ven-
om against E. coli [61]. these differences may be ex-
plained by the peculiarities of the individual E. coli 
strains that were used in the cited papers. these can 
only be the differences in the lipopolysaccharide layer 
of these bacteria (its outer O-antigen portion consist-
ing of branched polysaccharides). chen et al. [74] pre-
sented electron microscopy images of bacteria before 
and after interaction with ct3. It can be seen that 
the toxin causes characteristic damage to the plasma 
membrane (protrusions, bubbles and cracks) and, 
therefore, penetrates through the lipopolysaccharide 
(LPS) layer. this may occur by substitution of ca2+ 
ions in the phosphate groups of lipid A via the interac-
tion between the charged side chains of the lysine res-
idues of the toxin and the phosphate groups of lipid A 
of the LPS, followed by loosening of this layer [75]. An 
alternative mechanism of cell penetration for antimi-
crobial peptides through LPS is self-promoted uptake, 
typical of linear (containing no disulfide bonds) AMPs, 
such as cecropins [76, 77]. Binding of these peptides 
to LPS facilitates their penetration into the plasma 
membrane and increases their membrane-permeabi-
lizing ability. In the case of ct3, some of the molecules 
remain bound to the LPS, providing other ones with a 
passage into the plasma membrane. this was demon-
strated in experiments with a fluorescent dye leakage 
from the liposomes formed by phospholipids, whose 
composition corresponded to that of the phospholipids 
of the plasma membrane of the bacteria under study 
[78]. Pre-incubation of ct3 with LPS reduced dye 
leakage. thus, the cell wall of Gram-negative bacte-
ria is the major obstacle to the penetration of cts into 
the plasma membrane. the high proportion of anionic 
phospholipids in the plasma membrane enables its 
destruction by ct molecules. Since the plasma mem-
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brane is associated with important cellular functions 
such as respiration, transportation, osmoregulation, 
lipid synthesis and others, the loss of its integrity re-
sults in cell death [74, 78].

the interaction of ct3 with the cell walls of Gram-
positive bacteria (mainly with lipoteichoic acid (LtA), 
which has no polysaccharide moiety) was also exam-
ined by chen et al. [74]. Pre-incubation of ct3 with 
LtA reduced the dye leakage from the liposomes 
formed from anionic phospholipids (phosphatidylglyc-
erol (PG) : cardiolipin (cL), 6:4) mimicking the plasma 
membrane of B. subtilis. the effective concentration 
of ct3 (the concentration causing the death of 50% 
of bacteria) is approximately an order of magnitude 
smaller (~ 0.9 µM) than that against E. coli. this fact 
most likely indicates that most of the ct3 molecules are 
not bound to the plasma membranes of these bacteria 
and are present in the aqueous solution and/or on the 
outer membrane (LPS), which is a major obstacle for 
ct molecules. therefore, ct molecules are too large 
and conformationally rigid to penetrate this barrier.

As discussed above, the antibacterial action of cts 
may be attributed to their membrane activity. to eluci-
date the mechanism of the destructive action of ct on 
membranes, cao et al. [79] analyzed the interaction of 
toxin ct3 from N. atra and toxin gamma from N. nigri-
collis with model membranes of E. coli (phosphatidyl-
ethanolamine (Pe)/PG, 75/25 mol/mol) and S. aureus 
(PG/cL, 60/40 mol/mol). toxin gamma was equally 
effective in destroying both Pe/PG and PG/cL vesi-
cles. However, ct3 was more effective against PG/cL 
vesicles. the fusogenic activity of the toxins correlated 
with their ability to disrupt membranes. For example, 
ct3, in contrast to toxin gamma, induced a more pro-
nounced membrane fusion with an increase in the car-
diolipin content. these data demonstrate that the fu-
sogenic and antibacterial activities of cts are related.

the attempts to use ct amino acid sequences to de-
sign antimicrobial agents that would be smaller but 
more active than their parent peptides deserve special 
mention. It was reported earlier that 7- to 12-residue 
long peptides from loop I of the ct4 of N. mossambica 
display in vivo toxicity, albeit lesser than that of the 
original toxin [80]. the 14-membered cyclic peptide 
(with one disulfide bond) L1AD3 has the amino acid 
sequence of loop I of the ct3 of N. atra and can induce 
apoptosis in leukemic t-cells [81, 82] when used at mi-
cromolar concentrations. the peptide has a β-hairpin 

conformation in aqueous solutions, similar to the cor-
responding moiety within the original ct. Although 
these short analogs have not been reported to exhib-
it antibacterial activity, it can be assumed that the 
β-structural analog possesses this activity. there are 
several β-structural antimicrobial peptides with one 
disulfide bond that display a broad range of activities 
(e.g., [83]). the compact size of these cationic peptides 
allows them to penetrate through the LPS of Gram-
negative bacteria and to destabilize the plasma mem-
brane because of their favorable charge/hydrophobic-
ity ratio. We believe that the emergence of interest in 
the antibacterial activity of cts will soon be followed 
by the development of antimicrobial peptides based on 
their amino acid sequences.

notably, the application of computer methods of 
analysis have allowed researchers to elucidate the evo-
lutionary relationship between animal venom toxins 
and antimicrobial proteins [84]. It is likely that animal 
toxins retain their antibacterial function during evolu-
tion.

concluSionS
the antibacterial activity of cts varies widely between 
different members of this family of peptides. the data 
presented in this review clearly show that penetration 
through the peptidoglycan layer, bacterial lipopoly-
saccharide, plays the crucial role in the manifestation 
of peptide activity. this has been confirmed in a re-
cent study of the comparative activity of five different 
cts against some Gram-positive and Gram-negative 
bacteria [85], which demonstrated that the activity is 
determined by amino acid residues outside of the ct 
membrane-binding motif. It might be easier to under-
stand the rules governing the interaction of cts with 
the polymers forming the outer membrane and the 
peptidoglycan layer of a bacterial cell for the peptides 
whose spatial structure depends on the abundance of 
disulfide bonds than for mobile linear peptides that 
have no disulfide bonds. We believe that the next step 
will be designing peptides based on cts amino acid se-
quences. Some steps have already been taken in this 
direction, and one of the peptides, L1AD3 [81, 82], can 
be used to treat leukemia. It is likely that there will be 
more examples in the future.

This work was supported by the Russian Foundation 
for Basic Research (grant 13-04-02128).
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abStract Precise studies of plant, animal and human genomes enable remarkable opportunities of obtained 
data application in biotechnology and medicine. However, knowing nucleotide sequences isn’t enough for under-
standing of particular genomic elements functional relationship and their role in phenotype formation and dis-
ease pathogenesis. In post-genomic era methods allowing genomic DNA sequences manipulation, visualization 
and regulation of gene expression are rapidly evolving. Though, there are few methods, that meet high standards 
of efficiency, safety and accessibility for a wide range of researchers. In 2011 and 2013 novel methods of genome 
editing appeared – this are TALEN (Transcription Activator-Like Effector Nucleases) and CRISPR (Clustered 
Regulatory Interspaced Short Palindromic Repeats)/Cas9 systems. Although TALEN and CRISPR/Cas9 ap-
peared recently, these systems have proved to be effective and reliable tools for genome engineering. Here we 
generally review application of these systems for genome editing in conventional model objects of current biol-
ogy, functional genome screening, cell-based human hereditary disease modeling, epigenome studies and visual-
ization of cellular processes. Additionally, we review general strategies for designing TALEN and CRISPR/Cas9 
and analyzing their activity. We also discuss some obstacles researcher can face using these genome editing tools.
KeyWordS TALEN, CRISPR/Cas9, genome editing.
abbreViationS TALENs – transcription activator-like effector nucleases; CRISPR – clustered regulatory inter-
spaced short palindromic repeats/Cas9; PAM – protospacer adjacent motif; sgRNA – single guide RNA; crRNA – 
CRISPR RNA; tcacrRNA – trans-activating CRISPR RNA; SpCas9 – Streptococcus pyogenes Cas9; pre-crRNA – 
poly-spacer precursor crRNA.

introduction
Genetic engineering emerged in the laboratory of Paul 
Berg in 1972 in the form of a recombinant DnA tech-
nology, when scientists combined the E. coli genome 
with the genes of a bacteriophage and the SV40 virus. 
Since then, this science has achieved tremendous suc-
cess; the molecular genetic mechanisms and phenom-
ena that can now be reproduced in vitro have been 
discovered and studied in detail. Studies in the field of 
molecular genetics and biochemistry of bacteria and 
viruses have allowed the development of methods to 
manipulate DnA, generate various vector systems and 
methods for their delivery to the cell. All of this has en-
abled not only transgenic microorganisms production, 
but also genetically modified plants and animals. the 

application area of genetic engineering has experienced 
rapid development, which provided the impetus for 
progress in selection and biotechnology. However, the 
conventional genetic engineering strategy has several 
drawbacks and limitations, one of which is the com-
plexity of manipulations with large animal and human 
genomes.

From 1990 to 2003, the nucleotide sequence of hu-
man nuclear DnA was determined and about 20.5 
thousand genes were identified within the “Human 
Genome” International Project. Similar projects are 
also currently under implementation; the genome nu-
cleotide sequences of the main model biological objects 
(E. coli, nematode, drosophila, mouse, and others) have 
been deciphered. However, these projects provide data 
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on the DnA nucleotide sequence only, but they yield no 
information about function of individual genome ele-
ments, or how they interrelate in an entire system. un-
derstanding the functional relationships in the human 
genome will make it possible not only to identify the 
cause-and-effect relations in the pathology of heredi-
tary as well as multifactorial diseases, but also to find 
targets for their treatment.

In 2003, the u.S. national Human Genome research 
Institute launched a new international project, en-
cODe (encyclopedia Of DnA elements), which aim 
was to join the efforts of scientists and obtain a com-
plete list of the functional elements of the human ge-
nome, including the elements that act at the  protein 
and rnA level , as well as the regulatory elements 
that control the fundamental genetic processes (tran-
scription, translation, and replication). to establish 
these functional relationships, two strategies are used: 
switching off a gene (knockout or knockdown) and en-
hancing the gene activity or its ectopic expression. the 
traditional methods – transgenesis using homologous 
recombination in mice [1] and also the use of various 
viral, including lentiviral vectors– are not only expen-
sive but also quite labor-intensive; they do not allow 
one to introduce precise changes into a strictly defined 
genome locus.

currently, researchers have several tools that allow 
them to solve the problems of precise plant’s, animal’s, 
and human’s genome editing .

As early as 1996, a zinc finger protein domain cou-
pled with the FokI endonuclease domain was dem-
onstrated for the first time to act as a site-specific 
nuclease cutting DnA at strictly defined sites in vitro 
[2]. this chimeric protein has a modular structure, be-
cause each zinc finger domain recognizes one nucleo-
tide triplet (zinc finger nuclease, ZFn). this method 
became the basis for editing cultured cells, including 
pluripotent stem cells, plant and animal models [3–8]. 
However, the ZFn-based technology has a number of 
disadvantages, including the complexity and high cost 
of protein domains construction for each particular ge-
nome locus and the probability of inaccurate cleavage 
of target DnA due to single nucleotide substitutions 
or inappropriate interaction between domains. there-
fore, an active search for new methods for genome ed-
iting was continued. In recent years, this search has led 
to the development of new tools for genome editing: 
tALens (transcription activator-like effector nucleas-
es) and crISPr/cas (clustered regulatory interspaced 
short palindromic repeats). these systems are charac-
terized by a relative construction simplicity and a high 
functional efficiency in human, animal, and plant cells. 
these systems, which are extensively used for vari-
ous genome manipulations, allow one to solve complex 

problems, including the mutant and transgenic plants 
and animals generation, development and investiga-
tion of disease models based on cultured human plu-
ripotent cells. Furthermore, chimeric proteins based on 
the tALe and inactivated cas9 nuclease DnA-binding 
domains were used in experiments on the regulation 
of gene transcription and for studying the epigenomes 
and behavior of chromosomal loci in the cell cycle.

this review describes in detail the possibilities in 
the construction, implementation, and analysis of the 
tALen and crISPr/cas9 function using examples 
of various model systems, as well as the complexities 
and problems associated with the use of these genome 
editing tools.

natural bacterial tale and criSPr/caS 
SyStemS aS tHe baSiS For tHe deVeloPment oF 
neW toolS For euKaryotic genome editing

TALEN
In 2011, Nature Methods named the methods of pre-
cise genome editing, including the tALen system, 
method of the year [9]. the history of this system’s de-
velopment is associated with the study of bacteria of 
the Xanthomonas genus. these bacteria are pathogens 
of crop plants, such as rice, pepper, and tomato; and 
they cause significant economic damage to agriculture, 
which was the motivate for their thorough study. the 
bacteria were found to secrete effector proteins (tran-
scription activator-like effectors, tALes) to the cyto-
plasm of plant cells, which affect processes in the plant 
cell and increase its susceptibility to the pathogen. Fur-
ther investigation of the effector protein action mech-
anisms revealed that they are capable of DnA binding 
and activating the expression of their target genes via 
mimicking the eukaryotic transcription factors.

tALe proteins are composed of a central domain re-
sponsible for DnA binding, a nuclear localization sig-
nal, and a domain that activates the target gene tran-
scription [10]. the capability of these proteins to bind 
to DnA was first described in 2007 [11], and just a year 
later two groups of researchers deciphered the code for 
recognition of the target DnA by tALe proteins [12, 
13]. the DnA-binding domain was demonstrated to 
consist of monomers, each of them binds one nucleotide 
in the target nucleotide sequence. Monomers are tan-
dem repeats of 34 amino acid residues, two of which are 
located at positions 12 and 13 and are highly variable 
(repeat variable diresidue, rVD), and it is they that are 
responsible for the recognition of a specific nucleotide. 
this code is degenerate; some rVDs can bind to sev-
eral nucleotides with different efficiencies. Before the 
5’-end of a sequence bound by a tALe monomer, the 
target DnA molecule always contains the same nucleo-
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tide, thymidine, that affects the binding efficiency [14]. 
the last tandem repeat that binds a nucleotide at the 
3’-end of the recognition site consists only of 20 amino 
acid residues and therefore is called a half-repeat.

After deciphering the code of DnA recognition  
by tALe proteins, which attracted the attention of 
researchers across the world due to its simplicity 
(one monomer – one nucleotide), the first studies on 
the construction of chimeric tALen nucleases were 
launched. For that purpose, the sequence encoding 
the DnA-binding domain of tALe was inserted into a 
plasmid vector previously used for creating ZFn [15]. 
this resulted in the generation of genetic constructs 
expressing artificial chimeric nucleases that contain 
the DnA-binding domain and the catalytic domain of 
restriction endonuclease FokI. this system allow ones, 
by combining monomers of the DnA-binding domain 
with different rVDs, to construct artificial nucleases, 
the target of which can be any nucleotide sequence. 
Most studies use monomers containing rVDs such as 
Asn and Ile (nI), Asn and Gly (nG), two Asn (nn), and 
His and Asp (HD) for binding the nucleotides A, t, G, 
and c, respectively. Since the nn rVD can bind both 
G and A, a number of studies was performed to find 
monomers that will be more specific. It has been shown 
that the use of nH or nK monomers for more specific 
binding of guanine reduces the risk of off-target effects 
[16, 17]. the first amino acid residue in the rVD (H and 
n) was found not to be directly involved in the binding 

of a nucleotide, but to be responsible for stabilizing the 
spatial conformation. the second amino acid residue in-
teracts with a nucleotide, with the nature of this inter-
action being different: D and n form hydrogen bonds 
with nitrogenous bases, and I and G bind target nucleo-
tides through van der Waals forces [18].

An artificial DnA-binding domain is inserted into a 
genetic construct comprising a nuclear localization sig-
nal, half-repeat, n-terminal domain, and the FokI cata-
lytic domain. tALens work as pairs and their bind-
ings sites are chosen sothat they are located on opposite 
DnA strands and are separated by a small fragment 
(12–25 bp), a spacer sequence. Once in the nucleus, ar-
tificial nucleases bind to target sites: the FokI domains 
located at the c-termini of a chimeric protein dimerize 
to cause a double-strand break in a spacer sequence 
(Fig. 1).

In theory, a double-strand break can be introduced 
in any region of the genome with known recognition 
sites of the DnA-binding domains using artificial 
tALen nucleases. the only limitation to the selection 
of tALen nuclease sites is the need for t before the 5’-
end of the target sequence. However, site selection may 
be made in most cases by varying the spacer sequence 
length. the W232 residue in the n-terminal region of 
the DnA-binding domain was demonstrated to inter-
act with 5’-t, affecting the efficiency of tALen bind-
ing to the target site [19]. However, this limitation can 
also be overcome by selection of mutant variants of the 

NI = A NG = T NN = G HD = C

Target locus

Recognition code

chimeric TALEN protein pair

FokI catalytic domain

FokI catalytic domain

DNA-binding domain

DNA-binding domain

5'

5'3'

3'

Fig. 1. A scheme for introducing a double-strand break using chimeric TALEN proteins. One monomer of the DNA-bind-
ing protein domain recognizes one nucleotide of a target DNA sequence. Two amino acid residues in the monomer 
are responsible for binding. The recognition code (single-letter notation is used to designate amino acid residues) is 
provided. Recognition sites are located on the opposite DNA strands at a distance sufficient for dimerization of the FokI 
catalytic domains. Dimerized FokI introduces a double-strand break into DNA
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tALen n-terminal domain that are capable of binding 
to A, G, or c [14].

CRISPR/Cas
About two years later after the discovery of the chi-
meric tALen proteins, another genome editing sys-
tem, crISPr, elements of which are non-coding rnAs 
and cas proteins (crISPr associated), was developed 
and started to be extensively used. In contrast to the 
chimeric tALen proteins, recognition by the crISPr/
cas system is carried out via the complementary inter-
action between a non-coding rnA and the target site 
DnA. In this case, a complex of non-coding rnA and 
cas proteins,which have nuclease activity, is formed. 
As early as 1987, mysterious repeats were discovered 
in some bacterial genes [20], the functions of which re-
mained unknown for nearly 20 years. Sequencing of 
bacterial genomes revealed similar nucleotide sequenc-
es in the genome of many microorganisms that have 
the characteristic structure: short regions of the unique 
DnA (spacers) are separated from each other by short 
palindromic repeats (Fig. 2). Due to this feature, they 
received the name crISPr (see abbreviations). Fur-
thermore, these crISPr cassettes are located in close 
proximity to the cas genes (crISP associated), the 
protein products of which have helicase and nuclease 
activity [21]. In 2005, three independent groups of bi-
oinformaticians reported that the spacer DnA is often 
homologous to the DnA of many phages and plasmids 
[22–24]. Furthermore, in 2007, it was shown that Strep-
tococcus thermophilus cells bearing in the crISPr lo-
cus a spacer that is complementary to a bacteriophage 
genomic DnA fragment become resistant to the phage 
[25]. thus, it became apparent that the crISPr/cas 
system is the unique mechanism providing microor-
ganisms protection against foreign DnA penetration 
and acting along with the restriction-modification sys-
tem as a limiter of the horizontal transfer of genetic in-
formation.

the crISPr systems are widespread in prokary-
otes: they are found in 87% of archaea and 48% of eu-
bacteria [26]. this is why different species are widely 
varied both in the number of crISPr cassettes in the 
genome (1–18) and in the number (60, on average) and 
size of repeats (23–37 bp, on average), as well as in the 
number and size of spacers (17–84 bp). Yet, the length 
of spacers and repeats in one cassette is constant and 
repeat sequences are almost identical [27].

the protection mechanism includes three main 
stages (Fig. 2). At the first stage, adaptation, a small 
fragment of foreign DnA that entered a bacterial cell 
is inserted into the crISPr locus of the host genome, 
forming a new spacer. In the viral genome, this frag-
ment is present as a protospacer that is complemen-

tary to the spacer and flanked by a short (2–5 bp), 
conserved sequence called PAM (protospacer adjacent 
motif) [28, 29]. the new spacer is always inserted on 
the At-rich side of the leader sequence located before 
a crISPr cassette that also contains promoter ele-
ments and landing sites for regulatory proteins [30, 31]. 
Apparently, this is the way the targets of most of the 
crISPr/cas systems are formed.

At the second stage, transcription, the entire 
crISPr locus is transcribed into a long pre-crrnA 
(poly-spacer precursor crrnA) (Fig. 2). the processing 
of an immature transcript into mature crrnA in most 
of the crISPr/cas systems is implemented by cas6 
endonuclease [32–36]. Short crrnAs (crISPr rnA) 
of 39–45 nucleotides contain one spacer sequence, and 
their ends contain repeats involved in the formation of 
the stem loop structure: the last eight nucleotides of 
the repeat with a hydroxyl group at the 5’-end form 
the stem, and the hairpin structure with 2’, 3’-cyclic 
phosphate forms the loop at the 3’-end [37, 38].

Fig. 2. A mechanism of CRISPR/Cas9 action in bacterial 
cells (see the text for details)
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the third stage, the interference of foreign DnA or 
rnA, is provided by the interaction between crrnA 
and a complex of cas proteins; crrnA recognizes com-
plementarily the protospacer sequence, and cas pro-
teins provide its degradation (Fig. 2).

For target DnA degradation by the effector com-
plex, any interaction between the complementary 
nucleotides of crrnA and target DnA at positions –2, 
–3, and –4 (if the first protospacer base is taken as +1) 
should be avoided [39]. Apparently, complementary in-
teractions between crrnA and the target DnA at these 
positions disrupt the effector complex formation, which 

prevents cleavage of genomic DnA and its subsequent 
degradation.

Long-term co-evolution of viruses and their hosts 
has led to the formation of viral protection mechanisms 
against the crISPr interference [40], which explains 
a wide variety of the crISPr/cas systems in bacte-
ria and archaea. Bioinformatic studies subdivide all 
crISPr/cas systems into three main types (I–III) and, 
at least, 10 subtypes [21, 27, 41]. Among these, the type 
II-A crISPr/cas system isolated from the S. pyogenes 
pathogen is currently the one used most widely in ge-
nomic engineering. A minimum set of the cas genes 
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Fig. 3.  A general scheme of the strategy for using the TALEN and CRISPR/Cas systems in genomic engineering
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was found in this bacterium [27, 41]. One polyfunction-
al cas9 protein performs both the processing of pre-
crrnA and the interference of foreign DnA [42]. the 
crrnA processing also depends on a small non-coding 
rnA, tracrrnA (trans-activating crrnA). tracrrnA 
molecules bind complementarily to repeat sequences 
in pre-crrnA, forming a duplex, while one of the ribo-
nucleases of the host cell, rnase III, cuts the duplex in 
the presence of cas9 to form mature crrnA contain-
ing a 20 nucleotide spacer sequence at the 5’-end. cas9 
makes a double-strand break in the target locus in the 
presence of Mg2+ ions, with the HnH nuclease domain 
of the enzyme cutting the DnA strand complementary 
to crrnA, and the ruvc domain cutting the non-com-
plementary strand [43]. the target DnA for cas9 of S. 
pyogenes should necessarily contain 5’-nGG-3’ PAM 
[43, 44], three nucleotides from which cleavage occurs. 
In S. thermophilus and Neisseria meningitides, targets 
for type II cas9 have a different consensus (5’-nG-
GnG-3’ and 5’-nnnnGAtt-3’, respectively).

genomic engineering uSing 
talenS and criSPr/caS9
the general strategy in genomic engineering using 
site-specific nucleases comprises four main stages 
(Fig. 3):
1. Selection of a target nucleotide sequence in the ge-
nome;
2. Generation of a nuclease construct directed at the 
selected target;
3. Delivery of this construct to the cell nucleus; and
4. Analysis of produced mutations.

Selection of a target nucleotide 
sequence in the genome
An important aspect of working with the tALen and 
crISPr/cas9 systems is careful selection of sites for 
the specific introduction of a double-strand break. the 
need for a preliminary bioinformatic analysis is ex-
plained by the possibility for off-target effects – intro-
ducing non-specific double-strand breaks into the ge-
nome. When selecting desired sites, regions of repeated 
sequences, as well as regions with a high homology to 
other genome regions, should be avoided.

the off-target effects, when using the chimeric 
tALen protein system, arise for several reasons. First, 
these are differences in the binding efficiency of rVD 
and specific nucleotides. HD and nn monomers form 
strong hydrogen bonds with nucleotides, while nG 
and nI form weak hydrogen bonds. this causes a pos-
sible binding of the DnA recognition domain to sites 
that differ from the target sites in a few nucleotides. 
Second, the degeneracy of the code for the binding of 
nucleotides by monomers may lead to, for example, 

interaction between nG and A. third, dimerization of 
the FokI domains of two nucleases with identical DnA-
binding domains (formation of homodimers) is possible. 
this issue has been resolved in a number of studies by 
producing tALens that contain the FokI domains act-
ing as obligate heterodimers. Finally, the possible off-
target effects may result from the fact that the size of 
the spacer DnA between the nuclease recognition sites 
is not fixed. this property makes it possible to intro-
duce double-strand breaks during the binding of nucle-
ases to off-target sites located at a distance sufficient 
for the dimerization of the FokI domains [45].

Since cas9 nuclease of S. pyogenes needs the obliga-
tory presence of the PAM with the 5’-nGG-3’ consen-
sus, though it is not much, but it limits selection of a 
target. In particular, target sites in the human genome 
are located in every 8–12 bp [46, 47]. One of the main 
drawbacks of the crISPr/cas9 system is a relatively 
high probability of off-target mutations. A number of 
studies carried out in vitro [43], in bacteria [48], and in 
human cells [46] have demonstrated that some single 
nucleotide substitutions in the 20-nucleotide spacer 
region of sgrnA (single-guide rnA) may lead to a 
significant reduction in the activity of crISPr/cas9, 
especially if these substitutions are located in the last 
10–12 nucleotides of the 3’-end of this region of sgrnA 
[49]. At the same time, substitutions at the 5’-end of 
sgrnA have actually no effect on the system’s activ-
ity [43, 46, 48]. However, cases are known when some 
single- and dinucleotide substitutions at the 3’-end of 
sgrnA do not affect the crISPr/cas9 system’s ac-
tivity and, instead, inhibit its action, if they are locat-
ed at the 5’-end [49]. In general, the off-target effect 
is determined by the position of substitutions, when 
8–12 bp at the 3’-end of the guide sequence are less 
important for cas9 than the 5’-end nucleotides; by the 
number of substitutions, which should not be more 
than three; by features of the very target site; by the 
concentration of introduced cas9 and sgrnA [46–49]. 
the search for and development of methods based on 
the use of cas9 orthologs, the activity of which needs 
a PAM with a more complex consensus sequence, 
will overcome these drawbacks. For example, type II 
crISPr/cas of N. meningitidis recognizes the PAM 
with the 5’-nnnnGAtt-3’ consensus, which certainly 
limits the choice of a target but may increase the speci-
ficity.

In order to increase the specificity of genome edit-
ing based on the crISPr/cas system, two cas9 nick-
ases with a pair of sgrnAs are used [50, 51] by analogy 
with pairs of ZFns and tALens, which cause breaks in 
DnA only under the action of two independent proteins 
with the FokI domains. Mutations in one of the cata-
lytically active domains (D10A in HnH and H840A in 
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ruvc) convert cas9 nuclease into DnA nickase [43, 46, 
52]. If cleavage of both DnA strands by a pair of cas9 
nickases leads to the formation of site-specific double-
strand breaks that are repaired via non-homologous 
end joining (nHeJ), individual single-strand damages 
are primarily repaired via highly accurate base exci-
sion repair (Ber) [53]. the use of two cas9 nickases 
with a sgrnA couple was demonstrated to provide a 
significant reduction in the production of off-target 
mutations, with the yield of target mutations generally 
corresponding to that for the use of nuclease [50, 51].

the mentioned properties of target site recognition 
by the crISPr/cas9 and tALen systems were taken 
into account when developing computer algorithms 
that search for these sites. currently, on-line software 
is available that was developed by different teams and 
designated for the selection of potential sites for the 
tALen [54–59] and crISPr/cas9 [47, 60–62] systems, 
as well as for the detection of possible off-target effects.

Generation of genetic constructs 
expressing CRISPR and TALEN
TALEN. the DnA-binding domain consists of almost 
identical repeats: so there are certain technical difficul-
ties in creating genetic constructs expressing tALens. 
A number of methods have been suggested that enable 

to construct tALe DnA-binding domains consisting 
of 20–30 or even more monomers. One of the strate-
gies is based on standard DnA cloning using hydrol-
ysis by type II DnA restriction endonucleases and li-
gation: reAL (restriction and Ligation [63]). At the 
first stage, a library of monomers is generated that are 
introduced with endonuclease restriction sites at the 5’- 
and 3’-termini. After DnA hydrolysis, pair-wise liga-
tion is carried out resulting in the formation of dimers 
(n1

n
2
, n

3
n

4
, n

2k-1
n

2k
) that are then combined in tetram-

ers and so forth. In this case, the correct sequence is 
achieved by the use of various restriction endonucle-
ases. this technique is rather difficult and time con-
suming, because at each stage, the reaction products 
should be purified, and the correct orientation should 
be confirmed. to accelerate this process, a library of 
376 members was generated that consists of mono- , 
di- , tri-, and tetramers (reAL-Fast, [64]).

to increase the efficiency and to accelerate the as-
sembly process, the Golden Gate reaction is used [65, 
66], which is simultaneous ligation and hydrolysis by 
restriction endonucleases in the same reaction mixture 
(Fig. 4). In the Golden Gate reaction, type IIS restric-
tion endonucleases are used that hydrolyze DnA at a 
fixed distance from the recognition site, for example, 
BsmBI or BsaI. therefore, the “scarless” assembly oc-

Monomers

Intermediate k-mer constructs

Final plasmid construct encoding chimeric  
TALEN protein

Nuclear localization 
signal Tandemic TALE repeats Effector domain
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Fig. 4. A scheme of the modular hierarchical ligation strategy based on the Golden Gate cloning system to generate 
genetic constructs expressing chimeric TALEN proteins. A – at the first stage, a library of monomers is generated, which 
is a kind of a “construction kit” comprising a set of parts. These parts are amplified sequences of monomers with specific 
oligonucleotide primers. The primers are selected in such a way that hydrolysis by type IIS restriction endonucleases 
results in the formation of sticky ends, which define the monomer position in a final construct. B – a single Golden Gate 
reaction enables simultaneous ligation of multiple monomers, which results in intermediate k-mer constructs. C – at the 
last stage, the Golden Gate reaction is carried out, resulting in restriction and ligation of several intermediate k-mer 
constructs and the backbone plasmid containing the remaining TALEN elements
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curs during ligation, because restriction endonucleases 
“cut off” their own site from a monomer, and the liga-
tion product is not subjected to restriction. A library 
that contains different variants of the all four mono-
mers, corresponding to the various positions (e.g., 1 to 
20) in the future DnA-binding domain, is generated by 
amplifying sequences of monomers (nI, HD, nG, and 
nn) with different oligonucleotide primers. treatment 
of these monomers with IIS restriction endonucleases 
produces sticky ends complementary to the sticky ends 
of neighbor monomers. In a single reaction, several 
monomers can be simultaneously ligated; for example, 
four [67] and six [68]. next, using the Golden Gate reac-
tion again, it is possible to ligate several tetra- or hex-
amers and to clone a complete sequence into a plasmid 
vector containing the 3’-half-repeat and FokI catalytic 
domain.

In order to reduce the time needed to develop ge-
netic constructs expressing tALen, a method was 
proposed that enables the exclusion of DnA ligation 
and, accordingly, steps related to verification of its re-
sults. the selected DnA-binding domain is assembled 
from monomers with long, specific, single-strand ends 
(10–30 nucleotides). upon mixing several monomers, 
annealing of complementary single-strand ends occurs, 
whereby the monomers are arranged into a desired se-
quence. then, E. coli cells are transformed with the re-
sulting mixture and ligation occurs already in bacteria 
with involvement of their own enzymes [69].

these methods for developing genetic constructs ex-
pressing tALens are relatively simple, and, according 
to various estimates, their implementation takes 1–2 
weeks, if appropriate reagents are available. In addition 
to the simplicity and efficiency, this technology is also 
easily accessible; currently at the Addgene Depository 
(http://www.addgene.org/tALen/), kits for the con-
struction of tALens developed by different groups of 
authors [64, 68–71] can be purchased and used in the 
laboratory.

Also, there are available systems for the automated 
high-performance production of constructs expressing 
tALens nucleases. For example, a commercial plat-
form from cellestis Bioresearch enables one to gen-
erate up to 7,200 of these constructs annually. three 
methods based on the use of solid phase surfaces have 
been described in the scientific literature [72–74]. 
these methods avoid an analysis of intermediate con-
structs, their purification by extraction from the gel, 
and other stages, which makes these methods suitable 
for automated production and accelerates the process. 
the idea behind these methods is to use streptavidin-
coated magnetic particles with attached biotinylated 
double-strand DnA adapters. Sequential alternation 
of the phases of DnA hydrolysis by restriction endo-

nucleases and ligation is used to extend a sequence of 
monomers that is connected via an adapter with the 
magnetic particle. the reaction products are purified 
by means of washing buffers on a magnetic plate. In 
this case, by-products and reaction components are 
washed away and the target product is retained in a 
test-tube (or well) due to the attraction between the 
magnetic particles and the plate. At the end, restriction 
endonucleases are used to cleave the links between the 
biotinylated adapter and the synthesized sequence of 
monomers of the DnA-binding domain of tALen. the 
sequence is then cloned into a plasmid vector by means 
of DnA ligation. this method allows one to quickly and 
efficiently synthesize in parallel genetic constructs in 
96-well plates using multichannel pipettes or robotic 
pipetting stations.

CRISPR/Cas9. It was demonstrated that for cleavage 
of DnA in vitro [43, 52] and in bacterial cells [42] using 
crISPr/cas9, the following components are neces-
sary and sufficient: non-coding rnAs (tracrrnA and 
pre-crrnA), rnase III, and the cas9 protein. the use 
of this system in mammalian cells exhibits several fea-
tures.

First, Spcas9 nuclease (cas9 of S. pyogenes) should 
be adapted for adequate transcription in high eukary-
otic cells, in particular codon-optimized, and attach-
ment of nuclear localization signals (nLS) is necessary 
to provide a nuclear compartmentalization; two nLS 
are sufficient for effective guiding of cas9 to the nu-
cleus [46].

Second, maturation of pre-crrnA in eukaryotic cells 
does not require the introduction of exogenous rnase 
III, since this function is successfully performed by its 
own cellular rnases [75–77].

third, instead of two non-coding rnAs, single chi-
meric sgrnA is often introduced, in which mature 
crrnA is fused with a part of the tracrrnA through 
the synthetic “stem-loop” structure to simulate the 
natural crrnA-tracrrnA duplex [43] (Fig. 5). to tran-
script sgrnA, an appropriate promoter is required: for 
example, the rnA polymerase III u6 promoter.

Basic plasmid constructs containing the elements 
necessary for crISPr/cas9 activity were produced 
in the Feng Zhang’s laboratory. the pX260/pX334 
plasmids contain three expression cassettes: cas9 nu-
clease/nickase, crISPr mrnA, and tracrrnA (Fig. 
6). to change the target sequence, this construct only 
needs cutting off the original 30 nucleotide guide se-
quence flanked by BbsI sites and replacing it with an 
artificially synthesized one. to this effect, 30-mer oli-
gonucleotides complementary to the target sequence 
and containing the appropriate sticky ends are melted 
together and ligated to the plasmid.
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pX330/pX335 plasmids contain two expression cas-
settes: cas9 nuclease/nickase and chimeric sgrnA 
comprising 85-nucleotide tracrrnA. the principle of 
changing the guide sequence is the same, but the se-
quence length is shorter – 20 nucleotides –and the 20th 
position should be occupied by guanine, because the u6 
promoter used in this case comprises this base at the 
transcription start point. Furthermore, these plasmids 
can be inserted with additional elements, such as the 
2A-GFP or 2A-Puro sites, for subsequent selection of 
cells bearing the plasmid.

Delivery of constructs expressing 
CRISPR/Cas9 components
to transform human, mouse, and other cell cultures, 
plasmids providing extensive production of cas9 nu-
clease and sgrnA in vitro are more often used [46, 78–
80]. to transform the whole organism, a method based 
on microinjection of cas9 mrnA and sgrnA into sin-
gle-celled embryos was developed [81–83]. this meth-
od is widely used in mouse, zebrafish (Danio rerio), and 
drosophila. For large-scale genome-wide knockout us-
ing large sgrnA libraries, lentiviral vectors are em-
ployed [84, 85]. In plants, which have cells with a thick 
cellular wall, the method of protoplast-plasmid trans-
formation in cell cultures [86, 87], as well as agroinfil-

tration using Agrobacterium tumefaciens [88, 89], is 
widely used.

Analysis of mutations caused by 
CRISPR/Cas9 and TALEN
Due to the activity of crISPr/cas9 or tALens sys-
tems, a double-strand break is introduced into eukar-
yotic DnA in the region of the crISPr/cas9 proto-
spacer or spacer sequence separating the tALen 
recognition sites (Fig. 7). In the absence of a homolo-
gous donor DnA, the double-strand break is repaired 
by nonhomologous end joining. During this process, er-
rors occur and small insertions or deletions happen at a 
high frequency in the joining region [90]. A number of 
techniques based on the detection of such changes in a 
target DnA have been developed to study the activity 
of artificial nucleases in eukaryotic cells (Fig. 7).

A method based on tOPO cloning allows one to 
study the nucleotide sequences of mutant alleles re-
sulting from nonhomologous DnA end joining as well 
as highly accurate quantification of the efficiency of 
artificial nucleases (Fig. 7). eukaryotic cells are treated 
with artificial nucleases, then genomic DnA is isolated, 
and the DnA segment containing a nuclease recogni-
tion site is amplified by Pcr. the Pcr products are 
cloned in a plasmid vector, followed by sequencing of 
the clones produced after the transformation to E. coli 
cells [72]. Based on this, the variety of the generated 
mutations and their frequency are determined. Fur-
thermore, if the cells treated with artificial nucleases 
are used to produce clonal populations, then lines car-
rying certain mutations may be selected after sequenc-
ing. For example, based on a selection of clones with a 
deletion of a certain size, cell lines were produced in 
which the reading frame impaired by the Duchenne 
muscular dystrophy mutation was restored [91].

the artificial nuclease activity is analyzed using 
enzymes that cleave the phosphodiester bonds in un-
paired DnA segments (Fig. 7). Amplification of a seg-
ment selected as a target for artificial nucleases pro-
duces a mixture of DnA molecules, the nucleotide 
sequences of which are different due to the insertions 
or deletions that occurred during nonhomologous end 
joining. Denaturation followed by re-hybridization of 
a Pcr product results in the formation of heterodu-
plexes containing loops in unpaired segments. After re-
hybridization, Pcr products are treated with enzymes 
such as phage t7 endonuclease I [92] or nucleases of 
the ceLI family [93], and then the resultant fragments 
are separated by electrophoresis. Detection of hydro-
lysis products indicates that a Pcr product mixture 
contains fragments with insertions or deletions result-
ing from nonhomologous end joining. the efficiency of 
artificial nucleases may be estimated by the ratio of 

Fig. 5. Single chimeric sgRNA to introduce double-strand-
ed breaks into the target loci. A complex of sgRNA and 
Cas9 is capable of introducing double-strand breaks into 
selected DNA sites. SgRNA is an artificial construct con-
sisting of elements of the CRISPR/Cas9 system (crRNA 
and tracrRNA) combined into a single RNA molecule. A 
protospacer is a site that is recognized by the CRISPR/
Cas9 system. A spacer is a sequence in sgRNA that is 
responsible for complementary binding to the target site. 
RuvC and NHN are catalytic domains causing breaks at the 
target site of the DNA chain. PAM is a short motif (NGG in 
the case of CRISPR/Cas9) whose presence at the 3’-end 
of the protospacer is required for introducing a break
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intensity of the main product and the fragments pro-
duced during the hydrolysis, but this is an inaccurate 
estimate [92].

the properties of the resulting heteroduplexes are 
different from those of homoduplexes. One of these 
differences is a change in the melting curve profile 
that can be detected using the high resolution melting 
analysis (HrMA) (Fig. 7). A short segment (100–300 bp) 
containing a double-strand break site is amplified us-
ing real-time Pcr with fluorescent intercalating dyes. 
then, after denaturation and rehybridization, HrMA 
is performed. Based on a comparison of the control and 
test samples, changes in the melting curve profile and, 
hence, changes in the nucleotide sequences resulting 
from nonhomologous end joining can be determined 
[94]. this analysis is sensitive and simple, but this is a 
qualitative method that does not allow one to estimate 
accurately the efficiency of artificial nucleases, as well 
as the nature of DnA changes.

Another method to determine whether a double-
strand break was introduced into a target site is the 
analysis of the electrophoretic mobility of heterodu-
plexes. unpaired segments of the single-strand DnA 
that form loops in heteroduplexes reduce their mobility 
in a 15% polyacrylamide gel compared to that of homo-
duplexes. this property makes it is possible not only to 
determine whether a double-strand break occurred, 
but also to evaluate the variety of generated mutations 
as well as to genotype different clones, because differ-
ent size deletions or insertions change the heteroduplex 
mobility in different ways. In this case, the mobility 
profile for lines containing the same mutation is also 
identical [95].

the efficiency of artificial nucleases can be quan-
tified and compared using methods based on genetic 

reporter constructs containing genes of luminescent 
proteins. In this case, single-strand annealing (SSA) is 
used, which is one of the ways used to repair double-
strand breaks in the genome of eukaryotes. If a double-
strand break occurs between two direct repeats, then 
annealing of the complementary sequences flanking 
the break occurs via SSA. then, the nonhomologous 
regions are hydrolyzed by specific nucleases and the 
synthesis and ligation of new DnA occur in single-
strand segments. the sequence between direct repeats 
where a double-strand break occurred is always delet-
ed, and one sequence remains instead of two repeated 
sequences. this process is used to restore a reporter 
gene; e.g., the luciferase gene. After a double-strand 
break introduced into the target sequence cloned into a 
plasmid vector between two repeat elements of the re-
porter gene, the reporter function is restored by means 
of SSA. therefore, the efficiency of artificial nucleases 
can be quantified by the level of luminescence. In this 
case, reporter constructs are transfected into eukaryot-
ic cells such as HeK293 lines or some yeast strains. the 
disadvantage of this method is that it does not take into 
account the genomic environment in which the taget 
site is located; so, its results may not correlate with the 
results obtained when working with target sites in the 
genome [96].

Japanese scientists have developed a method of 
analysis based on the impairment/restoration of the 
lacZα gene function (Fig. 7). For this purpose, the site 
designated for introducing a double-strand break is 
cloned into the lacZα gene. In this case, oligonucle-
otide primers are selected in such a way that the wild 
type target site impairs (1) or preserves (2) the read-
ing frame. If a double-strand break occurred in the site 
that was repaired by nonhomologous end joining, then 

U6 promoter
Mammalian  
promotersgRNA

crRNA tracrRNA NLS hCas9 NLS Poly(A)

Fig. 6. A scheme of a genetic construct expressing CRISPR/Cas system elements. hCas9 is the Cas9 protein sequence 
optimized for expression in eukaryotic cells. sgRNA is a single chimeric RNA containing the parts of crRNA and tracrRNA 
necessary for the activity. NLS is the nuclear localization signal, which provides penetration of the construct into the 
nucleus. Poly (A) is the polyadenylation signal 
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Fig. 7. A scheme of various analyses to identify and determine the efficiency of double-strand break introduction caused 
by the TALEN and CRISPR/Cas systems. First, constructs encoding CRISPR/Cas9 or TALEN are delivered into cells. In 
cells, double-strand breaks occur in the target loci that are repaired by nonhomologous end joining (NHEJ). This results 
in the formation of insertions or deletions. Next, the target locus is amplified by PCR. PCR products are analyzed by the 
following methods. A – a target segment is cloned into a plasmid vector. Impairment or, instead, recovery of the read-
ing frame of the lacZ gene occurs due to the insertions or deletions. Based on the count of blue and white colonies after 
the transformation of E. coli, the efficiency of the CRISPR/Cas9 or TALEN systems is determined; B – after cloning into a 
plasmid vector and E. coli transformation, Sanger sequencing is performed. Clones containing insertions/deletions are 
counted, the efficiency is determined; C – after denaturation and re-hybridization of the PCR product, DNA heterodu-
plexes are formed; e.g., one strand is “wild type,” and the other contains a deletion. After treatment with enzymes that 
cut DNA in unpaired segments, samples are loaded onto a gel and electrophoresis is carried out. The hydrolysis prod-
ucts mean that the sample contained heteroduplexes; hence, a break appeared in double-strand genomic DNA under 
the action of CRISPR/Cas9 or TALEN; D – a high resolution melting analysis enables heteroduplex detection. Blue is 
the control samples, red is the samples containing heteroduplexes; E – unpaired DNA regions reduce the heteroduplex 
mobility in a 15% polyacrylamide gel. After gel electrophoresis, bands corresponding to homo- and heteroduplexes can 
be observed
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in the first case, after cloning the reading frame will be 
restored in the one-third constructions due to deletions 
or insertions. Accordingly, after the transformation of 
E. coli cells with the produced constructs, a fraction of 
the colonies will be blue in color. In the second case, the 
reading frame will be impaired in the two-third con-
structs due to mutations caused by artificial nucleases. 
the colonies with these genetic constructs will be white 
in color. the efficiency of artificial nucleases can then 
be determined by simply counting the fraction of blue 
or white colonies in the first and second cases, respec-
tively [97].

aPPlication oF criSPr/caS9 and talen SyStemS
nuclease makes double-strand breaks in a target site 
that are repaired by the cell through one of two possi-
ble mechanisms:

nonhomologous end joining, when errors occur that 
result in indel type (insertions, deletions) mutations in 
the target locus.

Homologous recombination, in which an intact ho-
molog serves as a template to restore the original DnA 
structure; this is quite a rare event in the cell, but the 
use of crISPr/cas9 and tALens increases the prob-
ability of homologous recombination by several orders 
of magnitude. If crISPr/cas9 components are added 
with artificially synthesized DnA showing homology 
with a nucleotide sequence at the break, then it may 
serve as a template for another way to repair DnA, ho-
mology-directed repair (HDr), in which a small piece of 
an artificial template is introduced into the target locus. 
As such a template, two types of constructs are most 
often used: single-strand oligonucleotides and plasmid 
vectors. In the first case, oligonucleotides homologous 
to the site for double strand break introduction are 
artificially synthesized; the optimum oliginucleotide 
length is about 90 nucleotides [98]. these oligonucle-
otides may be slightly different from the target site. 
When plasmid vectors are used as donor molecules for 
recombination, sufficiently long homology arms are 
cloned in them (500 to several thousand base pairs). 
these homology arms can flank additional elements 
such as reporter genes, antibiotic resistance genes, and 
so forth. Besides transgenesis HDr can be used to alter 
the genome via original nucleotide sequence replacing: 
synonymous substitutions can be generated to provide 
a new restriction site or a mutant allele, for example, 
which causes some hereditary disease, can be replaced 
with wild type allele. (genetic correction)However, 
HDr occurs vigorously only in dividing cells and its ef-
ficiency is highly depends on the cell type, stage of life, 
as well as the target locus of the genome and template 
itself [99].

therefore, the following mutations can be produced 

using site-specific nucleases:
• non-homologous end joining in the absence of a 

donor plasmid mediates deletions or insertions of sev-
eral nucleotides in the target site and, as one of the re-
sults, knockout due to reading frame mutations and 
stop codon formation [100];

• in the presence of double-strand oligonucleotides 
or a donor plasmid, DnA fragments of more than 14 kb 
can be inserted through nonhomologous end-joining-
mediated ligation [101, 102];

• simultaneous introduction of several double-
strand breaks may lead to deletions, inversions, or 
translocations of the DnA regions located between 
these breaks [46, 103]; 

• homologous recombination in the presence of a do-
nor plasmid with homology arms flanking the inserted 
fragment [104], a linear donor sequence with homology 
of less than 50 bp [105], or an oligonucleotide [103] leads 
to insertion of one or more transgenes for the correction 
or replacement of existing genes.

currently, these methods are extensively used in 
basic and applied research. In this case, genome edit-
ing is possible both in vitro upon delivery of tALen or 
crISPr/cas elements to cell cultures and in vivo by 
mrnA injections into zygotes (Fig. 3).

In vitro genome editing
the HeK 293t/HeK 293Ft cell lines are commonly 
used to test the efficiency of the tALen and crISPr/
cas systems in a human in vitro model, because they  
can be transfected easily by plasmids and are relative-
ly simple to maintain, [46, 50, 68, 78, 106]. According 
to different authors, the level of targeted mutations 
and also homologous recombination with donor plas-
mids/oligonucleotides varies widely, which probably 
depends not only on the method, but also on the cell line 
and the genomic target itself (Table). cultured lines of 
induced pluripotent stem cells and human embryon-
ic stem cells are of particular interest for regenerative 
medicine, the investigation of the structure and func-
tioning of complex gene networks, the development of 
drug search systems, and a variety of other basic and 
biomedical studies.

using the tALen system, Ding et al. [71] introduced 
double-strand breaks and obtained human stem cell 
lines with mutations in various disease genes. In total, 
15 genes were mutated and a comprehensive pheno-
type analysis of differentiated derivatives of stem cells 
with mutations in four of them (APOB, SORT1, AKT2, 
and PLIN1) was performed. new data on the role of 
these genes in the pathogenesis of diseases were ob-
tained due to these cell models. For example, the APOB 
gene product was demonstrated to be necessary for the 
replication of the hepatitis c virus in human hepato-
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cytes. Viral replication is greatly reduced in cells with 
a homozygous mutation in this gene. What is more, the 
e17K mutation in the AKT2 gene leads to a decrease 
in the glucose synthesis in human hepatocytes and an 
increase in the level of triglycerides in adipocytes.

In addition to the generation of the models required 
for developing approaches to the treatment of diseas-
es, artificial nucleases may be used directly for thera-
peutic purposes. One of such trends is the therapy of 
chronic viral infections. tALens may be constructed 
to allow the introduction of mutations into the open 
reading frames of viruses such as HIV, hepatitis B, and 
herpes, which may be present in the body in a latent 
state and not be affected by therapy against replicating 
viruses [107, 108]. For example, the C-C chemokine re-
ceptor type 5 gene of t lymphocytes, whose mutations 
render a person resistant to HIV, can be modified using 
tALens [100, 109].

With the use of a crISPr/cas9-based technol-
ogy, isogenic human stem cells were generated [110], 
methods to correct a mutant cell phenotype are devel-
oped [111], and studies on the gene expression regula-
tion [112–116], functional relationships between large 
groups of genes [84, 85], and imaging regions of the ac-
tive genome regions in living cells [117] are conducted.

the development of panels of human isogenic plu-
ripotent stem cells will implement modeling of he-
reditary and multifactorial diseases, screening of large 
drug libraries, as well as searching for new mutations 
involved in the pathological process. currently, all 
these areas are under extensive study. For example, 
the crISPr/cas9 system was effectively used to gen-
erate a IcF syndrome model (IcF is the immunodefi-
ciency, centromeric region instability and facial anoma-
lies syndrome) using human-induced pluripotent stem 
cells. Homozygous mutations in the DNMT3B gene with 
a frequency of 63% were generated, with cells having 
the centromeric instability phenotype [110]. It seems 
particularly relevant to study severe neurodegenera-
tive diseases such as Alzheimer’s, Parkinson’s, and 
various muscle atrophies.

Since cas9 recognizes a particular target in the ge-
nome with the participation of a short guide sequence 
in sgrnA, currently, it is relatively easy to generate 
a large genome-wide library of oligonucleotides and, 
accordingly, sgrnAs. Furthermore, the use of lentivi-
ruses, which are stably maintained in the genome and 
replicated together with genomic DnA, as a vector for 
the delivery of crISPr/cas9 components, has allowed 
one the develop a new GecKO (Genome-scale crIS-
Pr/cas9 knockout) technology [84]. A large sgrnA li-
brary allows researchers to turn off the transcription 
of many genes simultaneously and thereby identify the 
functional relationships among them, their role in cer-

tain life processes, or their involvement in the patho-
logical process. For example, the genes necessary for 
the life activity of cancer cells (A375 cell line of human 
melanoma) and pluripotent stem cells (HueS62 line) 
were identified using a lentivirus library comprising 
18,080 genes (three or four sgrnAs for each gene) [84]. 
the development of resistance to vemurafenib (PLX), 
which is a BrAF inhibitor of protein kinases in melano-
ma, was demonstrated to involve not only the NF1 and 
MED12 genes, but the CUL3 gene as well as the genes 
of the StAGA complex of histone-specific acetyltrans-
ferases: TADA1 and TADA2 [84]. Based on a lentiviral 
library comprising about 73,000 sgrnAs, the genes in-
volved in the proliferation and cell cycle were studied 
using the HL60 and KBM7 tumor cells [83]. It was dem-
onstrated that mutations resulting in the formation of 
nonfunctional products of four DnA mismatch repair 
(MMr) genes (MSH2, MSH6, MLH1, and PMS2) cause 
resistance to a nucleotide analog, 6-thioguanine, and 
therefore provide the cell proliferation. the activity 
of the genes TOP2A, CDK6, BCR, and ABL1 and the 
genes that encode ribosomal proteins was also studied.

therefore, the use of crISPr/cas9 libraries allows 
one to perform functional screening of genomes, which 
may yield important information about the physiology 
and biochemistry of different types of cells and could 
help reveal the molecular mechanisms of disease de-
velopment and identify potential targets for drug and 
gene therapy.

crISPr/cas9-based methods can be effectively 
used to edit the genomes of cultured stem cells. In par-
ticular, the use of genome-editing systems enables one 
to correct point mutations in the cells obtained from 
patients. the object of research in this case may be in-
duced pluripotent stem cells and regional stem cell. In 
this case, both complex genetic constructs and single-
strand DnA oligonucleotides can be used as donor mol-
ecules [98].

An interesting example of this approach is a study 
in which correction of the CFTR locus (cystic fibrosis 
transmembrane conductor regulator) was performed 
in cultured intestinal stem cells derived from cystic fi-
brosis (cF) patients [111]. this approach enables the 
so-called organoids obtaining: functional multicellular 
structures with a corrected genome that are autologous 
with respect to the cell donor, which may be adminis-
tered back to the patient. certainly, this trend offers 
great opportunities for cell therapy of human diseases.

the controlled introduction of transgenes into the 
genome may be used in the case of functional correc-
tion of the genetic abnormalities associated with gene 
deletions or expression impairments that manifest 
themselves in a significant reduction in the level of 
gene products (protein or rnA). there are genome re-
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gions, the introduction of transgenes into which is con-
sidered safe. these are sites like AAVS1 that provide 
stable expression of the introduced transgene [118]. 
thus, the tALen and crISPr/cas systems can ef-
fectively be used in the functional genomics of cells for 
the generation of cell models of human diseases and for 
cell therapy.

In vivo genome editing
In genetics, for many years of its existence, a number 
of model objects have been formed that are studied 
in most detail and used in most basic and applied re-
search. Model organisms include, for example, yeast, 
nematode, drosophila, arabidopsis, zebrafish, labora-
tory mice, and rat. these and a number of other model 
organisms are extensively used to perform experiments 
on genomic engineering using the crISPr/cas9 and 
tALen systems.

Various applications of crISPr/cas and modifica-
tions of the genome editing technology in the nematode 
Caenorhabditis elegans are presented in a number of 
studies [119–126]. By injection of a mrnA/cas9 pro-
tein and in vitro/in vivo produced sgrnA in germ-
line cells, stable targeted genome modifications were 
produced in adult animals in the next generation, in-
cluding small insertions/deletions, larger chromosome 
deletions and rearrangements [119], and transgene 
introduction by homologous recombination with do-
nor molecules [121, 123]. this method is widely used to 
study the processes of dosage compensation in nema-
tode and to compare gene functions in related species 
of C. elegans and C. briggsae [122].

the fruit fly, Drosophila melanogaster, is among the 
most studied model objects. However, the production of 
new mutant alleles by homologous recombination still 
remains a very labor-intensive procedure [127–129]. 
Injection of cas9 mrnA and sgrnA into drosophila 
embryos provides double-strand breaks in the target 
loci of the genome, repair of which leads to the genera-
tion of insertion/deletion type mutations at a very high 
level (Table). embryo injection produces mutations in 
both alleles of the target gene in all cells of a develop-
ing, and adult afterwards, insect; however, a certain 
percentage of mosaics emerges in this case [130–132]. 
these mutations are stably transmitted from genera-
tion to generation, which provides the possibility to 
generate new lines of flies [133]. recently, an applica-
tion was developed (http://www.flyrnai.org/crispr) 
that enables effective experiments planning for edit-
ing the drosophila genome. therefore, the crISPr/
cas9 technology allows quick and efficient generation 
of mutations to further study the gene activity in Dro-
sophila.

the zebrafish is currently a very popular object 

not only for basic research of the structural and func-
tional relationships in the genome, but also for mod-
eling of metabolic and neurodegenerative diseases in 
humans in vivo [134]. Various target and stably in-
heritable modifications were generated by injection 
of crISPr/cas9 components into zebrafish embryos 
(Table). In 2011, the international Zebrafish Mutation 
Project was launched to generate mutant alleles in each 
zebrafish protein-coding gene. All data are analyzed on 
the website http://www.sanger.ac.uk/Projects/D_re-
rio/zmp. As of June 2013, mutant models of 46% of all 
protein-coding zebrafish genes have been generated.

Laboratory animals, such as mouse and rat, are con-
sidered the most important model objects for the in-
vestigation of human diseases, basic research of the 
structure and function of genes and regulation of their 
expression, as well as in pharmacology and toxicolo-
gy. Previously, mouse lines with knockout of specific 
genes were produced by homologous recombination in 
embryonic stem cells [1, 83], as well as by insertional 
mutagenesis [135, 136]. these are very time- and la-
bor-consuming experiments, and generation of double 
knockout animals is a more difficult task. the crIS-
Pr-cas9-based genome editing technology is a faster 
and less labor-intensive way to do the job in a single 
step. targeted injection of site specific nucleases into a 
single cell zygote causes double-strand DnA breaks at 
the target locus [137–139]. these breaks are repaired 
via the nonhomologous end joining mechanism that 
leads to the generation of mutant rats and mice carry-
ing deletions or insertions at the cleaved site [140, 141]. 
upon addition of a donor plasmid or oligonucleotide, 
the breaks can be repaired through the high precision 
homologous recombination mechanism that enables the 
production of animals carrying target DnA inserts [83, 
142, 143].

Genome editing using crISPr/cas9 makes pos-
sible the introduction of mutations both into one gene 
and into a few genes at once. It was demonstrated that 
crISPr-cas9 generates, with a high efficiency, muta-
tions in five genes simultaneously in mouse embryonic 
stem cells, and injection of cas9 mrnA and sgrnAs 
targeting the Tet1 and Tet2 genes into a mouse zygote 
generates animals with biallelic mutations in both 
genes with an efficiency of 80% [83]. Similar results 
were obtained in experiments in rats, with both mice 
and rats stably inheriting identifiable mutations [144, 
145]. Furthermore, effective correction of a muta-
tion in the Crygc gene in mice with a dominant form 
of cataract induced by this mutation was performed 
[146]. Generation of model rodents carrying specific 
mutations in several loci makes it possible to analyze 
the functions of genes belonging to gene families with 
redundant functions as well as epistatic interactions 
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Genomic engineering using TALEN and CRISPR/Cas

nuclease Object Gene Objective reference

tALen

Human cells
(Homo sapiens)

ccr5, akt2, e17k, angptl3, apob, atgl, c6orf106, celsr2, cftr, ciita, 
foxo1, foxo3, gli1, glut4, hbb, hdac1, hdac2, hdac6, hmga2, hoxa13, 

hoxa9, hoxc13, hprt, il2rg, jak2, kras, linc00116, maoa, map2k4, 
mdm2, met, mlh1, msh2, mutyh, myc, mycl1, mycn, nbn, ncor1, 
ncor2, nlrc5, ntf3, pdgfra, pdgfrb, phf8, plin1, pms2, ppp1r12c 

(aavs1), ptch1, pten, rara, rbbp5, recql4, ret, runx1, sdhb, sdhc, sdhd, 
setdb1, sirt6, smad2, sort1, sox2, klf4ss18, suz12, tfe3, tp53, trib1, 

tsc2, ttn, vhl, xpa, xpc, abl1, alk, apc, atm, axin2, bax, bcl6, bmpr1a, 
brca1, brca2, cbx3, cbx8, ccnd1, cdc73, cdk4, cdh4, chd7, ctnnb1, 

cyld, ddb2, ercc2, ewsr1, ext1, ext2, ezh2, fanca, fancc, fancf, fancg, 
fes, fgfr1, fh, flcn, flt4, mstn, aavs2, oct4, pitx3

Knockout, 
insertion

[67, 68, 
70–72, 
74, 92, 

176–179, 
180]

Yeast
(Saccharomyces cerevisiae) URA3, ADE2, LYS3 Knockout, 

insertion [181]

nematode
(Caenorhabditis elegans) ben-1, tex-1, sdc-2 Knockout [182]

Drosophila
(Drosophila melanogaster)

yellow, crhdr1, ponzr1, bmil, cdh5, dip2a, elmo1, epas1b, fh, golden, 
gria3, hey2, hif1ab, ikzf1, jak3, moesina, myod, phf6, ppp1cab, 

ryr1a, ryr3, scl6a3, tbx6, tnikb, th, fam46c, smad5

Knockout, 
insertion

[94, 
183–187]

Silkmoth
(Bombyx mori) blos2 Knockout [188]

cricket (Gryllus 
bimaculatus) lac2 Knockout [189]

Western clawed frog 
(Xenopus tropicalis) ets1, foxd3, grp78/bip, hhex, noggin, ptf1a/p48, sox9, vpp1 Knockout [190]

Mouse (Mus musculus) c9orf72, fus, lepr, pak1ip1, gpr55, rprm, fbxo6, smurf1, tmem74, 
wdr20a, dcaf13, fam73a, mlkl, mstn, pibf1, sepw1, rab38, zic2

Knockout, 
insertion

[179, 
191–196] 

rat (Rattus norvegicus) bmpr2, IgM Knockout [197, 198]

Pig (Sus scrofa) amely, dmd, gdf8, ggta, ghdrhdr, il2rg, ldlr, rag2, rela (p65), sry Knockout [199]
cattle (Bos taurus) acan, gdf8, ggta, mstn, prnp Knockout [179, 199]

Arabidopsis
(Arabidopsis thaliana) adh1 Knockout [70]

tobacco
(Nicotiana benthamiana) surA, surB, hax3 Knockout, 

insertion [156, 157]

False brome grass 
(Brachypodium distachyon) aba1, cxk2, coi1, hta1, rht, sbp, smc6, spl Knockout [154]

rice
(Oryza sativa) avrxa7, pthxo3, badh2, ckx2, dep1, sd1 Knockout [154, 155]

crISPr/
cas

Yeast
(Saccharomyces cerevisiae) CAN1, ADE2 Knockout, 

insertion [200]

Human cells
(Homo sapiens)

dnmt3b-tdTomato,
pou5f1(oct4), emx1, dyrk1a, grin2b, egfp, ccr5, c4bpb, pvalb, aavs, 

akt2, celsr2, ciita, glut4, linc00116, sort1, ldlr

Knockout, 
insertion

[46, 51, 78, 
80, 201, 

202]
nematode

(Caenorhabditis elegans)
dpy-11, unc-4, ben-1, unc-36, daf-2, klp-12, lab-1, egfp, dpy-11, 

lin-5, rol-1, dpy-3, unc-1, dpy-13, unc-119, klp-12
Knockout, 
insertion

[119–124, 
126]

Drosophila
(Drosophila melanogaster) yellow, white, rosy, cg14251 (k81), cg3708cg17629 (kl-3), light Knockout, 

insertion [130–133]

Danio rerio
(Danio rerio)

etsrp, gata5, etsrp, gsk3b, apoea, fh, fh1, th1, rgs4, tia1l, tph1a, drd3, 
egfp, tyr, gol, mitfa, ddx19, sema3fb, dre-mir-126a, dre-mir-126b, 

dre-mir-17a-1–dre-mir-92a-1, dre-mir-17a-2–dre-mir-92a-2, 
fgd5, ensdarg00000070653, ensdarg00000076787, psmf1, dre-mir-
126a, dre-mir-17a-2, dre-mir-92a-2, tardbp, tardbpl, c13h9orf72

Knockout, 
insertion, 

chromosomal 
rearrange-

ments

[81, 82, 
203–206]

Frog (Xenopus tropicalis) tyr, six3 Knockout [207]
Pig

(Sus scrofa) gdf8, p65 Knockout, 
insertion [208]

Mouse
(Mus musculus) tet1, tet2, tet3, sry, uty, rosa26, hprt, egfp, th, rheb, uhrf2 Knockout, 

insertion
[83, 144, 
209, 210]

rat
(Rattus norvegicus) dnmt1, dnmt3a, dnmt3b, tet1, tet2, tet3, mc3r, mc4r Knockout, 

insertion
[144, 145, 

211]
Arabidopsis

(Arabidopsis thaliana) pds33, fls2, bri1, jaz1, gaj, chl, chl2, 5g13930 Knockout, 
insertion

[87, 88, 
149]

tabacco
(Nicotiana benthamiana) Pds Knockout, 

insertion [88, 89]

rice
(Oryza sativa)

ods, badh2, mrk2, 02g23823, roc5, spp, ysa, myb1, cao1, lazy1, 
sweet11, sweet14

Knockout, 
insertion

[86, 150, 
152]

Wheat
(Triticum aestivum) Mlo Knockout [86]
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of genes. Data combining information on knockout 
of a certain mouse gene are available on the IMPc 
site (International Mouse Phenotyping consortium, 
https://www.mousephenotype.org/).

G e n o m e  e d i t i n g  u s i n g  t A L e n s  a n d  t h e 
crISPr/cas9 system is extensively used in plants. 
targeted editing of plant genomes may be used to solve 
problems of both fundamental (investigation of gene 
function) and applied science (production of plants 
with new properties such as resistance to pathogens 
and herbicides, changes in metabolism, productivity, 
etc.) [147]. In this case, the protoplast transformation or 
in planta expression with Agrobacterium tumefacients 
(agroinfiltration) is primarily used for the delivery of 
genetically engineered constructs [148]. Gene knock-
outs and precise modification have been produced in 
plants, such as arabidopsis, wheat, rice, and tobacco 
[86, 88, 89, 149–153].

editing of plant genomes using the tALen system 
has, to date, been carried out in four model objects [70, 
154–157]. rice resistant to the pathogen of Xanthomon-
as oryzae pv serves as an example of a plant that ac-
quired new properties due to genome editing using the 
tALen system. A double-strand break was introduced 
into the wild-type pathogen tAL effector recognition 
site at the locus of the Os11N3 gene using artificial 
tALens. In this way, plants resistant to infection by X. 
oryzae pv were produced [155].

alternatiVe WayS to uSe tale and criSPr/caS9
Deciphering the recognition code between tALe pro-
teins and target nucleotide sequences, as well as de-
veloping methods to generate artificial DnA-binding 
domains based on this code, has allowed scientists to 
construct chimeric proteins capable of acting direct-
ly on the genome. these proteins are composed of 
DnA-binding and effector domains. nuclease domains 
are mainly used as the effector domain; however, in 
a number of studies, chimeric proteins were generat-
ed that contained, besides the DnA-binding domain, 
recombinase, histone methyltransferase, and histone 
deacetylase domains and domains that activate or sup-
press gene expression. these chimeric proteins have 
enormous prospects for application both in applied and 
in fundamental science. the crISPr/cas9 system is 
modified similarly: a certain effector domain, e.g., a 
transcriptional activator or repressor, the GFP fluores-
cent protein, etc, is attached to the catalytically inac-
tive cas9 protein.

Regulation of gene expression using the 
TALE and CRISPR/Cas9 systems
For targeted activation of gene expression, constructs 
containing the tALe DnA-binding domain and the 

synthetic VP64 domain [158], tALe-tF, are used. Once 
in the nucleus, a chimeric protein binds to a target nu-
cleotide sequence and the VP64 domain attracts endog-
enous activators of gene expression [159]. In this case, 
the target gene expression is statistically significantly 
increased, which is usually confirmed by real time Pcr. 
Activation of noncoding genes is also possible, e.g., the 
genes of mirnAs [160]. Suppression of the target gene 
expression can be achieved using chimeric proteins 
containing the KrAB [161] or SrDX [162] domains.

A possible therapeutic application of tALe-tF is the 
targeted regulation of the expression of the genes as-
sociated with human diseases. to test this approach, 
a strategy was used to increase the expression level of 
the FXN gene that encodes the frataxin protein. expan-
sion of GAA trinucleotide repeats in this gene leads to 
the development of Friedreich’s ataxia. In this case, the 
protein structure does not change but its expression is 
reduced. It was demonstrated that the FXN gene ex-
pression in human fibroblasts could be increased using 
tALe-tF, despite an increased number of the trinucle-
otide repeats [163].

Activation of endogenous gene expression avoids the 
use of ectopic overexpression of the reprogramming 
factors Oct4, Sox2, Klf4, and c-Myc (OSKM) in produc-
ing induced pluripotent stem cells. As a result, induced 
pluripotent stem cells can be produced that do not con-
tain transgenes and, respectively, the risk of insertional 
mutagenesis, which arises when using lentiviral vec-
tors expressing OSKM, can be reduced. For example, 
reprogramming of mouse embryonic fibroblasts to a 
pluripotent state was achieved through targeted acti-
vation of the expression of the Oct4 and Nanog genes 
under the influence of tALe-tFs containing the VP64 
domain [164].

More recently, transcription factors were generated 
for the targeted regulation of gene expression in re-
sponse to an external chemical stimulus. these factors 
consist of the tALe DnA-binding domain and ligand-
binding domain of the steroid hormone receptor. When 
a ligand (ecdysone) enters the cell, dimerization of the 
ligand-binding domain and, respectively, activation of 
the target gene expression occur [165].

A recently developed system of light-inducible tran-
scriptional effectors (LItes) is a combination of two, 
very promising trends in modern biotechnology: op-
togenetics and genomic engineering. this system con-
sists of two parts. the first is the tALe DnA-binding 
domain connected to a light-sensitive domain, cryp-
tochrome 2 (crY2), isolated from Arabidopsis thali-
ana. the second is the VP64 transcriptional activator 
coupled with cIB1, which is able to interact with crY2. 
crY2 alters its conformation under the blue light irra-
diation and binds to cIB1, thereby attracting VP64 to 
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the target site [166]. A study by Konermann et al. [166], 
who developed the LIte system, demonstrated a sta-
tistically significant increase in the expression of some 
genes both in mouse neurons in vitro and in the brain 
in vivo. they also proposed a system in which the VP64 
domain is replaced by methyltransferase or deacety-
lase capable of modifying histones.

An interesting application of targeted transcriptional 
regulation by tALe-tF is the development of genetic 
logic circuits inside the cell based on the interaction of 
several tALe-tFs with each other’s promoters and 
with a reporter gene and the promoters of the factors 
that regulate expression. Based on this approach, logi-
cal nOt-Or [167] and AnD [168] circuits were pro-
duced inside cells.

catalytically inactive dcas9 or dcas9 coupled with 
factors regulating gene expression also allows one to 
activate or repress transcription in human, bacterial, 
and yeast cells [112–116]. For this purpose, the E. coli 
omega-subunit of rnA polymerase [113], tandem cop-
ies of the viral VP64 protein, and the KrAB domain 
can be used [112, 115]. For example, highly specific si-
lencing of the CD71 and CXCR4 genes (at the level of 
60–80%) as well as effective knockdown of the TEF1 
locus in yeast were achieved [112]. Furthermore, mul-
tiplex activation/repression of the promoters of several 
genes was achieved, with the regulation type (positive 
or negative) being controlled by the target position in 
the gene promoter [114, 115]. therefore, the crISPr/
cas9 system can be used as a modular platform that 
binds a given nucleotide sequence and attracts protein 
factors to it, thereby opening up opportunities of using 
this system as the main method for a precise regulation 
of gene expression in eukaryotic cells.

Imaging of internal genomic loci using 
the TALE and CRISPR/Cas9 systems
chromatin organization and dynamics are known to 
play a decisive role in the regulation of genome activ-
ity. However, it is extremely difficult to obtain images 
of functional genomic loci in living cells. the use of the 
tALe and crISPr/cas9 systems opens up new possi-
bilities for solving this problem.

target DnAs in dynamics were visualized using con-
structs containing the tALe DnA-binding domain and 
a fluorescent protein [169–171]. this approach allows 
one to study the spatial and temporal organization of 
repeated genomic elements, including centromeric and 
telomeric repeats.

A method for imaging repetitive elements in the 
telomeres and the coding genes in living cells was de-
veloped using the endonuclease-deficient cas9 protein 
labeled with eGFP and structurally optimized sgrnAs 
[117]. the repetitive and nonrepetitive elements in the 

MUC4 and MUC1 genes responsible for the production 
of various forms of mucin, which is a component of the 
protective mucus in various epithelial tissues and im-
portant in malignancy, were visualized in rPe, HeLa, 
and uMuc3 tumor cell lines [117]. therefore, a pos-
sibility emerges to monitor the number of gene cop-
ies in living cells. the dynamics of telomere elongation 
and degradation, subnuclear localization of the MUC4 
loci, and cohesion of the replicated MUC4 loci on sister 
chromatids and their changing behavior during mitosis 
were observed using this method [117]. this strategy 
has significant potential for the study of the confor-
mation and dynamics of native chromosomes in living 
human cells.

Chimeric recombinases and transposases 
as an alternative to TALEN
recombinases and transposases are an alternative to 
tALen in genome editing. their advantages include 
the lack of dependence on the intracellular repair 
mechanisms. these enzymes also perform cleavage 
and ligation at target sites, and respectively in this case, 
no accumulation of double-strand breaks, which may 
lead to cell death, occurs. In addition, recombinases 
and transposases insert donor DnA into the genome, 
which simplifies detection of their activity. the dis-
advantage of these chimeric enzymes is a fairly high 
level of off-target effects [172]. A catalytic domain of 
Gin recombinase [173, 174] or piggyBack transposase 
[175] is used as an effector domain. the tALe recombi-
nase activity was demonstrated using a reporter gene, 
the promoter of which was specifically cut out by Gin 
recombinase. the possibility to edit the genome using 
transposase was demonstrated in the case of the CCR5 
locus.

concluSion
the development of the tALen and crISPr/cas9 
systems is an important step in the progress achieved in 
modern genomic engineering. the emergence of these 
systems, due to their low cost and simplicity, has be-
come a powerful impetus to the development of both 
fundamental and applied science. Prospects for the use 
of these systems in a variety of areas ranging from the 
food industry to personalized medicine are really amaz-
ing. However, until now, some problems have remained 
unresolved that are related to specificity and safety 
(due to possible off-target effects), delivery methods 
in therapeutic applications, and there is no answer to 
the question as to which of these systems combines the 
highest efficiency and safety?

the use of the crISPr/cas9 system has a number 
of advantages over the ZFn and tALen based meth-
ods: it is much easier to produce, it is more efficient, 
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and is suitable for high-performance and multiplex 
genome editing in a variety of cell lines and in living 
organisms. to refocus it on a new target needs only re-
placing the 20-nucleotide guide sequence of sgrnA. 
Also, cas9 causes a break strictly between the 17th and 
18th nucleotides in the target sequence (counting from 
the 5’-end of the spacer), i.e. at a distance of three nu-
cleotides from the PAM. Moreover, simultaneous edit-
ing of several genes is greatly simplified by introducing 
a combination of sgrnAs. the use of nickase and modi-
fication of the sgrnA construction for a more accurate 
target recognition in the genome allow researchers to 
avoid undesired off-target effects.

the tALen system is more labor-consuming, it 
takes more time to construct compared to crISPr/
cas9. However, there are now methods of automated 
design of tALen-expressing constructs, which allows 
their efficient production on a commercial scale. Also, 

the fact that tALens cause breaks only upon dimer-
ization of the FokI domain, i.e. in pairs, increases the 
specificity and reduces the risk of off-target effects.

to date, there is no definitive answer to the ques-
tion of which of the systems should be used. A detailed 
comparison of the two systems, with each having its 
own features, is required. It is quite conceivable that a 
universal answer to this question will never be found, 
and for each particular case, it will be necessary to test 
different variants and to choose among them those that 
are most appropriate to the research goals.
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abStract Cell cultures are subject to contamination either with cells of other cultures or with microorganisms, 
including fungi, viruses, and bacteria. Mycoplasma contamination of cell cultures is of particular importance. 
Since cell cultures are used for the production of vaccines and physiologically active compounds, designing a 
system for controlling contaminants becomes topical for fundamental science and biotechnological production. 
The discovery of extracellular membrane vesicles in mycoplasmas makes it necessary to take into consideration 
the bacterial vesicular traffic in systems designed for controlling infectious agents. The extracellular vesicles of 
bacteria mediate the traffic of proteins and genes, participate in cell-to-cell interactions, as well as in the patho-
genesis and development of resistance to antibiotics. The present review discusses the features of mycoplasmas, 
their extracellular vesicles, and the interaction between contaminants and eukaryotic cells. Furthermore, it pro-
vides an analysis of the problems associated with modern methods of diagnosis and eradication of mycoplasma 
contamination from cell cultures and prospects for their solution.
KeyWordS diagnosis and eradication, cell cultures, mycoplasma contamination.

introduction 
With the use of cell cultures expanding in funda-
mental and practical studies, it is utterly important 
to elaborate a system for rigorous testing of any con-
tamination of the material. Working with cell cul-
tures always presents a risk of contamination either 
with eukaryotic cells from other cultures or with mi-
croorganisms, including fungi, viruses and bacteria. 
Mycoplasma contamination is of particular preoc-
cupation as it does not manifest itself conspicuously 
[1–3].

In 1956, for the purpose of investigating the effects 
of mycoplasma on eukaryotic cells, robinson et al. in-
fected cell cultures with these microorganisms. they 
found that the original cell culture had already been 
contaminated with mycoplasma. this was the first re-
port on the detection of mycoplasma in cell cultures [4]. 
Subsequently, it became clear that mycoplasma con-
tamination is the scourge of cell cultures. It turns out 
that all cell cultures originating from various eukary-
otic organisms (mammals, birds, reptiles, fishes, insects 
and plants) are subject to mycoplasma contamination. 
experimental studies conducted in various countries 
have shown the mycoplasma infection rate among cul-

tures in different laboratories to vary from 15% to 80% 
and, in some, to even reach 100% [3, 5].

Mycoplasma is an umbrella term for representatives 
of the Mollicutes class, the smallest bacteria lacking a 
cell wall and capable of self-reproduction. the small ge-
nome size limits the biosynthetic abilities of these mi-
croorganisms and defines their parasitic way of life. the 
great attention to mycoplasma is nowadays dictated, on 
the one hand, by the study of the molecular patterns of 
minimal cellular function sand, and on the other hand, 
by practical necessity. Mycoplasmas parasitize humans, 
animals, and plants, where some of them are agents of 
socially significant diseases, and the main contaminants 
of cell cultures and vaccines. control over mycoplasma 
infection is a serious problem, the solution to which can 
probably be found in the molecular mechanisms of ad-
aptation that allow mycoplasma to survive under vari-
ous conditions and to overcome the protection barrier of 
higher eukaryotes and their persistence [1–3, 6–8].

mycoPlaSmaS are tHe main 
contaminant oF cell cultureS
the significant amount of theoretical and practical data 
accumulated recently has dramatically changed our no-
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tion of mycoplasma pathogenicity. It has become clear 
that bacteria have elaborated sophisticated mechanisms 
to survive under severe conditions and remain virulent 
[9–18], whereas the conditions of in vitro cultivation of 
eukaryotic cells favor mycoplasma growth [13, 19]. to-
gether with cells from the original organisms, whose tis-
sues are used to create an in vitro culture, researchers 
themselves, as well as components of the medium and 
laboratory facilities, can act as a source of mycoplasma 
contamination. In this context, all representatives of 
Mollicutes are considered to be potential contaminants 
of cell cultures. At the moment, there are almost as 
many as 30 types of mycoplasmas that have been iden-
tified in cell cultures, whereas 95% of cases are caused 
by the following 6 mycoplasmas: Mycoplasma arginini, 
M. fermentans, M. hominis, M. hyorhinis, M. orale and 
Acholeplasma laidlawii [2, 3]. this knowledge allows one 
to assume that these bacteria possess special features 
that define their prevalence in their ecological niche, 
and, consequently, that contamination can be controlled 
through the adaptation mechanisms of mycoplasmas.

A. laidlawii is a mycoplasma species that appears to 
have unique adaptation abilities. this widely spread 

type is the agent of phytomycoplasmosis [1, 20, 21]. 
Although it is present in humans and animals in var-
ious pathological processes, there has been no relia-
ble evidence of its pathogenicity so far [1, 3, 5]. Map-
ping of the A. laidlawii genome carried out in russia 
[22] have made it possible to establish the adaptation 
mechanisms of this mycoplasma using post-genomic 
technologies. Genomic, transcript, and proteomic pro-
filing, along with the nanoscopic analysis, have allowed 
researchers to identify the stress-reactive proteins and 
genes of A. laidlawii. It has been demonstrated that the 
mechanisms of mycoplasma survival under severe con-
ditions, as well as the mechanisms of formation of host–
parasite relationships and virulence, are connected to 
the secretion of extracellular vesicles by this bacteria 
[16, 20, 21, 23, 24]. 

extracellular membrane vesicles mediate the com-
mon secretion mechanism in prokaryotes and eukar-
yotes and constitute an important part of the bacterial 
secretome [25]. Along with the membrane components, 
they may contain cytoplasmic proteins, toxins, DnA, 
and rnA [26, 27]. Discovered in gram-negative bac-
teria several decades ago, extracellular vesicles were 

Fig. 1. Extracellular vesicles mediate the traffic of a broad range of components, transfer of virulence determinants, and 
development of resistance to antimicrobial agents; they participate in signaling, intercellular communication, and patho-
genesis [41]
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recently been found in archaea [28], gram-positive 
bacteria [29], and in the smallest wall-less prokaryotes; 
namely mycoplasma [16, 24]. Vesicles were shown to 
play an important role in cell-to-cell communication as 
carriers of essential cell-specific information [25, 30-
32]. the internalization of these nanostructures triggers 
cell-target reprogramming, which can be detected by 
proteomic and transcript analyses [33, 34]. Bacteria-se-
creted extracellular vesicles mediate the protein traffic 
and transfer of virulence determinants, participate in 
the formation of the host–parasite system and that of 
the resistance to antibacterials and, respectively, in the 
adaptation to different environmental conditions (Fig. 
1) [25, 27]. In accordance with the virulence criteria, 
the extracellular vesicles of pathogenic bacteria belong 
to a new type of infectious agents, which makes it nec-
essary to adjust current approaches to the control of 
bacterial infections [21, 31, 35].

A. laidlawii cells have been shown to secret vesicles 
(20–120 in diameter) into the intracellular space under 
different growth conditions; however, the vesicle gen-
eration rate considerably increases under stress (Fig. 
2). Vesicles determine such virulent properties of my-
coplasma as infectivity, invasiveness, and toxigenicity; 
they also induce the clastogenic effect in eukaryotic 
cells in vitro (Fig. 3). Vesicle penetration precedes my-
coplasma invasion of plant tissues, destroys their ultra-
structure, induces modulation of gene expression and 
protein synthesis in infected organisms, and mediates 
the development of mycoplasma resistance to antibac-
terials [16, 20, 21, 24, 36]. Global proteomic profiling has 
allowed researchers to “make an inventory” of the pro-
teins of A. laidlawii extracellular vesicles PG8 secreted 
in an axenic culture [37]. It turns out that most poly-
peptides exported from mycoplasma cells with vesicles 
are virulence factors including adhesins, enzymes of a 
protein, polysaccharide, and nucleic acid degradation 
(Fig. 4). 

In addition to membrane components and cytoplas-
mic proteins, the extracellular vesicles of A. laidlawii 
PG8 contain a specific set of nucleotide sequences that 
can be used as markers of bacterial vesicles in analyzed 
species [20, 24, 36]. Similar data on the structure and 
composition of extracellular vesicles were obtained for 
M. gallisepticum (Fig. 2), a widespread agent of avian 
diseases and the main contaminant of viral chick em-
bryo vaccines [24]. the results indicate that vesicular 
traffic associated with extracellular membrane vesi-
cles in archaea, classic gram-positive, and gram-neg-
ative bacteria was also found in the smallest wall-less 
prokaryotes. this fact makes it necessary to reconsider 
our understanding of the interaction between the my-
coplasma and the cells of higher organisms and to de-
sign a strategy for controlling infectious agents. 

mycoPlaSma contamination control
Since mycoplasmas do not have a rigid cell wall, close 
contact between the cytoplasmic membrane of the 
host and that of the parasite is possible; under certain 
conditions, this may cause cell fusion [1, 38]. Some my-
coplasmas have specific organelles at their poles (the 
so-called tips or blеbs) that mediate gliding motility 
and adhesion between bacteria and the eukaryotic cell 
membrane [1, 39]. Adhesion can be accompanied by in-
vasion of the cell [3]. However, even when staying on 
the surface and thus in close contact with the host cell 
membrane, mycoplasmas induce modulation of the ge-
nome expression and cause considerable changes in the 
metabolism in eukaryotic cells [3, 38]. A series of stud-
ies aimed at determining the patterns of transcription 
profile modulation in cell cultures upon mycoplasma 
contamination show that the latter triggers changes 
in the expression of a broad range of genes in the host 
cell (Table 1). the genes whose expression changes in-
clude a significant portion of the most important ones 
encoding regulatory proteins, such as oncogenes, tumor 
suppressor genes [40], cytokines [41], receptors, and 
components of signaling pathways [42]. changes in the 
expression may become overt as soon as several hours 
after inoculation [42], whereas prolonged cultivation of 
inoculated cells (18 weeks) may lead to their irreversi-
ble transformation to the extent of malignant degener-
ation [40]. the nature of transcript profile modulation 
in inoculated cells varies substantially depending on 
the mycoplasma type, cell culture type, multiplicity of 
infection, and cultivation period. thus, contamination 
with mycoplasmas makes it impossible to adequately 
evaluate the results obtained using an inoculated cul-
ture. In particular, the effect of compounds suggested 
as promising pharmaceutical agents cannot be studied.

Despite the fact the hundreds of genes whose ex-
pression changes upon contamination of eukaryotic 
cells with mycoplasma have been identified [41–45], no 
common markers of mycoplasma contamination have 
been found. Mycoplasmas may trigger the activation of 
macrophages cultivated in vitro, suppression of antigen 
presentation, modification of the immune reactivity, 
signal transduction, viral proliferation, and apoptosis 
[40, 46–54]. Mycoplasma contamination may remain 
unnoticed for a rather long time; visible changes ap-
pear only at high multiplicity of the infection [1, 3]. the 
most serious effect of contamination is the loss of the 
cell culture due to the growth of microorganisms and, 
respectively, the irreversible worsening of the condi-
tion of the cells. Depending on the mycoplasma species, 
cell line and cultivation conditions, one may observe 
various cytopathic reactions, including, for instance, 
chromatin condensation, leopard cells, chromosome ab-
errations, suppression of cell division, and deprivation 
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of cell culture growth [3, 5]. the main reason for these 
reactions is mycoplasma interference with cell metab-
olism, competitive absorption of nutrients and release 
of bacterial toxins, enzymes of protein, and DnA and 
rnA degradation [1, 38]. the extracellular vesicles of 
mycoplasma may actively participate in these pro-
cesses. We have demonstrated in a series of special ex-

periments that the rnA activity of A. laidlawii PG8 
and that of M. hominis PQ37 account for 86% and 89%, 
respectively, of the overall activity of the cellular and 
extracellular rnases of these bacteria [55]. the ribo-
nucleic activity of the secreted vesicles may to a large 
extent determine the genotoxic properties of these con-
taminants revealed earlier [56–58]. taking into account 

Fig. 2. Atomic force (A, B, C) mi-
croscopy and transmission electron 
microscopy images (E–G) of the 
cells of a A. laidlawii PG8 culture 
and atomic force microscopy imag-
es of M.gallisepticum S6 cells (D)
EV – extracellular vesicle; VF – 
vegetative forms. Transmission 
electron (A, B, C (negative stain-
ing)), atomic force (D, E) and scan-
ning electron microscopy images 
(E–I) of extracellular vesicles of 
A. laidlawii PG8. The scale bar is 
200 nm
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Fig. 3. Metaphase plate (A) and karyogram (B) of human peripheral blood lymphocytes after the cells were incubated 
with vesicles of A. laidlawii PG8
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Table 1. Change of mRNA expression of a number of genes in cells inoculated with mycoplasma in 3-7 days after con-
tamination

Mycoplasma cell culture Induction of mrnA expression Suppression of mrnA expres-
sion references

M. fermentans

epithelial cells of 
prostate HPV e7

14 cytokines tGFβ1, tGFβ3

[41]
M. genitalium 12 cytokines GM-cSF, IL-1ra, M-cSF

M. hominis 12 cytokines tGFβ2
M. penetrans 14 cytokines tGFβ2

M. fermentans
epithelial cells of 

cervical canal HPV 
e6

17 cytokines 0

[41]
M. genitalium 13 cytokines G-cSF, IL-1ra

M. hominis 13 cytokines IL-1α, IL–1β
M. penetrans 15 cytokines tGFβ2,tGF-β3

M. synoviae chicken mac-
rophages MDM

cytokines, lysozyme, apoptosis 
inhibitor, 11 enzymes, 4 types of 

receptors, 10 proteins of the signal-
ing system

ovotransferrin, glutathione 
S-transferase, guanylate-bind-

ing protein
[42]

M. fermentans 
incognitas

Mice embryoblast 
c3H

92 genes encoding oncogenes and 
tumor suppressors 

43 genes encoding oncogenes 
and tumor suppressors [40]

Phytoplasma Paulownia culture 769 genes 437 genes [45]
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the cytotoxic potential of numerous bacterial rnases 
[59–61], one may assume that the cytopathic reactions 
of contaminated cell cultures are substantially deter-
mined by the activity of the vesicular rnases of their 
mycoplasmas. the revealed high rnase activity of 
mycoplasma vesicles determines the apoptotic effect 
of these enzymes on the target cells of the mycoplasma 
vesicular traffic.

Since mycoplasmas may influence almost all the pa-
rameters of eukaryotic cells, the results obtained with 
infected cells should be treated with suspicion. Due to 
this fact, the editors of journals suggest that authors 
provide results of the verification of the experimental 
data (in particular, cell lines) for mycoplasma contam-
ination. Since many viral vaccines are created using 
a primary cell culture, the problem of their contam-
ination with mycoplasma is of special importance as 
vaccine contamination poses a potential risk to human 
health [1, 3, 5]. In this regard, many countries demand 
that products created using primary cell cultures, such 
as viral vaccines against measles, rubella, poliomyelitis, 

rabies, mumps and some others, be thoroughly checked 
for mycoplasma contamination [3].

thus, mycoplasma contamination of cell cultures is 
a serious problem both for fundamental studies and 
applied research. It is clear that all cell lines being pur-
chased should undergo strict control for mycoplasma 
contamination before they reach a laboratory, whereas 
the cultures that are already in use should be regularly 
checked. the discovery of extracellular vesicle traffic 
in mycoplasma makes it necessary to control new-type 
infectious agents as well. 

Methods for mycoplasma detection
there are no common markers of cell contamination 
with mycoplasma. Among specific diagnostic tools (Ta-
ble 2), there are three approaches recommended by in-
ternational expert organizations.

Microbiological cultivation is the main approach to 
detect mycoplasma [3, 62]. In this analysis, an aliquot 
of the cell culture supernatant is added to a liquid me-
dium to cultivate mycoplasmas. After several days of 

Fig. 4. Extracellular vesicles of A. laidlawii PG8 contain a specific set of DNA and RNA nucleotide sequences
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incubation, the culture is transferred to an agar plate 
containing the same components as the medium. the 
plates are then incubated for some time (up to 2 weeks) 
under aerobic conditions at 37 °c. the emergence of 
two-phase “fried-egg” colonies indicates that myco-
plasmas are present in the test samples. this test is the-
oretically highly sensitive, but it requires a lot of time 
(up to 4 weeks) and expensive media. Furthermore, 
many types of mycoplasmas poorly grow on cell-free 
media, whereas some of them are impossible to grow 
in vitro [1, 62]. In this test, the medium can also become 
infected from the outside: either from a researcher, 
medium components, or laboratory facilities. thus, 
this detection method includes the risk of obtaining 
false-positive and false-negative results. Moreover, the 
cultivation procedure does not allow one to reveal the 
extracellular vesicles of bacteria.

the second recommended approach to detect my-
coplasma contamination is staining DnA with flu-
orescent DAPI or Hoechst 33258 [3, 62, 63]. this test 
is very simple and does not require much time; the 
result can be obtained in as early as 2–3 hours. How-
ever, certain parameters of the condition of cell cul-
ture may lead researchers to a wrong decision about 
whether the culture is contaminated with mycoplasma 

or not. For instance, extracellular vesicles secreted by 
eukaryotic cells in a mycoplasma-free culture contain 
DnA and rnA, which significantly complicates the 
interpretation of the results, whereas administration 
of antibiotics makes it impossible to use the proper 
test. nevertheless, this approach is very popular due 
to its simplicity and the possibility to use it for detect-
ing uncultivable mycoplasmas or those growing poor-
ly on cell-free media. In this analysis, the test culture 
supernatant is added to a mycoplasma-free indicator 
cell culture (lines Vero B4, nIH 3t3 or 3t6) [64]. cells 
are grown in flasks containing sterile slips, which are 
washed and stained with fluorescents after several 
days of cell culture growth. In this case, prolonged du-
ration of the test poses a risk that contaminants would 
spread in the laboratory.

Polymerase chain reaction (Pcr) is nowadays the 
most effective way to detect mycoplasma [1, 3, 62, 65, 
66]. Pcr variants allow one to detect mycoplasma DnA 
and rnA. Oligonucleotides for the amplification of var-
iable regions of 16S rDnA or rrnA and sequences of 
16–23S intragenic regions are usually used as primers. 
Pcr can include either a single amplification cycle or 
the nested Pcr with two pairs of primers. the latter 
variant increases test sensitivity and specificity, but 

Table 2. Methods used to detect mycoplasma in cell cultures

Microbiological cultivation
electronic microscopy
Biochemical assays 

Detection of adenosine phosphorylase activity (6-MPDr)
enzymatic conversion АТР → АDP detected by luciferase
chromatographic detection of the transformation of radioactively labeled uridine to uracil with the 
uridine phosphorylase of mycoplasma

Immunoassays 
Immunofluorescence
eLISA

Molecular biology tests 
Hybridization analysis
Dot-blot hybridization with specific probes
Pcr, rt-Pcr

Microscopic detection
Direct staining of DnA with fluorescent dye (DAPI, Hoechst 33258)
Fluorescent in situ hybridization (FISH) using probes labeled with fluorescent dyes

 

  – officially approved by a number of international expert organizations:
FDA Points to Consider (May 1993), Regularien 21CFR610.30; 
USDA federal code #9CFR113.28; 
United States Pharmacopoeia, (USP 33/NF 28 <63>and <1226>, Mycoplasma tests, 2010); European Pharmacopoeia 
(EP 2.6.7., Mycoplasmas, 7th ed.; 2012);
Japanese Pharmacopoeia (JP);
ICH Guideline for biotechnological/biological products. 
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at the same time it poses a risk of obtaining false re-
sults due to the possible contamination of target DnA. 
In addition, the medium components can be taq pol-
ymerase inhibitors: so the test should be carried out 
using extracted DnA rather than the raw lysate of the 
cell culture supernatant. Administration of antibiot-
ics may lead to false results: so the culture should be 
grown without antibiotics for at least 2 weeks before 
performing the test.

the use of reverse transcription Pcr (rt-Pcr) to 
detect rrnA increases test sensitivity; however, this 
variant is labor-intensive. taking into account the fact 
that mycoplasma titer in cell cultures is sufficient to 
register bacterial DnA, a simple one-step Pcr is ac-
ceptable. It meets the requirements for a short-term 
test: it is easy to perform, highly sensitive, specific, and 
cost-effective. Meanwhile, positive Pcr results do not 
necessarily mean that the sample has the living cells 
of a contaminant (which is important to keep in mind 
while analyzing the material after the measures aimed 
at mycoplasma eradication). In certain cases, when Pcr 
testing of the culture analyzed for mycoplasma con-
tamination yields positive results, amplicon sequencing 
is needed to draw the final conclusions. nevertheless, 
Pcr has been approved by international expert organ-
izations, and nowadays there are enough commercial 
sets for testing cultures for mycoplasma contamina-
tion available on the market [3, 62]. the primers used 
in these sets are ineffective in detecting extracellular 
vesicles; however, the discovery of mycoplasma-specif-
ic nucleic acid sequences in vesicles [20, 21, 24, 36] pre-
sents a challenge for developing Pcr tests that would 
detect the corresponding infectious agents.

In addition to the officially approved approaches 
that have been listed above, there also are other meth-
ods: immunoassays and hybridization tests that in ad-
dition to using antisera, monoclonal antibodies, and 
DnA–rnA hybridization employ radioactive or flu-
orescent tags; biochemical and microscopic methods, 
etc. (Table 2) [1, 3, 43, 62, 67, 68]. All these methods are 
characterized by different sensitivities and are not free 
of the disadvantages typical of the aforementioned ap-
proaches.

the data presented above is evidence that the prob-
lem of detecting mycoplasma contamination has yet to 
be solved. All the available methods have disadvantag-
es and limitations, so it is recommended that a cell cul-
ture be simultaneously tested using several techniques 
[1, 3, 62]. It is clear that in order to test the medium 
components for the presence of such infectious agents 
as extracellular bacterial vesicles, special tests against 
the markers of these organelles need to be elaborated. 
Detection of common marker sequences to reveal the 
respective infectious agents implies a complex study 

of extracellular vesicles in various Mollicutes species. 
Only the first steps have been made in this direction so 
far [16, 20, 36, 37].

metHodS For mycoPlaSma eradication
elimination of the infected cell culture and obtain-
ment of a new, clear one is believed to be the best way 
to solve the problem of mycoplasma contamination [1, 
3, 69]. If this is impossible, then one is faced with the 
decontamination issue, which means mycoplasma 
eradication without damaging eukaryotic cells. How-
ever, despite the fact that numerous approaches for 
the elimination of mycoplasma have been suggested 
and tried over several decades, an effective one has 
not been found yet. nevertheless, researchers have re-
mained persistent, and successful cases of cell culture 
decontamination by virtue of either new or modified 
approaches are reported from time to time [1, 3, 69–71]. 
the most popular one is the use of antibiotics. 

Specific features of mycoplasma biology define the 
pattern of their susceptibility to antibiotics. Many of 
those turn out to be inefficient as mycoplasmas lack 
targets they are aimed at. For instance, they lack cell 
wall peptidoglycan whose synthesis is inhibited by pen-
icillin [1, 3, 72]. On the other hand, some antibiotics do 
not cause mycoplasma death, but they slow down its 
growth and thus disguise the presence of a contami-
nant [2]. this fact is the reason why antibiotics are not 
recommended for prophylactic use upon in vitro culti-
vation [2, 5, 69]. nonetheless, researchers continue to 
look for agents for cell culture decontamination among 
antibiotics [2, 3, 67, 69].

three groups of antibiotics exhibiting some activity 
against mycoplasma are known thus far: macrolides, 
quinolones, and tetracyclines [3, 69, 72]. It has been 
reported in a number of publications that serial treat-
ment of cell cultures with certain combinations of an-
tibacterial agents belonging to these groups effectively 
removes mycoplasmas [3, 67, 69]. However, experimen-
tal attempts to decontaminate cell cultures according to 
the reported protocols often fail [1, 71, 73]. taking into 
account this fact, together with the negative impact of 
antibiotics on cell cultures, most researchers remain 
skeptical of attempts to eradicate mycoplasma with 
antibiotics, while commercial companies continue to 
actively advertise these products. 

A significant problem of antibiotic therapy against 
mycoplasma infections is that mycoplasmas quickly 
develop resistance [1, 19, 74]. the mechanisms of rapid 
development of resistance to antibiotics are not clear. 
It is assumed that, alongside the known mechanisms 
of developing resistance to such antibiotics as quinolo-
nes, the mycoplasmas use other mechanisms that have 
not been identified yet [75–77]. extracellular vesicles 



REVIEWS

  VOL. 6  № 3 (22)  2014  | ActA nAturAe | 49

have recently been reported to potentially mediate the 
mechanisms of developing resistance to antibiotics in 
bacteria [78, 79], including mycoplasma [36]. Involve-
ment of extracellular vesicles in the formation of my-
coplasma resistance to antibiotics has been proved for 
A. laidlawii. to prove it, we used mycoplasma strains 
characterized by different susceptibilities to ciproflox-
acin: the laboratory (PG8) and PG8r, which was de-
rived from it in a stepwise manner and showed high 
resistance to the antibiotic. It turned out that these 
strains also had different clearance mechanisms and 
different vesicle generation rates. It was found that the 
high resistance of a PG8r strain is associated with a 
high vesicle generation rate and that vesicles, in turn, 
participate in the ciprofloxacin traffic exhibiting a 
bacteriostatic effect towards Staphylococcus aureus 
(a strain sensitive to the antibiotic). the strain with 
high resistance to ciprofloxacin was found to have a 
С ® Т transition at the 272 position (causing a serin to 
leucin transition – Ser (91) Leu in the target protein 
molecule) in parC locus (determining resistance to fluo-
roquinolone) of the target gene (topoisomerase IV). It 
turned out that the vesicles of this mycoplasma strain 
export the mutant gene of the target protein. export of 
the antibiotic target genes mediated by extracellular 
vesicles favors a quick distribution of the mutant target 
of quinolones over the microbiocenosis by horizontal 
transfer [80]. Performance of this pattern has been re-
cently demonstrated in model systems of Escherichia 
coli and Pseudomonas aerogenosa [81, 82]. the study of 
these processes in mycoplasma has not been completed 
yet, although it is already clear that extracellular vesi-
cles are the important component of the mechanisms of 
quick adaptation to antibacterial products. considering 
the fact that vesicle secretion is the process that allows 
microorganisms to survive under various conditions 

[27, 32], searching for effective antibiotic means of cell 
culture decontamination does not appear promising. 

thus, mycoplasma contamination of cell cultures and 
mycoplasma diagnosis and elimination remain serious 
problems [1, 3, 7, 69, 83, 84]. It is absolutely clear that 
reliable methods for detecting infectious agents and 
decontamination methods are needed, which would be 
based first and foremost on a thorough investigation of 
mycoplasma genetics and physiology. the discovery of 
the extracellular vesicular traffic in mycoplasmas me-
diating cell-to-cell interactions and pathogenesis makes 
it necessary to take into account new infectious agents. 
Since cell cultures are used to produce vaccines and 
physiologically active compounds, quickly solving the 
discussed issue is topical both for fundamental science 
and the biotechnological production of pure, next-gen-
eration products. 
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abStract The purpose of the present review is to summarize the data related with the structural features of 
interaction between the human repair enzyme 8-oxoguanine DNA glycosylase (hOGG1) and DNA. The review 
covers the questions concerning the role of individual amino acids of hOGG1 in the specific recognition of the 
oxidized DNA bases, formation of the enzyme–substrate complex, and excision of the lesion bases from DNA. At-
tention is also focused upon conformational changes in the enzyme active site and disruption of enzyme activity 
as a result of amino acid mutations. The mechanism of damaged bases release from DNA induced by hOGG1 is 
discussed in the context of structural dynamics.
KeyWordS protein-nucleic acid recognition, human 8-oxoguanine DNA glycosylase, repair enzymes, loss-of-
function mutants, structural analysis of hOGG1.
abbreViationS AP – apurinic/apyrimidinic site; 8-oxoG – 7,8-dihydro-8-oxoguanine.

introduction
the vast majority of the tertiary structures of proteins 
and their complexes elucidated and deposited in da-
tabases over the past half-century (as of April 2014, 
there are about 100,000 entries in the archive for the 
three-dimensional structural data, the Protein Data 
Bank, or PDB) have naturally turned the attention to 
the relationship between proteins' structures and their 
functions. this paper reviews the structural features 
of hOGG1 enzyme interaction with DnA damage sites.

the genomes of all living organisms are continuously 
exposed to a heavy load of exogenous and endogenous 
mutagens, some of which are reactive oxygen species 
(rOS), highly reactive cellular by-products, xenobiot-
ics, uV light, ionizing radiation, etc. Among the wide 
range of agents that attack DnA [1–4] and cause nu-
merous diseases [5–10], an important role is attributed 
to the rOS, such as О

2
˙-, Н

2
О

2
, and ОН˙ [11, 12], pro-

duced under aerobic conditions. the mutagenic lesions 
occurring due to oxidative damage of purine DnA resi-
dues involve the 7,8-dihydro-8-oxoguanine (8-oxogua-
nine, 8-oxoG) and 5-formamidopyrimidine derivatives 
of adenine, 4,6-diamino-5-formamidopyrimidine (Fapy 
A), and guanine, 2,6- diamino-4-oxy-5-formamidopy-
rimidine (Fapy G) [13, 14].

A buildup of DnA lesions causes structural damage 
to the DnA molecule. For example, 8-oxoguanine can 

mispair with adenine in the Hoogsteen mode, which re-
sults in a c to A substitution in the first replication cy-
cle (a 8-oxoG/A mismatched pair is formed), followed 
by the incorporation of Т opposite A in the second 
round of replication, thereby producing a G/c → t/A 
transversion [15, 16].

to prevent 8-oxoG accumulation in DnA, there is 
a pathway to protect cells against the mutagenic ef-
fect (the GO-system) [17, 18]. this pathway has been 
described in details for Escherichia coli. It consists of 
three enzymes: Fpg (MutM), a specific n-glycosylase/
AP-lyase that catalyzes the excision of 8-oxoG; MutY, 
a specific n-glycosylase that removes adenine oppo-
site 8-oxoG; and Mutt, a nucleotide hydrolase involved 
in the cleavage of the pyrophosphate bond in 8-oxo-
dGtP. eukaryotic cells have structural or functional 
analogs of these bacterial enzymes [19, 20]. the excision 
of 8-oxoguanine from DnA in eukaryotes is carried out 
by the 8-oxoguanine glycosylase (OGG1) [21]. each 
human cell has been shown to contain approximately 
50 thousand copies of OGG1 that protect the genomic 
DnA from the accumulation of oxidized purine nucle-
otides [22].

In human cells, the OGG1 gene is located on the short 
arm of chromosome 3 (3p25/26). the OGG1 primary 
transcript gives rise to two distinct mrnAs encoding 
proteins of the 345 and 424 amino acids; α-hOGG1 and 
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β-hOGG1, respectively [21, 23–26]. Both isoforms share 
the first 316 amino acid residues, with the c-termini 
varying [21, 23–27]. Studies aimed at addressing their 
cellular location show that α-hOGG1 localizes in the 
nucleus, while β-hOGG1 localizes in mitochondria [27]. 
the nuclear isoform of α-hOGG1 is highly conserved 
and is well studied in humans, the yeast Saccharomy-
ces cerevisiae, the plant Arabidopsis thaliana cells, the 
fruit fly Drosophila melanogaster cells, and mammals 
[28]. the α-hOGG1 of Saccharomyces cerevisiae and 
humans share up to a 38% homology. the β-hOGG1 iso-
form localizes only in mitochondria [28]. catalytic and 
structural characteristics have been addressed for only 
α-hOGG1.

tHe catalytic mecHaniSm oF tHe ogg1 Protein 
the hOGG1 enzyme acts both as a DnA-glycosylase 
and a β–lyase, hydrolysing the n-glycosidic bond of the 
damaged base to release 8-oxoG, followed by catalytic 
cleavage of the 3′-phosphodiester bond. the chemical 
mechanism of action was first suggested by Wallace 
et al. for endonuclease III of E. coli [29]. the main ideas 
proposed in that study were experimentally proved by 
Lloyd et al. [30] using the analysis of cross-links formed 
between the enzyme and DnA molecule. According to 

the proposed mechanism, upon incubation of DnA and 
the enzyme, followed by sodium borohydride treat-
ment, a covalent bond was formed between the two 
molecules evidencing the occurrence of Schiff base in-
termediate.

the catalytic action of hOGG1 involves a mecha-
nism by which the ε-amino group of Lys249 partici-
pates in the removal of the 8-oxoG base from the c1' 
of the ribose moiety and promotes the elimination of 
the 3'-phosphodiester bond through the formation of 
a Schiff base intermediate with c1' of the deoxyribose 
moiety (Fig. 1) [31–33]. Verdine et al. earlier showed 
that K249Q mutant hOGG1 exhibited no catalytic ac-
tivity but retained the ability for the recognition of 
oxidatively damaged DnA [21]. the second chemical 
event is the scission of phosphodiester bond at the c3 of 
the 2′- deoxyribose moiety via β-elimination (AP-lyase 
activity).

Based on numerous structural and biochemical 
studies, Verdine et al. [34] proposed a role of 8-oxoG 
being displaced in acid/base interactions with the nε, 
(Lys249 amino group), c2', and O4' atoms. the struc-
ture of the intermediate reduced by sodium borohy-
dride, produced through the reaction of hOGG1 with 
8-oxoG-containing DnA, has been characterized. the 

Fig. 1. Detailed stepwise mechanistic proposal for the entire cascade of reactions catalyzed by hOGG1 in which the 
reaction product serves to catalyze further processing of the substrate. (Reprinted by permission from Macmillan Pub-
lishers Ltd: [Nat. Struct. Biol.] Fromme J.C., Bruner S.D., Yang W., Karplus M., Verdine G.L. Nat. Struct. Biol. 2003. V. 
10. № 3. P. 204–211, copyright 2003)

concerted pathway
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8-oxoG base to be removed from the DnA strand is not 
released but retained in the active site and acts as a co-
factor at the β-elimination stage. the n9 of the enzyme 
in the 8-oxoG base is positioned near nε and O4', which 
permits the transfer of a proton between these two at-
oms.

Figure 1 illustrates the enzymatic mechanism of 
hOGG1 as described [34]. the initial attack of the side-
chain amino group of Lys249 on the c1' of the deoxy-
ribose sugar results in cleavage of the glycosidic bond 
to produce an 8-oxoG- anion. the anion deprotonates 
the ε-nH

2
 of Lys249 to form the aminal intermediate 

3. the protonated 8-oxoGН transfers the proton to the 
О4' of the ribose sugar, with the aminal intermedi-
ate 3 rearranging to a Schiff base 4 with a sugar ring 
opening. the Schiff base 4 with a proton on the nε of 
Lys249 donates it back to 8-oxoG- to yield 8-oxoGН and 
an uncharged Schiff base 5 promoting the loss of the 3' 
phosphate via β-elimination. DnA with a 5' phosphate 
group and a positively charged intermediate 6 arise. 
the intermediate carries an α,β-unsaturated Schiff 
base at the 3' end with a positive charge. upon hydrol-
ysis, the intermediate 6 releases the enzyme and a DnA 
molecule with 4-hydroxy-2,3-pentenal-1 at the 3'end. 

the Protein Data Bank currently holds information 
on 27 structures of hOGG1. the crystal structures of 
native hOGG1 [35] and DnA-bound hOGG1 have been 
solved: catalytically inactive K249Q mutant hOGG1 
with 8-оxoG-containing DnA [35, 36], n149c with 
8-оxoG-containing DnA and intact DnA [37], D268n 
with 8-оxoG-containing DnA and DnA with a tetrahy-
drofuran residue (F-ligand) – a “stop” substrate for 
hOGG1 [33, 38]; and the Wt hOGG1 complex with the 
F-ligand [33]. In addition, the irreversibly linked adduct 
of hOGG1 with AP substrate has been described [34], 
formed through a borohydride-trapped Schiff bas-
es for hOGG1 variant forms (H270A, Q315A, Q315F, 
G42A) containing mutation of amino acids that bind 
7,8-dihydro-8-oxoguanine in the native structure [32]. 
the structural analysis has also been conducted for a 
late-stage intermediate wherein 8-oxoG is almost com-
pletely inserted in the active site; however, catalytical-
ly active conformation has not been achieved yet [32].

Structural cHaracteriSticS oF K249Q 
hogg1 lacKing enzymatic actiVity
the first structure of complex of hOGG1 with 
8-oxoG-containing substrate was obtained for hOGG1 
with a К149Q mutation [36]. It was shown earlier [21] 
that the mutant form, in which Lys249 is replaced with 
Glu, lacks catalytic activity but retains substrate recog-
nition. Since the authors [36] failed to yield high-quality 
crystals for full-length hOGG1 K249Q complexed with 
the DnA duplex containing 8-oxoG/c, limited diges-

tion by trypsin allowed to remove unstructured amino- 
and carboxyl-termini as well as amino acids at positions 
80–82, facilitating crystallization and the analysis of the 
hOGG1 core domain comprising residues 12–325 (Fig. 2).

It has been demonstrated that hOGG1 shares a 
common fold with the members of the superfamily of 
DnA repair enzymes involved in base excision repair 
(Ber), such as endonuclease III and alkyl-DnA-glyco-
sylase AlkA from E. coli [39]. the repair proteins of this 
family occur in numerous organisms, from bacteria to 
mammals, repairing DnA bases damaged by oxidation, 
alkylation, and deamination. these enzymes possess a 
unique structural motif “helix-hairpin-helix” (HhH) 
[40], followed by a Gly/Pro-rich loop and conserved 
residues of Gly, Pro and Asp (HhH-GPD). the hOGG1 
structure also contains two α-helix domains shared 
by all members of the HhH-GPD superfamily and an-
tiparallel β-sheet present in the alkyl-DnA-glycosylase 
AlkA only.

the protein has high affinity to 8-oxoG-containing 
DnA (Fig. 2). the 8-oxoG base flips out of the DnA he-
lix and fits into the pocket of the enzyme's active site, 
which is in agreement with similar structures in other 
members of the HhH-GPD superfamily [31, 40, 41]. In 
the case of the 8-oxo-dG base, the heterocyclic com-
pound exists in the syn-conformation in relation to the 
glycosidic bond; although, upon binding to the active 
site of hOGG1, it takes the anti-conformation; i.e., as 
is the case for a normal duplex DnA. the flipped-out 
conformation of the glycosilic moiety and DnA back-
bone leads to the extrusion of 8-oxoG out of the DnA 
helix and insertion deeply into the active site of hOGG1.

the interaction of hOGG1 with the phosphate 
groups of 8-oxoG-containing DnA, 8-oxoG itself, and 
the complementary cytosine contribute to a contact 
surface of 2.268 Å2 [36]. though in most DnA-binding 
proteins the contact region contains many lysine and 
arginine residues, for the interaction with the phos-
phates groups of hOGG1, the DnA backbone is bound 
to a nearly uncharged groove lined by a single basic 
His270 residue. the resulting complex is unique in a 
way that hOGG1 contains many α-helices with the 
n-termini oriented towards the DnA (Fig. 2). this dis-
position of α-helices enhances the helix-dipole inter-
action, promoting dipole electrostatic contacts rather 
than salt bridges while binding DnA substrates. Only 
one of the helices, αL, is involved in direct contact with 
the DnA backbone. the αL helix with a loop and the 
αK helix form the conserved motif HhH. In addition 
to the interaction through the αL helix (Val250 and 
Gln249) and the phosphate group p-2, the highly con-
served glycine residue (Gly245), located within the 
loop, forms a hydrogen bond with the phosphate p-3 
(Fig. 3). the structural motif HhH is brought into con-
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tact with a DnA substrate from the 3'-side of the ox-
idized base; at this site, the structure of duplex DnA 
is very similar to the B-form. consequently, the HhH 
motif is mainly responsible for positioning the mutated 
base in the DnA duplex towards the active site pocket.

the phosphate groups p-1, p0 and p1 play an impor-
tant role in the stabilization of the uncommon DnA 
backbone conformation at the mutagenic site. the rota-
tion required for flipping 8-oxoG out of the helix caus-
es inward rotation of oxygen atoms of p-1 and imposes 
extra strain on the ribose phosphate DnA backbone. 
to decrease electrostatic repulsion between the close-
ly positioned p-1 and p1, a partially hydrated ca2+ ion, 
present in the crystal microenvironment, is brought in 
between and secured through a direct bond with p1 and 
the water bridge with p-1 (Fig. 3B). Although ca2+ could 
be displaced by Mg2+ under physiological conditions, it 
does not come in direct contact with the protein, but 
its ligand, the water molecule, forms a hydrogen bond 
with DnA, thereby stabilizing its flipped-out and bent 
conformation.

the complementary cytosine locates inside the he-
lix; however, it hardly stacks with neighboring nucle-
obases from the 5' side due to a kink in the chain that 
orients the duplex away from the enzyme. Beyond the 
active site, the DnA conformation is similar to that of 
canonical B-DnA form (Fig. 2). 

the void remaining in the duplex after extrusion of 
8-oxoG, is filled in by the amino acid residue of the con-
served nnn-element (a motif of three Asn residues); 
namely, Asn149 that forms a hydrogen bond via its 
side-chain amide carbonyl with the exocyclic nH

2
 of 

the estranged cytosine (Fig. 3B). In addition, hOGG1 
plunges the indole ring of tyr203 into the space be-
tween c0 (estranged cytosine) and the base on the 
5'-side (Fig. 3B), thus unstacking the two bases and 
creating a sharp kink in the DnA molecule, which sig-
nificantly improves access to the Watson-crick edge 
of base from the minor-groove side. c0 gets unstacked 
from the base on its 3'-side (Fig. 3B Т1 base). the res-
idues Arg154 and Arg204 of hOGG1 move together 
toward c0 from the minor groove; one arginine above 

Fig. 2. The overall structure of the hOGG1-DNA complex. Two orthogonal views of the hOGG1-DNA complex with the 
protein shown as ribbon (blue, α-helices; orange, β-sheets; gray, elements with no secondary structure) and 15-base 
pair DNA oligonucleotide, as sticks (gold). The substrate oxoG base (red) is completely extruded from the DNA helix 
and inserted into an active site pocket. The complementary or “estranged” cytosine (purple) remains stacked in the 
helix. The enzyme bends the DNA (~70°) at the plane of the oxoG·C base pair. The bend in the DNA exposes the edge 
of the estranged cytosine to protein side-chains that make specific contacts. (Reprinted by permission from Macmillan 
Publishers Ltd: [Nature] Bruner S.D., Norman D.P.G., Verdine G.L. (2000) Nature. 403. 859–866, copyright 2000)
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and the other below the plane of the pyrimidine ring, 
simultaneously creating hydrogen bonds with the ac-
ceptor n3 and O2 atoms of the estranged c0. these 
bonds seem to be exceptionally strong and occur in the 
presence of adjacent acceptor atoms, which are unique 
to cytosine among the other DnA bases. Along with the 
interaction of Asn149 and c° amide carbonyl of the en-
zyme and the estranged cytosine, respectively, up to 
five hydrogen bonds could be created. 

the role of Asn149 has been elucidated in the work 
[35] that demonstrated that Asn149 formed a hydro-
gen bond with n4 of the exocyclic nH

2
 of the cytosine 

pairing with 8-oxoG. the hydrogen bonds made by the 
guanidine group of Arg204 with the n1 and O2 form a 
unique recognition site for the estranged cytosine and 
appear to play an essential role in the specific recogni-
tion of the estranged cytosine typical of hOGG1.

recognition of 8-oxoG at the active site is accom-
plished by specific contacts between the lesion base and 
the amino acids. the enzyme recognizes the urea frag-
ment in 8-oxoG containing the С8-carbonyl group, the 
n7 and n9 atoms, with n7 forming a hydrogen bond 
with the carbonyl of Gly42. Of all contacts associated 
with 8-oxoG, only the one made by Gly42 that would 
be different with oxoG versus guanine. therefore, the 
authors of [36] conclude that 8-oxoG is discriminated 
from G by a single hydrogen bond. Significantly, the 
essential amino acid residue Gly42 is the only residue 
that the β-sheet domain contributes to the hOGG1–
DnA interface.

In addition to the aforementioned residues re-
sponsible for 8-oxoG recognition, other residues of 
the hOGG1 active site also contribute to recognition. 
Phe319 and cys253 stack toward opposite π-faces of 
the 8-oxoG, sandwiching the base in the active site 
(Fig. 4). the Gln315 amide nH2

- group, in cooperation 
with a tightly bound water molecule, interacts with О6 
of 8-oxoG, and the Gln315 side-chain carbonyl forms 
two hydrogen bonds with n1 and n2H of 8-oxoG. An-
other tightly bound water molecule is hydrogen bond-
ed to O6. Gln315 and Gly42, including the water mole-
cules trapped in the active site, are not chemically able 
to form hydrogen bonds with A, c, and t through do-
nor/acceptor interactions.

the structural analysis in [36] provides insight into 
the role of the catalytically important residues Lys249 
and Asp268. Lys249 is located ~2.5 Å off the c1' of 
8-oxoG close to the space in the active site into which 
the lesion base is extruded, with the Asp268 is suita-
bly disposed to assist the protonation/deprotonation of 
Lys249. the intermediate, formed by an attack of the 
deoxyribose sugar by Lys249, rearranges to a Schiff 
base (Fig. 1). this rearrangement requires deprotona-
tion of the Lys249 side-chain amino group, presuma-

bly by Asp268, and O1' protonation, for which His270 
is suitably positioned. this role of His270 sheds light on 
why this residue is invariant in members of the HhH-
GPD superfamily, since it is involved in the catalyzing 
of the formation of Schiff base intermediates.

catalytically actiVe Hogg1 comPleX 
WitH tHe “StoP” SubStrate
the structure of hOGG1 complex with DnA contain-
ing 2-oxomethyl-2-oxo-tetrahydrofuran (F) instead of 

Fig. 3. Contact interface between hOGG1 and 
oxoG·C-containing DNA. A – The DNA-protein interface. 
Arrows indicate interactions between amino-acid resi-
dues (blue) and DNA bases (yellow). B – Surface of the 
DNA-protein interface. Hydrogen bonds are shown in 
yellow, and coordinative interactions with a calcium ion 
(magenta) are shown in pink. (Reprinted by permission 
from Macmillan Publishers Ltd: [Nature] Bruner S.D., Nor-
man D.P.G., Verdine G.L. (2000) Nature. 403. 859–866, 
copyright 2000)
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8-oxoG has been reported in [33]. this DnA substrate 
acts as a stop substrate for hOGG1. It is shown that in 
the produced structure (PDB ID: 1Fn7) Asp268 is posi-
tioned rather far from Lys249 to initiate deprotonation 
of its side-chain amino group; the n–O distance is 3.7 Å. 
In addition, Asp268 does not contact with the His270 
that is likely needed for hydrogen bonding to O1' of the 
ribose sugar as it was found in K249Q hOGG1 struc-
ture [36]. taken together, the absence of the lesion base 
being flipped out of the helix and into the active site 
pocket causes conformational changes in the enzyme.

Based on the findings of [33], it was concluded that, 
firstly, the 8-oxoG-recognizing pocket in hOGG1 well 
fits the structure of the lesion, positioning Phe319, 
His270, and Asp268 in the appropriate arrangement. 
Secondly, the role of Asp268 in the deprotonating of 
Lys249 has been neither confirmed nor excluded. A hy-
pothesis is proposed that this residue creates an elec-
trostatic field that stabilizes the positive charge devel-
oping in the transition state, especially at O1' and c1' of 
the 8-oxoG deoxyribose.

hogg1 conFormational cHangeS 
uPon dna binding
the crystal structures of native hOGG1 and that 
bound to 8-oxoG-containing DnA were obtained and 
described by Bjørås et al. [35] at a resolution of 2.15 Å. 
It was found that the hOGG1 structure significantly 
differs from those of the free form and the one com-

plexed with 8-oxoG-containing DnA (Fig. 5). the 
Phe319, cys253, Gly42, Gln43, Phe45, and Gln315 resi-
dues are responsible for recognition, which is consistent 
with other findings [36]. Phe319 and cys253 sandwich 
8-oxoG, whereas Gly42, Gln43, and Phe45 interact 
with the major-groove edge, recognizing the protonat-
ed n7 of 8-oxoG. the Gln315 amide oxygen is hydro-
gen-bonded to the n1-imino- and n2-amino groups 
of the ring involved in base pairing. the Phe319 resi-
due takes different conformations in the free form of 
hOGG1 and that bound to DnA (Fig. 5A). When bound 
to DnA, the aromatic ring of Phe319 is oriented almost 
perpendicular to its position in the free form. the side-
chain of Gln315 in the free enzyme is positioned under 
the aromatic ring of Phe319 (Fig. 5A). In complex with 
DnA, the nitrogen atom of the amide moiety of Gln315 
and the carbonyl oxygen of Pro266 located on the op-
posite side of the binding site are involved in hydro-
gen bonding. this causes a significant conformational 
change in the enzyme, thereby creating a tight pocket 
for binding the damaged base.

In comparison with [36] a slightly different point 
of view for the role of His270 has been proposed [35]. 
It was demonstrated that conformational changes in 
the lesion-recognition pocket are accompanied by a 
change in the orientation of His270, which forms two 
hydrogen bonds when bound to DnA: one between 
the nε2 of the imidazole ring and the 5'-phosphate of 
8-oxoG, the other between nδ1 and the carboxyl group 
of Asp322 (Fig. 5A). In the free enzyme, one hydrogen 
bond with Asp322 is retained, although the imidazole 
ring of His270 rotates by more than 90° as compared to 
the DnA-bound conformation; packs against the phe-
nyl ring of Phe319 and forms two layers of a sandwich 
completed by Gln315. the His270 rotamer is not com-
patible with the Phe319 and Gln315 conformations re-
quired for specific binding of the 8-oxoG in DnA. the 
side-chain conformations of Phe319 and Gln315 depend 
on the His270 conformation, which is itself governed 
in the 8-oxoG-DnA complex by interaction with the 
5'-phosphate of 8-oxoG nucleotide. Overall, binding of 
the ribose-phosphate backbone to DnA influences the 
conformation of His270, which in turn causes a confor-
mational alteration to Phe319 and Gln315, thus allow-
ing entry of the aberrant base into the pocket.

Hence, the side-chains in Phe319, Gln315, and 
His270 behave as an entity, flipping between the closed 
and open states when binding the 8-oxoG-base.

In the free form, the amino acid region of 146 to 151 
adopts a conformation different from that in a DnA-
bound state wherein the atoms could shift away from 
their positions by up to 4–9 Å. Most pronounced chang-
es occur within the center of the motif, with the side-
chain of Asn149 in the free form extending back to-

Fig. 4. Amino acids of the hOGG1 active site involved in 
the recognition of the 8-oxoG base. Visualization of the 
3D structure (PDB ID: 1EBM [36]) using the software pack-
age PyMOL [43]
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ward the enzyme and hydrogen bonding to the amide 
oxygen and e-amino group of the catalytic residue 
Lys249 (Fig. 5B). However, during complex formation 
with 8-oxoG-DnA, this oxygen atom retracts by ≈ 9 Å 
to pack against the estranged cytosine. the remaining 
residues of Asn in the nnn triplet, 150 and 151, whose 
hydrogen bonds in a DnA-bound structure stabilize 
the cytosine-recognizing protein site, are exposed to a 
solvent in the free form. the conformation of this in-
ter-helical peptide seen in the free enzyme is unable 
to bind to 8-oxoG in its the extrahelical conformation. 
Flipping of this enzyme segment into target DnA, as 
well as flipping of the scissile base into the enzyme 
pocket, requires conformational alterations of the pro-
tein to allow the chemistry to take place.

An important sequel of His270 re-orientation in the 
hOGG1-8-oxoG-DnA complex is an incremental shift 
of the hinge and strand between Pro266 and trp272, 
which moves the side-chain of Asp268 by over 1.5 Å as 
compared to its position in the free enzyme (Fig. 5C).

In the DnA-bound hOGG1 complex with F-ligand 
[33], the Lys249 residue is located away from the car-
boxyl group of Asp268, which challenges its role in the 
deprotonating of the nucleophile, thus indicating an al-
ternative function for this residue in the transition state 
charge stabilization of the deoxyribose ring. In addition, 
the carboxyl group of Asp268 and the imidazole group of 
His270 in the DnA-bound structure are sterically close 
for weak hydrogen bonding which would favor proton 
abstraction by Asp268, promoting its indirect catalyt-
ic contribution. On the other hand, the side-chains of 
Asp268 and His270 in the free hOGG1 are positioned 
>4 Å apart, which essentialy prevents their hydrogen 
bonding (Fig. 5C). By contrast, the side-chains of Lys249 
and Asp268 sterically allow a hydrogen bond formation 
between the ε-amino- and carboxyl groups, respective-
ly, as well as another hydrogen bond between the ε-ami-
no group of Lys249 and the side-chain oxygen of Asn149 
(Fig. 5C). the side-chain configuration of Lys249 in the 
active site corresponds to the protonated ε-aminogroup 
stabilized by the neutral hydrogen bond with the amide 
oxygen atom of Asn149 and the hydrogen-bonded de-
protonated side-chain carboxyl of Asp268.

According to the catalytic mechanism for OGG1 
[29–31], Lys249 provides a nucleophile attack on the 
c1' of the deoxyribose moiety, displacing 8-oxoG and 
generating Schiff's base covalent intermediate [39]. the 
protonated side-chain of Lys249 in the free enzyme 
lacks this function that would require a lone pair of 
electrons as in the neutral ε-nH2

. therefore, the Lys249 
residue should be deprotonated for the reaction to pro-
ceed. this would only be possible if the interaction with 
Asp268 stabilizing the protonated Lys249 is cleared 
upon binding to the substrate.

А
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Fig. 5. Recognition of the 8-oxoG base by hOGG1 (the 
free enzyme is shown in yellow; hOGG1 in complex with 
DNA is shown in green). A – The conformation of His270 
in native and DNA-bound structures together with interac-
tions involving Gln315, Phe319, and Asp322 which form a 
trigger that switches between the closed and open states 
of the 8-oxoG binding pocket. B – Involvement of Asn149 
in the recognition and binding of complementary cytosine. 
C – Conformational changes in the localization of Asp268 
and His270 during binding of в 8-oxoG. (Reprinted by 
permission from Elsevier Science Ltd.: [J. Mol. Biol.] 
Bjørås M., Seeberg E., Luna L., Pearl L.H., Barrett T.E. J. 
Mol. Biol. 2002. 317. 171–177, copyright 2002)



REVIEWS

  VOL. 6  № 3 (22)  2014  | ActA nAturAe | 59

It was shown in [35] that binding of 8-oxo-dG pro-
motes a change in the position of Asp268 (through 
movements in Phe319 and Phe270), which breaks its 
ion-pair/hydrogen bond to Lys249. At the same time, 
to promote the interaction between the enzyme and the 
estranged cytosine, the inter-helical hinge is extruded, 
accompanied by a loss of hydrogen bonding between 
Lys249 and the side-chain carbonyl group of Asn149. 
Following the removal of these neutralizing interac-
tions, the protonated ε-amino group of Lys249 should 
be disfavored with regard to the neutral state gener-
ated by proton abstraction from the carboxyl group of 
Asp268, in parallel to its movement and loss of the hy-
drogen bond with Lys249. 

Overall, the findings suggest [35] that the hydrogen 
bonds established by Asp268 and Asn149 with a pro-
tonated nitrogen of the ε-amino group of Lys249 act as 
trigger locks in the free enzyme. One hydrogen bond is 
involved in 8-oxoG recognition; the other, in the rec-
ognition of cytosine. Both should be removed for the 
enzyme to trigger a nucleophilic attack on the c1' of 
the deoxyribose.

tHe role oF asp268 in tHe catalytic 
action oF hogg1
Asp268 is catalytically important for both hOGG1 and 
other members of the structural family to which it be-
longs [26, 44]. Substitution of residue 268 for Ala or Asn 
abrogates the glycosylase and AP-lyase activities; how-
ever, substrate recognition is retained.

Initially, it was suggested that Asp268 could be im-
portant for oxidized base excision through deproto-
nation of Lys249, thereby converting the catalytically 
inactive cation into a nucleophilic neutral amine [36]. 
However, this is inconsistent with the fact that Asp lo-
cated at the end of the α-protein helix needs to be less 
basic by several orders of magnitude. the fixed position 
should prevent the rotation of Asp268 around cα–cβ 
to interact with Lys249. the X-ray crystal structure 
of the native enzyme bound to AP-DnA [33] showed 
that Asp268 and Lys249 have no contact. Indeed, only 
the free form of the protein permits hydrogen bonding 
between the two, with Asp268 preserving its position 
in the α-helix, whereas Lys249 swivels about to ena-
ble contact [35]. Importantly, even though in the case 
of weakly hydrogen-bonded Glu268 and Lys249 (in 
mutant D268e) and a longer side-chain, the side-chain 
of Glu268 lacks contact with Lys249. It is likely that if 
the pK

a
 of Lys249 declines slightly due to the sequence 

context to produce a certain amount of neutral amine, 
this could be sufficient to break the glycosidic bond and 
excise the aberrant base.

to elucidate the role of Asp268 in the hOGG1-de-
pendent catalysis, this residue was substituted for as-

paragine (D268n), glutamate (D268e), and glutamine 
(D268Q) [38]. It was demonstrated that Asp268, located 
at the n- terminus of the α-helix (Fig. 6), plays a dual 
role in the catalysis of base excision and DnA strand 
scission. the mutation of this residue to asparagine led 
to a significant decline in the enzyme activity of D268n 
hOGG1. the D268n crystal structure first revealed the 
contribution of this nucleophilic Lys residue (Lys249) in 
the recognition of an aberrant guanine (8-oxoG or F).

Analysis of this structure allowed to suggest that 
8-oxoG excision was performed through dissociative 
mechanism consisting of cleavage of the glycosidic 
bond, deprotonation of Lys249 (perhaps, by 8-oxoG an-
ion) followed by subsequent linkage of Lys249, forming 
a Schiff base between the ε-nH

2
-group and С1' of the 

deoxyribose sugar. On the other hand, a change from 
aspartic acid to glutamine (D268Q hOGG1) and gluta-
mate (D268e hOGG1), although it led to a protein fold 
disruption but did not abrogate catalytic activity.

It is shown [38] that complexes of Asp268 mutated 
hOGG1 with DnA are structurally similar to that of 
K249Q mutant hOGG1 [36]. the root mean square de-
viation of the protein backbone coordinates between 
the D268n and K249Q hOGG1 structures is 0.32 Å, 
which confidently lends credence to the identity of the 
structures. comparison between the structure of wild-
type and D268e mutant hOGG1 bound to F-analog 
yields root mean square deviations of 0.45 Å and 0.59 Å 
for Wt hOGG1/F and hOGG1 D268Q/F structures, 

His270

Phe319

Gln315

Cys253

Asn268 Lys249

Fig. 6. Active-site structure of D268N hOGG1 in a com-
plex with 8-oxoG-containing DNA. Visualization of PDB 
ID: 1N3C [38] (Reprinted by permission from American 
Chemical Society: [Biochemistry] Norman D.P.G., Chung 
S.J., Verdine G.L. Biochemistry. 2003. 42. 1564–1572, 
copyright 2003)
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respectively. this is indicative of the fact that no glob-
al conformational changes occur following mutations 
of active site amino acid. In all three structures, con-
siderable alterations were only observed in the active 
site, especially in the first three residues of helix α-M 
(residues 269, 270 and 271). In all three structures, the 
nucleophilic ε-nH

2
-group of Lys249 has a relatively 

fixed position, even though it is located at the end of a 
long alkyl chain. In this conformation, the ε-nH

2
-group 

of Lys249 is located near the c1' of the deoxyribose 
moiety (3.4 Å), but in an orientation unfavorable to a 
straightforward nucleophilic attack on the glycosidic 
bond (Fig. 6). the ε-nH

2
-group of Lys249 seems to be 

hydrogen-bonded to the sulfhydryl of cys253, which 
is, by contrast, attached to the π-system of the 8-oxoG 
through a van der Waals interaction. Since cys253 is 
located on the top face of the ribose moiety, Lys249 
cannot form contact with cys253 when the sugar is at-
tacked from the underside. In the wild-type enzyme, 
the carbonyl group of Asn268 is hydrogen-bonded to 
the His270 side-chain, whereas in the D268n mutant, 
the nH

2
-amide group of Asn268 is positioned too far 

off His270 for hydrogen bonding to occur. the ab-
sence of bonding clarifies the relatively weak binding 
of DnA to the D268n mutant variant, since His270 is 
in direct contact with the phosphate backbone on the 
5'-side of the lesion. the remaining part of the active 
site and recognition pocket in D268n and K249Q mu-
tant hOGG1 bound to 8-oxoG-DnA are structurally 
identical.

An alternative view of the role of Asp268 is the elec-
trostatic stabilization of the positive charge on the O4' 
of the deoxyribose sugar in the transition state during 
base excision [38]. this is in agreement with the fact 
that in all hOGG1 structures with Asp at position 268, 
the carboxyl oxygen is positioned near the O4' of the 
sugar phosphate backbone DnA, at a distance of 3.2 
Å. Due to the strong interaction with its α-helix, the 
orientation of the Asn268 side-chain in D268n is nearly 
the same as that of Asp268 in the wild-type enzyme. 
consequently, a change of Asp to Asn at position 268 
leads to the substitution of a negatively charged oxy-
gen for a neutral nH2

 group, maintaining the position 
in the active site. the imide nitrogen of Asn268 and O4' 
of the deoxyribose moiety (3.4 Å) are positioned at a 
longer distance than would be expected the hydrogen 
bonding distance between these atoms; however, this 
is sufficient for O4' to experience the partially positive 
electrostatic field of the amide protons on Asn268. It is 
concluded [38] that the charge change from Asp (δ-) to 
Asn (δ+) at position 268 increases the transition state 
energy for base excision due to the enchanced positive 
charge on O4', which results in a significant decline in 
reaction rates.

taken together, it was obtained [38] that hOGG1 
containing Asn in place of Asp268 (D268n) exhibits no 
catalytic activity. the amino acid mutations D268Q or 
D268e, even though they confer a sterically disfavored 
conformation, do not diminish the catalytic activity. 
these findings argue against the role of Asp268 as an 
acid/basic catalyst in hOGG1 [36]; however, they sup-
port its involvement in the charge appearance on the 
О4' of the deoxyribose sugar in 8-oxoG.

recognition oF 8-oxog
8-oxoG and the G base structurally differ by two po-
sitions: С8 carries О or Н; and n7 contains Н or a lone 
pair of electrons, respectively. For this reason, the Н 
atom adjacent to n7 in 8-oxoG is capable of hydrogen 
bonding with the carboxyl of the Gly42 main chain, 
whereas G is not. to clarify the structural features of 
hOGG1 in complex with 8-oxoG and intact G, n149c 
mutant hOGG1, lacking catalytic activity, was probed 
tested [37]. cys149 was connected with a linker to the 
С4 of cytosine complementary to 8-oxoG through a 
disulfide bond, thereby preventing the dissociation 
of the enzyme-DnA complex. the X-ray structures 
for n149c hOGG1 complexed with 8-oxoG-, G-, 
and 7-deaza-G-containing DnA duplexes have been 
solved.

the global structures of hOGG1 enzyme complexed 
with 8-oxoG- and G-containing DnA reveal a drastic 
helical axis kinks of ~70 and ~80о , respectively, at the 
plane of the extruded base. the 8-oxoG base is located 
deeply in the active site pocket, whereas G lies against 
the enzyme surface at an exo-site positioned about 5 Å 
away from the pocket (Fig. 7A,B). the G base interacts 
with two active site residues Phe319 and His270 but 
these contacts differ from those made by 8-oxoG. In 
the 8-oxoG-containing complex, His270 is not in contact 
with the damaged base but forms hydrogen bond with 
its 5'-phosphate. In a G-containing DnA, His270 inter-
acts with the π-system of the base, without hydrogen 
bonding to its phosphate.

Free energy calculations made for the interactions 
of 8-oxoG and G with the hOGG1 active site (ΔA

1
 and 

ΔA
2
 respectively) using quantum mechanics/molecular 

dynamics simulation techniques [37] showed that the 
value for free energy discrimination ΔΔA = ΔA

1 
– ΔA

2
 

is -6.8 kcal/mol, which indicates a 105-fold preference 
for binding 8-oxoG in relation to G into the active site.

the hydrogen bond between the carbonyl oxygen of 
Gly42 and the proton at n7 in 8-oxoG strongly stabiliz-
es the complex conformation. In the case of G, this will 
be replaced by coulomb repulsion between the carbon-
yl oxygen of Gly42 and the lone pair of electrons at n7, 
if G and Gly42 are positioned similarly as in the 8-oxoG 
complex.
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the study [37] provides insight into the recognition 
mechanism for the lesion base. It is likely that base ex-
trusion involves more than one step and cannot occur 
as a single process but rather progresses through mul-
tiple discrete states. this conclusion is supported by the 
fact that G-bound hOGG1 could mimic the interme-
diate produced upon binding to 8-oxoG, immediately 
before flipping out into the enzyme pocket. the mul-
ti-stage recognition mechanism for an aberrant base 
by hOGG1 is also corroborated in the study whereby 
2-aminopurine and tryptophan fluorescence emissions 
were used for recording the dynamics of conformation 
changes [45, 46].

When compared, the structures of G- and 
8-oxoG-DnA bound to the enzyme reveal events tak-
ing place at the final extrusion step. At the 3'-side (Fig. 
7, left flank) of the damaged base the structures are 
quite similar. they retain the hydrogen bond contact 
with the HhH, containing Gly245, Gln249, and Val250, 
as well as electrostatic interaction with the divalent 
metal ion (Fig. 7A). the only difference is the 3'-phos-
phate of the extra-helical nucleoside hydrogen bond-
ed to Lys249 in the G-containing complex; whereas 
in the 8-oxoG-bound structure, Lys249 is unable to 
approach the 3'-phosphate and must rotate to face the 
active site to promote catalysis. It has been suggested 
[37] that the contacts on the 3'-side of the lesion, even 
more likely that of the 3' phosphate of the DnA mole-
cule with Lys249, are made before the base extrusion 
is complete. From the 5'-side of the extra-helical nu-
cleoside, the helix conformation for the G- and 8-ox-
oG-structure varies. consequently, when bound to 
G-DnA, the helix has a more pronounced bend (~80° 
versus ~70°); the duplex from the 5'-terminus is also 
over-rotated by ~20° about the vertical axis (Fig. 7B). 
this discrepancy is due to the loss of hydrogen bonds 
established between the 3'- and 5'-phosphates and the 
main chain nH-group of Asn150 and the side-chain 
nH-group of His270 in the complex with 8-oxoG-con-
taining DnA. A divalent cation ca2+ that coordinates 
the 3'-phosphate and stabilizes the bend by inner- and 
outer-sphere contacts to the bases flanking the ex-
tra-helical nucleoside is also missing in the G complex 
(Fig. 7A). these contacts in the 8-oxoG complex are 
formed only after the target base has been inserted 
into the lesion recognition pocket. Despite the appar-
ent advances in understanding the structural features 
underlying the high specificity towards damaged 
base, it still remains unclear how hOGG1 recognizes 
8-oxoG inside the DnA helix. According to [47] this 
issue could be addressed by identifying hOGG1 var-
iants that recognize the intrahelical lesion base but 
with a diminished capacity for binding the lesion base 
outside the helix.

Fig. 7. Superposition of the N149C hOGG1 complexes with 
8-oxoG-containing DNA (shown in green) and with the 
G-containing DNA (shown in yellow) in the region around 
the protein–DNA interface. A – Active site residues locali-
zation during interaction with the 8-oxoG and G bases. B – 
Changes in the structure of the DNA duplex depending on 
binding of damaged or undamaged bases. C – Comparison 
of the DNA in the two complexes, using the left flank for su-
perposition. Arrows labeled a, b, and c indicate bonds that 
have undergone significant rotations: +110° for a (C4'–C5' 
bond of the residue 3' to oxoG/G), +119° for b (C4'–C5' 
bond of oxoG/G), and –151° for c (P–O5' bond of oxoG-
/G). (Reprinted by permission from Macmillan Publishers 
Ltd: [Nature] Banerjee A., Yang W., Karplus M., Verdine 
G.L. Nature. 2005. 434. 612–618, copyright 2005)
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A structural analysis has been carried out [47] for 
hOGG1 variants with mutated amino acids that are 
in contact with 8-oxoG. As in similar studies [37], the 
authors employed the disulfide cross-linking strate-
gy for irreversibly linking cysteine in hOGG1 with the 
С4 of cytosine complementary to the oxidized guanine. 
Mutations at position His270, which interacts with the 
5'-phosphate (H270A mutant hOGG1), and at position 
Gln315 contacting with the outer face of the DnA mol-
ecule (Q315A mutant hOGG1), do not affect the struc-
ture but eliminate its functionality. 

On the other hand, an Ala substitution at position 
Gly42 (G42A mutant hOGG1), removing a specific con-
tact with 8-oxoG [36], disfavors binding of hOGG1 to 
DnA. As mentioned above, Gly42 is the only residue 
in hOGG1 that directly distinguishes between G and 
8-oxoG: n7-H of 8-oxoG forms hydrogen bond with the 
carbonyl oxygen of Gly42 [37]. A substitution of the hy-
drogen atom at cα of Gly42 for a bulkier methyl group 
of Ala sterically impedes the binding of 8-oxoG in the 
active site pocket (Fig. 8A), followed by a conforma-
tional rearrangement in hOGG1.

A mutation to Q315F, which sterically disfavored 
the entry of 8-oxoG into the active site pocket, was 
studied for two variants: Q315F*149 and Q315F*292, 
wherein the cytosine of complementary strand was co-
valently linked to cys149 or cys292, respectively. the 
Q315F*149 hOGG1 variant actually failed to insert the 

8-oxoG base into the recognition pocket but only in 
the exo-site (Fig. 8B). However, Q315F*292 allowed a 
nearly complete insertion of 8-oxoG, thus promoting 
hydrogen bond formation between Gly42 and n7-H of 
8-oxoG (Fig. 8C). the authors suggest that it is the co-
valent bond to the remote cys292 residue that stabiliz-
es the weak interaction of 8-oxoG with the recognition 
pocket. notwithstanding that 8-oxoG is inserted into 
the pocket, no cleavage takes place. Importantly, a Gln 
to Phe mutation in Q315F mutant hOGG1 abrogated 
the specificity for both intact and 8-oxoG-DnA.

to clarify the role of certain amino acid residues in 
the hOGG1 active site, participating in 8-oxoG bind-
ing, a photocleavable analog of 8-oxoG carrying the 
С6 o-nitrophenylisopropyl group (Pc) was synthesized 
[32]. the use of this analog in a DnA substrate coupled 
with flash-freezing shed light on the structure of a 
very late-stage intermediate in the base excision.

the structure of the Pc-bound enzyme does not dif-
fer from that of the G-bound complex; i.e., the modified 
Pc-base was positioned in the exo-site of the hOGG1 
enzyme [37]. upon irradiation of the crystal with 373-
nm laser light for 30 s at 4°c, the Pc group was cleaved, 
unmasking a 8-oxoG/С base pair (Fc-complex). Sub-
sequent cryotrapping in liquid nitrogen and analysis of 
the captured structure demonstrated that the 8-oxoG 
localizes in the active site pocket in the same position as 
in the hOGG1/8-oxoG complex [36, 47].

Fig. 8. Changes in the orientation of the active site amino acids in the complex of hOGG1 with 8-oxoG-containing DNA 
as a result of substitutions at the amino acids involved in formation of contacts with 8-oxoG. A – Superposition of amino 
acid residues in the hOGG1 active sites of the WT enzyme (gray backbone) and of the G42A hOGG1 (blue backbone). 
B –Active site amino acids in the Q315F*149 complex; 8-oxoG residue in the WT hOGG1 is shown in gray, in Q315F 
hOGG1 it is shown in red. C – Active-site amino acids in the Q315F*292 complex. (Reprinted by permission from the 
American Society for Biochemistry and Molecular Biology: [J. Biol. Chem.] Radom C.T., Banerjee A., Verdine G.L. J. 
Biol. Chem. 2007. 282. 9182–9194, copyright 2007)
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Fig. 9. Active site view of the hOGG1/8-oxoG in the LRC 
complex [36] (A) and in the FC complex (B). (Reprinted 
by permission from American Chemical Society: [J. Am. 
Chem. Soc.] Lee S., Radom C.T., Verdine G.L. J. Am. 
Chem. Soc. 2008. 130. 7784–7785, copyright 2008)

А B

notably, the hydrogen bond contact , recognizing the 
8-oxoG base and formed by the n7-H of 8-oxoG and 
the carbonyl oxygen of Gly42 is retained, although the 
bond is longer than that in the 8-oxoG-bound substrate 
(Lrc-complex, 3.4 versus 2.8 Å) (Fig. 9).

no other active site residues are in contact with 
8-oxoG. the three key amino acids in hOGG1, known 
to establish contacts with 8-oxoG, in particular Phe319, 
cys253, and Gln315, were shifted away from their po-
sitions in the Fc-complex, as observed in earlier de-
scribed structures [36, 47] (Fig. 4, Fig. 9A). In addition, 
the contact between His270 and the 5′-phosphate of 
8-oxoG found in the Lrc-complex is not observed in 
the Fc-complex. this is replaced by His270 stacked 
with Phe319, whereas the hydrogen bond between 
His270 and Asp322 existing in the Fc-complex is not 
seen in the hOGG1/8-oxoG lesion recognition com-
plex (Lrc). the catalytically important nucleophilic 
side-chain of Lys249 in the Fc-complex is disordered 
and is not involved in the salt bridge with cys253 
(Lys249(nH3

+)/cys253(S-)) predicted to play a role in 
8-oxoG recognition [37]. the difference between the 
Fc- and Lrc-complexes is not limited with side-chain 
motions. the α-O helix, harboring the active site resi-
dues Gln315, Phe319, and Asp322, is retracted from the 
active site in the Fc (Fig. 9B).

Overall, the structure studied in [32] is the very 
late-stage intermediate discovered to date in the DnA 
glycosylase reaction, wherein the 8-oxoG base has 
achieved nearly complete insertion, with the active site 
not yet accommodated for the base excision to occur 
(see also [46]). It is also evidenced [32] that the transi-
tion of the target base from the exo-site to the pocket 
proceeds much faster than the subsequent conforma-
tional rearrangements for the active site to achieve cat-
alytic competence.

the strategy of disulfide cross-linking [37, 47] ena-
bled the generation of DnA-enzyme adducts in crys-
tal form for an X-ray analysis. the hOGG1 structure, 
in which the intact G was extruded out of the dou-
ble-stranded DnA and inserted into the pocket, was 
obtained and analyzed [48]. no cleavage of the n-glyco-
sidic bond was observed. the failure to break this bond 
was not due to the disulfide crosslink in the enzyme–
DnA adduct, since the G to 8-oxoG replacement in 
this complex did promote base excision. these findings 
indicate a mechanism by which the G base is reject-
ed late in the base excision pathway after it has been 
mistakenly inserted into the hOGG1 active site. this 
mechanism is triggered on those rare occasions when 
G overcomes the transition energy barrier from the 
exo-site to the active site pocket. the mechanism of the 
rejection of G remains unknown. It was earlier shown 
that the n-glycosidic bond in G nucleoside is more la-
bile to hydrolysis at neutral pH than in 8-oxoG [49]. For 
this reason, the discrimination between the n-glyco-
sidic bonds of G and 8-oxoG cannot be explained by a 
variation in bond stability. 

there is also evidence in support of the existence 
of a mechanism by which G is rejected once it has 
been presented to the recognition pocket [46]. using 
stopped-flow kinetics, the catalytic effects of hOGG1 
with specific and non-specific DnA substrates were 
studied. the combination of tryptophan and 2-amino-
purine fluorescence was used to follow the conforma-
tional dynamics of DnA, as well as the conformational 
transitions in the enzyme. the duplex DnA molecules 
used contained either 8-oxoG or a non-damaged G 
base. When binding to hOGG1, duplex DnA exhibited 
double helix disruption (judged by an increase in the 
2-aminopurine fluorescence) at ~10 and 20 ms, respec-
tively. this is due to DnA bending and flipping G or 
8-oxoG out of the helix [46]. At > 20 ms in the case of 
8-oxoG, a decline in the 2-aminopurine fluorescence 
was recorded, which was likely to correspond to the en-
try of amino acids into the DnA gap and complex sta-
bilization. no similar changes in the 2-aminopurine flu-
orescence were observed with the G-base. this means 
that binding of hOGG1 to a non-specific DnA substrate 
could lead to DnA bending and eversion of the G base 
into the exo-site; however, G is rejected and the en-
zyme fails to achieve a catalytically competent state.

Verdine et al. [48] proposed that the energy barri-
er of the transition state for breaking the n-glycosidic 
bond of G could be higher than that for 8-oxoG because 
of the conformational changes in the active site or dep-
rivation of the transition state stabilization (enzyme-G)ü 
through hydrogen bonding with Gly42. In addition, the 
G base in the active site is in a slightly different posi-
tion relative to 8-oxoG as described recently [37]. this 
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could prevent the enzyme from adopting the optimal 
conformational state required for an attack on the С1' 
of the deoxyribose sugar by the Lys249 side-chain ami-
no group. this is in good agreement with the finding 
indicating that introduction of active site mutations, 
that even slightly disturb 8-oxoG disposition, namely 
D268n [38] and Q315F [47], dramatically (but not com-
pletely) decreases the hOGG1 catalytic activity.

Lukina et al. [50] engineered c253L and c253I mu-
tant hOGG1 forms with an occluded active site pocket 
by replacement of a cys253 to a bulky leucine or iso-
leucine. Despite the perturbed active site geometry af-
forded by this mutation and dramatic decline in cata-
lytic activity, the enzyme was still catalytically active. 
these findings argue for the concept of active site plas-
ticity that postulates that the hOGG1 active site is flex-
ible enough to mitigate the steric hindrance brought 
about by mutations [50].

the engineered complex [48] is structurally very 
similar to that produced with an 8-oxoG lesion. the 
differences in the interaction with G and 8-oxoG could 
be attributed to conformational adjustments to the le-
sion recognition pocket. It is suggested that while scan-
ning for the target base, hOGG1 can occasionally flip 
the non-damaged G base into its active site [48]. the 
obtained data provide a basis to conclude that such 
erroneous insertions of G into the hOGG1 active site 
do not result in n-glycosidic bond cleavage due to the 
discrimination capacity between 8-oxoG and G at the 
catalytic stage. 

there is a hypothesis that hOGG1 captures altered 
dynamic characteristics in the 8-oxoG·c base pair rel-
ative to the G·c base pair. this was tested by assess-
ing the spontaneous opening of complementary pairs 
in double-stranded DnA using nMr spectroscopy and 
proton exchange [51]. It was demonstrated that the rate 
of spontaneous opening of 8-oxoguanine and the life-
time of the base in the extra-helical state are the same 
as those of a canonical guanine-cytosine base pair. this 

finding does not support the role of the opening dy-
namics of 8-oxoguanine in the recognition of the lesion 
by DnA glycosylases.

concluSionS
In this review, we have focused on the structures of the 
DnA repair enzyme human 8-oxoguanine-DnA-gly-
cosylase in free form and in complexes with DnA sub-
strates. the currently available literature and data on 
the 3D structures of hOGG1 deposited in the Protein 
Data Bank (PDB) have been summarized. Lys249 and 
Asp268 are shown to be the key amino acids respon-
sible for catalysis. Gly42, Asn149, cys253, His270, 
Gln315, and Phe319 are the amino acids important for 
discrimination between 8-oxoG and G and for binding 
the target base in the active site pocket.

the hOGG1-mediated mechanism of oxidized base 
excision is reviewed in terms of structural dynamics. 
It obvious that the eversion of damaged base from the 
DnA helix into active site of enzyme cannot occur as 
a concerted one-step process but, it seems to proceed 
through multiple discrete states. It is reasonable to hy-
pothesize that base-specific cleavage by hOGG1 is con-
trolled throughout the interaction: lesion recognition, 
base extrusion, binding of 8-oxoG into the active site 
pocket, and the catalytic hydrolysis of the n-glycosidic 
bond.
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abStract The review examines the new approaches in modern systems biology, in terms of their use for a deeper 
understanding of the physiological adaptation of a healthy human in extreme environments. Human physiology 
under extreme conditions of life, or environmental physiology, and systems biology are natural partners. The 
similarities and differences between the object and methods in systems biology, the OMICs (proteomics, tran-
scriptomics, metabolomics) disciplines, and other related sciences have been studied. The latest data on environ-
mental human physiology obtained using systems biology methods are discussed. The independent achievements 
of systems biology in studying the adaptation of a healthy human to physical activity, including human presence 
at high altitude, to the effects of hypoxia and oxidative stress have been noted. A reasonable conclusion is drawn 
that the application of the methods and approaches used in systems biology to study the molecular pattern of 
the adaptive mechanisms that develop in the human body during space flight can provide valuable fundamental 
knowledge and fill the picture of human metabolic pathways.
KeyWordS integrative physiology, space flight, proteomics, systems biology.
abbreViationS OMICs – biological disciplines integrated in the group of post-genomic technologies, with the 
names ending in -omics; MALDI – matrix-assisted laser desorption/ionization; ESI – electrospray ionization; 
PCR – polymerase chain reaction; HUPO – Human Proteome Organization; C-HPP – Chromosome-Centric 
Human Proteome Project; HLPP – Human Liver Proteome Project; KEGGDB – Kyoto Encyclopedia of Genes 
and Genomes database; PGC-1α – peroxisome proliferator-activated receptor-γ coactivator 1α; HIF – hypoxia-
inducible factor; HSP70 – heat shock protein 70 kDA; PDIA3 – protein disulfide isomerase family A, member 3; 
ROS – reactive oxygen species; CV – coefficient of variation. 

introduction
Proteomics1 appeared in the late XXth century as a 
set of methods for the large-scale study of proteins 
[1]. Proteomics emerged as a result of a gradual de-
velopment and sophistication of the classical methods 
used to study proteins, starting from gravimetry and 
photometry to disc electrophoresis, gradient, and 2D 
electrophoresis [2–4]. A considerable leap in the pace 
of development of this field of protein research took 
place after the possibility of using mass spectrometry 
to identify protein molecules was discovered. new 
methods of protein ionization without disturbing their 

1 The term was first introduced by P. James in 1997, by analogy with ge-
nomics.

primary structure appeared in the late 1980s; namely, 
matrix-assisted laser desorption/ionization (MALDI) 
and electrospray ionization (eSI) [5, 6]. the term “pro-
teomics” recently appeared to identify the branch of 
systems biology that studies the protein composition 
of cells, tissues, body fluids, and organisms using pri-
marily high-performance methods of mass spectrom-
etry. 

to date, tremendous progress has been made in 
technologies that enable one to identify proteins, mea-
sure their concentration in a sample, determine their 
abundance in cells, tissues and organisms, and also re-
veal post-translational modifications2. the number of 

2  Chemical modifications of amino acid residues after translation.
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peptides and proteins that can be identified and quan-
tified has been steadily increasing (www.SwissProt.
com).

Yet, despite the impressive achievements in imple-
menting mass spectrometry technologies in experi-
mental biology, the results obtained using proteomic 
methods have had a lesser impact on medicine than 
those obtained with genomic research. In our opinion, 
this is mainly because proteomic problems are more 
complicated due to the lack of methods for the am-
plification of protein molecules similar to Pcr, and 
also because of the fact that the amount of proteins 
is much greater than that of genes (by many orders 
of magnitude). there are also some other complicated 
reasons. no doubt, such a gap between theory and 
practical application impedes the rate at which such 
discoveries as the revealing of genetic functions etc. 
are implemented into practical knowledge and used 
in clinical medicine.

deVeloPment oF ProteomicS: 
acHieVementS and comPlicationS
the status of post-genome ОMIcs1, including pro-
teomics, has been summarized in detail in numerous 
reviews [7–13]. thus, Lander [10] noted that the de-
cade of the post-genomic era has been characterized 
by intensive accumulation and cataloging of data on 
full sets of cellular components as a result of the inten-
sive development of the global study of the structures 
of genomes, proteomes, transcriptomes, metabolomes 
and other “-omes.” However, the existing gap between 
structural success and functional implementation – un-
derstanding the functions that characterize the vital 
activities and the disorders in pathological conditions – 
devalue such discoveries. the functional analysis re-
mains critical today for advancing towards practical 
application [10]. this statement has also been supported 
by Alberts [8].

As for proteomics, Bensimon et al. [7] emphasize 
four reasons for the lag in practical implementation 
(these reasons are of conceptual and technical nature). 
First of all, many scientists find mass spectrometry 
technologies to be quite complicated and requiring 
expensive equipment that needs constant improve-
ment. the same can be attributed to genomics and its 
high-performance technologies, but the process of ob-
taining results using a proteomic analysis is nonlinear 
and it utilizes several different protocols; therefore, 
proteomic methods in reality appear to be objectively 
more complex. In summary, one can conclude that the 
progress achieved in proteomics is closely related to 

1 OMICs – collective name of proteomics, transcriptomics, peptidomics, 
metabolomics and other post-genomic disciplines.

the improvement in mass spectrometry methods and 
increasing the accessibility to mass spectrometry-
based instruments of proteomics for the wide range of 
scientists involved in the field of proteomics and the 
adjacent fields. Indeed, an analysis of the published 
data shows that a significant portion of high-quality 
results in the field of proteomics are generated by a 
relatively small number of laboratories. It has been 
noted [7] that, nowadays, from 7,000 to 10,000 human 
proteins can be reliably identified, and this without 
taking into account major proteins (present at high 
concentrations in samples).

When the analysis of cell line proteomes became 
possible, such an approach drew the attention of many 
researchers. However, the studies identified only ap-
proximately 100 high-abundance proteins [14–17].

Second, the studies that use high-performance 
methods of mass spectrometry conducted in order to 
identify markers show no significant advantages in the 
case of hypothesis-driven research, which remains the 
major method in life sciences. the repeating cycles of 
experiments with the generation and testing of hy-
potheses using proteomic data sets do not allow one to 
arrive at the expected benefit at the initial stage of the 
discovery of markers.

third, it has become generally accepted that the 
cataloging of proteins in a sample or the predicting 
of their potential synthesis from a gene located on a 
specific chromosome (which is the main goal of the 
initiative of the chromosome-centric Human Pro-
teome Project (c-HPP) by HuPO) are needed at the 
current stage but are insufficient for a biological un-
derstanding of the physical and functional interac-
tion between proteins under conditions of dynamic 
molecular networks, where identifying the function 
of specific proteins is as important as determining 
the structure and function of individual proteins [2, 
10, 17]. the understanding that biological processes 
should be studied using the dynamic networks of 
interacting molecules and changes in the network 
structure or topology determine the phenotype and 
underlies the new field of systems biology currently 
under development [7].

Fourth, the technical limitations of mass spectrom-
etry (as the main “breakthrough” tool in proteomics) 
in terms of the data integrity and reproducibility of 
peptide identification and the protein correspondence 
decreases the value of the results of comparing the 
proteomic data obtained by various researchers and 
laboratories. As a result, specialized mass spectrometry 
teams generate large, high-quality datasets that are 
difficult or simply impossible to interpret and apply to-
day, while the overwhelming majority of researchers in 
the field of life sciences perform analyses of small sets 
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of proteins using methods that were developed decades 
ago (e.g., Western blot [18] and enzyme-linked immuno-
sorbent assay). 

It is important to mention that the number of hu-
man proteins predicted using the genomic sequence 
and identified experimentally increases but not at 
such an impressive rate as it has been predicted. For 
example, 11 years of HLPP (Human Liver Protein 
Project) studies led to the discovery of 12,168 proteins 
of the hepatic tissue and organelles from four main 
types of the hepatic tissue, and the number is expect-
ed to reach 13,000 by 2015 [19]. currently, a total of 
20,128 nucleotide sequences encoding proteins in the 
human genome, among which the existence of 15,646 
proteins has been experimentally confirmed (75%, as-
suming that 1 gene = 1 protein), have been found [20, 
21]. the existence of the so-called “missing proteins,” 
as well as the degree of uncertainty arising from the 
lack of a strict correspondence between the number 
of genes and proteins and other, already known, mo-
lecular biological principles complicate the study of 
the human proteome.

the proteins in the organism do not function alone. 
they form multiprotein complexes on the one hand 
and complex functional and dynamic networks on the 
other hand [22–25]. the organization into functional 
modules demonstrates the complexity and diversity 
of the proteome at the subcellular, cellular, and tissue 
levels. understanding the organization and function 
of protein networks, which describe the molecular 
mechanisms of biological processes, is necessary to 
clarify the regulation (and maintenance) of the de-
gree of health and reserves, and well as the develop-
ment of human diseases (oncologic, neurodegenera-
tive, cardiovascular ones, etc.). the study of protein 
interactions, including their association with non-pro-
tein molecules, and analysis of the protein networks 
formed by protein–protein interactions are impor-
tant tools for the diagnosis, determination of disease 
pathogenesis, and search for molecular targets for 
therapeutic interventions [26, 27].

In addition, since most eukaryotic proteins are multi-
modular and polyfunctional [28–30], a protein acquires 
the ability to accomplish a range of different functions 
participating in various pathways. In these circum-
stances, eukaryotic protein networks usually interfere 
with each other [22, 31–33]. the tasks of evaluating 
the interaction between the molecular components of a 
biological system and the integration of such informa-
tion into systems of networks and pathways that can 
be used to develop models, to predict the behavior of 
the system, constitute a serious challenge for research-
ers who develop bioinformatic methods of analysis for 
proteomics [22, 25, 33–36].

ProteomicS and SyStemS biology 
Proteomics and other OMIcs disciplines (genomics, 
transcriptomics, and metabolomics) are not only new 
research tools and new measurement possibilities. 
their emergence and development have brought new 
meaning to systems biology.

In their review, edwards and thiele [37] stated the 
following about the meaning of the term “systems 
biology”: “If then it is nothing new, why is systems 
biology suddenly so visible? Some have implicitly 
argued [38, 39] that systems biology is a mirage, no 
more than a rebranding of the type of holistic think-
ing that some biologists and integrative physiologists 
have been using for decades.” As it often happens 
to scientific terms, the meaning of the concept “sys-
tems biology” in its current form is different from 
the one used previously in the aforementioned sci-
ences. thus, although the term “systems biology” is 
not new, its meaning has now changed. this is at-
tributed to the development of technologies, espe-
cially genome sequencing, and computational and 
analytical platforms, such as mass spectrometry and 
nuclear magnetic resonance. In order to truly study 
a large system in its entirety, one requires the ability 
to fully model and measure it. Prior to the sequenc-
ing of total genomes, this had been an insurmount-
able experimental challenge for biologists. With the 
enhancement of computational power during data 
processing and development of genomics, transcrip-
tomics, proteomics, metabolomics, and fluxomics1, it 
has become possible to study the “profiles” and mod-
els of a biological system or subsystem in its entirety. 
Systems biology and the so-called OMIcs disciplines 
are not identical. Systems biology, using most of the 
OMIcs data, goes beyond the scope of these methods 
[40–42]. At the same time, the term “systems biolo-
gy” is understood rather narrowly by most scientists 
who use genomics and OMIcs as a complex approach 
that utilizes experimental data obtained at different 
levels of life organization. this is mostly due to the 
specific understanding of the term, giving it a gen-
eral meaning. A well-known physiologist, noble at al. 
[43], in full agreement with other specialists, defines 
systems biology as an approach but not a field of sci-
ence. Meanwhile, scientists who work in the field of 
systems biology consider it to be a scientific disci-
pline that tries to study biological systems in a ho-
listic, rather than a reductionist, way. this includes 
the collection of dynamic global datasets, along with 
phenotypic data from various levels of the biologi-
cal information hierarchy, in order to identify and 

1  Methods of mathematical description or prediction of metabolic reaction 
rates in biological systems that are considered to be a key novel computing 
technology.
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explain the mechanisms of the emerging character-
istics1 of the system [9, 25, 44].

matHematical modeling and comPuter 
tecHnologieS in modern biology
One has to admit that the most fundamental differ-
ence between systems biology and OMIcs disciplines 
and other related sciences, such as integrative physi-
ology, is the central role of mathematical modeling 
and computer technologies [45–47]. It is impossible 
today to consider all cellular processes and simultane-
ously study the molecular mechanisms of a process 
or phenomenon even when using high-performance 
experimental methods. Systems biology provides the 
tools for solving such problems, since it incorporates 
the methods of mathematical and computer modeling 
[48]. First of all, they is the method of molecular dy-
namics [49], interactome mapping 2 (including experi-
mental methods) [22], and the development of special 
algorithms for the construction, design, and visualiza-
tion of intra- and intercellular processes and phenom-
ena [51–53], which are used in computer modeling. It 
is obvious that understanding of the term “systems 
biology” has significantly changed, and a number of 
authors note that a consensus is emerging on that sub-
ject [42, 45, 54]. Given the vast amounts of data gen-
erated by the methods of genomics, transcriptomics, 
proteomics, and metabolomics, their manual interpre-
tation by a researcher without the help of bioinfor-
matics is completely ineffective or mostly impossible, 
and inevitably this calls for a need to apply the meth-
ods and principles of systems biology.

the genome-scale construction of the metabolic 
processes in a human organism with further recon-
struction, published in 2007, was named recon 1 [55]. 
recon 1 provided the description of 1,496 open read-
ing frame functions for 2,766 metabolites and 3,311 
reactions located in seven intercellular compartments 
(cytoplasm, mitochondria, nucleus, endoplasmic re-
ticulum, Golgi apparatus, lysosome, and peroxisome) 
and in the extracellular environment. this first com-
prehensive, genome-scale human metabolic recon-
struction covers most of the known central metabolic 
pathways occurring in any human cell [60]. Moreover, 
the reconstruction made in 2007 served as a start-
ing point for further tissue- and cell-type specific 
metabolic reconstructions using the data generated 

1  These are the characteristics that appear in complex systems as a re-
sult of the interaction between their components; they cannot be predicted 
based on the characteristics of individual components. If the organiza-
tion of a complex system is hierarchical, the characteristics influence each 
other as “top to bottom” and “bottom to top” [13, 56–59].
2 Interactome, as the whole set of protein–protein interactions in a cell or 
an organism, is more complex than the proteome, and has been recently 
used as the measure of organism complexity [50].

in OMIcs studies (e. g., transcriptomic and proteomic 
data). now these reconstructions are made for human 
macrophages [61], hepatocytes [62], myocytes, and 
adipocytes [63].

the major issue confronting systems biology as con-
cerns human physiology is to fill the gaps existing in 
molecular networks up to their complete reconstruc-
tion.

One of the methods to pinpoint the missing reac-
tions in the reconstructing network is to compare the 
results of model calculations with experimental data 
[64]. numerous computational algorithms to apply in 
this method have been published [64–67]. Moreover, 
the metabolomics data of cells, tissues, and body fluids 
[68–70] can be used to reveal the missing links in the 
human metabolism. there are several different com-
putational approaches [65, 67] that are used to find the 
missing candidate protein in a reaction and the corre-
sponding genes [71, 72]. Such computational methods 
determine one or several reactions that take place in 
the organisms of other species collected in the universal 
protein interactions database, such as the ligand data-
base KeGG [73], and they add them into a metabolic 
model, thus filling the gaps in potential missing knowl-
edge. If experimental confirmation cannot be found in 
the scientific literature, one has to predict the missing 
genes and reactions and formulate hypotheses that re-
quire experimental testing.

eXPerimental metHodS in 
Human SyStemS biology
How are such methods helpful to a researcher stud-
ying extreme conditions (and what is the value in 
collecting data on human physiology in extreme en-
vironments employing such methods for systems bi-
ology)? the concept of disturbances plays a key role 
in systems biology [45]. Systems biology is based on: 
(1) the ability to measure all variables of interest 
(OMIcs); (2) the presence of a conceptual framework 
for data interpretation (there are models); (3) and the 
application of the disturbance method in the experi-
ment. Such effects on the organism, which are capa-
ble of disturbing homeostasis, allow one to define the 
mechanisms that help maintain a constant internal 
environment and preserve health resources, and the 
adaptive potential of an organism. However, if the 
object of the research is a healthy human, then the 
list of methods (conditions), ethically appropriate and 
available for exposure that lead to the decline of his 
homeostasis, would be quite short and would include 
physical activity, the use of pharmaceuticals, nutri-
tion manipulations (e. g., the use of lipid emulsions 
[70] or directive changes in salt consumption [74]), 
functional exercise testing [75], environmental stud-
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ies, including exposure to extreme temperatures, 
high barometric pressure and hypoxia, and, finally, 
space flights. thus, extreme conditions are among 
the few ways to cause a decline in homeostasis in a 
healthy human and provide “experimental” data for 
systems biology. therefore, we suggest that ecologi-
cal and gravitational physiology and human systems 
biology are natural symbionts.

enVironmental StudieS and SyStemS biology
Only a few scientists admit the benefit of experimen-
tal data on the influence of physical exercises on a 
human organism for systems biology [76, 77]. At the 
same time, the application of systems biology methods 
enables one to display the whole set of proteins and 
metabolites inherent to the stress phase (throughout 
a 1.060-km non-stop cycling event) [78], and also to 
reveal the mechanism underlying the phenotypic re-
sponse to physical activity (during the process of ad-
aptation of fish white and red myofibrils to the train-
ing load), with the activation of metabolic networks in 
white myofibrils (catabolism of carbohydrates, pro-
tein synthesis, muscle contraction, and detoxification) 
and insufficient expression of others in red myofibrils 
(responsible for energy production, muscle contrac-
tion, and maintenance of homeostasis) [79]. Applica-
tion of the analytical capabilities of various OMIcs 
provided the data that helped prove the role of PGc-
1α as a transcriptional coactivator that coordinates 
the activation of metabolic genes (responsible for mi-
tochondrial biogenesis) in human skeletal muscle in 
response to physical activity [80]; allowed one to de-
termine the connection between genome-mediated 
muscle plasticity and modulation of hypoxia-specific 
mitochondrial biogenesis [81]; and also to establish the 
metabolic pathways that are activated during physi-
cal exercise, revealing several dynamically regulated 
mirnA–mrnA networks [82].

Systems biology studies of environmental human 
physiology have been started [42, 47]. Some interest-
ing studies in the field of high-altitude genetics and 
proteomics have been carried out. Several studies have 
convincingly shown that human populations living at 
high altitudes experience genetic divergence. thus, the 
tibetans whose ancestors have been living at high al-
titudes for more than 10,000 years have acquired and 
inherited new mutations of the gene encoding the ox-
ygen-sensitive hypoxia-inducible factor (HIF) [83, 84]. 
Studies of the proteome of the skeleton muscle biopsy 
samples obtained from volunteers who had spent one 
week at an altitude of 4,500 m [85], carried out using 
2D gel electrophoresis, revealed a much larger num-
ber of proteins (involved in iron transfer and oxida-
tive metabolism), the number of which significantly 

differs from that of experienced climbers after a stay 
at a much higher altitude. the changes in the uri-
nary peptidome [86] and human plasma proteome [87] 
in response to high-altitude exposure have also been 
studied. In the latter case, special attention was paid to 
the identification of high-altitude pulmonary edema 
biomarkers. these and similar studies provide build-
ing blocks for coordinated efforts in systems biology 
and physiology in understanding the human physi-
ological reaction to high altitudes. the extensive data 
on experimental hypoxia, including experiments using 
the methods of systems biology, have been reported in 
[88–95].

the ascent of a man to the highest mountain peaks 
initiated a surge of studies in the field of the physio-
logical outcomes of physical activity at high altitudes. 
It has been established that the catabolic effects of 
chronic exposure to a hypoxic environment on mus-
cles are a result of insufficient activation of hypoxia-
sensitive signaling pathways and suppression of the 
energy-intensive processes of protein translation [96]. 
the study of the proteome modulation caused by hy-
pobaric hypoxia allowed one to establish that efficient 
use of energy-generating pathways in conjugation 
with an abundance of antioxidant enzymes makes the 
cortex less vulnerable to hypoxia than the hippocam-
pus [97]. the experimental study of pulmonary hyper-
tension under hypobaric hypoxia conditions showed 
the characteristic structural remodeling in lungs, the 
mechanism of which involves isoforms of heat shock 
protein 70 (HSP70) and protein disulfide isomerases A3 
(PDIA3) [98].

the studies of the mechanisms of oxidative stress 
and, more broadly, cell redox homeostasis have con-
clusively proved the dual role of reactive oxygen 
species (rOS) [99]. uncontrolled overproduction of 
rOS damages cellular structures, including mem-
brane lipids, proteins, and DnA [100]. At the same 
time, there is increasing evidence that rOS act as 
secondary messengers of intracellular signaling 
cascades, which can cause and maintain the onco-
genic phenotype of cancer cells, but they are also in-
volved in senescence and apoptosis [101]. Intensive 
studies in this field have even led to a change in the 
definition of the term “oxidative stress,” making the 
process dependable on the changes in the real post-
translational thiol modification of proteins [102, 103]. 
the damage to rOS-induced signaling pathways 
has pathophysiological consequences that manifest 
themselves as disease progression (cardiovascular 
disorders, atherosclerosis, hypertension, ischemia-
reperfusion injury, diabetes, neurodegenerative dis-
eases – Alzheimer’s and Parkinson’s, rheumatoid ar-
thritis). A positive role of rOS is its ability to protect 
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against infectious agents through the non-specific 
activation of t- and B lymphocytes, participate in 
the functioning of numerous signaling pathways, and 
induce mitogenesis [100].

Human graVitational PHySiology 
and SyStemS biology
Finally, space flight (its influence has been studied by 
physiologists and physicians for more than 50 years) 
can be regarded as an unprecedented in the history of 
human evolution experience of adaptation of a healthy 
person to extreme environmental conditions.

Paying tribute to the pioneers of this research in the 
Soviet union (L.A. Orbeli, V.V. Parin, A.V. Lebedin-
sky, n.M. Sisakyan, O.G. Gazenco and many others), 
in the uSA, and also in France, Germany, and Japan, 
we would like to refer the reader to the fundamental 
monographs that analyze the long-term results in this 
field [104–107]. Many effects observed in astronauts af-
ter a space flight have been well described at the phys-
iological level. In general, it appears to be a complex 
pattern of adaptive reactions that involve all functional 
systems of the body. the need for astronauts to return 
to earth, to their conventional habitat, and the obliga-
tions of physicians to keep them healthy led to efforts 
undertaken by specialists in all, without exception, 
space agencies, to develop measures to impede the on-
set of the phase of structural adaptation to the factors 
the human body is exposed to in space. nevertheless, 
several tissues (e.g., bone tissue) exhibit slow re-adap-
tation to life on earth. Space physiology, apparently, 
deals with the unique pattern of adaptation of human 
systems, tissues, and cells, thus demonstrating its pos-
sibilities. the phenomenology of the major changes 
induced by the conditions of space flight includes: a 
negative energy balance (more energy is spent than 
is received) that affects various processes in a human 
organism [107–110], a negative water and calcium bal-
ance [111, 112] but positive sodium balance [113, 114], 
demineralization and modification of bone tissue struc-
ture [115], ineffective thermoregulation [116–118], 
changes in the biorhythms of heat production, hormone 
secretion activity, cardiac function [118–121], reorgani-
zation of vasomotor reaction modulation [122], endo-
thelial dysfunction [123], muscle hypotrophy [124–126], 
decreased muscle tone and speed-strength properties, 
functional deafferentation of sensor systems that leads 
to impairments in movement control [127, 128], modifi-
cation of lung volume, breathing biomechanics and its 
regulation with chemoreceptors [129, 130], and space 
anemia [131]. Almost every field of knowledge still has 
unrevealed molecular mechanisms responsible for the 
formation of these new stages of physiological systems.

Adaptation of the human organism to any environ-

mental factor is performed with the help of proteins. 
For a long time, in accordance with analytical capabili-
ties, working hypotheses were based on assumptions on 
the changes in the concentrations of working proteins 
or the efficiency of their performance (e.g., enzymatic 
activity) during adaptation. During the post-genomic 
era, it has become clear that such a level of study of 
the adaptation mechanisms will be followed by others: 
studies at the transcriptional level (i.e. the formation of 
a new set of functioning proteins) and studying the new 
protein complexes that are formed during adaptation, 
along with the protein interaction networks and new 
reaction cascades. these studies can be conducted with 
the help of systems biology, using its analytical and 
bio-information approaches. there are some needs that 
have been acknowledged by the community of gravi-
tational physiologists but that have not been satisfied 
so far, such as reaching the level of OMIcs. Glass [132], 
Jackman and Kandarian [133], Ventadour and Attaix 
[134] and Blottner [135] have noted that the biological 
effects of microgravity on the genome, proteome, tran-
scriptome, and metabolome remain almost completely 
unknown.

We suggest that using the methods and approach-
es of systems biology to study the molecular pattern 
of adaptive mechanisms that is the most complicated 
(among all possible variants) at the present stage would 
both yield valuable knowledge and help to fill in the 
gaps in the picture of human metabolic pathways; 
many of these gaps have not even been considered to 
exist. the community of systems biologists has only 
begun to realize this exciting perspective. the first pa-
pers devoted to changes in the proteome of body fluids 
(urine and blood) in astronauts after flight [136, 137] 
have been published, arousing great interest, accord-
ing to the number of visits on PLoSOne pages of open 
access (700 retrieves per week). We have studied the 
influence of overloads in a large-radius centrifuge [137] 
and breathing of the oxygen-nitrogen-argon mixture 
under hyperbaric conditions [138]. the characteristics 
of the blood and urine proteomes of a healthy human 
under model conditions of “dry immersion” [139] and 
long-term isolation [140] have been studied. Since the 
variability of the protein composition of human biologi-
cal fluids might mask the effects of external impacts, 
we identified the indices of individual and group vari-
ability [141, 142]. It is necessary to take into account the 
parameters of group variability and the rates of mani-
festation of individual plasticity in order to determine 
functional shifts in the protein composition of body flu-
ids during changes under conditions of the living en-
vironment, as well as disease progression. the use of 
direct mass spectrometric profiling of blood serum has 
allowed researchers to determine which proteins de-
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termine the significant group variability (cV = 42.6%) 
and the dependence of this parameter on age. the in-
dividual variability indices turn out to depend linearly 
on the length of the periods between repeated surveys, 
increasing from 16 to 42% for periods from 1 day to 1 
year. the common changes in the blood proteome ob-
served for space flights and model experiments were 
modifications of the peaks of acute phase proteins (β2-
microglobulin, cystatin c) and lipid exchange (apolipo-
proteins cI, cIII, AII), as well as the shifts in the activ-
ity of blood proteolytic systems that can cause changes 
in the pattern of protein fragments. 

High group and individual variability in the urinary 
protein profile has been noted by many scientists. We 
have showed that this is maintained even under the 
strict conditions of model experiments (with control 
of the intake levels of essential nutrients, fluids, level 
of locomotor activity, composition of the atmosphere, 
and sleep-wake rhythms). We observed the modifica-
tion of the urinary proteome in healthy young men 
for 520 days with isolation in a hermoobject and man-
aged to identify and characterize both the most plastic 
part of the low-molecular urinary subproteome and 
its constant component. Moreover, the proteins whose 
level in urine depended on the salt intake were dis-
covered.

the study of the urine proteome of astronauts al-
lowed one to identify the stable portion of the subpro-
teome represented by 21 proteins with different tissue 
specificities and subcellular localizations. three pro-
teins (afamin, aminopeptidase A and aquaporin 2) ap-
pear in the urine of astronauts after long-term flights 
aboard the International Space Station; the frequency 
of their detection in samples is most likely related to 
the impact of space flight factors. the overloads ex-
perienced by astronauts at the initial and final stages 
of the flight can also affect the protein composition of 
extracellular fluid.

In the dry immersion model, the development of 
polyurea through a mechanism close to saluresis leads 
to the development of physiological proteinurea and 
competitively dependent sodium reabsorption in the 
proximal tubule of the nephron.

It is obvious that the proteins whose levels change 
under extreme conditions cannot be regarded as po-
tential biomarkers of diseases, since they participate 
both in the natural molecular response of an organism 
during adaptation to a living environment and in the 
nonspecific component of a disease’s pathogenesis.

concluSionS
the collaboration between physiologists and systems 
biologists in studying the adaptation of healthy humans 
to extreme environmental conditions is deepening and 

mutually beneficial. researchers note that the applica-
tion of systems biology methods in the field of physio-
logical adaptation to extreme environments enables one 
to move away from the reductionist approaches and 
avoid paradoxes (e. g., the so-called “lactate paradox in 
hypoxia”1) when interpreting data [76, 143].

now there is growing worldwide interest in col-
laboration between life science researchers and their 
colleagues (physicists, computer scientists, chemists, 
and mathematicians), which has been included in the 
agenda of the major organizations that fund science. 
thus, partnerships between specialists working in the 
fields of systems biology/bioengineering and human 
physiology will become increasingly common. the 
new generation of scientists who are called to work 
in this field will become more transdisciplinary. We 
agree with the statement by edwards [37] that “no 
longer can biology be considered a science for those 
who ‘cannot do maths’.” consequently, psycholo-
gists and scientists working in life sciences should be 
prepared for modern challenges by expanding their 
knowledge in computational methods and mathemat-
ics in general to a level that will allow them to become 
productive systems biologists and interact with scien-
tists from other fields. Oncoming advance of physicists 
and mathematicians is a more complicated process. 
We are not alone in this view. Paraphrasing Ideker et 
al. [45], we can say that “the contributions of cross-
disciplinary scientists will be proportional to their un-
derstanding of biology.”

thus, new approaches inherent to modern systems 
biology can be used for a deeper understanding of the 
physiological adaptation of a healthy human to ex-

1 This term refers to the phenomenon associated with the suppression of 
glycolysis during acclimatization to chronic hypoxia. It was shown that the 
acute phase of high-altitude adaptation is accompanied by a higher blood 
level of lactate at any period of submaximal load than under normoxia 
load, although the peak level of lactate remains unchanged. However, in 
individuals who have acclimatized to the altitude for more than 3 weeks, 
a load of the same absolute value and a maximum load cause a smaller 
increase in the blood lactate level compared to the same physical load in 
individuals in the un-acclimatized state. This phenomenon, initially re-
garded as a paradox (i.e., that does not correspond to a logical inference), 
suggested that ATP production in chronic hypoxia, apparently, does not 
depend on an increase in anaerobic glycolysis, but the production of mito-
chondrial ATP becomes better tuned to the hypoxic condition of the organ-
ism. Recent studies, however, have shown that the “lactate paradox” can 
only be a transitional feature of hypoxic adaptation to altitude, disappear-
ing after more than 6 weeks, during the descent to the plains after a climb 
to altitudes above 5,000 m. Moreover, the decrease in the muscle ability to 
produce lactate during the period following acclimatization has not been 
shown in the studies. The question remains open as to whether the “lactate 
paradox” is caused by the decrease in lactate production in muscles due 
to the changes in the substrate preference or changes in lactate processing 
through the mitochondrial enzyme complexes MCT1 and MCT4 (mono-
carboxylate transporters 1 and 4) in muscle, or for better coupling of pyru-
vate synthesis with oxidation taking place in mitochondria. The question 
remains to be solved, along with defining a clear profile of the conditions 
under which it occurs. Several authors have suggested that a phenomenon 
analogous to the so-called “lactate paradox” can also occur in tissues other 
than muscles, in response to acute metabolic stress in chronic hypoxia.
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treme environments. One can certainly agree with the 
opinion that environmental physiology and systems 
biology are natural partners [144]. Studies of human 
adaptation to various environmental factors, as well 
as the study of the response of the human body to a 
space flight, provide a unique platform for understand-
ing human physiology from the systems’ perspective, 
allowing scientists to approach homeostasis in an ethi-
cal and evolutionarily sound way. Finally, there is hope 
that the relationship between integrative physiology 

and systems biology will develop, and that the fields 
will be thus better understood, leading us, in turn, to 
a more mature and deeper understanding of a healthy 
person’s biology.
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abStract Hydrophobization of alpha-helices is one of the general approaches used for improving the thermal 
stability of enzymes. A total of 11 serine residues located in alpha-helices have been found based on multiple 
alignments of the amino acid sequences of D-amino acid oxidases from different organisms and the analysis of 
the 3D-structure of D-amino acid oxidase from yeast Trigonopsis variabilis (TvDAAO, EC 1.4.3.3). As a result 
of further structural analysis, eight Ser residues in 67, 77, 78, 105, 270, 277, 335, and 336 positions have been se-
lected to be substituted with Ala. S78A and S270A substitutions have resulted in dramatic destabilization of the 
enzyme. Mutant enzymes were inactivated during isolation from cells. Another six mutant TvDAAOs have been 
highly purified and their properties have been characterized. The amino acid substitutions S277A and S336A 
destabilized the protein globule. The thermal stabilities of TvDAAO S77A and TvDAAO S335A mutants were 
close to that of the wild-type enzyme, while S67A and S105A substitutions resulted in approximately 1.5- and 
2.0-fold increases in the TvDAAO mutant thermal stability, respectively. Furthermore, the TvDAAO S105A 
mutant showed on average a 1.2- to 3.0-fold higher catalytic efficiency with D-Asn, D-Tyr, D-Phe, and D-Leu as 
compared to the wild-type enzyme.
KeyWordS D-amino acid oxidase from yeast Trigonopsis variabilis, protein engineering, hydrophobization of 
alpha-helices, site-directed mutagenesis, substrate specificity, thermal stability.

introduction
D-amino acid oxidase (DAAO, [ec 1.4.3.3]) belongs to a 
class of FAD-containing oxidoreductases and catalyzes 
the oxidative deamination of D-amino acids to the cor-
responding α-keto acids [1]. DAAO is widespread in na-
ture: the genes of this enzyme have been found in cells 
of molluscs, fishes, reptiles, amphibians, insects, birds, 
plants, mammals, as well as microorganisms, includ-
ing fungi, yeasts and bacteria, where it performs im-
portant physiological functions [2, 3]. the processes of 
synthesis of optically active compounds, α-keto acids, 
and 7-aminocephalosporanic acid using DAAO have 
been designed. this enzyme is also used in biosensors to 
determine the D-amino acid content [2, 4, 5]. two en-
zymes from yeasts Rhodotorula gracilis (rgDAAO) and 
Trigonopsis variabilis (tvDAAO) are the most widely 

used ones. tvDAAO exhibits the highest activity with 
cephalosporin c (cephc) [6] and the best thermal sta-
bility [7] among all known D-amino acid oxidases. For 
example, tvDAAO retains 100% activity when incu-
bated for 30 min at 45°c, while rgDAAO is completely 
inactivated under these conditions. the temperature 
stability of DAAO from Arthrobacter protophormiae 
and Candida boidinii was also studied. they are very 
similar to rgDAAO. thus, at 50°c they completely lose 
their activity in 30 minutes [5, 8, 9].

In our laboratory, the D-amino acid oxidase gene 
from T. variabilis yeast has been cloned, the overex-
pression system of the recombinant enzyme in Escheri-
chia coli cells in soluble and active form has been devel-
oped, and its properties have been studied [10]. native 
tvDAAO is a homodimer [11], which has a 2-fold sym-
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metry axis with the subunits mutually arranged in a 
“head-to-tail” manner. each subunit contains one FAD 
cofactor molecule at the active site.

Increasing the thermal stability of practically im-
portant enzymes is both a fundamental and applied 
problem. Data produced in such experiments provide 
a more comprehensive and deeper understanding of 
the relationship between the structure, function, and 
stability of the protein being studied. At the same time, 
solving this problem allows one to reduce the loss of 
enzyme during its isolation and facilitates the purifica-
tion process, which in turn reduces the cost of the final 
product. For example, mutant formate dehydrogenases 
from Pseudomonas sp. 101 with increased temperature 
stability were obtained in our laboratory. this allowed 
us to introduce the thermal treatment step to the pu-
rification process of the recombinant enzyme. Heating 
the cell-free extract at 60°c for 20-30 minutes resulted 
in increased purity of the preparation ranging from 50 
to 80-85% without a loss of the enzyme activity [12].

Very scarce data on increasing the thermal stabil-
ity of tvDAAO using protein engineering have been 
published so far. Only two papers report data on the 
obtained tvDAAO mutants with point amino acid 
substitutions, which demonstrated a slight increase in 
thermal stability as compared to the wild-type enzyme 
[13, 14]. the covalent crosslinking of two tvDAAO sub-
units with Lys-Leu dipeptide [15] was also reported. 
It resulted in increased tm

 by 2°c but worse catalytic 
properties with most substrates.

this paper presents the results of applying the gen-
eral approach of increasing thermal stability based on 
hydrophobization to D-amino acid oxidase from the 
yeast T.variabilis. Hydrophobization was achieved by 
replacing the serine residues with the alanine residues 
in the α-helical segments of the tvDAAO structure. 
the effect of these substitutions on the catalytic prop-
erties of the enzyme was also studied.

eXPerimental
Molecular Biology Grade reagents were used for the 
genetic engineering experiments. Bacto tryptone, yeast 
extract and agar (Difco, uSA), glycerol (99.9%) and 
calcium chloride (“ultra pure”), potassium hydrogen 
phosphate, sodium dihydrogen phosphate (“pure for 
analysis”), lysozyme (Fluka/Biochemika, Switzerland), 
isopropyl-β-D-thiogalactopyranoside (IPtG), 2,2’-az-
ino-bis (3-ethylbenzothiazoline-6-sulfonate) (ABtS), 
kanamycin and chloramphenicol (Sigma, uSA), and 
glucose and sodium chloride (“Ar grade”, ”Helicon”, 
russia) were used in the microbiological experiments. 
restriction endonucleases, DnA ligase of t4 phage, and 
Pfu-DnA polymerase (thermo Scientific) were used 
for cloning DnA fragments and site-directed mutagen-

esis. thermo Scientific reagent kits were used to isolate 
DnA from agarose gel and plasmids from E. coli cells. 
the oligonucleotides for the polymerase chain reaction 
(Pcr) and sequencing were synthesized by Synthol 
(russia). the MilliQ (Millipore, uSA) purified water 
was used in these experiments.

We used the following E. coli bacterial strains in our 
study:

E. coli DH5α: fhuA2 Δ(argF-lacZ)U169 phoA glnV44 
Φ80 Δ(lacZ)M15 gyrA96 recA1 relA1 endA1 thi-1 
hsdR17.

E. coli BL21(De3) pLysS codon Plus: B F– ompT 
hsdS(r

B
- m

B
-) dcm+ tetr gal λ(De3) endA Hte [pLysS 

argU ileY leuW camr].
All reagents for the electrophoresis of proteins were 

manufactured by Bio-rad (uSA). tris (tris (hydrox-
ymethyl) aminomethane, “reagent grad”) from Merck 
(Germany), racemic amino acids from Dia-M (russia), 
and reanal (Hungary), 2,2’-azino-bis (3-ethylbenzthi-
azoline-6-sulfonate) (ABtS) (Sigma, uSA), horseradish 
peroxidase (Dia-M, russia) were used for purification 
and characterization of the enzyme.

Site-directed mutagenesis
nucleotide substitutions were introduced using two-
step Pcr as described previously [13, 16]. the plasmid 
obtained based on pet-33b (+) with the tvdaao gene 
being under the control of a strong promoter of rnA 
polymerase of t7 phage was used as a template. the 
mutations were introduced using direct (t7_For) and 
reverse (t7_rev) primers at the beginning and at the 
end of the gene, respectively, as well as direct (Mut_
For) and reverse (Mut_rev) primers carrying the de-
sired replacements for the tvdaao gene. the primer 
sequences are shown below. the introduced mutations 
are highlighted in bold.

t7_For 5'-taatacgactcactataggg-3'
t7_rev 5'-gctagttattgctcagcgg-3' 
Ser67Ala_For 5'-gactacgatgccgtcgcttatcctatcttgcgagagctg-3'
Ser67Ala_rev 5'-cgcaagataggataagcgacggcatcgtagtcggc-3'
Ser77Ala_For 5'-tggctcgagccagccccgaggctggaa-3'
Ser77Ala_rev 5'-gggctggctcgagccagctctcgcaag-3'
Ser78Ala_For 5'-ctcgaagcgcccccgaggctggaattcg-3'
Ser78Ala_rev 5'-tcgggggcgcttcgagccagctctcg-3'
Ser105Ala_For 5'-gaaggtgccatggcggccatctgtcaacgcaac-3'
Ser105Ala_rev 5'-gacagatggccgccatggcaccttccagtttagg-3'
Ser270Ala_For 5'-ccgaacccgatcctgctctcacccatcgaatcctgt-3'
Ser270Ala_rev 5'-gatgggtgagagcaggatcgggttcggatgacc-3'
Ser277Ala_For 5'-ccatcgaatcctggctagagccctcgaccgattc-3'
Ser277Ala_rev 5'-cgagggctctagccaggattcgatgggtgagaga–3'
Ser335Ala_For 5'-gtgctggttaccaggcctcttacggcatggctgat-3'
Ser335Ala_rev 5'-gccgtaagaggcctggtaaccagcaccggc-3'
Ser336Ala_For 5'-ctggttaccagtccgcttacggcatggctgatgaag-3'
Ser336Ala_rev 5'-catgccgtaagcggactggtaaccagcaccg-3'.

the reaction mixture for Pcr contained 2.5 µl of a 
10x buffer for Pfu-DnA polymerase (200 mM tris-Hcl 
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(pH 8.8 at 25°c), 100 mM (nH
4
)

2
SO

4
, 100 mM Kcl, 1 mg/

ml BSA, 1% (v/v) triton X-100, 20 mM MgSO
4
); 2.5 µl 

of a dntP mixture (dAtP, dGtP, dttP, dctP with 
the concentration of each component 2.5 mM); 1 µl of 
the DnA template (≈10 ng/µL); 2 µl of each primer 
(10 nM/ml); 0.5 µl of Pfu-DnA polymerase (2.5 u/µl); 
and deionized water to the total volume of the mixture 
of 25 µl. Pcr was performed in a 0.5-ml thin-walled 
plastic tube (SSI, uSA) using the tertsik instrument 
(DnA-technologies, russia). A total of 30 µl of min-
eral oil was added to the tube before the Pcr to pre-
vent evaporation of the reaction mixture. the tube was 
heated for 5 min at 95°c, and the Pcr reaction was 
then initiated by addition of the enzyme. the reaction 
was done according to the following scheme: the first 
step at 95°c, 30 sec; the second step at 54-58°c, 60s; 
and the third step at 72°c, 2 min, a total of 25-35 cycles. 
After the last cycle, the reaction mixture was further 
incubated for 10 min at 72°c. the temperature at the 
second step was 3-5°c below the melting temperature 
of the duplexes (t

m
) formed by the primers. the empir-

ical formula was used to evaluate t
m

:

t
m

 = 2 (nA + nt) + 4 (nG + nc), 

where nX is the number of X-type nucleotides (X = A, 
t, c, G) in the primer.

two Pcrs using t7_For/Mut_rev (fragment 
1) and Mut_For/t7_rev (fragment 2) primer pairs 
were used to obtain fragments containing the de-
sired substitution. the Pcr products–fragment 1 and 
fragment 2–were purified using electrophoresis in a 
1% agarose gel. the third uniting Pcr was then per-
formed with t7_For and t7_rev primers, wherein 
the previously obtained fragments 1 and 2 were used 
as the DnA template. the product of the third Pcr 
was purified in a similar way using a 1% agarose gel 
and treated with two restriction endonucleases. ncoI 
and Bsp119I were used in the case of substitutions at 
the 67, 77, 78, and 105 positions, while Bsp119I and 
XhoI were used for substitutions at the 270, 277, 335, 
and 336 positions. DnA fragments were purified using 
electrophoresis in a 1% agarose gel and ligated into 
the original vector, treated with the same restric-
tion endonucleases. the ligation mixture was used to 
transform E. coli DH5α cells. the cells were then plat-
ed onto Petri dishes with an agar medium containing 
kanamycin (30 µg/ml) and incubated for 16 hours at 
37°c. three colonies of each mutant were taken from 
each plate and used to isolate plasmids. the presence 
of only desired mutations was proved by sequencing 
using the plasmid DnA at the center for collective use 
“Genome” (V.A. engelhardt Institute of Molecular Bi-
ology, russian Academy of Sciences).

Expression of TvDAAO mutants in E. coli cells.
tvDAAO and its mutants were expressed in E. coli cells 
BL21 (De3) codonPlus/pLysS. the cells were trans-
formed using the appropriate plasmid and plated on 
Petri dishes with an agar medium containing kanamy-
cin (30 µg/ml) to obtain the producer strain. A single 
colony was taken from the plate and cultured for 16 
hours at 30°c in 10 ml of a 2Yt medium (Bacto tryp-
tone 16 g/l, yeast extract 10 g/l, sodium chloride 5 g/l, 
pH 7.5) in the presence of 30 µg/ml kanamycin and 
25 µg/ml chloramphenicol to prepare the inoculum. In 
the morning, the cells were subcultured to a fresh me-
dium (dilution 1: 100) and cultured at 30°c until the ab-
sorbance of A600 ≈ 0.6-0.8 at 600 nm was reached. the 
inoculum was placed into the culture flasks in amounts 
of 10% of the total volume of a medium (LB modified 
medium – yeast extract 10 g/l, Bacto tryptone 5 g/l, 
glucose 5 g/l, sodium dihydrogen phosphate 1.5 g/l, di-
potassium hydrogenphosphate 1 g/l, pH 7.5) containing 
l kanamycin 30 µg/m. cultivation was carried out in 1l 
baffled conical flasks (the volume of the medium did 
not exceed 10-15% of the flask volume). the cultiva-
tion temperature ranged from 18 to 27°c, and the rota-
tion rate of the shaker was 120-160 rpm. After reach-
ing A600 ≈ 0.6–0.8, enzyme expression was induced by 
adding IPtG to the medium to a final concentration of 
0.1 mM. After induction, the cells were cultivated for 24 
hours and then pelleted using the eppendorf 5403 cen-
trifuge (5 minutes, 5000 rpm, 4°c). the resulting pellet 
was resuspended in a 0.02-M tris-Hcl buffer (pH 8.0 
at 25°c) in a ratio of 1: 4 (wt.). the resulting suspension 
was stored at –20°c.

Isolation and purification of TvDAAO mutants
cell suspension in the 20 mM tris-Hcl buffer with pH 
8.0 was twice frozen and thawed, and the cells were 
then disrupted using a Branson Sonifier 250 (Ger-
many) under continuous cooling to isolate mutant 
tvDAAO. the precipitate was removed by centrifu-
gation on an eppendorf 5804 r centrifuge (11000 rpm, 
30 min).

Purification of the enzyme included ion exchange 
chromatography on a MonoQ Hr 10/10 column using 
the FPLc instrument manufactured by Pharmacia Bi-
otech (Sweden) and desalting on a Sephadex G-25 car-
rier. [17] the purity of the preparations was monitored 
by analytical electrophoresis in a 12% polyacrylamide 
gel in the presence of 0.1% sodium dodecyl sulphate on 
a MiniProtean III instrument (Biorad, Austria) accord-
ing to the manufacturer’s protocols.

Kinetic assay 
the activity of D-amino acid oxidase was determined 
using the bi-enzymatic system, including DAAO and 
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horseradish peroxidase. D-methionine was used as a 
substrate for the first enzyme, and ABtS was used 
as a substrate for the second enzyme. the activity 
was measured at 30°c based on the concentration of 
the ABtS oxidation product (absorbance at 414 nm, 
ε

414
 = 36600 l/mol/cm) on a Shimadzu uV-1800 spectro-

photometer (Japan). A total of 770 µl of a 50-mM potassi-
um phosphate buffer (PPB), pH 8.0, pre-saturated with 
air, 200 µl of a 100-mM sodium D-Met solution in 50 mM 
PPB, 20 µl of a ABtS water solution (16 mg/ml), and 
10 µl of a peroxidase solution in 50 mM PPB (5 mg/ml) 
were added to the spectrophotometer’s cuvette (work-
ing volume 1 ml, optical path 1 cm). After incubation for 
10 min at 30°c, a sample of wild-type tvDAAO or the 
corresponding mutant was added to the cuvette (30 µl).

When determining the maximum reaction rate (V
m

) 
and Michaelis constant (K

M
), the concentration of the 

corresponding D-amino acid was varied from 0.5 to 
5 K

M
. An approximate K

M
 value was determined in a 

separate experiment by measuring the reaction rate at 
concentrations of the corresponding D-amino acid of 
0.1, 0.5, 1.0, 5.0, 10.0, and 50 mM. the kinetic parame-
ters V

m
 and K

M
 were calculated by nonlinear regression 

using the OriginPro 8.5 Sr1 (OriginLab) program. the 
catalytic constant k

cat 
was calculated based on the V

m
 

value. the concentration of the active enzyme was de-
termined spectrophotometrically based on absorbance 
at 455 nm using a FAD molar absorption coefficient of 
10,800 m-1cm-1 [6].

Thermal inactivation study
the temperature stability of mutant tvDAAO and the 
wild-type enzyme was studied in a 0.1-M potassium 
phosphate buffer, pH 8.0. A series of 0.5 ml plastic test 
tubes containing 100 µl of the enzyme solution were 
prepared for each experiment. the tubes were placed 
to a preheated to the desired temperature water ther-
mostat (temperature control accuracy ± 0.1°c). the test 
tubes were sampled one by one after fixed time inter-
vals, rapidly cooled for 1-2 min in ice, and the enzyme 
activity was measured as described above. the sam-
pling interval was adjusted to achieve a decrease in the 
enzyme activity to 10-15% of the baseline value during 
the experiment. the time dependence of the residual 
activity of the enzyme was plotted in semilogarithmic 
coordinates and processed using the OriginPro 8.5 Sr1 
(OriginLab) program as described in [18] to calculate 
the inactivation rate constant.

Computer simulation 
Analysis of the tvDAAO structure, computer simula-
tion of tvDAAO with amino acid mutations, and vis-
ualization of the protein globule was performed using 
the Accelrys Discovery Studio 2.1 software package.

reSultS and diScuSSion 

Selection of amino acid residues for 
site-directed muthagenesis
rational protein design is a powerful method for stud-
ying the structure-function relationships and side-di-
rected changes in an enzyme’s properties. comparison 
of the amino acid sequences of the enzymes of inter-
est and the enzymes from thermophilic organisms, as 
well as analysis of the three-dimensional structure (if 
it is available for at least one enzyme in the family) is 
used for directional increase of thermal stability of the 
enzymes by means of identifying the amino acid res-
idues that play an important role in the stability [19]. 
However, this approach is not applicable in the case of 
tvDAAO, since it is the most stable enzyme among the 
presently studied D-amino acid oxidases, and no ami-
no acid sequences of DAAO from thermophilic micro-
organisms have been identified so far. therefore, we 
decided to use one of the common approaches based on 
the hydrophobization of the α-helices in the enzyme’s 
structure [19, 20] to improve the thermal stability of 
tvDAAO. this can be achieved using various substi-
tutions, e.g., Ser → Ala (most frequently used), Lys → 
Arg, Gly → Ala, Ser → thr, Lys → Ala, thr → Ala, Lys → 
Glu, Glu → Arg, and Asp → Arg [21]. Ser → Ala substi-
tution usually gives the highest stabilizing effect. For 
example, the hydrophobization of α-helices by means 
of Ser → Ala substitution was used to increase the tem-
perature stability of the formate dehydrogenase from 
Pseudomonas sp. 101 [22].

We have analyzed the 3D-structure of tvDAAO to 
identify potential Ser residues in α-helices. the fol-
lowing points were taken into account when select-
ing the Ser residues that can be replaced by Ala: 1) 
the residues should be part of α-helices; 2) and they 
should not be conserved as well as located at the ac-
tive site of the enzyme. the analysis of the tvDAAO 
structure has revealed a total of Ser 11 residues in the 
α-helices (Fig. 1). comparison of DAAO amino acid 
sequences from different sources has shown that the 
Ser44 residue is conserved. It is located in the cofac-
tor-binding domain of tvDAAO, and its side chain 
forms two hydrogen bonds with the FAD molecule, 
as established by computer analysis (Fig. 2A). there-
fore, this residue was excluded from the list of poten-
tial replacement candidates. the Ser157 and Ser161 
residues are located at the intersubunit area. there-
fore, replacement of these residues is also undesir-
able, despite the fact that they do not participate in 
the formation of intersubunit hydrogen bonds [11]. 
thus, eight Ser residues were selected to be replaced 
with Ala residues (positions 67, 77, 78, 105, 270, 277, 
335, and 336). the Ser67, Ser105, Ser335, and Ser336 
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residues are located inside the protein globule, while 
Ser77, Ser78, Ser270, and Ser277 are exposed to the 
solution. Figure 2B-F shows the position of the select-
ed residues in more detail. Ser67 is located in the mid-
dle, while the Ser77 and Ser78 residues are at the end 
of α3-helix. Ser105 is located in the short α4-helix, and 
Ser270 and 277 are located at the beginning and in the 
middle of the α9-helix, respectively. the Ser335 and 
Ser336 residues are located at the beginning of the 
α13-helix. All eight serine residues form two to six hy-
drogen bonds. Ser78, Ser105, and Ser270 form hydro-
gen bonds with other amino acid residues of the poly-
peptide chain including only the atoms involved in the 
peptide bonds. Since the side chains of these serines 
residues are not involved in hydrogen bonding with 
other amino acids, the replacement of these three res-
idues with Ala should not result in loosing of hydrogen 
bonds. the Ser residues at positions 67, 77, 277, 335, 
and 336 form hydrogen bonds both with the peptide 
bond atoms and with the side chain hydroxy-groups 
of other amino acids (see Fig. 2). On the one hand, the 
substitution of these five serine residues will result 
in a loss of the hydrogen bonds formed by the side 
chains, which can negatively affect the stability of the 
enzyme, but on the other hand, increased hydropho-

bicity of the α-helix can stabilize the protein globule, 
so that the total effect will be positive. therefore, the 
replacement of these serine residues is of theoretical 
interest in terms of the influence of these two factors 
on the stability of tvDAAO.

Preparation of TvDAAO mutants 
with Ser / Ala substitutions
the nucleotide substitutions in the tvdaao gene that 
resulted in the desired mutation were introduced us-
ing Pcr. three plasmids were sequenced for each of 
the eight mutant tvdaao genes. It has been shown that 
in all cases only the desired mutations in the tvdaao 
gene were present and that there were no other nucle-
otide changes. Plasmids with mutated tvDAAO genes 
were used to transform E. coli BL21 (De3) codon Plus 
/ pLysS cells. the resulting recombinant strains were 
cultivated as described in the experimental section. 
All eight tvDAAO mutants were synthesized in a sol-
uble form and demonstrated enzymatic activity. two 
tvDAAO mutants with Ser78Ala and Ser270Ala sub-
stitutions could not be obtained in the purified form, as 
they were rapidly inactivated during cell disruption, 
which is indicative of strong destabilization of the pro-
tein globule. the remaining six tvDAAO mutants with 
Ser67Ala, Ser77Ala, Ser105Ala, Ser277Ala, Ser335Ala, 
and Ser336Ala substitutions were isolated and purified 
using anion exchange chromatography. their purity 
was at least 99% according to the results of analytical 
electrophoresis in a polyacrylamide gel in the presence 
of sodium dodecyl sulfate (see Fig. 3, lanes 1-6).

Catalytic properties of TvDAAO mutants
the Michaelis constant (KM

) and catalytic constant (k
cat

) 
with various D-amino acids were determined for the 
six tvDAAO mutants, including Ser67Ala, Ser77Ala, 
Ser105Ala, Ser277Ala, Ser335Ala, and Ser336Ala sub-
stitutions. the values of k

cat
, K

M
 and catalytic efficien-

cy k
cat

/K
M

 of the tvDAAO mutants and the wild-type 
enzyme with various D-amino acids are shown in Table 
1. the improvement of the kinetic parameter as com-
pared to that of the wild-type enzyme is shown in bold 
on a gray background. For clarity, Fig. 4 shows the cat-
alytic efficiency values ((k

cat
/K

M
)mut/(k

cat
/K

M
)wt 100%) 

of the tvDAAO mutants with respect to the values of 
the wild-type enzyme (100%). Table 1 and Fig. 4 show 
that the substitutions resulted in significant changes 
in the substrate specificity spectrum. the Ser335Ala 
tvDAAO mutant was the only enzyme that retained 
enzymatic activity with D-lysine, while Ser77Ala was 
the only mutant that retained activity with D-threo-
nine. Furthermore, it should be mentioned that virtu-
ally all substitutions resulted in an increased catalytic 
efficiency with D-leucine.

Fig. 1. General view of one subunit of TvDAAO with Ser 
residues located in alpha-helices

Ser44

Ser67

Ser77

Ser78

Ser105

Ser157

Ser161

Ser270

Ser277

Ser335

Ser336
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the following points in relation to the individual mu-
tants should be emphasized:

1. the properties of Ser67Ala tvDAAO are similar to 
those of the wild-type enzyme with many substrates. A 
significant increase in the catalytic efficiency (2.5 fold) 
was observed only with D-Leu. the enzyme was inac-
tive with D-thr and D-Lys.

2. Ser77Ala tvDAAO shows higher catalytic effi-
ciency only with D-Asn. the enzyme is inactive with 
D-thr, and the activity with D-tyr, D-Met, and D-Val 

is significantly decreased. Only this mutant retained its 
activity with D-Lys.

3. Ser105Ala tvDAAO has the best catalytic param-
eters between all mutant forms, except for the lack of 
activity with D-thr and D-Lys. the catalytic efficien-
cy decreased by 1.3-fold with D-trp and 1.6-fold with 
D-Met, but it increased by 1.6-, 1.7-, and 3.0-fold with 
D-tyr, D-Phe and D-Leu, respectively.

4. Ser335Ala tvDAAO has a higher catalytic activity 
with D-Ser as compared to that of the wild-type en-

Fig. 2. Loca-
tion and inter-
actions of the 
Ser residues in 
alpha-helices 
in TvDAAO 
globule
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zyme. Moreover, only this mutant enzyme retained its 
activity with D-thr.

unlike the other enzymes, the Ser277Ala and Ser-
336Ala tvDAAO mutants were characterized by a 
complete loss of activity with D-Ser, along with re-
tained activity with D-Ala, which can be used for the 
selective detection of D-Ala in biological samples in 
the presence of D-Ser. these enzymes are also inactive 
with D-thr and D-Lys, but they exhibit higher cata-
lytic efficiency with D-Leu.

temPerature Stability oF tVdaao mutantS

Stability of Ser78Ala and Ser270Ala TvDAAO
As noted above, Ser78Ala and Ser270Ala substitutions 
led to strong destabilization of the protein globule, so 
that the enzymes were inactivated during their isola-
tion from the cells. computer simulations have shown 
that the side chains of Ser78 and Ser270 do not form 
hydrogen bonds with neighboring residues. However, 
they are located in the immediate vicinity of the Glu80 
and Asp268 residues, respectively, which can form hy-
drogen bonds in solution, both directly and through a 
water molecule, since in both cases the distance be-
tween the hydroxy group of serine and the carboxyl 
group is about 4 Å. Ser78 and Ser270 are located on the 
bends at the end of the α3-helix and at the beginning 
of the α9-helix, respectively, and therefore they appear 
to play an important role in maintaining the stability of 
tvDAAO secondary structure elements, as evidenced 
by the strong destabilization upon their replacement by 
alanine residues.

Stability of Ser67Ala, Ser77Ala, 
Ser105Ala, Ser277Ala, Ser335Ala, and 
Ser336Ala TvDAAO mutants
Figure 5A, B shows the time dependence of the residual 
activity of the tvDAAO mutants at the same concen-
tration. As it can be seen from Fig. 5A, Ser77Ala and 
Ser335Ala substitutions result in slightly reduced sta-
bility. Ser67Ala substitution does not affect the stabili-
ty of the enzyme, while Ser105Ala substitution results 
in noticeable stabilization. the most significant desta-
bilization of the protein globule is observed in the case 
of Ser277Ala and Ser336Ala substitutions (Fig. 5B). the 
incubation temperature had to be reduced from 56 to 
52°c to obtain inactivation curves comparable to those 
of the other tvDAAO mutants.

mecHaniSm oF inactiVation  
oF tVdaao mutantS
We showed [11, 13, 16] that inactivation of wild-type 
tvDAAO and its various mutants at elevated temper-
atures proceeds according to the following dissociative 
mechanism:

According to this mechanism, the first step includes 
reversible dissociation of the e

2
 active dimer to form 

two inactive monomers e. Irreversible transition of e 
to the denatured monomer e

d
 then occurs. this mech-

anism was analyzed in details by O.I. Poltorak et al. 
[18]. the time dependence of the residual activity of 
the enzyme in this mechanism is described by a sum 
of two exponential functions, and the inactivation rate 
of the enzyme depends on its concentration [11, 13, 16]. 
the dissociative mechanism of the wild-type tvDAAO 
thermoinactivation is only observed within a tempera-
ture range of 50-60°c, when the rate constants k

1
 and 

k
2
 are comparable to each other. the rate constant k

1
 

increases more rapidly than the rate constant k
2
 upon 

increasing temperature; therefore, the first and second 
steps become the limiting ones at temperatures below 
50 and above 60°c, respectively, and the kinetics of in-
activation is described by a single exponential function 
under these conditions, similarly to that of unimolecu-
lar reactions.

Analysis of the time dependence of the residual 
activity shows that the thermal inactivation mecha-
nism of the Ser67Ala, Ser77Ala, Ser105Ala, Ser335Ala 
tvDAAO mutants (Fig. 5A) and Ser277Ala and Ser-
336Ala tvDAAO mutants (Fig. 5B) also does not differ 
from that of the wild-type enzyme. As an example, Fig. 
6A, B shows the residual activity of Ser77Ala tvDAAO 
mutant vs incubation time in semilogarithmic coordi-
nates at various temperatures and concentrations. Sim-

Fig. 3. Analysis by 12% SDS-PAGE of soluble mutant 
TvDAAOs with amino acid changes: 1 – Ser67Ala, 2 – 
Ser77Ala, 3 – Ser105Ala, 4 – Ser277Ala, 5 – Ser335Ala, 
6 – Ser336Ala and 7 – wild-type enzyme. M – molecu-
lar-mass size marker
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Fig. 4. Relative catalytic efficiencies ((k
cat

/K
M

)mut/(k
cat

/K
M

)wt*100%) of mutant TvDAAOs with Ser67Ala, Ser77Ala, 
Ser105Ala, Ser277Ala, Ser335Ala, and Ser336Ala substitutions. The catalytic efficiency of the wild-type TvDAAO is 
taken as 100%
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Fig. 5. A – Time dependence of the residual activity of the wild-type and mutant TvDAAOs S67A, S77A, S105A, and 
S335A at 56°С. 0.1 M potassium phosphate buffer, pH 8.0. Enzyme concentration is 10 µg/ml
B – Time dependence of the residual activity of the wild-type and mutant TvDAAOs S277A and S336A at 52°С. 0.1 M 
potassium phosphate buffer, pH 8.0. Enzyme concentration is 10 µg/ml

ilar dependences were obtained for all other mutant 
enzymes. the presence of the break points on the ther-
mal inactivation curves in semilogarithmic coordinates 
at different temperatures and increase in the slope of 
the second linear section along with a decrease in the 

initial concentration of the enzyme provides evidence 
that thermal inactivation occurs through a dissociative 
mechanism [18]. We have calculated the rate constants 
of the thermal inactivation of the Ser67Ala, Ser77Ala, 
Ser105Ala, Ser277Ala, Ser335Ala, and Ser336Ala 
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Fig. 7. Temperature dependences of the inactivation rate 
constants of the first (A) and second (B) stages for mutant 
TvDAAOs with S67A, S77A S105A, S335A mutations and 
wild-type TvDAAO in semi logarithmic coordinates ln(k

in
) 

vs 1/T. 0.1 M potassium phosphate buffer, pH 8.0
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Fig. 6. Time dependence of the residual activity of mutant 
TvDAAO S77A in semi-logarithmic coordinates. A – ther-
mal inactivation at different temperatures and fixed en-
zyme concentration of 15 µg/ml, B – thermal inactivation 
at different enzyme concentrations and temperature of 
56°С. 0.1 M potassium phosphate buffer, pH 8.0

tvDAAO mutants for both stages of the process on the 
basis of the experimental dependence of the residual 
enzyme activity vs incubation time (Table 2).

Ser277Ala and Ser336Ala mutations in tvDAAO re-
sulted in a shift in the temperature range associated 
with the dissociative mechanism by 4°c towards lower 
temperatures as compared to that of the wild-type en-
zyme. the Ser336Ala tvDAAO mutant was the least 
stable of all the mutants that were obtained and puri-
fied (see Fig. 5B , Tab. 2). At a temperature of 52°c (cor-
responding kinetic curves are shown in Fig. 5B), Ser-
277Ala and Ser336Ala mutations led to 3.9- and 7.7-fold 
increases in the first-step inactivation rate constants 
and 1.2- and 5.9-fold increases in the second-step in-

activation rate constants, respectively (Tab. 2). there-
fore, Ser336Ala mutation results in a destabilizing ef-
fect associated with both the first step of inactivation 
(enzyme dissociation into monomers), and the second 
step (denaturation of the protein globule). Ser277Ala 
substitution leads mainly to an increase in the first-step 
inactivation rate, but the effect is not as significant as 
that associated with Ser336Ala substitution. the high-
er effect of the enzyme destabilization associated with 
Ser336Ala substitution may be due to the fact that the 
Ser336 residue is located at the end of the α13-helix 
and forms a hydrogen bond with the peptide bond of 
the tyr333 residue, which, in turn, is in close contact 
with the Si-side of the isoalloxazine cycle of FAD and 
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Table 2. Kinetic parameters of dissociative thermal inactivation of mutant and wild-type TvDAAOs

enzyme Parameter
temperature, °С

46 48 50 52 54 56 58 60

tvDAAO Ser67Ala
k

1
·104, s-1 - - - 4.45 7.8 14.4 27.4 41.8

k
2
·104, s-1 - - - 2.51 3.25 4.44 5.7 9.6

tvDAAO Ser77Ala
k

1
·104, s-1 - - - 3.92 8.3 15.1 26.7 -

k
2
·104, s-1 - - - 2.31 4.20 7.9 18.5 -

tvDAAO Ser105Ala
k

1
·104, s-1 - - - 2.43 3.37 5.4 12.6 21.9

k
2
·104, s-1 - - - 2.48 3.44 5.8 7.2 9.7

tvDAAO Ser277Ala
k

1
·104, s-1 3.02 5.4 10.2 14.4 25.9 - - -

k
2
·104, s-1 0.93 1.41 3.25 3.91 7.6 - - -

tvDAAO Ser335Ala
k

1
·104, s-1 - - 3.47 4.80 6.8 10.3 17.7 -

k
2
·104, s-1 - - 2.43 3.23 6.1 8.9 17.9 -

tvDAAO Ser336Ala
k

1
·104, s-1 2.88 6.8 13.8 28.4 - - - -

k
2
·104, s-1 0.90 3.67 9.3 18.5 - - - -

wt-tvDAAO
k

1
·104, s-1 - - 2.86 3.67 9.2 11.6 21.5 40.5

k
2
·104, s-1 - - 2.28 3.13 5.6 7.1 10.8 19.4

* The decrease in inactivation rate constants of mutants as compared to the wild-type enzyme is marked with a green 
background; the increase is marked with a red background. Different shades show the extent of the effects – a greater 
effect corresponds to the darker color.

conserved residue Ser44 (Fig. 2F). In addition, Ser336 
and tyr333 occur in corresponding positions of the 
D-amino acid oxidases being the most homologous to 
tvDAAO, and apparently they play an important role 
in maintaining the conformation required for cofactor 
binding. the Ser277 residue is located in the middle of 
the α9-helix on the surface of the enzyme (Fig. 2D) and 
forms a hydrogen bond with the carbonyl oxygen atom 
of the peptide bond of the His273 residue. the loss of 
this hydrogen bond could have a negative effect on the 
thermal stability of tvDAAO.

the temperature range, in which inactivation of the 
enzyme associated with substitutions of four Ser resi-
dues (67, 77, 105 and 335) occurs through the dissoci-
ative mechanism, remained the same, but the values 
of the thermal inactivation rate constants changed as 
compared to those of the wild-type enzyme (Tab. 2).

As mentioned above, the temperature dependenc-
es of the first- and second-stage rate constants differ. 
Figure 7A, B shows the dependence of ln(k) vs 1/t for 
the first- and second-stage rate constants, respectively.

Ser105Ala substitution results in a higher stability of 
the enzyme throughout the whole temperature range 
of 52 to 60°c (Tab. 2, Fig. 5A). the dependences of the 

thermal inactivation rate constants for both stages are 
very close to those of the wild-type enzyme, but they 
are lower on the respective charts over the range from 
52 to 60°c, as shown below (Fig. 7A, B). Ser105Ala sub-
stitution on average led to two-fold higher thermal sta-
bility of tvDAAO as compared to that of the wild-type 
enzyme at the first stage of thermal inactivation and 1.5-
fold higher stability at the second stage, which is rather 
significant for this enzyme. A similar stabilizing effect 
was observed at the second stage of inactivation of the 
Ser67Ala tvDAAO mutant (about 1.6-fold), and the 
temperature dependence of the inactivation rate con-
stant is also close to that of the wild-type enzyme, but 
the parameters of the first stage of the thermal inactiva-
tion of Ser67Ala tvDAAO are slightly inferior to those 
of the wild-type enzyme over the entire temperature 
range; i.e., the stability decreased by by 20% on aver-
age. nevertheless, this substitution also results in overall 
stabilization of the enzyme, although this stabilization 
is lower than in the case of Ser105Ala substitution. the 
Ser67 and Ser105 residues are located inside the protein 
globule in the middle of the α3-helix and short α4-helix. 
the hydroxy-group of Ser105 residue forms no hydro-
gen bonds with neighboring residues and is adjacent to 
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the hydrophobic residues Leu100, Ala103, and Ile107, 
while the hydroxy-group of Ser67 forms two hydrogen 
bonds with the polypeptide chain atoms of the Gln334 
and tyr337 residues, and it is also located in close vicini-
ty to the hydrophobic residues trp51, Leu70, Leu71, and 
the benzene ring of the tyr337 residue. Ser105Ala sub-
stitution facilitates hydrophobic interactions within the 
protein globule without breaking any hydrogen bonds, 
which probably leads to an increase in the thermal sta-
bility of tvDAAO. Furthermore, the three dimensional 
structure of the enzyme may apparently undergo some 
conformational changes resulting in the stabilization of 
the dimer and improvement of its catalytic properties. 
By contrast, Ser67Ala substitution results in the loss of 
two hydrogen bonds with the tyr337 and Gln334 resi-
dues, which are located in the spatially close α13-helix, 
but could result in stronger hydrophobic interactions, 
which contributes to stabilization of the protein globule, 
as evidenced by the results of experiments.

Ser77Ala and Ser335Ala tvDAAO mutants differ 
from the rest of mutants in the temperature depend-
ences of the rate constants of the first and the second 
stages of inactivation (Fig. 7A, B). the first- and the 
second-stage rate constants of the Ser77Ala mutant in-
crease more rapidly with increasing temperature than 
those of the wild-type enzyme, and the dependence is 
more significant in the case of k2 

(Fig. 7B), which results 
in a lower overall stability of Ser77Ala tvDAAO at tem-
peratures above 54°c, whereas at lower temperatures 
this mutant is more stable than the wild-type enzyme. 
In case of Ser335Ala tvDAAO, the temperature de-
pendences of the inactivation rate constants k

1 
and k

2
 

oppositely differ from those of the wild-type enzyme. In-
crease in k

1
 with temperature is less pronounced, while 

k
2
 is more strongly temperature-dependent. As a result, 

Ser335Ala tvDAAO is more stable than the wild-type 
enzyme at the first stage of inactivation at temperatures 
> 54°c; and at the second stage, at temperatures <50°c. 
thus, due to the complex temperature dependence of 
the constants of both inactivation stages, the stability 
of Ser335Ala tvDAAO at each temperature is given by 
the ratio of the constants of each inactivation stage. nev-
ertheless, the overall stability only slightly differs from 
that of the wild-type enzyme.

concluSion
the effect of hydrophobization of α-helices in the 
structure of the D-amino acid oxidase from yeast 
Trigonopsis variabilis was studied by replacing eight 
serine residues with alanine residues. From the view-
point of the structure-stability relationship, it is inter-
esting that replacement of Ser residues on the surface 
of tvDAAO at positions 77, 78, 270, and 277 results in 
destabilization of the enzyme, while replacement of Ser 
67, 105, 335, and 336 inside the protein globule leads to 
a reduced stability only in one case out of four. It should 
also be noted that replacement of the serine residues 
located at the ends of α-helices also negatively affects 
the thermal stability of the enzyme. these data are di-
rectly in contradiction to the results obtained for the 
formate dehydrogenase from the Pseudomonas sp. 101 
bacteria [22]. the highest enzyme stabilization effect 
(1.6-fold) was observed upon replacing the Ser131 lo-
cated on the surface of the protein globule, with the 
Ala residue. Furthermore, stabilization effect was also 
observed upon replacing Ser184, which is located at 
the end of the α6-helix [22]. We therefore can conclude 
that, despite the generality of the approach based on 
hydrophobization of α-helices, the value and effect of 
stabilization depend directly on the structural features 
of the particular protein or enzyme.

In conclusion, we would like to mention that there 
are cases in protein engineering when a single amino 
acid substitution results in a significant stabilization 
of the enzyme [23, 24]. However, usually the improve-
ment of thermal stability can be achieved by combining 
several successful point mutations. each of these indi-
vidual mutations has a moderate stabilization effect, 
while the temperature stability of a multipoint mutant 
enzyme becomes significant [12]. thus, the method of 
hydrophobization of α-helices cannot be considered as 
the basic one, but rather as the additional approach to 
improving the stability of enzymes, due to the low sta-
bilization effects of point amino acid mutations.

This work was supported by the Russian Foundation 
for Basic Research (grant № 14-04-00859-a).
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abStract The aim of the study is to investigate the interrelationships between the expression of genes for struc-
tural extracellular matrix molecules, proteinases and their inhibitors in the bovine fetal growth plate. This was 
analyzed by RT-PCR in microsections of the proximal tibial growth plate of bovine fetuses in relationship to 
expression of genes associated with chondrocyte proliferation, apoptosis, and matrix vascularization. In the rest-
ing zone the genes for extracellular matrix molecule synthesis were expressed. Extracellular matrix degrading 
enzymes and their inhibitors were also expressed here. Onset of proliferation involved cyclic upregulation of cell 
division-associated activity and reduced expression of extracellular matrix molecules. Later in the proliferative 
zone we noted transient expression of proteinases and their inhibitors, extracellular matrix molecules, as well 
as activity associated with vascularization and apoptosis. With the onset of hypertrophy expression of protein-
ases and their inhibitors, extracellular matrix molecules, as well as activity associated with vascularization and 
apoptosis were significantly upregulated. Terminal differentiation was characterized by high expression of pro-
teinases and their inhibitors, extracellular matrix molecules, as well as activity associated with apoptosis. This 
study reveals the complex interrelationships of gene expression in the physis that accompany matrix assembly, 
resorption, chondrocyte proliferation, hypertrophy, vascularization and cell death while principal zones of the 
growth plate are characterized by a distinct signature profile of gene expression. 
KeyWordS growth plate, gene expression, proteinases, chondrocyte differentiation.
abbreViationS ECM-extracellular matrix; MMP-metalloproteinase; TIMP- tissue inhibitor of metallopro-
teinases; HAS-hyaluronic acid synthase; COL- collagen; ADAMTS- A Disintegrin And Metalloproteinase with 
Thrombospondin Motifs; FGF- fibroblast growth factor; PTHrP- parathyroid hormone related peptide; Cbfa1- 
core-binding factor subunit alpha-1 (CBF-alpha-1); TGFb1- transforming growth factor beta 1; Ihh- Indian 
hedgehog; VEGF-vascular endothelial growth factor; PAI-1-plasminogen activator inhibitor-1; GAPDH-glyc-
eraldehyde 3-phosphate dehydrogenase; RNA – ribonucleic acid; RT-PCR- Reverse Transcriptase Polymerase 
Chain Reaction; cDNA-complementary DNA.

introduction 
endochondral ossification is a process involving chon-
drogenesis, chondrocyte hypertrophy, matrix mineral-
ization, and vascularization followed by bone formation 
[1]. It begins during long bone formation in the embryo. 
After birth until adulthood, growth of the long bone is 

centered in the cartilagenous growth plates, leading to 
an increase in bone length and epiphyseal growth. It is 
also an essential component of fracture repair. 

In the growth plates distinct zones can be observed. 
cells of the resting zone chondrocytes produce large 
amounts of extracellular matrix (ecM). In contrast cells 
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of the proliferative zone divide to give rise to columns 
of flattened cells that also secrete an ecM. At this time 
they express cell cycle-related genes such as cyclins. 
In the zone of maturation the cells round up and begin 
to enlarge into hypertrophic chondrocytes. the upper 
hypertrophic zone is characterized by cells that have 
enlarged 5- to 10-fold by a reduction in matrix volume 
per total tissue volume and which synthesize type X 
collagen [2-4]. In the lower hypertrophic zone calcifi-
cation of the extracellular matrix occurs mainly in the 
longitudinal septa. the mineralization process, in com-
bination with low oxygen tension, attracts blood vessels 
from the underlying primary spongiosum. Subsequent-
ly, the mineralized chondrocytes undergo apoptotic cell 
death [5].

the ecM of chondrocytes is a complex structure al-
though 3 structural entities can be distinguished [6]. 
One of them is the complex of aggrecan molecules 
bound to hyaluronan and assembled into large aggre-
gates. It is responsible for the cartilage compressive 
stiffness creating a highly hydrated matrix the expan-
sion of which is constrained by a network of collagen 
fibrils composed of type II collagen, as well as a fila-
mentous network of type VI collagen. type II collagen 
fibrils contain a number of molecules at their surface, 
such as type IX collagen, decorin and fibromodulin. the 
key role of this network is to provide the tensile prop-
erties of this tissue. the non-fibrilar filaments of type 
VI collagen are involved both in cell-matrix and ma-
trix-matrix interactions [6].

changes in composition of the ecM occur as chon-
drocytes divide and mature. Metalloproteinases 
(MMPs) are generally considered to play a principal 
role in the cleavage of matrix macromolecules includ-
ing type II collagen and aggrecan [3]. Only collagenases 
such as MMP-13, MMP-14 and cathepsin K, are capa-
ble of cleaving the triple helix of type II collagen [6]. 
this results in the unwinding (denaturation) of the 
triple helical domain which becomes susceptible to 
secondary cleavage by collagenases and other metallo-
proteinases such as stromelysin-1 (MMP-3) and gelati-
nases A and B (MMP-2 and MMP-9, respectively) [7]. 
MMP-13 is involved in the resorption of type II colla-
gen that occurs during chondrocyte hyperthropy [8, 9]. 
Proteoglycan aggrecan can be cleaved by MMPs and by 
aggrecanases -1 and –2, ADAMtS-4 and ADAMtS-5, 
respectively [10]. In contrast the mechanism of type VI 
collagen degradation remains unclear. It is resistant to 
several extracellular matrix metalloproteinases in vit-
ro including collagenases [11]. In cartilage MMP-2 or 
membrane-bound MMPs may be involved in its cleav-
age [12]. 

the activity of MMPs is further regulated by a fami-
ly of specific inhibitors - tissue inhibitors of metallopro-

teinases, namely tIMPs –1, -2, -3 and -4 [13]. tIMP-1 
and -2 inhibit the activity of all MMPs, whereas tIMP-
3 only inhibits MMP-1, -2, -3, -9 and -13 [14]. Besides 
inhibiting MMPs, tIMPs also appear to perform other 
functions. tIMP-1 and -2 exhibit growth factor activity 
[15] and tIMP-3 is an active mitogen [16].

the complex coordinated regulation of chondrocyte 
maturation in the growth plate is exerted both by the 
systemic hormones and chondrocyte autocrine growth 
factors [5]. In our previous studies of the bovine growth 
plate we have shown two peaks of gene expression [17]. 
An increase in gene expression in the early prolifera-
tive zone was associated with the upregulation of the 
regulatory growth factors FGF-2 and PTHrP. In con-
trast the second more pronounced peak of gene expres-
sion in the early hypertrophic zone was accompanied 
by the increase in Cbfa1, TGFβ1 and Indian hedgehog 
(Ihh) expression. In the present study we extend the 
previous investigations to explore the relationships of 
gene expression patterns of matrix proteins to oth-
er proteinases and their inhibitors to the cellular and 
extracellular changes that occur in the physis of the 
bovine growth plate. these observations help provide 
more insight into the complex interrelationships of the 
expression of these molecules during this critical stage 
in endochondral ossification.

eXPerimental

Tissue Preparation
Bovine fetuses obtained from a local abbatoir imme-
diately after the slaughter of pregnant cows, were 
transported to the laboratory. Fetal age was deter-
mined by measurement of tibial length [18]. Fetus-
es ranged from 190 to 210 days old. tissue prepara-
tion was essentially as described [2, 8]. Only blocks of 
growth plate with a flat fracture surface were used. 
tissue blocks were trimmed to provide cross-section-
al areas of approximately 25 mm2. One hundred mi-
crometer thick transverse sections were cut parallel to 
the fracture face (using a Vibratome; ted Pella, Inc., 
california, uSA), starting at the fracture face and ex-
tending through the hypertrophic zone into the upper 
proliferative zone of fetal bovine growth plate. they 
represented tissue labeled as A, B, c, and so on, from 
the fracture face. their locations have been previously 
characterized [2, 8]. A series of sections of four growth 
plates was pooled (A with A and B with B, etc.) to per-
mit collection of a sufficient amount of tissue for the 
analyses. Wet weights were determined immediately 
after sectioning: the weights ranged from 10 to 15 mg, 
depending on the sample. the weights of samples A 
and B were lower due to some irregularity of the frac-
ture face.
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Total RNA Isolation and Reverse Transcriptase 
Polymerase Chain Reaction (RT-PCR)
total rnA was isolated by a modification of the method 
of chomczinski and Sacchi, which was described pre-
viously [9]. the rt-reaction was performed using total 
rnA isolated from the cartilage in a total volume of 20 
m1 using SuperScript tMII H-reverse transcriptase 
(as recommended by Invitrogen, canada, Inc.).

Oligo sequences used for Pcr are shown in Table 1. 
Pcr was performed in a total volume of 25 µ1 contain-
ing: 10 mM tris-Hcl, pH 8.3, 1.5 mM Mgcl

2 
, 0.4 mM 

each of dAtP, dGtP, dctP, dttP, 0.8 mM of each 
primer, 1m1 of rt mixture and 2.5 units of Amplitaq 
DnA polymerase (Perkin elmer). the 30 cycles of Pcr 
included denaturation (95°c, 1 min), annealing (50°c, 1 
min) and extension (72°c, 5 min). After agarose (1.6%) 
gel electrophoresis, Pcr products were visualized by 
ethidium bromide staining. GAPDH was used as refer-
ence for gel loading. the band intensities were deter-
mined to be below saturation by dilution analyses. each 
analysis was performed at least 3 times at different di-
lutions of each sample of the original cDnA. the result 
of the single dilution for all the samples in a given set 
which showed most clearly differences in expression 
(e.g.cOL2A1) is presented in Fig. 2 and 3. results were 
analyzed using nIH 1.60 software to determine the 
pixel intensity for each band and autobackground sub-
traction was used to control for background signal (Fig. 
3). these results were reproducible for growth plates 
from three different fetuses.

the isolated clones of each amplified cDnA frag-
ment were sequenced (Sheldon center, McGill univer-

sity) to verify the identity of each cDnA product. to 
confirm the lack of chromosomal DnA contamination 
of rnA samples, Pcr was also performed with rnA 
aliquots. to avoid variation in efficiency between ex-
periments, all sections were simultaneously subjected 
to reverse transcription and all samples of cDnA were 
simultaneously amplified in Pcr.

reSultS and diScuSSion
Sequential transverse sections of the bovine tibial pri-
mary proximal growth plate (Fig.1), which represent 
the hypertrophic (A-c), proliferative (D-J) and resting 
(K-L) zones [17], were generated. using rt-Pcr analy-
ses of sequential transverse sections of the growth plate 
cartilage the expression of markers of chondrocyte pro-
liferation and terminal differentiation has already been 
determined [17]. Here we present our analyses of gene 
expression of ecM proteins, HA synthase-2, and pro-
teinases in the bovine fetal growth plate in the course 
of chondrocyte differentiation. We repeated these anal-
yses several times on different fetuses. the data that is 
shown is representative of our repeated analyses. the 
data describing the expression of GAPDH, cyclin B2, 
COL2A1, COL10A1, osteocalcin, MMP-13 and MMP-9 is 
reproduced from our previous study [17] for reference.

In our rt-Pcr analyses (Fig.2) and its schematic 
presentation in relationship to GAPDH expression (Fig.3) 
the onset of proliferation was defined at section J where 
the upregulation of the cyclin B2 expression is observed. 
the onset of terminal differentiation was considered as 
sample c, where the expression of COL10A1 the marker 
of hypertrophic chondrocytes is first detected.

Fig. 1. Rep-
resentation 
of the organ-
ization of the 
primary growth 
plate showing 
sampling sites 
extending from 
the hypertrophic 
zone through 
the proliferative 
zone into the 
resting zone

Zones Resting Proliferative Hypertrophic

Sections

100 µM

L K J I H G F E D C B A

PRIMARY GROWTH PLATE
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The resting zone
the resting zone (sections L and K) is characterized by 
the expression of extracellular matrix genes, namely 
COL2A1, COL6A3, fibromodulin and decorin being 
highest in section K. HAS-2 expression is more pro-

nounced (in section L) than that of aggrecan in section 
K. Osteocalcin expression is also detected in section 
L. Of the proteinases tested cathepsin K, MMP-14, 
MMP-13 (weakly) and MMP-3 were all expressed in 
this zone. In contrast the expressions of the MMP in-

Table 1. Oligo sequences used for PCR

Genes Forward primer reverse primer

collagenase 3 (MMP-13) GAtAAAGActAtccGAGAc GAGtAAccGtAttGttcG

Membrane type 1-MMP (MMP-
14) GcAtccAGcAActttAtG cAtctGtGAcGGGAActttG

Stromelysin-1 (MMP-3) tGcGtGGcAGtttGctcAGcc GAGGtGActccActcAcAttc

Gelatinase A (MMP-2) GctAcAcAcctGAtctG GAcGGcAAGtAttGttctG

Gelatinase B (MMP-9) GcAGAGGAAtAcctGtAc cAcAAcAtcAcctActG

tissue inhibitor of metalloprotein-
ase-1 (tIMP-1) GAAAActGcAGGAtGGAc cAccAAGAcctAcActGttG

tissue inhibitor of metalloprotein-
ase-2 (tIMP-2) GGAtAtAGAGtttAtctAcAc cAtGAtcccGtGctAcAtctc

tissue inhibitor of metalloprotein-
ase-3 (tIMP-3) cttAGGctGGAGGtcAAcAAG cAAGAAcGAGtGtctGGAc

Osteocalcin (bone Gla protein) ctttGtGtccAAGcAGGA ctAtcGGcGcttctAc

Procollagen type II (cOL2A1) GAAcccAGAAcAAcAcAAtcc GttcGGActtttctcccctct

Procollagen type X (cOL10A1) ctGAGcGAtAccAAAcAcc GtAAAGGtGtAtcActGAGAGG

cyclin B2 GttGActAtGAcAtGGtG GttcGtGcActttGtcttG

Procollagen type VI (cOL6A3) cAtGctttGAtttAcActcG cActGctGGtGtttAtGtG

Fibromodulin cAAGGcAAtAGGAtcAAtG GtttGGcttAtGGAAGGtc

Decorin tGAGtttcAAcAGcAtctctGc GtGAGccttttcAGcAAcc

Aggrecan tGAGGAGGGctGGAAcAAGtAcc tGttccctGcAAttAccAcctcc

Hyaluronan synthase 2 (HAS-2) ctcAtcAAtAAGtGtGGcAG cctAtAtAcctcActAGcc

cathepsin K GtGtGtctGAGAAtGAtGGctG cAGcAAAGGtGtGtAttAtG

Aggrecanase-1 (ADAMtS-4) AccActttGAcAcAGccAttc tGctctcGGAcctGtGGGGGt

Aggrecanase-2 (ADAMtS-5) tGtGctGtGAttGAAGAcGAt ccAtctAccGctcctGcAc

caspase 3 ctGGtAcAGAtGtcGAtGcAG cAttGAGAcAGAcAGtGGtG

Vascular endothelial growth 
factor (VeGF) GttcAtGGAtGtctAtcAG GcAcAAcAAAtGtGAAtGcAG

Plasminogen activator inhibitor 
(PAI-1) GAtccAAGAGGcAAtGcAAttc GAtcAGcGActtActtGGtG

Glyceraldehyde 3-phosphate 
dehydrogenase (GAPDH) GctctccAGAAcAtcAtccctGcc AGctcAtttcctGGtAtGAcAAcG
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hibitors TIMP-1 (strongly) and TIMP-2 (weakly) and 
TIMP-3 (strongly but only in section K) were detected. 
In contrast there was no expression of the gelatinases 
MMP-2, MMP–9 nor of the aggrecanases ADAMTS-4 
and –5 in sections L and K. Caspase 3 was expressed 
only in section K where MMP-3 and TIMP-3 expression 
was strong.

Proliferative zone
the upregulation of cyclin B2 in section J indicates the 
beginning of chondrocyte proliferation in the growth 
plate. this is associated with the downregulation of ex-
pression of all matrix proteins tested, namely COL2A1, 
aggrecan, HAS-2, fibromodulin and decorin, osteocalcin 
as well as TIMPs and proteinases previously upregulat-
ed. no expression of COL6A3 and caspase 3 was detected 
in this section and expression did not reappear until the 
lower proliferative zone in section e and D respectively. 
the expressions of aggrecan, HAS-2, osteocalcin, TIMPs, 
MMP-13 and MMP-14, ADAMTS-4 and –5 were absent 
or markedly reduced in the central proliferative zone.

In section I cyclin B2 expression was downregulated 
although its expression level was up again in section H 
dropping until section D when it rose again. expres-
sion of COL2A1 was maintained until section D when 
it rose with that of COL6A3, fibromodulin, decorin and 
cathepsin K, MMP-13, MMP-3 and caspase 3. chondro-
cytes in section e also expressed COL6A3, fibromodu-
lin, ADAMTS-4 and MMP-9, which also rise in section 
F. expression of TIMPs-1 and –2 started to rise again, 
where MMP-13 and MMP-14 were weakly coexpressed 
with MMP-3 in this region. 

Caspase 3 expression in section D immediately 
preceded that of the hypertrophic chondrocytes phe-
notype identified by expression of COL10A1 in section 
c. this is where cathepsin K expression reached a peak 
with MMP-3 and fibromodulin, COL2A1 and COL6A3. 
Here cyclin B2 was again elevated.

Hypertrophic zone
the onset of hypertrophy in section c was accompa-
nied by the strongest but transient expression of VEGF 
as well as aggrecan and HAS-2. COL2A1 expression 
was maintained but that of COL6A3 was not detected 
in this zone. In section c MMP-13 continued to rise with 
MMP-14, MMP-3, MMP-2 (latter only expressed here) 
and MMP-9. ADAMTS-4 and ADAMTS-5 were strong-
ly expressed with cathepsin K. the inhibitors TIMP-3 
and PAI-1 were markedly increased here.

In section B the proteinases continued to be ex-
pressed (except MMP-2 which was only expressed in 
section c) but less so in the case of the aggrecanases. 
the inhibitors were also expressed but PAI-1 expres-
sion was reduced. 

the late hypertrophic zone of bovine growth plate is 
represented by section A. the gene expression analysis 
of this section revealed the highest expression of cyclin 
B2, caspase 3, COL10A1, COL2A1, HAS-2 and osteo-
calcin. collagenases MMP-13 and MMP-14 were also 
maximally expressed but MMP-2, MMP-3, cathepsin 
K and ADAMTS-4 and -5 were not expressed. MMP-9 
was weakly expressed. Aggrecan and fibromodulin ex-
pression was absent and weak, respectively. TIMPs –1 
and –2 were further elevated, TIMP-3 unchanged and 
PAI-1 was absent. 

the microanalytical methodology, involving rt-
Pcr analyses of sequential transverse sections of the 
primary proximal tibial growth plate, used in this and 
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Fig. 2. A representative RT-PCR analyses of gene expres-
sion in the zones of the growth plate
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Fig. 3. Relative RT-PCR analysis of gene expression shown 
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using NIH1.60 software
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our previous study [17] permits expression analyses of 
the interrelationships of genes that have usually been 
studied individually concerning their involvement in 
chondrocyte differentiation, matrix assembly and re-
modeling in the growth plate. 

From our present studies, combined with our earli-
er analyses, we can observe that each of the principal 
zones of the growth plate is characterized by a distinct 
signature profile of gene expression. thus the resting 
zone (sections L and K) is characterized by the ex-
pression of matrix molecules that include the collagen 
fibrillar network of COL2A1 and the associated pro-
teoglycans fibromodulin and decorin, the filamentous 
collagenous network of COL6A3, the aggrecan network 
with HAS-2 representing the synthesis of hyaluro-
nan, a key component of aggregating proteoglycans. 
there is even a low level of expression of osteocalcin 
better known as a protein expressed by osteoblasts 
and terminally hypertrophic chondrocytes [19]. this 
matrix gene expression is associated with expression 
of caspase 3 for reasons that are unclear. Moreover, a 
low expression level of the proteinases MMP-3, –13, 
-14 is also seen, accompanied by expression of all three 
TIMPs. Although MMPs are regulated both at gene 
expression and protein level, the correspondent local 
increase of collagenase dependent collagen cleavage 
activity at (next to) this area of the growth plate has 
been also observed by us earlier [8]. this expression of 
matrix degradation genes is associated with expres-
sion of caspase 3, indicating the cell apoptosis which ac-
companies chondrocyte proliferation in animal growth 
plate [20]. However at this time matrix assembly dom-
inates but is accompanied by limited matrix remodel-
ling as was suggested by our previous direct analyses 
of matrix collagen and proteoglycan in this growth 
plate [8]. the increased expression of cathepsin K in 
this zone raises questions as to whether this is related 
to either extracellular and /or intracellular activity of 
this proteinase. At this stage it is worthy of note that 
ADAMTS-4 and –5 are not expressed until the hyper-
trophic zone and that evidence for their involvement 
in aggrecan degradation is not seen until hypertrophy 
is observed. upregulation of matrix remodeling genes 
in the area adjacent to the beginning of chondrocyte 
proliferative activity is associated with the strong up-
regulation of proliferative zone related growth factors, 
namely FGF-2, TGFβ2 and PTHrP [17] indicating their 
involvement in the regulation of matrix turnover. 

the upper proliferating growth plate chondrocytes, 
delineated by the increased expression of cyclin B2, 
which is first observed in section J and then H. these 
early proliferative chondrocytes did not show any 
significant changes in relative expression of genes in-
volved in matrix remodeling.

the downregulation of cyclin B2 expression in sec-
tion e, preceding hypertrophy and is associated with 
another expression maximum of matrix remodeling. In 
contrast to resting zone, at this time the upregulation 
of matrix proteins COL2A1, COL6A3 and fibromodulin 
is not accompanied by significant increase in decorin, 
aggrecan and HAS-2 expression. However, as in the 
resting zone, expression of matrix degrading genes 
MMPs and ADAMTS-4 and their inhibitiors TIMPs was 
detected. Fibromodulin has been shown to be strongly 
expressed only in the proliferative zone in the rat and 
mouse growth plates [6, 21]. In contrast previous stud-
ies using sequential transverse sections (200-400mm) 
of bovine growth plate revealed the presence of fibro-
modulin message in all the zones except the lower hy-
pertrophic [22]. Our analyses reveal a 300mm region of 
the proliferating zone lacking significant expression of 
this protein. this study has also revealed that the dis-
tribution of fibromodulin expression in bovine growth 
plate is similar to that of type II collagen as was seen in 
mouse growth plate [23].

the gene expression of another collagen binding 
proteoglycan decorin progressively decreases in the 
proliferative zone confirming earlier data [21, 22]. this 
may be related to the ability of decorin to inhibit bone 
mineralization [23] which we know starts in section H 
in proliferating bovine growth plate chondrocytes [8]. 
Decorin expression is clearly greatest in the resting 
zone and decreases prior to hypertrophy.

In general the gene expression pattern in section D 
immediately preceding the hypertrophic zone is similar 
to that immediately preceding the onset of prolifera-
tion (section K) characterized by the expression of CO-
L2A1, COL6A3, fibromodulin, decorin, MMP-13, MMP-
14, cathepsin K, MMP-3, TIMPs –1, –2 and caspase 3. 
However, at this time there is no aggrecan, little HAS-2 
expression and TIMP-3 expression is also lacking. In 
spite of the similarity in gene expression pattern in sec-
tions K and D including that of caspase 3, the further 
fate of both groups of growth plate chondrocytes is not 
the same. Instead of chondrocyte progression to prolif-
eration it is now to hypertrophy and is accompanied by 
the expression of different regulatory growth factors: 
namely PTHrP and FGF-2 at the onset of proliferation, 
and TGFβ1 and Ihh in the hypertrophic zone [17]. 

Immediately prior to hypertrophy there are some 
clear-cut changes in expression. COL6A3 transiently 
peaks again as does fibromodulin. Type II collagen ex-
pression is also upregulated at this time. As we men-
tioned previously [17], COL2A1 expression was detect-
ed throughout the growth plate. But when Pcr was 
performed using equally diluted samples, three peaks 
of COL2A1 expression were observed in samples K, D, 
and A. the highest level of type II collagen expression 
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in the lower proliferative and upper hypertrophic zones 
was also observed by others [24]. MMP-9 is upregulated 
for the first time as is ADAMTS-4, although both tran-
siently at this stage. Cathepsin K and caspase 3 both 
rise again. the upregulation of the expression of these 
two genes in the proliferative and early hypertrophic 
chondrocytes were also observed in rodent and human 
growth plates [20, 25]. clearly these changes reflect the 
cessation of proliferation and the beginning of hyper-
trophy.

the onset of hypertrophy is characterized by the 
sudden expression of COL10A1. this another gene 
expression maximum is characterized by the upregu-
lation of COL2A1, fibromodulin, aggrecan and HAS-2 
expression and downregulation of COL6A3. the active 
process of ecM remodeling involving type II collagen 
loss mediated by collagenase [8] is accompanied by the 
upregulation of all the collagenases, gelatinases (MMP-
2 and MMP-9), MMP-3, TIMPs and expression of the 
aggrecanases ADAMTS-4 and -5.

Growth plate vascularization is associated with the 
early transient hypertrophic upregulation of VEGF 
and persistent upregulation of MMP-9 expression as 
observed by others [26, 27]. MMP-9 expression clearly 
accompanies the expression of VEGF which is a che-
moattractant and a mitogen for endothelial cells [28]. 
Active blood vessels ingrowth in the hypertrophic zone 
of the growth plate may account for upregulation of 
cyclin B2 expression also seen in section D, c and A. 

the final maximum of gene expression in section A is 
associated with the strong upregulation of collagenases 
MMP-13 and MMP-14, the loss of expression of cathep-
sin K, and ADAMTS-4 and -5 and the maintenance 
or an increased in expression of the MMP inhibitors 
TIMP-1, TIMP-2 and TIMP-3 and is accompanied by 
an increase in the expression of COL2A1, decorin and 
HAS-2. no expression of aggrecan or type VI collagen is 
detected at that time but osteocalcin is again expressed. 
the downregulation of fibromodulin expression seen 
here in the late hypertrophic zone has previously been 
established [21, 22]. 

Overall, by using the enlarged bovine physis our 
study provides an original insight into the interrela-
tionships of gene expression in chondrocyte prolifer-
ation and differentiation associated with extracellular 
matrix assembly, mineralization, and vascularization. 
Our approach is the first sequential presentation of 
various genes in one study that permits an analysis of 
individual gene expression changes associated both 
with respect to their alterations in the continuum 
of chondrocyte differentiation ending in cell death 
through the growth plate. It also allows for a compari-
son of the expression of various genes in each individu-
al 100um zone of the bovine physis. 

In this respect upregulation of a gene in a distinct 
zone of the growth plate indicates its involvement in 
the processes associated with exact phase of chondro-
cyte differentiation. In contrast, downregulation of a 
gene indicates that its function is less important in that 
zone of the growth plate. In view of this the previous-
ly observed biphasic character of MMP-13 expression 
in rodent growth plate [29] was supplemented by our 
original observation that that is not a case for MMP-9 
and -2, expressions of which were associated only with 
pre-hypertrophic and hypertrophic phases of chondro-
cyte differentiation. this further indicates the impor-
tance of collagenases MMP-13, Mt1-MMP, MMP-3, 
and cathepsin K in extracellular matrix remodeling 
associated with further synthesis of chondrocyte-spe-
cific matrix supported by upregulation of extracel-
lular matrix-related molecule expression here and in 
the following proliferative zone of the growth plate. In 
contrast, upregulation of MMP-9, -2, and both aggre-
canases associated only with chondrocyte hypertrophy 
indicates their destructive activity in respect to chon-
drocyte-specific matrix. Moreover, the observed differ-
ences in matrix degrading molecule expression might 
be related also to differences in regulation of their ex-
pression as we previously reported [17] and differential 
growth factor profiles associated with early prolifera-
tive and hypertrophic zones in the bovine growth plate.

It is worth noting that early upregulation of genes 
involved in mineralization in the midst of proliferative 
zone in bovine growth plate observed in our previous 
studies [8] is also associated with upregulation of the 
genes related to extracellular matrix-related mole-
cule expression, their inhibitors and vascularization 
markers: overt mineralization occurs later in the hy-
pertrophic zone. this suggests that any alteration in 
chondrocyte metabolic activity is associated with spe-
cific extracellular matrix remodeling, which affects its 
properties and subsequent bone formation.

therefore, our results indicating fluctuations in gene 
expression for extracellular matrix molecules, protein-
ases and their inhibitors in the bovine growth plate 
were expected. However, the exact profile of each gene 
pattern could not be predicted with accuracy prior to 
completion of this study. 

concluSionS
the data presented here further define the complex 
changes and interrelationships in gene expression in 
the physis of the growth plate that occur in the course 
of chondrocyte maturation associated with matrix 
assembly, remodeling, cell proliferation, differentia-
tion, vascular invasion and cell death. this investiga-
tion draws attention to distinct phases of expression 
of matrix molecules, proteinases and their inhibitors 
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and their relationships to the physiological events and 
regulatory molecules that are part of endochondral os-
sification.

This study was funded by Shriners Hospitals for 
Children and Canadian Institutes of Health 
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abStract Selective serotonin reuptake inhibitors (SSRIs), including fluvoxamine, are widely used to treat 
depressive disorders in pregnant women. These antidepressants effectively penetrate through the placental 
barrier, affecting the fetus during the critical phase of neurodevelopment. Some clinical studies have linked 
prenatal exposure to SSRIs with increased neonatal mortality, premature birth, decreased fetal growth and 
delay in psychomotor development. However, the effects of prenatal exposure to SSRIs remain unknown. The 
administration of SSRIs in rodents during the first postnatal weeks is considered as an model for studying the 
effects of prenatal SSRIs exposure in human. The aim of this work was to study the acute effects of chronic flu-
voxamine (FA) administration in white rat pups. The study was carried out in male and female rat pups treated 
with FA (10 mg/kg/day, intraperitoneally) from postnatal days 1 to 14. The lethality level, body weight, age of 
eye opening, and motor reflex maturation were recorded. The contents of biogenic amines and their metabolites 
in different brain structures were also determined. It was shown that neonatal FA administration led to in-
creased lethality level, reduced body weight, and delayed maturation of motor reflexes. Furthermore, increased 
noradrenalin level in hypothalamus, serotonin level in hippocampus and serotonin metabolite 5-HIAA level in 
frontal cortex, hypothalamus, hippocampus, and striatum were observed in drug-treated animals compared to 
the control group. We can conclude that the altered activity of the serotoninergic system induced by fluvox-
amine administration at early developmental stages leads to a delay in physical and motor development.
KeyWordS biogenic amines; fluvoxamine; neonatal administration; psychomotor development; selective sero-
tonin reuptake inhibitors.
abbreViationS DA – dopamine; DOPAC – 3,4-dihydroxyphenylacetic acid; FA – fluvoxamine; 5-HIAA – 5-hy-
droxyindoleacetic acid; 5-HT – serotonin (5-hydroxytryptamine); HVA – homovanillic acid, IC – intact control, 
NA – noradrenalin, PND – postnatal day, SERT – serotonin transporter, SSRI – selective serotonin reuptake 
inhibitors.

introduction
Depression is a common mental disease that occurs in 
more than 10% of the population. Women are much 
more susceptible to depression than men. Depressive 
symptoms are registered in 14–23% of women during 
the gestation period [1]. Selective serotonin reuptake 
inhibitors (SSrIs) have recently become the first-
choice medications for depressive disorders, and their 
use is constantly on the rise. this group of drugs in-
cludes fluoxetine, citalopram, fluvoxamine (FA), par-
oxetine, sertraline, and others. All SSrIs have a similar 

mechanism of action despite differences in their chem-
ical structures [2]. the target of the action of SSrIs is 
the serotonin transporter (Sert) that is responsible 
for mediator reuptake from the synaptic cleft. Sert 
blockade increases serotoninergic neurotransmission. 
SSrI antidepressants are used to treat depressive dis-
orders in pregnant and nursing women. According to 
various sources, 6–13% of women in their gestation pe-
riod are currently taking SSrIs [3, 4]. Moreover, dura-
tion of intake and daily doses of the prescribed drugs 
increase [5]. SSrIs effectively penetrate through the 
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placental barrier and are present in the amniotic flu-
id, umbilical blood, and fetal plasma [6]. the content of 
various antidepressants of this group in umbilical blood 
constitutes from 70 to 86% of the respective content in a 
mother’s blood; thus, the fetus is exposed to physiologi-
cally active SSrI doses [7]. However, the consequences 
of SSrI influence on a developing organism have been 
poorly studied so far. the results of clinical studies are 
extremely contradictory. Some works report no effect 
of drug exposure on the pregnancy complications and 
conditions of newborns [8–10]. Other data indicate 
negative effects from SSrI exposure on pregnancy 
outcomes: an increase in the number of spontaneous 
miscarriages and neonatal mortality, higher risk of 
premature birth, and a decrease in the birth weight 
were observed [1, 3, 11]. Symptoms of poor neonatal 
adaptation occurred in 15–30% of newborns prenatal-
ly exposed to SSrIs (neonatal withdrawal syndrome). 
respiratory impairment, hypoglycemia, unstable body 
temperature, sleep disturbances, hyperexcitability, 
and convulsions are observed in infants during the first 
days of life. the indicated symptoms disappear dur-
ing 1–2 weeks [1, 7]. Moreover, SSrI exposure during 
pregnancy (especially the last trimester) leads to a low-
er Apgar score of the newborns, delayed psychomotor 
development, sleep disturbances, persistent pulmo-
nary hypertension, and cardiovascular disorders [2, 3, 
6, 12, 13]. All the listed effects are observed in the early 
neonatal period (from birth to 6 months). Information 
about the delayed effects of prenatal SSrI exposure is 
limited due to time-consuming nature and complexity 
of such studies [13, 14]. As it has been previously men-
tioned, the results of clinical studies of prenatal SSrI 
exposure effects are rather contradictory. the reason 
for that may be the large heterogeneity of the preg-
nant women sampling used for the study. Women with 
different severity of depression, taking different drugs 
of the SSrI group in different doses and at different 
pregnancy stages, could be included in one group [11].

effects of exposure to SSrI drugs on the develop-
ing brain are being actively studied in experiments on 
animals, mostly rodents. the third trimester of preg-
nancy is the period of human cnS development most 
sensitive to the action of SSrI [12]. It is very difficult 
to compare the development of human and rodent 
brains in the right way; however, data on cnS matu-
ration (including the serotoninergic system) allow one 
to compare the last trimester of human pregnancy with 
the first weeks of life of rats [15, 16]. therefore, SSrI 
effects during the first weeks of a rat’s life can be re-
garded as a model for studying the prenatal effects of 
this group of drugs during the third trimester of hu-
man pregnancy [17]. It was experimentally shown that 
chronic administration of SSrIs in the neonatal period 

causes long-term alterations in animal behavior. Adult 
rats and mice administered SSrIs during the first 
weeks of life displayed increased anxiety and depres-
sion, abnormalities in eating behavior, and alterations 
in the activity of the serotoninergic system [17, 18].

thus, clinical studies of the effects of prenatal SSrI 
exposure are mostly focused on neonatal abnormali-
ties, with data on the delayed effects of the exposure 
being limited. On the contrary, animal experiments 
are mostly aimed at estimating the long-term effects 
of perinatal SSrI administration [15]; studies of the 
neonatal effects are scarce [4, 19, 20]. However, studies 
of the acute effects of neonatal SSrI administration 
in animals are required to prove the adequacy of the 
experimental models in use.

Fluvoxamine is a modern antidepressant belonging 
to the SSrI group. Fluvoxamine is similar to fluoxetine 
in its pharmacological properties, but it is highly ef-
fective and selective [21] and possesses anxiolytic ac-
tivity. the effects of neonatal FA administration have 
not been studied so far. In the present work, we have 
studied the influence of chronic neonatal fluvoxamine 
administration on the physical development and the 
state of the serotoninergic system in white rat pups.

eXPerimental
experiments were performed using both male and 
female pups of outbred white rats. the animals were 
kept under standard vivarium conditions with free ac-
cess to food and water and a 12-h light regimen. the 
pups’ date of birth was considered postnatal day zero 
(PnD 0). two series of experiments were carried out.

the first series included 10 litters; the pups in each 
litter were divided into 3 groups: intact control (“Ic”), 
control (“cOn”) and fluvoxamine (“FA”). the use of 
the “Ic” group was necessary to estimate the influ-
ence of everyday experimental manipulations on the 
observed parameters. no differences were found be-
tween the “Ic” and “cOn” groups in the first series 
of experiments: therefore, for 10 litters used in the 
second series of experiments each litter was divided 
only into 2 groups (“cOn” and “FA”) in order to reduce 
the number of animals used. rats from the “Ic” group 
were subjected to everyday handling without drug ad-
ministration from PnD 1 to PnD 14. Animals from the 
“cOn” group were administered water for injections 
at 2 ml per kg of body weight by intraperitoneal (IP) 
injection, daily from PnD 1 to PnD 14. rats from the 
“FA” group received IP injections of fluvoxamine (flu-
voxamine maleate, Sigma) at 10 mg/kg of weight, daily 
from PnD 1 to PnD 14.

the age of eye opening and body weight of animals 
were registered in order to estimate the physical devel-
opment of the pups. the level of psychomotor develop-
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ment was assessed in “righting reflex”, “gait reflex”, 
and “negative geotaxis reflex” tests. “righting reflex”: 
a 6-day-old rat pup was placed in the supine position, 
noting the time needed for the animal to turn over (4 
paws on the ground). “Gait reflex”: a 10-day-old rat 
pup was placed in the center of a circle 13 cm in diam-
eter, noting the time needed for the animal to crawl out 
of the circle. “negative geotaxis reflex”: a 12-day-old 
rat pup was placed on a 30-cm-long inclined surface 
(45°), with its head oriented towards the slope, noting 
the time needed for the animal to turn around, 180° [19, 
20].

In order to study the effects of neonatal FA admin-
istration on the content of biogenic amines and their 
metabolites in a rat’s brain, some animals were decapi-
tated at the age of PnD 16 (48 h after the last injection). 
Brains were extracted with the following structures 
separated: frontal cortex, hypothalamus, hippocampus, 
and striatum. the specimens were rapidly frozen in liq-
uid nitrogen and further stored at –70°С. Brain tissues 
were homogenized. High-performance liquid chroma-
tography was used to determine the concentrations of 
biogenic amines and their metabolites, noradrenalin 
(nA), serotonin (5-Ht), 5-hydroxyindoleacetic acid (5-
HIAA), dopamine (DA), homovanillic acid (HVA), and 
3,4-dihydroxyphenylacetic acid (DOPAc).

Statistical data analysis
the results were analyzed using the Statistica soft-
ware package. the lethality levels in the groups were 
compared using the “difference between two pro-
portions” test. Body weight data were analyzed by a 

two-way AnOVA for repeated measurements, with 
gender and group as between subject factors. the two-
way AnOVA (gender × group) was used to compare 
the age of eye opening and psychomotor development 
of pups; post hoc testing was carried out by the LSD 
test. the content of biogenic amines in the brain was 
analyzed by a two-way AnOVA (gender × group or 
litter × group). the group means for normalized values 
of the contents of biogenic amines were compared us-
ing the Mann-Whitney test. the data in the figures are 
presented as the means ± standard error of the means. 
Differences were considered to be statistically signifi-
cant with p < 0.05.

reSultS
the experiments were performed using both male and 
female animals. Application of the two-way AnOVA 
(factor 1 – group; factor 2 – gender) revealed no sig-
nificant effect of the gender or interaction between the 
two factors in all the performed tests, allowing us to 
present the results obtained for the whole group of rats.

the lethality level in animal groups was estimated 
during the experiment. 100% of rats survived in the 
“Ic” group by PnD 16; 95.1%, in the “cOn” group; and 
85.5%, in the “FA” group (Fig. 1). Daily intraperitoneal 
injections of the solvent caused an increased lethality 
in the control group of rats; however, no statistically 
significant differences were observed compared to the 
intact control (p > 0.20). chronic neonatal FA adminis-
tration led to a significant increase in the lethality level 
compared to the control (p < 0.03).

Analysis of the eye opening age in pups with neona-
tal fluvoxamine administration indicated no significant 
effect of gender (F1,193 

= 2.73, p > 0.10) and statistically 
significant effect of group (F

2,193 
= 3.57, p < 0.03).. Post 

hoc analysis showed the presence of a slight but statis-
tically significant decrease in the eye opening age in the 
“FA” group compared to the “Ic” and “cOn” groups 
(Fig. 2). 86.3% of the animals in the group of rats that 
received FA opened their eyes by the 16th day of life, as 
compared to 70.7% in the control group and 67.7% in the 
“Ic” group (p < 0.03).

the measurement of the body weight revealed sta-
tistically significant differences between newborn pups 
in the control groups in the first and the second experi-
mental series (6.14 ± 0.13 and 6.50 ± 0.08 g, p < 0.01), 
while no initial differences between the “FA” and 
“Ic” groups and the respective control groups were 
detected. Figure 3 shows the change in the rats’ body 
weight in the “FA” and “Ic” groups as compared to the 
respective control groups. In all experimental groups, 
the body weight increased from PnD 1 to PnD 16 
(F

15,2325 
= 4058.8; p < 0.001 and F

15,930 
= 1557; p < 0.001, 

Fig. 3А and 3B, respectively). the effect of the gender 

Fig. 1. Effect of neonatal fluvoxamine administration on the 
lethality level in rats. X-axis – the age of rats, Y-axis – the 
number of survived animals as a percentage of the initial 
number of rats in the group (“IC” n=34, “CON” n=90, 
“FA” n=88). * – significant difference from the control, 
# – significant difference from “IC” group (difference 
between two proportions) (p<0.05)
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on the body weight was not statistically significant in 
the first and the second experimental series (F

1,62 
= 0.70; 

p > 0.40 and F
1,155 

= 0.10; p > 0.80, respectively). com-
parison of the “Ic” and “cOn” groups revealed no sig-
nificant effect of the group on the body weight change 
in rats (F

1,62 
= 0.01; p < 0.98). In the case of “cOn” and 

“FA” groups, a significant effect of the group on the 
weight gain was revealed (F

1,155 
= 4.1; p < 0.04). there-

fore, daily intraperitoneal injections of the solvent did 
not affect the weight gain, while FA administration de-
celerated the growth of the animals.

no statistically significant effects of gender on the 
development of motor reflexes in the rats were ob-
served (F

1,68 
= 0.17; p > 0.65 in the “righting reflex” 

test and F
1,35 

< 0.10; p > 0.80 in the “negative geotaxis 
reflex” and “gait reflex” tests). At the same time, the 
group significantly affected the response time in the 
“righting reflex” (F

2,68 
= 4.37; p < 0.04) and “negative 

geotaxis reflex” (F
2,35 

= 4.38; p < 0.05) tests, while there 
was no effect on rat behavior in the “gait reflex” test 
(F

2,35 
= 0.67; p = 0.52). Post hoc analysis revealed no 

significant differences between the “Ic” and “cOn” 
groups. the values of the registered parameters were 
statistically significantly higher in the “FA” group 

Fig. 2. Effect of neonatal fluvoxamine administration 
on the age of eye opening (“IC” n=33, “CON” n=86, 
“FA” n=75). * – significant difference from the control, 
# – significant difference from the “IC” group (LSD test) 
(p<0.05)
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compared to the control and “Ic” groups (Fig. 4).
the contents of biogenic amines and their metabo-

lites in a rat’s brain were measured on PnD 16. the 
results are shown in Table. We observed no signifi-
cant influence of gender on the registered parameters 
(F < 3.0; p > 0.10). Animals from five litters (3–4 rats 
from each group in every litter) were used for mea-
surements. Application of the two-way AnOVA (factor 

1 – group; factor 2 – litter) showed that the group sig-
nificantly affected the following parameters: 5-HIAA 
content in hippocampus (F

2,38 
= 4.36; p < 0.02), frontal 

cortex (F
2,36 

= 3.55; p < 0.04)
 
and striatum (F

2,40 
= 12.13; 

p < 0.001), as well as nA, 5-HТ and 5-HIAA contents in 
hypothalamus (F

2,40 
> 4.5; p < 0.02). no significant influ-

ence of the group on the levels of DA and its metabo-
lites was registered in any studied structure (F < 2.60; 
p > 0.10). Moreover, a significant influence of the lit-
ter on most parameters was noted (F > 2.95; p < 0.05), 
pointing to the variability of parameters in different 
litters. no significant interaction between the factors 
group and litter was observed (F < 1.50; p > 0.20). the 
values of the parameters for each litter were normal-
ized to the respective controls to eliminate the influ-
ence of the litter. Further analysis revealed no statisti-
cally significant differences in the contents of biogenic 
amines and their metabolites in the studied brain 
structures between the “Ic” and “cOn” groups. In the 
“FA” group, a significant increase in nA content was 
observed in hypothalamus, as well as 5-Ht content in 
the hippocampus and 5-HIAA content in all structures 
compared to the control (Fig. 5). 5-HIAA/5-Ht ratio 
in the “FA” group in all structures was significantly 
higher than that in the “cOn” group. A statistically 
significant increase in 5-Ht contents in hippocampus 
and hypothalamus, nA content in the hypothalamus 
and 5-HIAA contents in hippocampus, hypothalamus 
and striatum, along with an increase in 5-HIAA/5-Ht 

Table. Contents of biogenic amines and their metabolites (nmol/g tissue) in different brain structures

Biogenic 
amines 

and their 
metabo-

lites

Frontal cortex Hippocampus Hypothalamus Striatum

Ic cOn FA F (p) Ic cOn FA F (p) Ic cOn FA F (p) Ic cOn FA F (p)

nA
0.40 

± 
0.07

0.36 
± 

0.02

0.39 
± 

0.04

0.96 
(0.39)

0.72 
± 

0.11

0.76 
± 

0.10

0.86 
± 

0.12

0.56 
(0.57)

3.10 
± 

0.21

3.37 
± 

0.10

3.63 
± 

0.10

4.50 
(0.02)

0.50 
± 

0.14

0.67 
± 

0.17

0.55 
± 

0.14

0.48 
(0.62)

DA
0.11 

± 
0.01

0.18 
± 

0.03

0.16 
± 

0.03

2.26 
(0.12)

0.05 
± 

0.01

0.08 
± 

0.02

0.05 
± 

0.01

1.93 
(0.16)

0.96 
± 

0.07

1.21 
± 

0.10

1.09 
± 

0.06

2.63 
(0.09)

19.93 
± 

0.63

19.72 
± 

0.76

18.74 
± 

0.70

1.02 
(0.37)

DOPAc
0.11 

± 
0.04

0.07 
± 

0.02

0.05 
± 

0.02

1.64 
(0.21)

0.17 
± 

0.02

0.17 
± 

0.02

0.16 
± 

0.02

1.92 
(0.16)

0.38 
± 

0.05

0.35 
± 

0.05

0.44 
± 

0.04

0.74 
(0.48)

3.46 
± 

0.15

3.46 
± 

0.16

3.31 
± 

0.17

0.21 
(0.81)

HVA
0.21 

± 
0.04

0.19 
± 

0.04

0.10 
± 

0.02

2.37 
(0.12)

0.54 
± 

0.17

0.75 
± 

0.12

0.75 
±0.16

0.65 
(0.53)

0.37 
± 

0.05

0.31 
± 

0.04

0.35 
± 

0.04

0.60 
(0.55)

2.49 
± 

0.20

2.56 
± 

0.13

2.68 
± 

0.11

0.25 
(0.78)

5-Ht
1.16 

± 
0.09

1.16 
± 

0.05

1.19 
± 

0.08

0.40 
(0.67)

1.22 
± 

0.06

1.23 
± 

0.03

1.30 
± 

0.04

1.33 
(0.28)

2.47 
± 

0.15

2.92 
± 

0.11

3.04 
± 

0.11

8.33 
(0.001)

1.15 
± 

0.06

1.27 
± 

0.06

1.36 
± 

0.09

1.09 
(0.35)

5-HIAA
0.44 

± 
0.03

0.41 
± 

0.03

0.47 
± 

0.03

3.55 
(0.04)

0.95 
± 

0.07

0.96 
± 

0.05

1.07 
± 

0.06

4.36 
(0.02)

1.49 
± 

0.12

1.68 
± 

0.09

1.89 
± 

0.10

7.78 
(0.002)

1.22 
± 

0.08

1.32 
± 

0.09

1.49 
± 

0.09

12.13 
(0.001)

Fig. 4. Effect of neonatal fluvoxamine administration on the 
latency time in righting reflex (PND 6; “IC” n=16, “CON” 
n=30, “FA” n=28) and in negative geotaxis reflex (PND 
10; “IC” n=13, “CON” n=14, “FA” n=14). * – significant 
difference from the control, # – significant difference from 
“IC” group (LSD test) (p<0.05)
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ratio in the hippocampus compared to the intact con-
trol were registered in the group of rats received FA. 
Moreover, a tendency towards increasing 5-HIAA level 
in the frontal cortex and increasing 5-HIAA/5-Ht ra-
tio in the hypothalamus and striatum compared to the 
intact control was observed (p < 0.10).

diScuSSion
comparison of the data obtained for the intact control 
and the control groups allows one to conclude that dai-
ly intraperitoneal injections of the solvent during the 
first 14 days of life do not lead to any statistically sig-
nificant increase in the lethality level and do not cause 
significant changes in the rate of somatic growth, time 

of eye opening, and the development of motor reflexes, 
and therefore do not affect physical and sensomotor 
development of the animals. Moreover, daily injections 
of the solvent do not influence the state of the biogenic 
amine system in the brain of 16-day-old rats. there-
fore, these experimental manipulations cause no signif-
icant changes in the physiological and neurochemical 
parameters registered in the present work.

A significant increase in the lethality level was noted 
in the group of rats that received daily FA injections 
compared to the control groups of animals. Moreover, 
a decelerated weight gain was observed in the “FA” 
group. negative effects of neonatal administration of 
SSrI drugs on the change in body weight in the ani-
mals were registered in several studies. thus, adminis-
tration of citalopram [20], sertraline [19, 22], and fluox-
etine [18] during the early development period in rats 
causes growth deceleration. the serotoninergic system 
is known to play an important role in the regulation of 
appetite and food consumption. Drugs that increase 
the extracellular 5-Ht content also display marked an-
orexigenic activity [23]; therefore, it cannot be exclud-
ed that the SSrI effect on the weight gain is linked to 
the anorexigenic effects of 5-Ht. However, it was also 
shown that neonatal SSrI administration leads to the 
development of the hypermetabolic state in mice [22]. 
the increase in the metabolism level in animals that 
received FA may also be a reason behind the deceler-
ated weight gain.

We have also shown that rat pups that received 
fluvoxamine injections opened their eyes earlier com-
pared to the control animals. Monoamines are known 
to act as trophic factors during the active development 
of the nervous system. During the prenatal and early 
postnatal periods, serotonin serves as a signal factor in 
cell proliferation and differentiation in the nervous tis-
sue; it also influences the development of the epithelial 
tissue [15, 24]. It was shown that neonatal administra-
tion of the serotonin precursor 5-hydroxytryptophan 
leads to earlier eye opening [25]. It can be assumed that 
the increase in the activity of the serotoninergic sys-
tem during this period accelerates the development of 
the visual analyzer. It is likely that this phenomenon 
explains the earlier eye opening in the group of rats re-
ceiving fluvoxamine injections.

We have registered an increase in the run-time for 
the righting and negative geotaxis reflexes in the group 
of rats receiving fluvoxamine injections, pointing to the 
deceleration in the maturation of motor reflexes. the 
delay in the development of motor reflexes was ob-
served by Diero et al., who showed a delayed matura-
tion of reflexes in the rats that were neonatally admin-
istered sertraline [19] and citalopram [20]. therefore, 
SSrI administration to rats during the early postnatal 

Fig. 5. Effect of neonatal fluvoxamine administration on 
the contents of noradrenalin, serotonin and its metabolite 
5-HIAA in different brain structures. Y-axis – parameter 
values normalized to the control (“IC” n=18, “CON” 
n=19, “FA” n=18). * – significant difference from the 
control, # – significant difference from the “IC” group 
(Mann-Whitney U test) (p<0.05)
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period causes abnormalities in the development of mo-
tor functions. the changes in the content of biogenic 
amines caused by pharmacological or stress impacts 
during intensive brain development may lead to irre-
versible morphological and functional changes in the 
cnS [26]. thus, neonatal fluoxetine administration de-
creases the number and size of 5-Ht neurons in dorsal 
raphe nuclei and the quantity of 5-Ht terminals in the 
hippocampus [27]. the increase in the serotonin content 
in the brain during the developmental period impairs 
axon myelination [28]. neonatal SSrI impact causes 
morphological changes in neurons of the striatum and 
motor cortex: it reduces the length and branching of 
dendrites and the density of dendritic spines [17]. these 
changes may lead to the delay in the development of 
motor functions [28].

Our experiments showed that neonatal FA adminis-
tration causes a deceleration of the somatic growth, de-
crease in eye opening age, and delay in the maturation 
of motor reflexes. the eye opening age and the changes 
in body weight reflect the level of animal’s physical de-
velopment, while dynamic tests for the execution of 
motor reflexes allow one to estimate the maturation 
of the vestibular system. the multidirectional effects 
of neonatal influences on physical and motor develop-
ment of animals was demonstrated in several studies. 
thus, neonatal stress caused by long-term maternal 
deprivation leads to a decrease in the eye opening age 
and a delay in the maturation of motor reflexes. this 
was accompanied by an increase in the activity of the 
serotoninergic system in animals [29]. the influence 
of neonatal FA administration on the eye opening age 
is probably associated with its trophic function at the 
early stages of ontogenesis, since the acceleration of the 
development of nervous and epithelial cells may cause 
earlier maturation of the visual analyzer. the negative 
effect of FA on the maturation of motor reflexes can 
be determined by the morphological changes in cnS 
caused by neonatal SSrI administration. these chang-
es impair the formation of connections between brain 
structures that may cause a delayed maturation of mo-
tor functions [28].

In our experiments, the levels of biogenic amines and 
their metabolites were measured 48 h after the last FA 
injection. Fluvoxamine has the shortest duration of 
action among all SSrI drugs; the half-life of this anti-
depressant is 15–17 h, while its metabolites exhibit no 
physiological activity [30]. therefore, the withdrawal 
effects can be observed after 48 h. the experiments 
on adult animals showed that the content of serotonin 
metabolite 5-HIAA and 5-HIAA/5-Ht ratio in vari-
ous brain structures increased after discontinuation of 

chronic SSrI administration to rats [30–32]. Depending 
on the duration of the drug’s action, the effect devel-
ops 48–72 h after the last injection and persists for up 
to 2 weeks [33]. According to our data, discontinuation 
of FA administration to 14-day-old rats also increases 
5-HIAA content and 5-HIAA/5-Ht ratio in various 
brain structures. the 5-HIAA/5-Ht ratio is an index 
of the serotonin turnover in the brain; an increase in 
this ratio indicates that the activity of the 5-Ht system 
has increased.

According to the clinical data, an abrupt discon-
tinuation of SSrI administration causes a withdrawal 
syndrome that includes the following symptoms: psy-
chomotor agitation, anxiety, sleep disorders, vertigo, 
etc. the probable mechanism of this syndrome is an in-
crease in the activity of the brain serotoninergic system 
[30]. Impairment of neonatal adaptation was noted for 
15–30% of newborns who received SSrI prenatally [1]. 
Most researchers also attribute these impairments to 
the termination of the drug’s action [7, 11]. It can be 
assumed that the neonatal withdrawal syndrome is as-
sociated with the increased activity of the 5-Ht system 
after termination of SSrI action, similarly to adult pa-
tients. Our data on the increase in the serotonin turn-
over rate in animals after the completion of the neo-
natal fluvoxamine administration course confirm this 
assumption.

numerous clinical studies indicate that prenatal 
SSrI exposure (especially during the third trimester) 
negatively influence pregnancy outcomes and condi-
tions of newborns. An increased number of sponta-
neous miscarriages and neonatal lethality, decreased 
birth weight, and further impairments of neonatal ad-
aptation and delay in psychomotor development were 
noted [3, 11, 34]. the present work shows that chronic 
administration of the selective serotonin reuptake in-
hibitor fluvoxamine to white rat pups from the 1st to 
14th days of life leads to an increase in the lethality lev-
el, deceleration of somatic growth, and delay in motor 
development. Moreover, increased activity of the sero-
toninergic system in response to the discontinuation of 
drug administration is observed in various brain struc-
tures. Our data allow us to conclude that SSrI admin-
istration to rat pups during the first weeks of life can 
be considered as an adequate model for studying the 
prenatal effects of this drug group in humans.
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abStract The complete decipherment of the functions and interactions of the elements of the riboflavin bi-
osynthesis operon (rib operon) of Bacillus subtilis are necessary for the development of superproducers of this 
important vitamin. The function of its terminal ribT gene has not been established to date. In this work, a search 
for homologs of the hypothetical amino acid sequence of the gene product through databases, as well as an 
analysis of the homolgs, was performed; the distribution of secondary structure elements was theoretically 
predicted; and the tertiary structure of the RibT protein was proposed. The ribT gene nucleotide sequence was 
amplified and cloned into the standard high-copy expression vector pET15b and then expressed after induction 
with IPTG in E. coli BL21 (DE3) strain cells containing the inducible phage T7 RNA polymerase gene. The ribT 
gene expression was confirmed by SDS-PAGE. The protein product of the expression was purified by affinity 
chromatography. Therefore, the real possibility of RibT protein production in quantities sufficient for further 
investigation of its structure and functional activity was demonstrated.
KeyWordS proteomics; bioinformatics; homology search; theoretical protein structure; gene cloning; inducible 
expression.

the main stages in the riboflavin biosynthesis in 
Bacillus subtilis cells have been elucidated pre-
viously. this process turns out to be controlled 

by two regions of the genome: the rib operon and the 
bifunctional flavokinase/FAD synthase gene, ribc, 
which is part of the truB-rpsO operon [1, 2]. the rib op-
eron, which controls the overall pathway of riboflavin 
production, starting with guanosine-5’-triphosphate 
(starting precursor), consists of five nonoverlapping 
genes. these are four consecutive structural genes: 
ribG (encodes bifunctional aminopyrimidine deam-
inase/uracil reductase), ribB (riboflavin synthase 
gene), ribA (GtP cyclohydrolase gene), ribH (lumazine 
synthase gene), as well as ribt, the operon’s terminal 
gene, whose function has not been determined so far. 
Furthermore, this operon contains three regulatory 
elements: the ribO regulatory region with the major 
promoter P1 and two additional internal promoters P2 
and P3.
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Fig. 1. Secondary structure elements predicted for the 
ribT gene product
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Previously, we determined the relative functional 
activity of all three operon promoters [3]. In this case, a 
paradox came to light: the P2 and P3 promoters, when 
tested separately within corresponding fragments of 
the operon, differed considerably in their transcrip-
tional activity. the activity of the P3 promoter, which 
regulates ribt gene transcription, exceeded several 
times the major P1 promoter activity. the P2 promot-
er, on the contrary, was tens of times weaker than P1. 
However, neither P2 nor P3 is regulated by flavins, 
but it is known that when the entire rib operon is tran-
scribed under the major P1 promoter control, all ele-
ments of the operon are transcribed in concert to form 
a polycistronic mrnA [4]. And this is despite the pres-
ence of several promoters that differ in their transcrip-
tional activity and regulatory mechanisms.

the ribt (ypzK in other nomenclatures) gene func-
tion still remains quite unclear. Indirect indications 
have been obtained that mutations in the ribt gene af-
fect the rib operon activity and riboflavin accumula-
tion. For example, Perkins et al. [5] demonstrated that 
the ribt gene inactivation does not lead to riboflavin 
auxotrophy, but it significantly reduces the riboflavin 
yield in producer strains. this suggests that the ribt 
gene function is important for the riboflavin biosynthe-
sis, but it may become limiting at maximum intensity of 
riboflavin biosynthesis.

therefore, elucidating the function of a ribt gene 
product may provide additional opportunities for the 
development of commercially promising superproduc-
ers of riboflavin, which is one of the most important 
vitamins.

Fig. 2. Multiple alignment of the amino acid sequence of the ribT gene protein product to the assumed homologs (the 
description of the color scheme is provided at http://www.jalview.org/help/html/colourSchemes/clustal.html)
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Based on the known nucleotide sequence of the ribt 
gene, the amino acid sequence of its protein product 
was deduced. the hypothetical protein consists of 124 
amino acids and has a molecular weight of 14.5 kDa. 
the prediction of the regions that form, with a high 
probability, the elements of the secondary structure 
(Fig. 1) was made using the PSIPreD service [6].

then, based on this sequence, the search for homo-
logs was carried out and a multiple alignment of the se-
quence of the ribt gene protein product was performed 
using the clustal software [5] only among the proteins 
with structures deposited in the PDB [7] (Fig. 2).

Of them, 1n71, 3FrM, 2G3A, 1Z4r, 3eY5, 2K5t, 
and 3BLn were selected, and based on homology, the 
structure presented in Fig. 3 was built. Since acetyl 
coA is present in the crystal structures of some ho-
mologous proteins, ligand docking to the hypothetical 
structure was carried out using the Molsoft IcM Pro 
software package [8].

Since most of the selected homologous proteins (ex-
cept 3FrM, whose function is unknown) were acetyl 
transferases, the hypothetical ribt gene product could 
be assumed also to belong to this class of enzymes.

We assumed that the role of this gene’s protein prod-
uct might be the acetylation of the n(5) atom of flavins 
that results in the production of their reduced forms 
and maintains a high transcriptional level for the rib 
operon. Previously, with our participation, the mecha-
nism of transcriptional inhibition through the direct in-
teraction of flavins with the leader sequence of mrnA 
was established [9]. the consistency of our assumption 
is confirmed by the fact that the inhibitory transcrip-
tional interaction with the leader sequence of a sensory 
rnA is performed by the oxidized form of FMn [10]. 

therefore, the acetyl reduction produced by the ribt 
gene product may be important for maintaining a high 
level of riboflavin synthesis. this assumption requires 
direct experimental verification.

this defines the objective of further research that 
is to perform the full cycle of ribt gene expression in a 
preparative mode, to produce sufficient quantities of 
the purified native protein product, and to test directly 
its functional (enzymatic) activity in vitro.

to test the possibility of expression, the ribt gene 
was amplified from chromosomal DnA of B. subti-
lis using the primers ribt10, 5’-cGccAtAtGttA-
AttcGttAtAAAAAAtcGttt-3’, and ribt11, 
5’-cGcctcGAGtAAttAttGtAtGAAAtGtctt-
GAtc-3’, (the oligonucleotides used in this study were 
synthesized at evrogen). the first oligonucleotide is 
complementary to the proximal region, and the second 
is complementary to the distal region of the ribt gene. 
Pcr was performed on a Mycycler thermal cycler 
(Biorad) according to the following scheme: first, cells 
were disrupted at 95 °c for 3 min, then 25 cycles of am-
plification were carried out that included DnA dena-
turation at 95 °c for 30 s, primer annealing at 60 °c for 
30 s, and completion of DnA at 72 °c for 30 s. At the last 
stage, completion of DnA was done at 72 °c for 2 min. 
As a result, a fragment of 372 bp was synthesized that 
contained the structural region of the ribt gene flanked 
by the restriction enzyme recognition sites, ndeI and 
XhoI. After electrophoretic separation of Pcr prod-
ucts, the desired DnA fragment was eluted from the 
gel using a Geneclean kit (Fermentas). the ribt gene 
was cloned into the pet15b high-copy expression vec-
tor containing the t7 phage promoter, which is induc-
ible by isopropyl β-D-1-thiogalactopyranoside (IPtG), 
at the restriction endonuclease sites ndeI and XhoI. 
the Pet15b vector comprises nucleotide sequences 
for His-tag before the ndeI restriction enzyme rec-
ognition site and for the target site of thrombin. E. coli 
tGI strain cells were transformed with the resulting 
ligase mixture. Selection of transformants was per-
formed in a LB agar medium containing ampicillin as a 
selection marker. Screening for recombinant clones was 
performed by Pcr using the plasmid primers pt7P, 
5’-tAAtAcGActcActAtAGGGG-3’, and pt7t, 
5’-GctAGttAttGctcAGcGGt-3’. Plasmid DnA 
was isolated from the selected transformants, and the 
presence of insertion in hybrid plasmids was deter-
mined using a restriction analysis. these plasmids, des-
ignated as pet15b/ribt, were used to transform cells 
of the E. coli BL21 (De3) strain containing the inducible 
t7 bacteriophage rnA polymerase gene.

the ribt protein synthesis was induced by adding 
IPtG to the growth medium at a final concentration 
of 1 mM. the ribt gene expression was determined by 

Fig. 3. Proposed tertiary structure for the ribT gene prod-
uct in a complex with acetyl-CoA
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polyacrylamide gel electrophoresis under denaturing 
conditions (SDS-PAGe) for a total protein from E. coli 
BL21 (De3) cells containing the pet15b/ribt plasmid. 
As a control, the lysate of BL21 (De3) strain cells con-
taining the pet15b plasmid without the insertion was 
used (Fig. 4A).

An additional fraction of a protein with a molecu-
lar weight of approximately 14.5 kDa is observed in 
the cell lysate of the BL21 (De3) strain containing the 
pet15b/ribt plasmid after IPtG mediated induc-
tion, which is consistent with the predicted molecular 
weight of the ribt protein (see above).

the His-tag-labeled recombinant ribt protein was 
isolated using tALOn® Magnetic Beads (clontech, 
uSA). cells of the E. coli BL21 (De3) strain contain-
ing the pet15b/ribt plasmid, grown in the presence 
of 1 mM IPtG, were harvested by centrifugation. the 
biomass was re-suspended in a buffer of the following 
composition: 20 mM sodium phosphate, pH 7.0, 300 mM 
nacl, and 20 mM imidazole. the cells were disrupted 
by sonication and centrifuged at 14,000 rpm for 20 min. 
the supernatant was incubated with tALOn® Mag-
netic Beads at 4 °c for 1 h. the resin was then washed 
with four volumes of the same buffer. elution of the 
protein was performed with a buffer: 20 mM sodium 
phosphate, pH 7.0, 300 mM nacl, and 300 mM imid-
azole. the eluted protein’s fractions were analyzed by 
SDS-PAGe electrophoresis (Fig. 4B). Lines 7–10 be-
longed to the target protein with a high degree of pu-
rity and a molecular weight of about 14.5 kDa, which is 
in good agreement with the theoretical prediction.

concluSionS
the theoretical amino acid sequence and analysis of 
ribt gene product homologs in the PDB allowed us to 
perform molecular modeling and predicting of the pos-

sible three-dimensional structure of the protein. the 
ribt gene expression was experimentally implemented, 
and the possibility, in principle, to produce the ribt 
protein in quantities sufficient for further investigation 
of its structure and functional activity was proved.

This work was supported by the Russian Foundation 
for Basic Research (grant № 11-04-00476).
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Fig. 4. SDS-PAGE analysis of the ribT gene expression and 
recombinant RibT protein purification.
A total protein fraction from E. coli BL21(DE3) cells. 
Line 1: a protein marker; line 2: a protein fraction from 
E. coli BL21(DE3) cells with the pET15b plasmid without 
ribT gene insertion; line 3: a protein fraction from E. coli 
BL21(DE3) cells with the pET15b/ribT plasmid, grown 
without IPTG addition; line 4: protein fraction from E. coli 
BL21(DE3) cells with the pET15b/ribT plasmid, grown in 
the presence of 1 mM IPTG.
A protein fraction from E. coli BL21(DE3) pET15b/
ribT cells before and after affinity sorption on TALON® 
Magnetic Beads. Line 1: a protein marker; line 2: a total 
protein fraction from E. coli BL21(DE3) pET15b/ribT cells 
after IPTG induction; lines 3–6: protein fractions with pro-
teins unbound to the affinity sorbent; lines 7–10: fractions 
of the His-Tag-labeled RibT protein successively eluted 
from the affinity sorbent with 300 mM imidazole 
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