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Letter from the Editors

Dear readers of Acta Naturae!
We are delighted to bring you the 

24th issue of the journal – the first 
one in 2015! Two dozen issues are on hand, 
and we are still alive and full of energy; our 
docket of papers is full, and our IF is grow-
ing! This is not being conceited, but, rather, 
the expression of our surprise and joy! In 
view of all these encouraging circumstanc-
es, the Editorial Council and Editorial Board 
will like to express their profound gratitude 
to all our enthusiastic colleagues who pub-
lish the journal, and, above all, our authors, 
who believed in us one day and, we hope, 
continue to believe in us now! Of course, we 
are facing a host of difficulties, but we are 
hopeful that we will overcome them with 
your help.

That said let us return to the current is-
sue. The journal opens with four reviews 
that are more or less related to medicine. 
The first (P.V. Sergiev et al.) is devoted to a 
topic which, sooner or later, becomes every-
one’s preoccupation – the theories of aging. 
The second review (K.R. Valetdinova et al.) 
describes the cell and animal models of mo-
tor neuron diseases and also discusses is-

sues related to the use of cell technologies 
in biomedical applications. The third review 
(P.V. Panteleev et al.) dwells on antimicro-
bial peptides – molecular factors of the in-
nate immune system that provide a versatile 
and evolutionarily ancient way of protecting 
higher organisms against infection and form 
the basis for the development of new drugs. 
Finally, the fourth review (D.V. Popov et al.) 
is dedicated to, at first glance, a more “aca-
demic” topic – the regulation of the expres-
sion of PGC-1α isoforms in skeletal muscles – 
also has direct relevance to medicine; more 
specifically to physiology, since this expres-
sion directly depends on various physiological 
stimuli and pharmacological effects.

The scientific papers in this issue are de-
voted to a very wide range of subjects – from 
classical biochemistry to cell engineering. Yet, 
they share a common thread – all of them are 
dedicated to studies of topical issues of life 
science and are of high quality. We are de-
lighted to see that most of the submitted pa-
pers meet these standards.

Until next time! 

Editorial Board
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O.V. Orlova, V.L. Drutsa, P.V. Spirin, A.V. Ivanov, V.S. Prasolov, 
P.M. Rubtsov, S.N. Kochetkov, S.N. Beljelarskaya
The effect of glycosylation of the hepatitis C virus E2 envelope protein 
on the formation of glycoprotein complexes and viral particles in insect 
and mammalian cells was studied. For this purpose, point mutations 
were introduced into N-glycosylation sites of E2, and mutant proteins 
were analyzed in insect Sf9 and human Hek293T cells. The E2 synthesis 
level in Hek293T, unlike Sf9, was dependent on glycosylation of the N1 and N8 sites. Removal of glycan in the N1, 
N2 and N10 sites resulted in accumulation of E1E2 dimers in the form of aggregates and suppression of productive 
assembly of virus-like particles.

HIGHLIGHTS

Model Systems of Motor Neuron 
Diseases as a Platform for Studying 
Pathogenic Mechanisms and 
Searching for Therapeutic Agents
K.R. Valetdinova, S.P. Medvedev, S.M. Zakian
The review is devoted to recent advances in the development and in-
vestigation of cell and animal models of amyotrophic lateral sclerosis 
(ALS) and spinal muscular atrophy. The main problems concerning the 
use of cell technologies in biomedical applications are also considered.

A general scheme of ALS etiopathogen-
esis

The Role of Ala198 in Stability and 
Coenzyme Specificity of Bacterial Formate 
Dehydrogenases
A.A. Alekseeva, V.V. Fedorchuk, S.A. Zarubina, E.G. Sadyhov, A.D. Matorin,  
S.S. Savin, V.I. Tishkov
The Ala198 residue in the NAD+-binding domain of formate dehydrogenases from 
Pseudomonas sp.101 and Moraxella sp. C-1 bacteria (PseFDH and MorFDH, respec-
tively) has non-optimal values of the ψ and φ angles. After introduction of the A198G 
substitution, the stability increased 2.5-fold, and the K

M
 values for NAD+ increased 

1.6-fold. An analysis of the kinetic properties of mutant NADP+-specific PseFDH 
D221S and PseFDH A198G/D221S suggests with a high probability that PseFDH 
was previously a NADP+-dependent rather than NAD+-dependent enzyme.

Fragments of the structure 
of formate dehydrogenase 
from bacterium Pseudomo-
nas sp. 101 

A section of the recon-
structed portion of rabbit 
urethra

The Role of HCV E2 Protein Glycosylation in Functioning of 
Virus Envelope Proteins in Insect and Mammalian Cells
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Reconstruction of Rabbit Urethral Epithelium 
with Skin Keratinocytes

Analysis of gene expression of mutant E2 
proteins of HCV in Sf9 cells

U

RU

O.S. Rogovaya, A.K. Fayzulin, A.V. Vasiliev, A.V. Kononov, V.V. Terskikh
The living skin equivalent was studied as an alternative source of plastic material for 
closing full-thickness epithelial-stromal urethral injuries. The possibility of transdif-
ferentiation of epidermal keratinocytes, a component of 3D tissue constructs, was in-
vestigated in vivo in a model of the recovery of urethral injuries in laboratory rabbits. 
Skin keratinocytes placed in a specific in vivo microenvironment can be incorporated 
into the damaged area and function as urothelium.
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Milestones of World Life Science
Mitochondriology and Cell Energy Supply

One of the most important aspects of modern biochemistry is the detailing of the mechanisms of cell 
energy supply. Mitochondria have for a long time been considered the “power plant” of cellular me-
tabolism. In 1961, Peter Mitchell, who was later awarded the Nobel Prize for his discovery, published 
in Nature a revolutionary paper [1] that laid the groundwork for the chemiosmotic theory. According 
to this theory, the electrochemical potential of protons (∆μ

H
+) plays a critical role in energy produc-

tion by mitochondria. During respiration, protons are transferred from the mitochondrial matrix to the 
intermembrane space to form a potential on the inner mitochondrial membrane. This respiration-gen-
erated potential is used by H+-ATP synthase to convert ADP to ATP. Mitchell also assumed that 
uncoupling agents (such as dinitrophenol), which suppress the synthesis of ATP, do not inhibit ATP 
synthase directly, but their action is a result of the dissipation of the membrane potential - the driv-
ing force of ATP synthesis. This was a revolutionary interpretation of events at that time. It aroused 
great interest among leading scientists, many of whom expressed skepticism and offered their own 
hypotheses on mitochondrial ATP synthesis. A valuable contribution to the development of modern 
mitochondriology was made by the outstanding Russian biochemist V.P. Skulachev. In this issue, the 
Editorial Board has decided to devote the “Forum” section to a brief description of the major mile-
stones in the development of this fascinating field of research.

In 1965, V.P. Skulachev es-
tablished the world’s first 
department of bioener-

getics as a part of the Interdepart-
mental Laboratory of Molecular Bi-
ology and Bioorganic Chemistry of 
the Moscow State University (now 
the Belozersky Institute of Physi-
co-Chemical Biology) organized by 
A.N. Belozersky. It was then that 
investigation of the coupling role 
of the proton potential in oxida-
tive phosphorylation started on the 
basis of the chemiosmotic theory. 
In 1967, V.P. Skulachev, together 
with E.A. Lieberman, obtained one 
of the first experimental proofs for 
the Mitchell’s theory [2]. Using var-
ious protonophores, the two found 
a correlation between stimulation 
of the respiration of mitochondria, 
oxidizing succinate, and the pro-
ton conductivity of the lipid bilayer 
membrane. To elucidate the molec-
ular mechanisms coupling oxida-

tive phosphorylation with the mi-
tochondrial membrane potential, 
an attempt was made to find ions 
capable of passing both through 
mitochondrial and through artifi-
cial planar lipid bilayer membranes. 
Such organic ions were found. The 
tetraphenylphosphonium cation 
(TPP+) and tetraphenylborate an-
ion (TPB−), different in regard of 
a central atom that is positively 
charged in TPP+ and negatively 
charged in TPB−, appeared to be 
the most effective. 

Employing these compounds 
revealed that mitochondria, ener-
gized by ATP or substrate oxida-
tion, can accumulate cations, and 
that submitochondrial particles can 
accumulate anions [3]. Besides the 
importance of the results obtained 
in that work, the term “protono-
phore” was introduced to the sci-
entific literature for the first time, 
which is still successfully used 

today. The publication generat-
ed great interest in the scientific 
community, and, in recognition of 
its importance, the developed ions 
were called, at the suggestion of the 
famous American biochemist Pro-
fessor David Green, “Skulachev’s 
ions” (Sk+ and Sk−, cations and ani-
ons, respectively) [4]. For this work, 
V.P. Skulachev was awarded the 
State Prize of the USSR in 1975.

In the 1990s, X. Wang in a series 
of publications [5–7] demonstrat-
ed that mitochondria are involved 
in induction of apoptosis – pro-
grammed cell death that plays an 
important role in the development 
of the organism and the pathology 
of many diseases. Cytochrome c, 
a key molecule of the respiratory 
chain, was found to be able, under 
certain conditions, to leave the mi-
tochondria and trigger apoptosis, 
upon association with other mole-
cules into the apoptosome complex 
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in the cytosol. Long before Wang’s 
publications, during the investiga-
tion of massive cell death under the 
influence of ionizing radiation, sup-
pression of oxidative phosphoryla-
tion in mitochondria isolated from 
radiosensitive tissues (thymus and 
spleen) was established. However, 
in mitochondria isolated from ra-
dioresistant liver tissue oxidative 
phosphorylation was not altered 
by radiation [8, 9]. Such changes 
in oxidative phosphorylation could 
be detected as early as 30–60 min 
after total-body x-ray exposure of 
rats to relatively low doses (50–100 
cGy) [10]. Suppression of oxidative 
phosphorylation in radiosensitive 
tissues correlated with the forma-
tion of the so-called pyknotic nu-
clei [11]. Furthermore, mitochon-
dria isolated from radiosensitive 
tissues after irradiation contained 
a smaller amount of cytochrome c 
compared to mitochondria from ra-
dioresistant tissues [12]. Later, ra-
diation damage was found to lead 
to reduced binding of cytochrome 
c to the inner mitochondrial mem-
brane, and it was established that 
addition of exogenous cytochrome 
c can stimulate oxidative phospho-
rylation in mitochondria isolated 
from the radiosensitive tissues of 
irradiated rats [9, 13]. The mecha-
nism underlying this phenomenon 
was established only in 2005 [14]. It 
is necessary to note that the mech-
anisms of radiation-induced cell 
death were extensively studied in 
the Soviet Union. Soviet research-
ers postulated and proved that ra-
diation death of lymphoid cells is 
an example of a broader biological 
phenomenon – programmed cell 
death [15, 16] – which was recog-
nized by the world community [17].

Simultaneously with Wang’s 
studies, G. Kroemer demonstrated 
that a decline in the mitochondrial 
membrane potential is one of the 
key events that trigger cell death 
[18]. V.P. Skulachev became inter-
ested in this phenomenon, viewing 

it from a different perspective. He 
decided to search for a relationship 
between programmed cell death 
and aging. Back in the late 19th 
century, A. Weismann suggested 
a hypothesis that in the heart of 
death caused by aging is the evolu-
tionary-developed adaptive mecha-
nism [19]. Based on this hypothesis, 
V.P. Skulachev proposed that the 
altruistic death of individuals, as 
an adaptive mechanism, could be 
beneficial to other groups of organ-
isms in the environment. He first 
coined the term “phenoptosis” and 
explained it as a mechanism of rid-
ding the community of undesirable 
elements [20]. The simplest exam-
ple of phenoptosis can be observed 
in bacteria. Altruistic programmed 
death in these organisms is neces-
sary for: (a) preventing the expan-
sion of phage infection in the bacte-
rial population; (b) eliminating cells 
whose genome or other key systems 
are damaged; and (c) optimizing the 
number of bacterial cells in the en-
vironment [21]. Later, the phenom-
enon of phenoptosis was described 
in yeast, where pheromone-de-
pendent death was suppressed by 
protein synthesis inhibitors and 
was recognized as programmed 
death [22]. Phenoptosis examples 
were also described in some high-
er organisms [21, 23]. However, the 
molecular mechanisms that trigger 
the phenomenon remain unknown.

The aging process should be 
more important than acute phenop-
tosis in the evolution of permanent-
ly reproducing organisms, because 
the function of aging-dependent 
phenoptosis is to reduce the num-
ber of individuals in the population 
of long-living predecessors, there-
by stimulating evolution. In other 
words, slow phenoptosis enhances 
this process [24]. What can be the 
regulators of age-dependent phe-
noptosis? V.P. Skulachev suggest-
ed that telomere shortening could 
underlie this mechanism (a similar 
mechanism was predicted by the 

Russian researcher A.M. Olovnikov 
many years ago [25]). Unfortunate-
ly, it remains unknown whether 
telomere shortening determines the 
lifespan of a multicellular organism 
as a whole or whether it applies 
only to its specific cell systems.

In recent years, several funda-
mental observations have been 
published that have tried to estab-
lish a relationship between aging 
and death of the organism at the 
molecular level. For example, the 
lifespan of animals expressing and 
not expressing the p66shc protein, 
which is involved in the regula-
tion of the level of reactive oxygen 
species, has been demonstrated to 
differ by 30% [26]. Furthermore, 
although no tumor growth has 
been observed in mutant mice with 
an increased activity of the tumor 
suppressor p53, their lifespan is 
shorter than that of wild-type 
mice [27]. These two proteins are 
actively involved in the regula-
tion of apoptosis. Based on these 
observations, V.P. Skulachev sug-
gested that the lifespan could be 
regulated through a coordinated 
activation of p53 and suppression 
of the p66shc protein. Time will tell 
whether it will be possible to re-
produce this quite logical assump-
tion in real life [23].

Based on the growing body of 
data on the mechanisms of pro-
grammed cell death and the phe-
noptosis phenomenon, V.P. Sku-
lachev put forward the idea of the 
“samurai rule” in biology. This rule 
can briefly be formulated as fol-
lows: “it is better to die than to be 
wrong.” He wrote in one of his out-
standing articles: “Any biological 
systems, ranging from organelles 
to the whole body, have a self-de-
struction program. This suicidal 
mechanism is activated when the 
system is dangerous to coexistence 
with other systems in the biological 
hierarchy” [21].

The development of science pro-
vides interesting examples of in-
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terdisciplinary, pioneering break-
throughs based on the efforts of 
researchers from different coun-
tries who often only get to know 
each other personally after pub-
lishing their own seminal observa-
tions. The story told today is a clear 
example of this. V.P. Skulachev met 
with Peter Mitchell at the FEBS 

Congress in Warsaw only in 1966. 
From then on, an enduring friend-
ship developed between the two, 
based on common interest in mito-
chondriology. This area of knowl-
edge remains far from exhausted, 
and it is particularly rewarding 
to know that Russian researchers 
were among its originators. 
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ABSTRACT Senescence has been the focus of research for many centuries. Despite significant progress in extend-
ing average human life expectancy, the process of aging remains largely elusive and, unfortunately, inevitable. 
In this review, we attempted to summarize the current theories of aging and the approaches to understanding it. 
KEYWORDS aging, life expectancy, reactive oxygen species, accumulation of damage, telomerase, advanced gly-
cation end-product. 

INTRODUCTION
A number of theories, which fall into two main catego-
ries, have been proposed in an attempt to explain the 
process of aging. The first category is comprised of con-
cepts holding that aging is programmed and those pos-
iting that aging is caused by the accumulation of dam-
age. Conversely, the latter category of theories suggests 
various sources and targets of the damage. They are 
not necessarily mutually exclusive. Rather, aging could 
vary across different species, and programmed senes-
cence can accelerate the buildup of damage or decrease 
the capacity for repair. What kinds of damage occur 
during aging?

MITOCHONDRIA AND REACTIVE OXYGEN SPECIES
The primary function of mitochondria is respiration, 
which promotes energy production. Mitochondria 
break down organic compounds into water and car-
bon dioxide to release energy in the form of adenosine 
triphosphate (ATP). Each mitochondrion is contained 
in a double membrane. The outer membrane is rela-
tively permeable to small molecules via transport pro-
teins known as porins. The inner membrane forms folds 
(cristae) that increase the membrane area. Mitochon-
drial respiration generates a proton gradient across 
the inner membrane and a transmembrane potential 
through respiratory chain complexes (I–IV), enabling 
electron flow from the reduction equivalents NADH 
and FADH2

 to oxygen. Simultaneously, the energy re-
leased in the oxidation of NADH and FADH

2
 is used 

to pump H+ ions out of the matrix into the space be-
tween the outer and inner membranes (Fig. 1). Thus, 
the intermembrane space of mitochondria is charged 

positively; and the matrix, negatively. Stored energy is 
used for ATP synthesis by the other membrane-bound 
protein complex – ATP synthase (Fig. 2).

A distinctive challenge for respiration is the release 
of excessive energy during the oxidation of organ-
ic molecules by oxygen (converted into the reduction 
equivalents NADH and FADH

2
). In this context, the 

respiratory chain is used to break the entire reaction 
into intermediate stages, the energy of which would be 
more efficiently saved (to establish a proton gradient). 
In addition, electrons could be transported one at a time 
or in pairs (as two reduction equivalents) in the respira-
tory chain. At the end of the catalytic cycle of oxygen 
reduction to two water molecules, four electrons are 
sequentially donated by reduced cytochrome c to cy-
tochrome c oxidase. 

During respiration, oxygen is reduced in several 
stages, producing a superoxide radical (О

2
-) and hydro-

gen peroxide. Most commonly, these molecules, known 
as reactive oxygen species (ROS), remain bound to cy-
tochrome c oxidase until the reduction of oxygen to wa-
ter is completed. In contrast to the common sequence 
of oxygen reduction by cytochrome c oxidase, oxygen 
molecules can occasionally form superoxide species by 
reacting with the reduced components of the electron 
transport chain. This typically occurs at the level of 
complexes I and III in the respiratory chain. In addition, 
the p66Shc protein can generate ROS via cytochrome с 
[1, 2]. Short-lived ROS are potent inducers of oxidative 
damage to any biomolecule. In particular, mitochon-
drially produced ROS inflict detrimental mutations on 
mtDNA. Mitochondria carry their own genome inher-
ited from a bacterial ancestor living within early eu-
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karyotes. mtDNA encodes mainly the RNA molecules 
needed for the synthesis of mitochondrial proteins and 
subunits of respiratory chain enzymes. Human mtDNA 
codes for two ribosomal RNAs and 22 transport RNAs, 
seven proteins of respiratory complex I (ND1, ND2, 
ND3, ND4, ND4L, ND5, ND6), one protein of respira-
tory complex III (CYB), three proteins of respiratory 
complex IV (CO1, CO2, CO3), and two protein subunits 
of ATP synthase (ATP6, ATP8). The majority of the 
other proteins essential for mitochondrial function are 
encoded by the nuclear genome. 

Mutations in mitochondrial DNA can affect longev-
ity. The most dramatic example is deficiency in the 
COX5 gene coding for the fifth subunit of cytochrome 
c oxidase in the fungus Podospora anserina [3], man-
ifesting as a tenfold increase in the lifespan. Given 
that, impairment of the normal respiratory pathway in 
P. anserine leads to the use of the alternative pathway, 
which is private only in a handful of taxonomic groups. 

Cells possess their own ROS metabolizing enzymes. 
The superoxide radical is converted by superoxide dis-
mutase (SOD) to a less reactive hydrogen peroxide. Hu-
man cells harbor mitochondrial manganese superoxide 
dismutase (MnSOD) and few cellular copper-zinc super-
oxide dismutases. Hydrogen peroxide, which is produced 
from the superoxide radical or in other pathways, is bro-
ken down by catalase (CAT), peroxiredoxin (Prx), and 
glutathione peroxidase (GPx). Hydrogen peroxide can 
spontaneously react with ferrous ion (II) by the Fenton 
reaction to yield highly reactive hydroxyl radicals (OH·), 
which can be detrimental to cellular functioning. 

 Viewing ROS as primary damaging molecules not 
only for mitochondria, but also for other cell compart-

ments in cell senescence was proposed by D. Harman 
in 1956 [4] and has remained entrenched to this day. 
A decline in ROS production using mitochondria-tar-
geted rechargeable antioxidants provided the basis for 
the approach proposed by V.P Skulachev to prevent 
age-related disorders [5]. Importantly, the role of ROS 
in age-associated pathologies has undergone several 
revisions in the past years. Originally, it was believed 
that damaged mitochondria increase ROS generation 
and thus accelerate aging [6]. However, it was eventu-
ally proved that most mitochondrial deficiencies do not 
end up with an elevated ROS but completely inactivat-
ed mitochondria, which led to the hypothesis that cells 
lacking a mitochondrial function pose a threat to the 
entire organism [7].

A few studies have challenged the negative role as-
signed to ROS as the primary mediators of cell damage 
in aging. Endogenously produced ROS in a wide range 
of animal species inversely correlate with lifespan [8]; 
however, experimental evidence suggests that the na-
ked mole-rats Heterocephalus glaber, which demon-
strate exceptional longevity, tolerate much higher 
levels of ROS and oxidative damage with regard to 
short-lived mice (Mus musculus) [9]. ROS are known 
to play an essential role in immune functioning, cellu-

Fig. 1. The mitochondrial respiratory chain, illustrating 
electron transfer from NADH and FADH

2
 to oxygen 
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lar signaling, and stress response (as reviewed in [10]). 
Special attention should be focused on the relationship 
between the ROS inactivation pathway and aging. Al-
though it might appear that stronger protection against 
ROS extends the lifespan, in fact it does not. Converse-
ly, a negative correlation has been established between 
the level of ROS metabolizing enzymes and longevity in 
mammals [8]. At the same time, exposure to the elevat-
ed enzyme concentrations involved in ROS inactivation 
results in lifespan extension. A positive impact was ob-
served through genetic upregulation of catalase in mi-
tochondria: not in the nuclei of murine cells [11]. Over-
expression of CuZnSOD has been shown to increase the 
lifespan in adult Drosophila melanogaster. [12]. On the 
other hand, deletions in the genes implicated in ROS 
metabolizing pathways had no effect on the lifespan of 
the nematode Caenorhabditis elegans, while the dele-
tion of the sod-2 gene even extended it [13]. 

Overall, ROS seem to play a detrimental role in cel-
lular functioning, in particular mitochondria, during 
aging, but yet a beneficial role in other pathways. 

ACCUMULATION OF UNDEGRADABLE 
BY-PRODUCTS OF METABOLISM 
Another theory that attempts to explain the process 
of aging suggests that the accumulation of biological 
garbage that cannot be completely removed from the 
organism is responsible for cell senescence. In its ba-

sal form, this theory was described by V. Gladyshev 
[14, 15]. Its aspects were presented in detail in [16]. It 
holds that, due to the stochastic nature of biochemical 
reactions, including enzymatic pathways, side reactions 
have the potential to occur. The degree of complexity 
of a biochemical network contributes to the range of 
by-products formed. Some of them are readily elimi-
nated by excretion or degradation. Each by-product is 
broken down by an appropriate enzyme or a series of 
enzymes, which in turns makes the metabolism more 
complex and increases the array of by-products. En-
zymatic pathways for metabolizing by-products vary 
across species. These pathways, though not numer-
ous, tend to be restricted to only the most commonly 
produced compounds with toxic properties, allowing 
other by-products to build up. The only mechanism 
by which these agents are diluted in the cells is cell di-
vision. This only applies to replicative cells. The chal-
lenge for multicellular organisms such as the human 
organism is that many cell types lose replicative capac-
ity or divide slowly, even though they remain active 
throughout the lifespan. These cells, including cardi-
omyocytes and brain neurons, accumulate metabolic 
waste that eventually affects normal cell functioning. 
A common by-product of cellular metabolism seems to 
be lipofuscin, a substance composed of non-degradable 
material that accumulates in lysosomes. Lysosomes are 
intracellular organelles serving as degradative com-

Fig. 3. Lysosomal 
transport. A schematic 
representation of vesic-
ular transport in the cell. 
Red arrows indicate the 
flow of material form 
the cellular membrane 
(material absorbed by 
the cell), the cytoplasm 
(for example, defective 
mitochondria to be de-
graded), and from the 
endoplasmic reticulum 
(lysosomal enzymes) to 
lysosomes 
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partments for intra- and extracellular components. In 
addition, the digestion enzyme hydrolases contained in 
lysosomes are transported in vesicles from the endo-
plasmic reticulum and the Golgi apparatus. Hydrolases 
are transferred to lysosomes after binding to mannose 
6-phosphate residues (Fig. 3). Lysosomal enzymes are 
active at acidic lysosomal pH only. Lipofuscin depo-
sition decreases enzyme levels and impairs lysosomal 
acidification, which ultimately affects hydrolase activ-
ity. Each organism displays species-specific groups of 
lysosomal enzymes and the enzymes responsible for the 
breakdown of metabolic debris in other cellular com-
partments.

The accumulation of non-degradable material can 
occur in the intra- and extracellular environments. 
Among the extracellular deposits found in humans, 
cholesterol-containing plaques and their oxidized de-
rivatives in blood vessels are worth mentioning, as well 
as protein polymers, such as β-amyloid in the central 
nervous system. Atherosclerotic plaques contain lipids 
deposited in the walls of blood vessels. Firstly, there is 
oxidized and glycated cholesterol derivatives; howev-
er, other lipids may be present. Low-density lipopro-
teins (LDL) transport fat molecules around the body, 

from where they accumulate on the walls of arteries 
(Fig. 4A). 

Atherosclerotic plaques serve as a site for the re-
cruitment of monocytes, which eventually differenti-
ate into macrophages. These immune cells absorb cho-
lesterol and prove beneficial at some point. However, 
under certain conditions, macrophages accumulate in 
plaques and form lipid-loaded foam cells (Fig. 4B). A 
comparison of DNA polymorphisms in French cente-
narians with control individuals in a genome-wide as-
sociation study (GWAS) demonstrated that one of the 
ApoE genotypes (Е2 allele), a component of very low 
density lipoproteins, was significantly more frequent in 
the centenarian group, whereas the Е4 allele, associat-
ed with a high risk of atherosclerosis, was significantly 
less frequently present [17]. Moreover, ApoB alleles, a 
major component of low density lipoproteins, had no 
association with longevity.

Amyloid proteins are another class of toxic waste ac-
cumulating mainly in the nervous system. The best-de-
scribed amyloid protein is β-amyloid, which is known to 
cause Alzheimer’s disease (reviewed in [18]). It is gen-
erated from a functionally important protein, the am-
yloid precursor protein, via cleavage of the precursor 
molecule at both termini by β- and γ-secretases (Fig. 5). 
The β-amyloid protein can exist in several forms, one 
of which, rich in β-sheets, is toxic. The toxicity is due 
to β-amyloid polymerization, which can induce other 
monomers to accept the misfolded structure. Amyloid 
β-peptide polymerization results in amyloid plaque 
formation in nerve cells, causing Alzheimer’s disease. 
There is evidence suggesting that β-amyloid peptides 
can spontaneously undergo pyroglutamate modifica-
tion and acquire a higher toxicity [19]. There is a wide 
array of compounds, other than β-amyloid peptides, 
capable of self-polymerization into toxic insoluble 
structures. It is likely that a spontaneous modification 
of proteins also plays a role in the formation of meta-
bolic debris. 

Finally, metabolic waste also includes, to a certain 
extent, spontaneously modified sugar-bound proteins, 

Fig. 4. Structure of the low-density lipoprotein (LDL), the 
major carrier of plasma lipids (A), and formation of the 
atherosclerotic plaque (B)
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mainly glucose molecules. Glycation involves inter-
action between the amino groups of lysine and the 
aldehyde groups of glucose (Fig. 6) via a Schiff base 
reaction. It is followed by rearrangement of the dou-
ble C=N-bond, known as Amadori products, to yield a 
wide range of advanced glycation end-products such 
as glucosepane. 

The main consequence of spontaneous glycation is 
impaired elasticity, which is essential to blood vessels 
[20]. In addition, spontaneous glycation affects protein 
functioning. This process well describes the concept of 
accumulation of metabolic waste that promotes aging. 
Until now, no enzyme has been discovered that is ca-
pable of metabolizing glycated products. Preventing 
spontaneous glycation seems to be impossible, because 
all proteins contain lysine residues and glucose is one 
of the important substances in all living organisms. 
FAD-dependent deglycating enzymes have been found 
in fungi (amadoriase) and bacteria (fructoselysine-6-ki-
nase frlD and fructoselysine -6-phospahte-deglycase 
frlB) [21], though they can only act on low-molecular 
weight molecules, such as amino acids conjugated to 
sugars, and have no activity towards glycated proteins. 
In vertebrates, fructosamine-3-kinase (FN3K) has been 
identified, together with a related protein (FN3K-RP), 
a breaker of glycation end products. It is an ATP-de-
pendent enzyme that targets only intracellular, rather 
than extracellular, molecules. 

IMPAIRMENT OF REGULATORY 
PATHWAYS DURING AGING 
Aging is associated not only with the buildup of met-
abolic by-products, but also with the dysregulation of 
regulatory pathways. For example, aging upsets the 
balance between pro- and anti-inflammatory compo-
nents, promoting chronic inflammation. The causali-

ty between such inflammatory processes and age-re-
lated disorders has been stated in the inflamm-aging 
theory of Franceschi [22]. An elevated predisposition 
to inflammatory diseases in early age, as a protective 
barrier against infection, proves to be detrimental in 
the elderly.

Besides the imbalance in pro- and anti-inflammato-
ry responsiveness, aging can also impair other impor-
tant pathways. The Russian researcher V.M. Dilman 
conceptualized the neuroendocrinal theory (elevation 
hypothesis) of aging [23]. This theory involves the ex-
istence of self-regulatory mechanisms of homeosta-
sis – negative feedback pathways. One of the essential 
systems is the hypothalamus-pituitary-adrenal axis. 
An elevation of the threshold of the hypothalamus to 
negative feedback signaling accounts for the unfavora-
ble age-related changes in human health; in particular, 
reproductive decline [24]. The development and exper-
imental verification of the elevation hypothesis rep-
resent an important achievement in aging research in 
Russia.

TELOMERES ARE THE BIOLOGICAL CLOCKS OF THE CELL 
Eukaryotic DNA is organized into linear, dou-
ble-stranded chromosomes. The number of chromo-
somes varies from one to several hundred from species 
to species. Linear chromosomes are capped by repeti-
tive nucleoprotein structures known as telomeres that 
protect the chromosome ends against degradation and 
fusion. Telomeres allow cells to distinguish the appro-
priate chromosome ends from the double-strand DNA 
breaks induced by exogenous factors like radiation. The 
linear arrangement is one cause of the end-replication 
problem first articulated by A.M. Olovnikov [25]. DNA 
replication requires an RNA primer to initiate synthe-
sis, followed by its removal, which progressively short-

Fig. 6. Spontaneous glycation of proteins 
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ens chromosome ends with each cell cycle. Olovnikov 
suggested the existence of an enzyme capable of elon-
gating the ends. Long afterward, such an enzyme, 
called telomerase, was experimentally confirmed [26]. 

Telomerase activity was not shown in all cell types. 
Cells with unlimited proliferative potential such as 
germ and stem cells can extend telomeric DNA via tel-
omerase. The majority of other cell types have a finite 
replicative capacity or are non-dividing. Such cells lack 
telomerase activity, thus suffering telomere attrition 
upon successive cell divisions [27]. This erosion provides 
an explanation for the observation of a limited lifespan 
in cultured somatic cells [28]. By and large, telomere 
shortening is a type of molecular clock that counts cell 
divisions. It is tempting to extrapolate this clock into 
the context of the entire organism, assuming that tel-
omerase activation can confer replicative immortality 
to somatic (non-germ) cells. However, such a straight-
forward approach encounters serious challenges. The 
absence of telomerase activity in many cell types in a 
multicellular environment serves as a mechanism by 
which malignancy is suppressed [29]. Even in the event 
of mutations leading to uncontrolled growth regard-
less of cell-division pathways, such cells would have 
a finite lifespan anyway in the absence of telomerase 
activity. Many tumors carry mutations that upregu-
late telomerase and increase proliferative capacity in 
a small population of tumor cells with telomerase ac-
tivity. Owing to this mechanism, malignancy rates are 
not high in contrast to the presence of telomerase in all 
cells. Overall, there is a trade-off between physiologi-

cal cell turnover and the occurrence of tumor cells. An 
insufficient amount of cells with telomerase activity 
would lead to poor tissue renewal, whereas an elevat-
ed number of telomerase-positive cells would increase 
malignancy rates.

BIOLOGICAL CLOCKS AND METABOLISM RATES 
It has been long known that dietary restrictions pro-
long the lifespan in various organisms. This observa-
tion was made by McCay et al. through studies of mice 
in the 1930s [30]. Since then, a wide array of mutations 
have been identified in genes that affect metabolic 
changes, which proved to increase the lifespan in the 
model animals. Extensive work has been performed on 
the nematode C. elegans, a favorable system for stud-
ying developmental biology. This tiny organism has 
a fixed number of cells, with each cell’s fate prede-
termined. Some mutations lead to a twofold lifespan 
increase in С. elegans [31], while its normal life-span 
is 20 days. The mutations increasing the lifespan of С. 
elegans have been described in detail in [32]. Most of 
the mutations which positively affected the lifespan 
of the nematode had an effect on metabolic activity. 
Upon starvation, С. elegans can enter a state of dor-
mancy. 

This program, the dauer stage (enduring, persisting), 
involves a slowed metabolism and larval development, 
as well as decreased food intake, and of course repro-
ductive arrest. In this state of dormancy, the worm 
can survive food deprivation by increasing its lifespan. 
Since the dauer state is naturally triggered by larval 
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starvation, it is very similar to the lifespan extension 
in other organisms following dietary restrictions. The 
distinct difference is that highly organized organisms 
have no specific developmental strategies in the case of 
food deprivation. 

The daf-2 gene mutation, which causes a two-fold 
lifespan increase in С. elegans, is related to the insu-
lin receptor gene [33]. Other lifespan extension mu-
tations also suggest a role for insulin-related path-
ways and the insulin-like growth factor (IGF1) (Fig. 
7). These pathways, which are triggered by increased 
food intake, primarily glucose, elevate the metabol-
ic rate, as well as promote growth and cell division. 
These mutations occur in genes encoding early and 
late components of the signaling cascade. Phospho-
inosite-3-kinase (age-1) transmits a signal from the 
insulin-like receptor substrate (IRS) PDK and Akt ki-
nases, which in turn mediate signaling to protein syn-
thesis and alter transcriptional regulation through the 
FOXO transcription factor (daf-16). Another impor-
tant component controlling metabolism and aging is 
histone deacetylase Sir2. Histone deacetylation results 
in transcriptional repression. Upregulation of Sir2 in-
creased longevity, even though with deletion of this 
gene calorie restriction has no greater impact on the 
lifespan [34].

A handful of genes of the fruit fly Drosophila mela-
nogaster have been mapped and implicated in lifespan 
extension [32]. Genetic analysis has shown that a sig-
nificant increase in the lifespan is associated with mu-
tations in the signal transduction pathways from the 
insulin and insulin-like growth factors and with mu-
tations directly affecting the metabolic activity and 
the Krebs cycle. Nearly the same spectrum of cellu-
lar regulatory pathways is altered with lifespan ex-
tension mutations in mice [32]. Among these longevity 
genes are genes encoding elements from insulin and 
insulin-like growth factor signaling and those encoding 
stress response proteins. 

Overall, the analysis of the mutations that cause 
lifespan increase in various model organisms brings us 
closer to understanding the concept of biological clocks, 
which behave as a function of time and the metabol-
ic rate. In complete agreement with the concept by V. 
Gladyshev and other theories of aging, metabolic ac-
tivity mainly accounts for the formation of by-prod-
ucts that fail to undergo elimination and accumulate. 
A higher metabolic rate contributes to a faster build-
up of toxic metabolic waste and lesions. Conversely, a 
lowered metabolism either in the context of calorie re-
striction or mutations affecting metabolic pathways, 
triggered by increased food intake, promotes lifespan 
extension through a decline in the accumulation of tox-
ic by-products.

Mechanisms whereby lesions occur in normal metab-
olism are also related. First and foremost, it is the for-
mation of reactive oxygen species that damage cellular 
components and glycation of the cellular components 
induced by glucose, an essential macronutrient for cells. 
Glycation and oxidation products contribute to lipofus-
cin formation in lysosomes, reduced vessel elasticity, 
and deposition of insoluble aggregates on the walls of 
blood vessels and the nerve tissue. 

IS SENESCENCE PROGRAMED?
Although many molecular mechanisms of aging have 
been studied and are akin to an inevitable accumulation 
of toxic metabolic waste products or damage caused by 
them, there have been established theories claiming 
that aging is programmed. The theory of programmed 
senescence was first described by A. Weismann [35]. 
Later on, V. Skulachev extended this theory, which 
received much attention [36]. There is another theory 
of programmed aging by A. Boiko [37]. The theories of 
programmed aging and spontaneous senescence are of-
ten shared by molecular mechanisms.

What are the arguments to support the programmed 
aging theory? First, some species senesce abruptly, 
which undoubtedly appears to be programmed. Rap-
id senescence is nearly always initiated following re-
production. Bamboo reproduces vegetatively and can 
grow for 15–20 years without apparent senescence. 
After flowering and seed formation, it rapidly withers 
away, thus allowing seeds to germinate. The most sali-
ent example of accelerated aging is the salmon. Salm-
on migrate from the Pacific to the rivers, where they 
spawn eggs, followed by a marked elevation in the plas-
ma levels of glucose, fatty acids, cholesterol, and adrenal 
secretion and death. An example of avoiding entering 
the state of accelerated aging was discovered by the 
Russian biologist V.V. Zyuganov [38]. The pearl mussel 
larvae parasitizing in the gills of salmon delay senes-
cence in salmon for them to mature. The hypothesis of 
induced delay of senescence in the salmon was criticized 
[39], even though dying a programmed death cannot be 
doubted. There are a few other examples of apparent 
programmed death that are frequently linked to the re-
productive function, such as death following copulation 
in males of the brown antechinus [40] and mayflies or 
post-copulatory decapitation by female mantises. These 
features are a clear indication of programmed death; 
however, its links to aging are often obscured. Yet, these 
examples show a potential for life-history strategies 
deleterious for an individual but beneficial to the entire 
population. The theory of V. Skulachev [36] holds that 
senescence of mammals is a deleterious program of the 
kind, though spread over an extended period and imple-
mented through the formation of ROS in mitochondria. 
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Most obviously, the average lifespan within a given 
species is genetically programmed in one way or the 
other. Nevertheless, the current theories of aging differ 
in viewing aging as a consequence or a side effect of 
genetic pathways. According to the well-known dispos-
able soma theory suggested by T. Kirkwood [41], ag-
ing is a trade-off in the allocation of limited energy re-
sources between maintenance and restoration of tissue 
homeostasis and other traits needed for survival. This 
trade-off is demonstrated when comparing the mean 
lifespan of related animal species with different pre-
dation risks. When the risk is high, delayed senescence 
has no added benefit relative to, for example, rapid re-
production. According to A. Boiko [37], senescence is an 
acquired program. Ancestors of multicellular animals 
and many present-day taxa of multicellular species are 
devoid of such a program. Aging in itself is genetically 
programmed in ontogenesis, involving the formation 
of non-renewable tissues – the so-called post-mitotic 
tissues. The cells of such tissues are non-dividing and 
cannot be renewed by stem cell populations. The theo-
ry of Boiko thus incorporates the theory of by-product 
accumulation by V. Gladyshev [15] and seems to be well 
articulated. 

COMPARATIVE GENETICS OF LONGEVITY
The aging program is explicitly or implicitly encoded in 
the genome and, in theory, could be captured by com-
paring the genomes of aging and non-aging organisms. 
However, organisms should be related to avoid much 
variation in aging-unrelated genes across their ge-
nomes. Even genome wide association studies of long-
lived and control individuals do not always provide un-
ambiguous conclusions. There is a great body of work 
concerning a possible association between longevity 
and mutations (allelic polymorphisms); however, sta-
tistical significance has been a challenge. Current stud-
ies in this field involve several thousand DNA samples 
both from the control and long-lived individuals. Only 
a single gene, the APOE gene, has been statistically 
linked to longevity (p < 5 × 10-8) [42]. Among the associ-
ations with a lower statistical significance are elements 
of the insulin/IGF-1 signal pathway (AKT1, AKT3, 
FOXO4, IGF2, INS, PIK3CA, SGK, SGK2, YWHAG) 
and telomerase (POT1) [43]. Lifespan extension muta-
tions have been recently reviewed by Newman [44]. 

Genome-wide analysis of long-lived individuals 
within a given species with controls allows one to iden-
tify the genes affecting longevity, but there are specific 
aspects. The benefit of this approach is that individ-
uals recruited to such a study possess highly related 
genomes, which enables a differentiation between rele-
vant and non-relevant mutations with a high statistical 
significance. The human genome of 3×109 bp carries 

several million individual polymorphic sites [45]. Using 
such tools as microarrays, up to 1,000,000 loci could be 
analyzed per individual. Due to the high number of dif-
ferences, statistical significance is set at p < 10-8. Yet, 
the drawback of such studies is the low variation in life 
expectancy. Genome analysis of different species could 
theoretically reveal the genes affecting the lifespan to 
a higher extent (several-fold). The lifespan of animals 
can vary up to 10, 000-fold. For example, rotifers live 
several days, and the great polar whale’s lifespan is up 
to 200 years. Genome analysis of species with various 
lifespans poses additional challenges. Even represent-
atives of a single species carry millions of differences. 
The genomes of different species differ to a degree that 
makes their comparison, if at all possible, infeasible. 

The lifespan potential can vary up to 10,000-fold 
only in organisms that dramatically differ in morpholo-
gy and body size range. There is no point in attempting 
to discover genes affecting longevity between rotifers 
and the great polar whale. In general, the lifespan is 
significantly governed by body size [46]. 

A feasible approach to unraveling the genetic back-
ground behind longevity is to compare genetically 
related similar-sized species with various lifespans. 
Among small mammals, flying bats have a longer 
lifespan and marsupials have a shorter lifespan than 
expected. Birds and bats have a longer mean lifespan 
as compared to similar-sized terrestrial animals. This 
is likely due to lower susceptibility to predation. Ear-
ly death disfavors selection for individuals with long-
lived genetic backgrounds, whereas the lack of preda-
tion risks favors selection for long-lived individuals. 

There are a handful of mammals that are distin-
guishable as unusually long-lived species with short-
lived counterparts. The best-known example is the 
naked mole rat H. glaber with a maximum lifespan of 
over 30 years, which is a 9-fold difference to the relat-
ed mouse. The naked mole rat is a burrowing rodent 
native to Africa. It is the only truly eusocial mammal 
such as ants or bees. Each underground colony, which 
rodents never leave, has a reproductive queen that 
stops other females from breeding. The other naked 
mole rats, workers and soldiers, feed the queen and 
protect the colony against neighbor colonies or snakes – 
the main predator of naked mole-rats. The naked mole-
rat is insensitive to pain and cold, tolerant to low-oxy-
gen environments containing only 8% oxygen and 25% 
carbon dioxide. These rodents are known to show high 
resistance to cancer and their mortality rates do not in-
crease with age without apparent aging. The genome of 
the naked mole-rat has been determined by the labora-
tory of V. Gladyshev [47] and comprises 22,561 genes, 
with 750 genes acquired and 320 genes lost during 
evolution. A total of 244 pseudogenes–non-functional 
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genes–have been identified. Among the pseudogenes 
are gene clusters with homology to the genes involved 
in ribosomal and nucleotide synthesis pathways, olfac-
tory and vision systems, spermatogenesis and, possi-
bly, ubiquitination – ubiquitin tagging of proteins for 
degradation. The putative telomere or the telomerase 
genes TEP1 and TERF1 have been found to be unique 
to the genome of the naked mole-rat. Forty-five amino 
acid substitutions were found in 39 naked mole rat pro-
teins, not occurring at the same positions in other mam-
mals. These proteins include components of replication 
and DNA integrity systems: CCNE1, APEX1, RFC1, 
TOP2A. In addition, unique substitutions were de-
tected in the genes of body temperature maintenance 
(UCP1) and vision (CRYGS). The genome of H. glaber 
contains 1.87 million polymorphic loci. The frequency of 
polymorphic variants is more similar to that observed 
in humans than in rats and mice related to the naked 
mole rat. The analysis of the expression profiles of 33 
genes affected by aging in the human brain revealed 
that 32 of the corresponding genes of the naked mole-
rat were not affected. Among these are the CYP46A1 
gene regulating cholesterol metabolism and amyloid 
plaque formation and the SMAD3 gene encoding a 
transcription factor that delays cell division and pro-
motes tumor growth. The naked mole rat has impaired 
melatonin secretion, which, similarly to melatonin-de-
ficient mice, is consistent with down-regulation of the 
insulin/IGF-1 signal pathway. A consequence of adap-
tation to oxygen deprivation seems to be mutations in 
the hypoxia-induced factor (HIF1α) and VHL, a protein 
regulating HIF1α. The genome of H. glaber is an inter-
esting model for studying longevity genes. 

Another long-lived mammal whose genome has 
been recently annotated by V. Gladyshev’s laboratory 
[48] is the Brandt’s bat. In view of the above, bats dis-
play an exceptional longevity relative to similar-sized 
mammals. The lifespan of the Brandt’s bat is over 40 
years, which is the longest on record in the context of 
the positive relationship between longevity and body 
size, given the bat weight of 4–8 g. The genome of this 
nocturnal insectivorous mammal contains 22,256 genes 
and 194 pseudogenes, comprising 2 × 109 nucleotides. 
A total of 67 gene families significantly expanded, and 
44 gene families contracted. Immunity-related genes 
within the expanded gene families deserve a closer 
look. In the course of evolution, the Brandt’s bat ac-
quired 349 genes and lost 98 genes. Some genes are in-
volved in echolocation, visual adaptation to low light 
conditions, and hibernation. Putative lifespan extension 
mutations are detected in growth hormone receptors 
(GHR) and insulin-like growth factors (IGF1R). Mu-
tations in the IGF1R gene (daf-2) have been found in 
long-lived mutants of C. elegans. The expression pro-

files of the indulin/IGF1 pathway, like FOXO1, in the 
Brandt’s bat were shown to change in a similar fashion 
to mutant long-lived mice and to be typical of a slowed 
metabolism.

SEA URCHINS AS A MODEL FOR COMPARATIVE 
GENOMICS OF LONGEVITY 
Sea urchins belong to the phylum Echinodermata, the 
superphyllum Deuterostomia as vertebrates. They are 
closer relatives to vertebrate animals than to such pro-
tostomes as arthropods and mollusks. Adult sea urchins 
possess a five-fold symmetry. Sea urchins are enclosed 
in a calcareous globe-shaped shell, consisting of rows of 
plates with a pentameric symmetry as well. The mouth 
is located on the underside and the anus, on the top 
of the body. The body is covered with flexible spines 
moved by species muscles. Sea urchins have received 
attention as a model for developmental biology. Sperm 
and oocytes are released into the sea water and could 
be produced under laboratory conditions. Fertiliza-
tion occurs externally in water, followed by immedi-
ate cell division. These creatures stirred another wave 
of interest as long-lived individuals. Strongylocentro-
tus franciscanus, or the red sea urchin, is found in the 
Pacific Ocean along the North American coast in the 
cold California current. The exceptional longevity of 
this species has been confirmed. Tetracycline injected 
into the red urchin is deposited in the calcareous shell. 
One-year-post-injection collection and analysis of sea 
urchins allows one to evaluate annual growth bands. It 
was shown that a period of accelerated growth is fol-
lowed by a pronounced slowdown [49]. 

A statistical analysis of variation in the body size of 
S. franciscanus made it possible to estimate the max-
imum lifespan. Larger sized individuals can survive 
into old age, exceeding at least 100 years. Another 
confirmation was obtained with radiocarbon distribu-
tion (14С) in the calcareous teeth of S. franciscanus. An 
enhanced amount of radiocarbon in the world ocean, 
due to nuclear-bomb testing in the 1950s, was used as 
a marker for evaluating the mean tooth growth in the 
red sea urchin for a period of over several decades [50]. 
Both studies [49, 50] demonstrated that S. franciscanus 
lives over 100 years. Importantly, only few species of 
sea urchins show an extended longevity. Another sea 
urchin found in the Pacific Ocean, S. purpuratus, shar-
ing the habitat with S. franciscanus, displays a long 
lifespan of 50 years, but not so much as that seen in 
the red seas urchin. At the same time, the variegated 
sea urchin, Lytechinus variegates, lives only 3–4 years 
[51]. The dramatic disparity in longevity among related 
species holds prospect in using these animals as mod-
els for gaining insight into the genetic background of 
longevity.
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CONCLUSIONS
Nearly all current theories of aging have in common 
the fact that the fundamental cause of aging is the ac-
cumulation of molecular damage brought about main-
ly by ROS, but the role of amyloid protein, glycation 
end-products, and lipofuscin is acknowledged as well. 
The current theories differ in the extent to which the 
buildup of waste is encoded in the genome and wheth-
er it is programmed death or this accumulation that is 
deemed to bear the costs of evolutionary benefits. In 
addition to damage itself, the rate of accumulation is 

also of concern, which results from overall metabolic 
activity. The most significant changes in the longevity 
of model organisms prove to be mutations in metabolic 
pathways. Alongside the analysis of model organisms, it 
is possible to extend to a genome-wide analysis of long-
lived animals and short-lived counterpart species. 

 
The work was financially supported by the ESN group 

and the Russian Science Foundation  
(grant № 14-24-00061).

REFERENCES
1. Giorgio M., Migliaccio E., Orsini F., Paolucci D., Moroni M., 

Contursi C., Pelliccia G., Luzi L., Minucci S., Marcaccio M., 
et al. // Cell. 2005. V. 122. P. 221–233.

2. Skulachev V.P. // IUBMB Life. 2000. V. 49. P. 177–180.
3. Dufour E., Boulay J., Rincheval V., Sainsard-Chanet A. // 

Proc. Natl. Acad. Sci. USA. 2000. V. 97. P. 4138–4143.
4. Harman D. // J. Gerontol. 1956. V. 11. P. 298–300.
5. Skulachev V.P. // Biochemistry (Mosc). 2007. V. 72. 

P. 1385–1396.
6. Harman D. // J. Am. Geriatr. Soc. 1972. V. 20. P. 145–147.
7. de Grey A.D. // Bioessays. 1997. V. 19. P. 161–166.
8. Barja G. // Free Radic. Biol. Med. 2002. V. 33. P. 1167–1172.
9. Andziak B., O’Connor T.P., Qi W., DeWaal E.M., Pierce A., 

Chaudhuri A.R., van Remmen H., Buffenstein R. // Age-
ing Cell. 2006. V. 5. P. 463–471.

10. Labunskyy V.M., Gladyshev V.N. // Antioxid. Redox 
Signal. 2013. V. 19. P. 1362–1372.

11. Schriner S.E., Linford N.J., Martin G.M., Treuting P., Og-
burn C.E., Emond M., Coskun P.E., Ladiges W., Wolf N., van 
Remmen H., et al. // Science. 2005. V. 308. P. 1909–1911.

12. Sun J.,Tower J. // Mol. Cell Biol. 1999. V. 19. P. 216–228.
13. van Raamsdonk J.M., Hekimi S. // PLoS Genet. 2009. 

V. 5. P. e1000361.
14. Gladyshev V.N. // Bioessays. 2012. V. 34. P. 925–929.
15. Gladyshev V.N. // Trends Genet. 2013. V. 29. P. 506–512.
16. Brunk U.T., Terman A. // Eur. J. Biochem. 2002. V. 269. 

P. 1996–2002.
17. Schachter F., Faure-Delanef L., Guenot F., Rouger H., 

Froguel P., Lesueur-Ginot L., Cohen D. // Nat. Genet. 1994. 
V. 6. P. 29–32.

18. Huang Y., Mucke L. // Cell. 2012. V. 148. P. 1204–1222.
19. Russo C., Violani E., Salis S., Venezia V., Dolcini V., Da-

monte G., Benatti U., D’Arrigo C., Patrone E., Carlo P., et al. 
// J. Neurochem. 2002. V. 82. P. 1480–1489.

20. Sell D.R., Monnier V.M. // Gerontology. 2012. V. 58. 
P. 227–237.

21. Monnier V.M., Sell D.R. // Rejuvenation Res. 2006. V. 9. 
P. 264–273.

22. Franceschi C., Bonafe M., Valensin S. // Vaccine. 2000. 
V. 18. P. 1717–1720.

23. Dilman V.M. // Lancet. 1971. V. 1. P. 1211–1219.
24. Dilman V.M., Anisimov V.N. // Exp. Gerontol. 1979. V. 14. 

P. 161–174.
25. Olovnikov A.M. // Dokl Akad Nauk SSSR. 1971. V. 201. 

P. 1496-1499.
26. Greider C.W., Blackburn E.H. // Cell. 1985. V. 43. P. 405–413.
27. Harley C.B., Futcher A.B., Greider C.W. // Nature. 1990. 

V. 345. P. 458–460.

28. Hayflick L., Moorhead P.S. // Exp. Cell Res. 1961. V. 25. 
P. 585–621.

29. Kim N.W., Piatyszek M.A., Prowse K.R., Harley C.B., West 
M.D., Ho P.L., Coviello G.M., Wright W.E., Weinrich S.L., 
Shay J.W. // Science. 1994. V. 266. P. 2011–2015.

30. McCay C.M., Crowell M.F., Maynard L.A. // Nutrition. 
1989. V. 5. P. 155–171. Discussion 172.

31. Kenyon C., Chang J., Gensch E., Rudner A., Tabtiang R. 
// Nature. 1993. V. 366. P. 461–464.

32. Anisimov V.N. Molecular and Physiological Mechanisms 
of Aging. St. Petersburg.: Nauka, 2008. 481 p.

33. Finch C.E., Ruvkun G. // Annu. Rev. Genomics Hum. 
Genet. 2001. V. 2. P. 435–462.

34. Tissenbaum H.A., Guarente L. // Nature. 2001. V. 410. 
P. 227-230.

35. Weismann A. Ueber die Dauer des Lebens, ein Vortrag. 
Jena: G. Fischer, 1882. 94 p. 

36. Skulachev V.P. .// Biochemistry (Mosc). 2012. P. 77. P. 
827–846.

37. Boiko A.G. // Zh Obshch Biol. 2007. V. 68. P. 35-51.
38. Ziuganov V.V. // Izv Akad Nauk Ser Biol. 2005. V. 4. P. 

435-441.
39. Popov I.Yu. // Adv. gerontol. 2009. V. 22. P. 596–604.
40. Fisher D.O., Double M.C., Blomberg S.P., Jennions M.D., 

Cockburn A. // Nature. 2006. V. 444. P. 89–92.
41. Kirkwood T.B.L. // Nature. 1977. V. 270. P. 301–304.
42. Brooks-Wilson A.R. // Hum. Genet. 2013. V. 132. P. 1323–

1338.
43. Deelen J., Uh H.W., Monajemi R., van Heemst D., Thijssen 

P.E., Bohringer S., van den Akker E.B., de Craen A.J., Ri-
vadeneira F., Uitterlinden A.G., et al. // Age (Dordr.). 2013. 
V. 35. P. 235–249.

44. Newman A.B., Murabito J.M. // Epidemiol. Rev. 2013. 
V. 35. P. 181–197.

45. Venter J.C., Adams M.D., Myers E.W., Li P.W., Mural R.J., 
Sutton G.G., Smith H.O., Yandell M., Evans C.A., Holt R.A., 
et al. // Science. 2001. V. 291. P. 1304–1351.

46. Austad S.N. // Mech. Ageing Dev. 2005. V. 126. P. 43–49.
47. Kim E.B., Fang X., Fushan A.A., Huang Z., Lobanov A.V., 

Han L., Marino S.M., Sun X., Turanov A.A., Yang P., et al. 
// Nature. 2011. V. 479. P. 223–227.

48. Seim I., Fang X., Xiong Z., Lobanov A.V., Huang Z., Ma 
S., Feng Y., Turanov A.A., Zhu Y., Lenz T.L., et al. // Nat. 
Commun. 2013. V. 4. P. 2212.

49. Ebert T.A. // Exp. Gerontol. 2008. V. 43. P. 734–738.
50. Ebert T.A., Southon J.R. // Fish. Bull. 2003. V. 101. 

P. 915–922.
51. Francis N., Gregg T., Owen R., Ebert T., Bodnar A. // 

FEBS Lett. 2006. V. 580. P. 4713–4717.



REVIEWS

  VOL. 7  № 1 (24)  2015  | ACTA NATURAE | 19

Model Systems of Motor Neuron 
Diseases As a Platform for Studying 
Pathogenic Mechanisms and Searching 
for Therapeutic Agents

K. R. Valetdinova1,2,3,4, S. P. Medvedev1,2,3,4, S. M. Zakian1,2,3,4*

1Institute of Cytology and Genetics, Prospekt Lavrentyeva, 10, Novosibirsk, 630090, Russia
2Institute of Chemical Biology and Fundamental Medicine, Prospekt Lavrentyeva, 8, Novosibirsk, 
630090, Russia
3Meshalkin Novosibirsk State Research Institute of Circulation Pathology, Rechkunovskaya Str., 15, 
Novosibirsk, 630055, Russia
4Novosibirsk State University, Pirogova Str., 2, Novosibirsk, 630090, Russia
*E-mail: zakian@bionet.nsc.ru
Received 10.10.2014
After revision 01.19.2015
Copyright © 2015 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT Over the past 30 years, many molecular genetic mechanisms underlying motor neuron diseases (MNDs) 
have been discovered and studied. Among these diseases, amyotrophic lateral sclerosis (ALS), which causes the 
progressive degeneration and death of central and peripheral motor neurons, and spinal muscular atrophy (SMA), 
which is one of the inherited diseases that prevail among hereditary diseases in the pattern of child mortality, hold 
a special place. These diseases, like most nerve, neurodegenerative, and psychiatric diseases, cannot be treated 
appropriately at present. Artificial model systems, especially those that are based on the use of embryonic stem cells 
(ESCs) and induced pluripotent stem cells (iPSCs), are of paramount importance in searching for adequate therapeutic 
agents, as well as for a deep understanding of the MND pathogenesis. This review is mainly focused on the recent 
advance in the development of and research into cell and animal models of ALS and SMA. The main issues concerning 
the use of cellular technologies in biomedical applications are also described.
KEYWORDS amyotrophic lateral sclerosis; induced pluripotent stem cells; motor neurons; spinal muscular atrophy; 
embryonic stem cells.
ABBREVIATIONS MND – motor neuron disease; ALS – amyotrophic lateral sclerosis; FTD – frontotemporal dementia; 
iPSCs – induced pluripotent stem cells; SMA – spinal muscular atrophy; ESCs – embryonic stem cells; CNS – central 
nervous system.

INTRODUCTION
In the central nervous system (CNS), motor neuron 
bodies are located in the motor cortex (upper or cen-
tral motor neurons), in the nuclei of the cranial nerves 
of the brainstem, and in the anterior horns of the gray 
matter of the spinal cord (lower or peripheral motor 
neurons). The processes of these neurons (axons), being 
a part of the conduction tracts (pyramidal and extrap-
yramidal tracts), anterior roots of the spinal cord, and 
peripheral nerves reach the skeletal muscles to form 
the neuromuscular junction on muscle fibers that are 
innervated by these cells.

Neurodegenerative diseases that affect primarily 
this group of nerve cells are called motor neuron dis-
eases (MNDs). These diseases are usually characterized 

by muscle atrophy and palsy that result in the death 
of patients [1]. Degenerative processes associated with 
spinal muscular atrophy (SMA), progressive muscular 
atrophy, spinal and bulbar muscular atrophy (Kenne-
dy’s disease), and hereditary motor neuropathies af-
fect lower motor neurons and their processes [2]. Upper 
motor neurons are mainly affected by primary lateral 
sclerosis, hereditary spastic paraplegia, progressive 
bulbar and pseudobulbar palsy, and spinal muscular 
atrophy with respiratory distress type I [2, 3]. Both the 
central and peripheral motor neurons are involved in 
the pathological process associated with amyotrophic 
lateral sclerosis (ALS) [1].

Of greatest interest are SMA, which is the most 
common inherited neurodegenerative disease, par-
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ticularly in children, and ALS, which is an extremely 
heterogeneous disease whose molecular mechanisms 
are understudied. The challenging issue is to develop 
adequate model ALS and SMA systems, since inves-
tigation of pathological processes in CNS cells caused 
by motor neuron diseases is currently impossible due 
to the lack of non-invasive and safe intravital tech-
niques, while a postmortem examination of patient 
tissues provides insight only into the terminal stag-
es of the disease. The problem can be solved in two 
ways.

The first path is to generate animal models that ex-
press the human genes involved in the pathogenesis of 
these diseases. However, such model systems, for obvi-
ous reasons, do not have all the genotypic and pheno-
typic features typical of human MND. Therefore, the 
second approach is an actively developed one that is 
based on the production of motor neurons derived from 
human pluripotent cells possessing a particular pheno-
type of ALS or SMA.

So-called pluripotent cells have the capability of dif-
ferentiating into derivatives of all three primitive germ 
layers (entoderm, mesoderm, and ectoderm), cells of 
the inner cell mass (ICM), and the epiblast of mamma-
lian embryos before [4] and after implantation [5], as 
well as embryonic germ cells. Cells derived from ICM 
and the epiblast of preimplantation embryos, which are 
cultured in vitro and preserve the properties of their 
precursors for a long time, were called embryonic stem 
cells (ESCs). The first human ESC lines were produced 
in 1998 [6].

In 2006, a group of Japanese scientists led by S. Ya-
manaka developed a method for reprogramming so-
matic cells to a pluripotent state by the expression of 
four factors: Oct3/4, Sox2, c-Myc, and Klf4 [7]. The 
characteristics of the resulting cells were close to those 
of ESCs, and, therefore, the cells were called induced 
pluripotent stem cells (iPSCs).

ESC- or iPSC-derived motor neurons serve as a 
platform not only for modeling diseases, but also for 
screening drugs and developing therapy techniques for 
MNDs and spinal cord injuries [8, 9]. They can be used 
in cell replacement therapy for affected nerve cells, as 
well as microenvironment components producing neu-
rotrophic factors and processing toxic metabolites. The 
therapeutic effect of the transplantation of neural stem 
cells, which exert a paracrine effect on the immediate 
cell environment, was observed in several models of 
neurodegenerative diseases [10, 11]. To enhance this ef-
fect, production of certain neurotrophic factors in vitro 
can artificially be modulated. In this case, the trans-
planted cells will secrete recovery-associated factors 
into damaged tissue, as it was demonstrated in an ALS 
model in rats (Gly93Ala) transplanted with human 

neural progenitor cells expressing the glial-derived 
neurotrophic factor (GDNF) [12].

This review describes the main known model sys-
tems of ALS and SMA. Particular attention is focused 
on in vitro systems as well as on the application of cell 
technologies in practice.

AMYOTROPHYC LATERAL SCLEROSIS

General characteristics
Amyotrophic lateral sclerosis (ALS) (also known as 
Lou Gehrig’s disease) was first described in detail by 
the prominent French doctor, a specialist in the field 
of neurological diseases, Jean-Martin Charcot in 1869. 
The very name reflects the distinctive features of the 
disease: muscle atrophy (amyotrophic) due to selec-
tive injury to peripheral motor neurons of the anterior 
horns of the spinal cord and the brainstem motor nu-
clei, as well as cortical motor neurons and the lateral 
columns of the spinal cord (lateral sclerosis) [13]. Pa-
tient death usually occurs due to complete failure of 
the respiratory muscles 2–5 years after the onset of the 
first symptoms [14].

ALS is an orphan disease whose rate in different 
populations ranges from one-two to four-six cases 
per 100,000 people per year [15–17]. Currently, about 
25,000 patients with a mean age of 55 years are listed in 
the U.S. for ALS. In addition, ALS occurs in males more 
often than in females (3 : 2 ratio) [18].

Sporadic and familial (or inherited) forms of ALS 
can be distinguished, with the fraction of the sporadic 
form accounting for about 90% of all cases of the dis-
ease. The risk factors for ALS include the influence of 
heavy metals and toxins (e.g., the natural cyanobacteria 
toxin β-N-methylamino-L-alanine), smoking, severe 
traumatic brain injuries, increased motor activity, la-
tent viral and non-viral infections, and autoimmune 
reactions [19–26].

According to modern concepts, the inherited form 
of ALS is linked to mutations in 12 genes [1]. In total, 
the development of ALS is associated with mutations 
in 116 genes, which are presented in the constantly 
updated Amyotrophic Lateral Sclerosis Online Data-
base (ALSoD) [27]. These are mainly single nucleotide 
substitutions in the coding region of genes, deletions, 
insertions, and expansion of repetitive sequences. The 
most common genetic causes of ALS include expan-
sion of the GGGGCC hexanucleotide repeats in the 
first intron/promoter of the C9ORF72 gene [28–30], 
as well as mutations in the genes SOD1 (superoxide 
dismutase 1, encodes Cu/Zn-binding superoxide dis-
mutase 1) [31], TDP-43 (TAR DNA-binding protein 
43) [32], FUS (fused in sarcoma, RNA-binding protein 
FUS) [33, 34], ANG (angiogenin, ribonuclease) [35], 
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OPTN (optineurin) [36], and VCP (valosin containing 
protein) [37].

SOD1 is expressed in all cell types and localized in 
the cytoplasm. This protein catalyzes the conversion 
of the superoxide anion-radical into free oxygen and 
hydrogen peroxide. SOD1 gene mutations are the most 
numerous ones (more than 160) [1], but not all of them 
lead to the formation of a non-functional protein prod-
uct that would explain the key role of oxidative stress 
and mitochondrial dysfunction in the ALS pathogen-
esis. TDP-43 and FUS are multifunctional proteins in-
volved in gene expression and regulation of expression, 
including transcription, RNA processing, transport and 
translation, as well as miRNA synthesis. Cytoplasmic 
aggregates of TDP-43 and FUS are detected in patients 
with frontotemporal dementia (FTD) [38, 39]. The pro-
tein product of ANG gene is involved in transcriptional 
regulation. ALS-associated mutations of OPTN acti-
vate the transcription factor NF-κB and also affect the 
distribution of optineurin in the cytoplasm. VCP is in-
volved in a variety of cellular processes, including the 
cell cycle regulation, formation of the nuclear envelope, 
and Golgi biogenesis. It is also a component of the ubiq-
uitin-dependent proteolytic system [40].

ALS affects not just motor, but also other types of 
neurons, and some ALS forms are combined with FTD 
or degeneration of the dopaminergic neurons located in 
the midbrain structures in the basal ganglia (striatum), 
limbic system (hippocampus), and hypothalamus. His-
tological changes in several types of neurons, including 
cells of the hippocampus and basal ganglia, are detect-
ed even in patients whose clinical picture is dominated 
by dysfunction of the motor system [41].

However, despite numerous studies, there are still 
no methods of effective therapy for ALS, and treat-
ment is actually limited to relieving the symptoms. 
For example, the drug riluzole, a glutamate-release 
inhibitor exhibiting neuroprotective properties, can 
modulate the course of ALS, increasing the lifespan 
of patients by 2–3 months, but without relieving the 
symptoms [42]. The NeuRx Diaphragm Pacing System 
is approved for use in the USA. This system enables 
to extend, for several months, the time during which 
ALS patients can breathe independently without me-
chanical ventilation.

The development of appropriate model ALS systems 
should help search for effective drugs and answer the 
question of how these diverse molecular changes lead 
to selective death of motor neurons.

Main laboratory ALS models
The generation of animal ALS model systems has made 
it possible to deepen our understanding of the disease 
and to identify a number of mechanisms leading to the 

development of ALS, including mitochondrial dysfunc-
tion, protein misfolding (wrong packaging) and protein 
aggregation, oxidative stress, glutamate excitotoxicity, 
non-cell-autonomous effects, inflammatory process-
es in the nervous tissue, axonal transport dysfunction, 
RNA processing dysfunction, etc (Fig. 1).

Mice carrying mutations in the SOD1 gene were 
generated in the early 1990s [31]. Mice and rats with 
various mutations in this gene are the most thoroughly 
studied animal model of ALS (Table 1). These animals 
have a lethal phenotype with a late onset. The pheno-
type is characterized by muscle denervation, activation 
of astrocytes and microglia, and loss of motor neurons 
in the spinal cord. This phenotype can be induced by 
overexpression of the mutant SOD1 protein; therefore, 
animals overexpressing the normal protein should 
serve as a control in these experiments.

The effects of TDP-43 insufficiency have been stud-
ied in different model organisms (Table 1). TDP-43 
knockout in Drosophila melanogaster leads to a variety 
of neuromuscular defects [43], and TDP-43 knockdown 
in zebrafish (Danio rerio) causes decreased motor ax-
ons length and branching [44]. In mice, homozygous 
deletion of the Tardbp gene, which encodes TDP-43, is 
lethal, but only moderate motor defects are observed 
in heterozygous animals [45]. Overexpression of mu-
tant TDP-43 in yeast, nematodes, and D. rerio induces 
more serious disturbances compared to normal protein 
overexpression [44–46]. An elevated expression of the 
normal or mutant TDP-43 protein in rodents led to the 
formation of a phenotype with cortical disorders with 
the involvement, in a number of cases, of peripheral 
motor neurons [47–51]. Overexpression of TDP-43 in 
the spinal cord of the cynomolgus monkey (Macaca fas-
cicularis) induced a progressive loss of motor neurons 
[52].

Some deletions in the Fus gene in mice were dem-
onstrated to be lethal or to induce a phenotype not as-
sociated with neurodegeneration [53, 54]. Mice with 
FUS knockout in hippocampal neurons have a reduced 
amount of dendrites and pronounced morphological 
defects of these processes [55]. Overexpression of the 
normal human FUS protein in transgenic mice caused 
active degeneration of motor neurons that was charac-
terized by the formation of globular and “skein-like” 
FUS-positive inclusions in the motor neurons [56]. In 
rats, overexpression of FUS with an Arg521Cys muta-
tion led to the death of cortical, hippocampal, and mo-
tor neurons, as well as to denervation and development 
of palsies [57].

Therefore, these ALS models demonstrate the im-
portant role of the proteins SOD1, TDP-43, and FUS in 
the functioning of different cells of the nervous system, 
including motor neurons.
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ALS cell models
To date, cell models of both the hereditary and sporadic 
forms of ALS have been generated (Table 2). However, 
technologies and approaches that use a patient’s iPSCs 

are mainly utilized not for a direct searching for thera-
py approaches, but for the identification and profound 
analysis of the pathogenic mechanisms of this neurode-
generative disease.

Fig. 1. A general scheme of ALS etiopathogenesis. Mutations in SOD1, VCP, UBQLN2, OPTN, CHMP2B, and, possi-
bly, TARDBP cause changes in protein degradation systems, disrupting the normal proteasomal and autophagic dispos-
al. Mutations in C9ORF72, TARDBP, and FUS disturb RNA processing that leads to the formation of a large number of 
aberrant (incorrectly assembled) proteins and toxic RNA forms. These changes lead to intracellular proteinopathy that is 
characterized by the development of clusters and granules, endoplasmic reticulum and Golgi stress, and mitochondrial 
dysfunction. Disorganization of the axonal cytoskeleton and dysfunction of the axonal transport systems lead to den-
ervation of motor neurons located downstream in the signal transmission chain (peripheral motor neurons), or muscle 
fibers. Cells that do not belong to neurons, including astrocytes, microglia, and oligodendrocytes, modify this process, 
because they cannot provide normal functioning of nerve cells and, in addition, possess a toxic effect. Factors deter-
mining the level of sensitivity to damages, including factors that modulate the type of stress response (activation of heat 
shock proteins) and provide “predisposition” to excitotoxicity (features of glutamate receptors) define exactly which 
neurons will be affected by these processes to the greatest extent. The effect of proteins, such as profilin 1 and the 
neurofilament heavy chain (NFH), on this model is revealed at a considerable distance from the nerve cell body. They 
directly affect the cytoskeleton and D-amino acid oxidase, which plays an important role in excitotoxicity. The systems 
involved in the signaling processes of axonal “targeting” (e.g., semaphorin family proteins) as well as in determining the 
topography of connections in the nervous system (e.g., proteins of the ephrin and reticulon families) apparently trigger 
the processes of axon retraction and denervation
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Cell models of the inherited ALS form

SOD1. Motor neurons containing the SOD1 gene with 
an Asp90Ala mutation demonstrate signs of neuro-
filament aggregation that lead to the degeneration of 
neurites [58]. The mutant SOD1 protein was found to 
be capable of binding to the 3’-untranslated region of 
mRNA of one of the neurofilament components, NF-L, 
decreasing the mRNA stability. Thereby, the propor-
tion of individual subunits of neurofilaments in motor 
neurons is disturbed. This is the interaction that can 
trigger a chain of events that lead to selective death of 
motor neurons [58].

Defects in the mitochondrial transport system and 
changes in the mitochondrial morphology have been 
found in motor neurons with an Ala4Val missense mu-
tation in the SOD1 gene. Manifestations of oxidative 
stress and endoplasmic reticulum stress, as well as ac-
tivation of the unfolded protein response (UPR), were 
observed in these cells [59]. Furthermore, an analysis of 
high-throughput mRNA sequencing using the DAVID 
and GSEA platforms demonstrated that gene tran-
scription in motor neurons with the SOD1+/A4V geno-
type is altered compared to the isogenic control without 
this mutation. Motor neurons with a SOD1 mutation 
had an increased transcription level of genes encod-

ing contractile proteins, in particular kinesins, as well 
as the genes involved in cytoskeleton formation and 
transcription regulation. In this case, the transcription 
level of the genes involved in the functioning of mito-
chondria and translation was significantly decreased in 
these cells [59].

An electrophysiological study of iPSC-derived motor 
neurons with mutations in the SOD1 gene, as well as in 
C9ORF72 and FUS, revealed the hyperexcitability of 
their membranes that may be the main element of the 
ALS pathogenesis, leading to the death of motor neu-
rons [60]. A decrease in the amplitude of the delayed-
rectifier potassium current was observed in these cells, 
which might be the cause of the hyperexcitability of 
their membranes. The use of a potassium channel ac-
tivator, retigabine, blocked the hyperexcitability and 
increased the degree of survival of motor neurons with 
mutations in the SOD1 gene [60].

Screening of mouse ESCs with mutations in SOD1 
revealed a number of potential drugs [61]. A relation-
ship between glycogen synthase kinase 3 (GSK-3) and 
ALS was previously identified [62]. Inhibition of the 
GSK-3 pathway was found to reduce neuronal apopto-
sis [63, 64]. One of the inhibitors of this pathway, ken-
paullone, caused a significant increase in the viability 
of mouse motor neurons with mutations in SOD1, and 

Table 1. Animal models of amyotrophic lateral sclerosis

Model object Gene Phenotype Reference

Saccharomyces cerevisiae SOD1, 
TARDBP, FUS

Damage of mitochondrial membrane integrity, TDP-43 and 
FUS aggregation. [155–158]

Caenorhabditis elegans
SOD1, 

TARDBP, FUS, 
tdp-1

Uncoordinated movements and locomotor impairments, 
palsy, degeneration of motor neurons, synaptic transmission 
failure, nuclear accumulation of TDP-43 aggregates, SOD1 

aggregation.

[159–164]

Drosophila melanogaster SOD1, 
TARDBP, FUS

Motor defects, stress activation of glial cells, SOD1 aggrega-
tion, gliosis, axonal degeneration, neuronal atrophy. In gen-
eral, the effects vary depending on the tissue that expresses 

normal/mutant SOD1, TARDBP and FUS proteins.

[165–173]

Danio rerio
SOD1, 

TARDBP, FUS, 
Sod1

Motor defects, muscular atrophy, loss of motor neurons, 
reduced survival. [174–176]

Mus musculus
Rattus norvegicus

TARDBP, 
SOD1, Sod1, 

Tardbp

ALS phenotype: tremor, progressive motor disorders and 
palsy, gliosis, ubiquitinated SOD1 inclusions, degeneration of 
axons and motor neurons, vacuolization of mitochondria, rare 

cytoplasmic aggregates of phosphorylated TDP-43.

[48, 51, 
177–192]

Dog breeds: Pembroke 
Welsh corgi, Boxer, 

Rhodesian ridgeback, 
German Shepherd, 

Chesapeake Bay

SOD1

Degenerative myelopathy of dogs: inclusions capable of 
binding with SOD1 antibodies are observed in the cytoplasm 
of neurons; demyelination of the white matter of lateral cords 

and axonal loss.

[193, 194]

Macaca fascicularis TDP-43

Accumulation of TDP-43 aggregates and cystatin C-positive 
granules in the cytoplasm; progressive motor weakness of the 

distal portions of the upper extremities, fasciculations and 
atrophy.

[52]
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it also increased the degree of survival of the motor 
neurons produced after differentiation of thee iPSCs 
of ALS patients [61].

In addition, the primary culture of mouse glial cells 
expressing a mutant (Gly93Ala) human SOD1 protein 
exerts an increased toxic effect on motor neurons. Most 
likely, the ALS pathogenesis occurs through a non-au-
tonomous mechanism in the case of mutations in SOD1 
[65, 66].

TDP-43. TDP-43 protein aggregates in motor neurons 
are detected in 97% of ALS cases and in 45% of FTD 
cases [67]. Motor neurons derived from iPSCs with a 
Met337Val missense mutation in the TDP-43 gene were 
found to have an increased level of the soluble and de-
tergent-resistant TDP-43 protein, reduced survival in 
long-term cultivation, and also increased sensitivity to 
PI3K kinase inhibition [68].

Investigation of astrocytes produced from mutant 
iPSCs (Met337Val) demonstrated an increased level 
of the TDP-43 protein in astrocytes, same as in motor 
neurons, with protein aggregates being mainly found 
in the cytoplasm of the cells. These cells also showed 
reduced survival in the culture [65]. The co-culture of 
mutant astrocytes with control and mutant motor neu-
rons demonstrated that the presence of astrocytes does 
not affect the viability of motor neurons. This indicates 
that the ALS pathogenesis occurs via the cell-autono-
mous pathway in the case of mutations in TDP-43 [65].

Motor neurons differentiated from patient iPSCs 
carrying Met337Val, Gln343Arg, and Gly298Ser muta-
tions in TDP-43 had an increased amount of the insolu-
ble TDP-43 protein bound to the SNRPB2 spliceosomal 
protein [69]. Furthermore, these cells had an increased 

transcriptional level of the genes involved in the RNA 
metabolism and a reduced transcriptional level of the 
genes encoding cytoskeleton proteins. Four compounds 
that are inhibitors of the enzymes involved in covalent 
modification of chromatin and the proteins associated 
with RNA splicing were tested: trichostatin A (histone 
deacetyltransferase inhibitor), spliceostatin A (inhibi-
tor of spliceosomal proteins), anacardic acid, and gar-
cinol (histone acetyltransferase inhibitors). Anacardic 
acid appeared to be capable of increasing the chance 
of survival of mutant motor neurons, decreasing the 
transcriptional level of the TDP-43 gene mRNA and 
the TDP-43 protein level in the insoluble fraction, as 
well as increasing the length of motor neuron neurites 
[69].

iPSCs can be used not only to search for new com-
pounds as potential drugs for ALS, but also to explore 
alternative modes of therapy; e.g., via RNA interfer-
ence. Based on the design of small interfering RNAs 
(siRNA) designated for allele-specific suppression of 
the translation of a mutant (Met337Val) TDP-43 pro-
tein [70], the use of siRNA was demonstrated to be ca-
pable of a 30% reduction in the cytoplasmic TDP-43 
protein level in neural stem cells derived from patient 
iPSCs [70].

C9ORF72. RNA of the mutant C9ORF72 gene with an 
abnormal number of GGGGCC hexanucleotides in the 
first intron/promoter can also initiate a pathological 
process associated with ALS. An increased transcrip-
tional level of C9ORF72, as well as the formation of fo-
cal accumulations of C9ORF72 RNA, containing, among 
other things, hnRNPA1 and Pur-α RNA-binding pro-
teins, was observed in motor neurons produced after 

Table 2. Cell models of amyotrophic lateral sclerosis

Gene Mutation Phenotype Reference

TDP-43
Met337Val
Gln343Arg
Gly298Ser

Reduced survival, increased sensitivity to PI3K kinase inhibi-
tion, elevated level of the TDP-43 protein. [65, 68–70]

SOD1

Gly85Ser
Leu144Phe

Ala4Val
Asp90Ala
Asn87Ser

Ser106Leu

Hyperexcitability of membranes, neurofilament aggregation, 
mitochondrial dysfunction, oxidative stress and endoplasmic 

reticulum stress.

[58, 60, 146, 
195, 196]

FUS His517Gln Hyperexcitability of membranes, FUS aggregates. [60]

C9ORF72
Expansion of the GGGGCC 

hexanucleotide repeat in 
the first intron/promoter.

Abnormal electrophysiologic indicators, hyperexcitability of 
membranes, formation of focal granules of C9ORF72 RNA 

containing hnRNPA1 and Pur-α proteins.
[60, 71]

Sporadic form Intranuclear aggregates of the hyperphosphorylated TDP-43 
protein. [75]
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the differentiation of iPSCs from patients with the 
C9-ALS familial form (hexanucleotide repeat expan-
sion in the C9ORF72 gene) [71]. hnRNPA1 is known to 
bind to TDP-43 molecules [72]. Therefore, the interac-
tion of TDP-43 with its target RNAs probably changes 
upon removal of hnRNPA1 from focal accumulations. 
Therefore, there is a potential relationship between 
two ALS forms (C9-ALS and TDP-43-mediated ALS). 
Furthermore, mutations in the hnRNPA1 and hnRN-
PA2/B1 proteins were found to be one of the caus-
es of MND in humans [73]. What is more, Pur-α was 
shown to interact with focal accumulations of RNAs 
containing the GGGGCC repeats and to modulate the 
toxic effect of similar structures in an ALS model in 
D. melanogaster [74]. Cells expressing mutant RNA of 
the C9ORF72 gene had an altered expression level of 
the genes associated with the membrane excitability, 
in particular DPP6, and had abnormal electrophysio-
logical indicators. The use of antisense oligonucleotides 
complementary to RNA of the C9ORF72 gene enabled 
the suppression of the formation of focal accumulations 
and recovery of the normal level of gene transcription 
in motor neurons [71]. These studies exemplify the fact 
that differentiated derivatives of iPSCs can be used to 
search for and explore potential drugs [61, 69].

Cell models of the sporadic ALS form
Using patients with the sporadic ALS form, Burkhardt 
et al. [75] produced iPSC lines with a unique genetic 
and epigenetic background. The formation of hyper-
phosphorylated aggregates of the TDP-43 protein was 
observed in the nuclei of motor neurons differentiated 
from these cells after 2 months of cultivation [75], but 
no accumulation of ubiquitin-labeled TDP-43 gran-
ules was found. This suggests that TDP-43 is exposed 
to ubiquitination at the later stages of proteinopathy 
compared to hyperphosphorylation. The authors note 
that it is important to differentiate iPSCs derived from 
different patients not only into motor neurons, but also 
into other cell types in order to investigate the caus-
es behind the wide variety of sporadic ALS cases. This 
model is of particular interest for the search for thera-
peutic agents and factors that modify ALS.

SPINAL MUSCULAR ATROPHY

General characteristics
Spinal muscular atrophy (SMA) is a neurodegenerative 
disorder with an autosomal recessive mode of inher-
itance that is characterized by degeneration of motor 
neurons in the anterior horns of the spinal cord that 
leads to muscle atrophy, palsy, and death of the patient 
[76–78]. Spinal muscular atrophy in children was first 
described by G. Werdnig in 1891. The disease’s fre-

quency in European populations is 1 per 10,000 new-
borns, and the carrier frequency of the mutant gene is 
1 per 40–50 [79].

Over 95% of SMA patients have a homozygous dele-
tion in the SMN1 (Survival Motor Neuron1) gene locat-
ed on chromosome 5, while inversions, reading frame 
shift mutations, missense mutations, nonsense muta-
tions, and splicing site changes occur only in a few cas-
es [80, 81]. A full list of known mutations of the SMN1 
gene is available in the Leiden Open Variation Data-
base (http://www.dmd.nl/nmdb2/home.php?select_
db=SMN). The SMN2 pseudogene, which differs from 
SMN1 only in eight single nucleotide substitutions by 
one in the seventh and eighth exons, and the other sub-
stitutions occurring in introns, is located on the same 
chromosome [82]. A C/T transition in exon 7 leads to 
a change in the splicing of the SMN2 transcript, such 
that 90% of translated RNAs do not contain exon 7, and 
the protein product is unstable and shortened [83, 84] 
(Fig. 2). In this case, the number of pseudogene copies 
in the genome of different individuals can vary from 0 
to 6. The larger the number of SMN2 copies, the less-
er the severity of SMA symptoms [85–87]. The SMN2 
gene significance for the development of a more mild 
form of spinal muscular atrophy is confirmed by as-
ymptomatic cases when the number of SMN2 gene 
copies is sufficiently large (four or more) in individuals 
homozygous for deletion of the SMN1 gene [88].

Depending on the age of onset, severity, and lifes-
pan, the following disease types are distinguished [89]:

Type I (Werdnig-Hoffmann disease) is the most 
severe form that manifests itself during the first 6 
months of life and is characterized by pronounced signs 
of palsy of the limb and trunk muscles, as well as the 
respiratory muscles; children are unable to sit and to 
keep their head independently. The lifespan for this 
disease form does not exceed 2 years.

Type II is an intermediate form that has a later on-
set, usually at the age of 7–18 months. Sick children are 
capable of sitting independently but do not achieve the 
ability to walk. The lifespan is more than 2 years.

Type III (Kugelberg-Welander disease) is a mild/
moderate form. The first symptoms emerge after 
18 months. Patients are able to achieve independent 
standing and walking. 

Type IV is an adult form. In most cases, it starts af-
ter 20–30 years and does not significantly affect the 
lifespan. It manifests itself in weakness of the proximal 
muscles, fasciculations (involuntary, chaotic contrac-
tions of individual groups of muscle fibers), as well as 
reduced tendon reflexes.

A SMN1 gene protein product performs several 
functions in the cell: it is involved in pre-mRNA splic-
ing, mature mRNA transport, and axonal growth 
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[90–94]. SMN is a central component of the complex 
required for assembly of spliceosomal small nuclear ri-
bonucleic particles (snRNPs) [95]. An association of spli-
ceosomal components with each other in every splic-
ing cycle is known to occur ex novo each time through 
stepwise assembly, which means that mutant SMN 

cannot provide effective assembly of snRNPs. There-
fore, one of the hypotheses used to explain the SMA 
mechanism is based on the assumption that impaired 
snRNP formation affects the splicing of a specific group 
of genes that are important for the functioning of a mo-
tor neuron chain [95–97].

SMN1 SMN2

E6 I E7 I E8 E6 I E7 I E8

C/T transition

Pre-mRNA

Splicing

mRNA

Translation

Protein

Normal level of the SMN protein Low level of the SMN protein

Fig. 2. Expression of the SMN1 and SMN2 genes (see the text for the description)
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An axonal isoform of a protein product of the SMN1 
gene (a-SMN) was discovered in 2006 [98]. The axonal 
SMN transcript differs from the full-length transcript 
by the inclusion of the intron 3 sequence, but the pro-
tein translated from this transcript is shorter than the 
SMN protein because of the stop codon located on the 
boundary of exon 3 and intron 3. Therefore, the SMN 
and a-SMN proteins have an identical N-terminal re-
gion and a different C-terminal region. The a-SMN-
protein was found to be selectively expressed in the 
critical phase of motoneuron development and to be 
localized mainly in axons, stimulating axonogenesis. 
Expression of this protein is reduced in adults [98]. 
However, the existence of the specific neuronal a-SMN 
isoform does not explain the important fact of a lacking 
exon 7 in the SMN2 gene mRNA in most SMA cases, 
because only the first four exons in a-SMN are encod-
ing ones [99]. Therefore, the second hypothesis suggests 
that SMA is associated with impairment of the impor-
tant function that is performed by SMN in the axons 
of motor neurons [91, 94–97, 99, 100]. Therefore, what 
is the cause of the selective death of a motor neuron 
in the presence of SMN1 mutations? And how can we 
help SMA patients? Artificial model systems should 
help answer these questions.

Main animal SMA models
The SMN protein deficiency has been studied in sever-
al model organisms (Table 3). However, working with 
animals is complicated by the fact that their genomes 
contain only one Smn gene that is equivalent to the hu-
man SMN1 gene, and they do not have the SMN2 gene. 
For this reason all Smn knockout animals die, and the 
time of death is determined by the SMN1 mRNA level 
inherited by a new organism from the mother. For ex-

ample, death in mice occurs at the early stages of de-
velopment [101], and death in egg-laying organisms, 
e.g. in D. melanogaster, occurs later, when the SMN 
protein level inherited from the mother decreases to 
a critical point [102]. As expected, Smn knockout in a 
specific tissue leads to the maldevelopment of this tis-
sue and loss of a larger portion of its cellular component 
[103–105]. Additional copies of SMN2 are usually in-
serted into the genome of transgenic mice with SMA. 
Two copies of this gene ensure a greater chance of sur-
vival of embryos, while eight copies result in mice with 
a normal phenotype [106, 107]. Two SMN2 copies were 
shown to be sufficient for the normal functioning of 
most tissues; however, motor neurons require a higher 
SMN level, at least in mice [108].

To conduct laborious experiments, invertebrates and 
vertebrates are usually used that do not belong to the 
class of mammals. For example, full-scale molecular 
genetic screening of chemical agents, potential drugs, 
is easier to conduct in C. elegans and D. melanogaster. 
So, a nematode with a smn-1(cb131) mutation was used 
for selection of three substances that most effectively 
alter a mutant phenotype: 4-AP (potassium channel 
blocker), gaboxadol hydrochloride (GABAA

 receptor 
agonist), and Neu5Ac monosaccharide [109]. Therefore, 
this model can serve as a basis for the screening of com-
pounds that modify the functions of the Smn protein.

The influence of the most effective substances is fur-
ther studied in more complex objects: in particular in 
D. rerio and mice. There are data indicating that the 
RhoA GTP-ase and its effector, Rho-kinase (ROCK), 
involved in cytoskeleton formation are of great impor-
tance upon diseases of motor neurons. Introduction of 
ROCK inhibitors into mice with SMA increased their 
lifespan and improved the state of their neuromuscular 

Table 3. Animal models of spinal muscular atrophy

Object Manipulations with the SMN (Smn) 
gene Phenotype Reference

Schizosaccharomyces 
pombe Knockout Death [197–199]

Caenorhabditis 
elegans Knockout, knockdown, point mutations. Embryonic death, developmental defects, 

motor defects, decreased life span.
[109, 200, 

201]

Drosophila  
melanogaster

Point mutations equivalent to silent 
alleles, mutations disorganized Smn 

protein in adult flies, knockdown.

Embryonic death, loss of the ability to fly 
and jump.

[102, 112, 
202]

Danio rerio Knockdown Death, defects of axon development. [91]

Mus musculus

Knockout, directed alteration of 
expression in specific tissues at a 

specific period of time, introduction of 
transgenes of the human SMN1 gene 

with known missense mutations, intro-
duction of additional copies of SMN2.

Embryonic death, apoptosis of a cellular 
component of the tissue that does not 

express Smn, a phenotype varies depending 
on the mutation type and the presence of 
additional transgenes, two copies increase 

the life span of embryos up to 5 days.

[101, 
103–107, 

203]
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synapses and skeletal muscle fibers [110]. These find-
ings have been confirmed in humans. For example, a 
genome-wide methylation analysis revealed significant 
differences in the DNA methylation level of two genes, 
CHML and ARHGAP22, in SMA patients and healthy 
individuals. The products of these genes regulate the 
function of the Rho and Rab GTP-ases that are regula-
tors of actin dynamics, and, therefore, they can affect 
initiation, growth, direction, and branching of axons 
[111].

The results obtained in various animal SMA models 
should be interpreted with caution. For example, sur-
vival of the SMN-deficient flies D. melanogaster can be 
achieved by expression of this protein in the muscle tis-
sue [102, 112]. But, there is no such effect in SMA mice 
with expression of SMN in muscles [108]. However, it 
can be noted that SMN in these experiments was ex-
pressed in the mesodermal progenitors of muscle fibers 
in D. melanogaster and in already formed muscle fibers, 
which no longer divided, in mice.

Cell SMA models
To date, iPSCs of type I SMA patients have been pro-
duced [113–115]. These cells differentiate into motor 
neurons in vitro with the same initial efficiency as con-
trol cells without mutations of SMN1 in the genome 
[113, 114]. However, the number and size of motor 
neurons derived from SMA patients is significant-
ly reduced during prolonged cultivation compared to 
those of motor neuron cultures from healthy donors 
[113]. This reduction is caused by an elevated level of 
apoptosis, mediated by the Fas-ligand, and activation 
of caspase-8 and caspase-3. In this case, the addition 
of antibodies specific to the Fas-ligand and use of a 
caspase-3 inhibitor decrease the level of motoneuron 
apoptosis [114].

In neurons and astrocytes, the SMN protein is locat-
ed in the cytoplasm, while in the nucleus of nerve cells 
it is located in special structures, gems (gemini of coiled 
(Cajal) bodies), so named because of the similarity of 
their structure, functions, and proximity. The Cajal 
bodies, similar to the gems associated with them, are 
involved in the maturation, assembly, and transport of 
snRNAs [116]. The amount of gems in the nucleus was 
demonstrated to correlate with the SMA form [117]. 
The number of gems in healthy people corresponded 
to the number of Cajal bodies and they were easily 
detected. Only Cajal bodies, and no gems, were found 
in type I SMA patients, whereas gems were detected 
only in some nuclei in type III SMA patients [118, 119]. 
There were no gems in the nuclei of the neurons and 
astrocytes derived from the iPSCs of SMA patients. 
Addition of valproic acid and tobramycin, which are 
used in SMA therapy, significantly increased the num-

ber of gems in cell nuclei and the SMN protein level. 
However, both the total level of the SMN protein and 
the number of gems still remained significantly lower 
than those in cells from healthy donors [113].

In a study by Corti et al., iPSCs were obtained from 
SMA patients using nonviral, nonintegrated episom-
al vectors [115]. Then, the resulting cells were trans-
fected with short single-stranded oligonucleotides 
complementary to 75 nucleotides of the coding strand 
of the gene. The central part of these oligonucleotides 
contained a substitution (the same as in exon 7 that 
prevents full protein formation). After recombination 
with this donor molecule, the SMN2 gene in some cells 
became the “SMN1-like gene”; i.e. it was translated to 
the normal full-length SMN protein. Motor neurons de-
rived from these cells with the corrected phenotype 
were transplanted into the spinal cord of mice with 
SMA. As a result, some changes in the pathological 
phenotype, as well as an increased lifespan of sick mice, 
were observed. However, the positive dynamics was 
apparently due to the production of neurotrophic fac-
tors by the transplanted cells [115].

SMA-associated pathological changes are known 
to occur also in other cell types, including astrocytes, 
sensory neurons, Schwann cells, and skeletal muscle 
fibers [120–124]. Do sensory neurons with a mutation 
in the SMN1 gene affect the progressive degeneration 
of motor neurons? The use of iPSCs from type I SMA 
patients helps answer this question.

iPSC lines with the SMA genotype were differenti-
ated into sensory neurons. In this case, a decrease in the 
calcium response to depolarizing stimuli was observed, 
but the survival of these cells did not differ from that 
of the control group cells [125]. The co-culture of senso-
ry neurons from SMA patients and motor neurons from 
healthy donors revealed no significant reduction in the 
number of motor neurons, as well as the formation of 
clusters of glutamate transport vesicles near the bodies 
of the motor neurons and neurites. Therefore, in this 
system, sensory neurons carrying a mutation in SMN1 
was demonstrated not to contribute significantly to the 
death of motor neurons with the normal SMN1 gene.

The use of modern methods of genomic 
engineering to generate artificial model systems
Modern methods of genome editing that are based on 
the technologies ZFN (Zinc-Finger Nuclease), TALEN 
(Transcription Activator-Like Effector Nucleases), and 
CRISPR/Cas9 (Clustered Regularly Interspaced Short 
Palindromic Repeats/Cas9) enable one to produce ar-
tificial model systems both in vitro and in vivo. They 
can be used not only to introduce a certain mutation 
in the genome of the study subject, but also to repair 
mutations [126–134].
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At present, the TALEN and CRISPR/Cas9 technolo-
gies can be used in basic and translational biomedical 
research and experiments to test hypotheses and prin-
ciples of gene and cell therapy. Artificial nucleases can 
be used, apart from the generation of models for devel-
oping approaches to treatment, directly for therapeutic 
purposes. One such area is treatment of chronic viral 
infections [135–138].

It became possible to correct a mutation of the Ala-
4Val substitution in the SOD1 gene in iPSCs using a 
pair of ZFNs [59]. In this case, homozygous and hetero-
zygous cell clones (SOD1+/A4V and SOD1+/+) were gen-
erated. These cells were used to further investigate the 
functions of the mutant SOD1 protein and for the pur-
pose of isogenic control.

Cell therapy of MND
Cell therapy for neurodegenerative diseases in-
volves the replacement of the affected nervous tissue 
with new healthy cells and recovery of the disrupt-
ed functions. For example, motor neurons derived 
from human ESCs were transplanted into chick em-
bryos, where they survived and retained their cell 
specificity. Furthermore, their axons extended be-
yond CNS and reached their peripheral muscle tar-
gets [139]. Similar cells transplanted into the spinal 
cord of adult rats also survived in a foreign tissue. A 
number of cells expressing a marker of motoneurons, 
choline acetyltransferase, were found 6 months af-
ter the operation. A stronger effect can be achieved 
by co-transplantation of neural stem cells secreting 
a glial-derived neurotrophic factor into the affected 
area and additional administration of a phosphodi-
esterase-4 inhibitor and dibutyryl cyclic adenosine 
monophosphate, substances that stimulate peripheral 
axonal outgrowth, to these animals [140]. Transplan-
tation of motor neurons into the distal ends of the pe-
ripheral nerves in mice stimulated the formation of 
neuromuscular synapses [141–143]. In this case, the 
formation of functional synapses that persisted for 
6–18 months after the surgery was observed. And 
additional electrical stimulation of the surviving cells 
resulted in re-innervation of the atrophied muscle 
fibers [143].

Surgery for motor neuron transplantation is still as-
sociated with technical difficulties and immunologi-
cal responses. However, transplantation of differen-
tiated iPSC derivatives avoids the problems of tissue 
incompatibility observed upon using ESC derivatives. 
In addition, issues of co-transplantation of microenvi-
ronment cells, formation of peripheral functional neu-
romuscular synapses, and increase in the survival and 
time of the transplanted cell activity require further 
research.

The problem of directed differentiation 
of motor neurons and experiment 
scaling in pharmacological studies
Currently, motor neurons can be produced using three 
sources (Fig. 3):

• ESCs;
• iPSCs; and
• fibroblasts.
The development of protocols for fast and efficient 

differentiation of ESCs and iPSCs is extremely impor-
tant, because differentiated derivatives of these cells 
are required for large-scale use in pharmacological 
and toxicological studies and cell replacement thera-
py. Currently, there is a large number of protocols for 
directed differentiation of cultured pluripotent hu-
man and mouse cells into motor neurons [71, 75, 115, 
144–153]. This procedure includes two stages. The 
first stage is neuronal differentiation with the forma-
tion of embryoid bodies or neural rosettes. This stage 
is carried out in a ESC medium supplemented with 
specific factors that guide the differentiation towards 
neurons. The second step is differentiation of the re-
sulting neural progenitors towards motor neurons by 
means of addition in the medium of factors such as 
RA (retinoic acid) and Shh (sonic hedgehog). The pro-
cedure efficiency is evaluated based on the expres-
sion of specific markers, morphology of the cells, their 
electrophysiological activity, as well as by xenotrans-
plantation to animals. The resulting cells are a mixed 
population. It can be enriched with motor neurons by 
using gradient centrifugation [115] or protocols with a 
higher yield of the desired cells.

Protocols that use induction of the embryoid bodies 
followed by treatment with RA/Shh are quite labori-
ous; they take a total of about 2 months, with a rela-
tively low yield of motor neurons (10–40%). The meth-
od of directed programming that is based on adenoviral 
delivery of three motoneuron-specific transcription 
factors (Ngn2, ISL1, and Lhx3) is faster (formation of 
motor neurons from neural progenitors takes 11 days) 
and more efficient (motoneuron population amounts to 
about 60%). The disadvantages of this method are as 
follows:

• manipulations, which are based on the use of ad-
enoviruses, with genomes that are relatively unsafe for 
further use of these cells; and

• considerable variations in the amount of produced 
motoneurons, as well as the variability of their survival.

However, protocols have already been developed 
for a fairly quick (within 20 days) and highly efficient 
(over 70%) production of motor neurons without the 
use of adenoviruses [154].

Further efforts should be aimed not only at search-
ing for new, more effective methods of differentiation, 
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but also at standardizing the parameters of cell passag-
ing and culturing according to existing methods, as well 
as at studying procedures of direct differentiation of 
cells into specific motor neuron subtypes.

The problem of generating cell model biobanks
The essential requirement in performing pharmaco-
logical and toxicological studies and cell therapy is the 
availability of cell samples obtained from patients with 

rare diseases. This gives rise to an urgent need for the 
generation of banks of human ESC and iPSC lines. This 
task requires employees with a high level of compe-
tence, the development of a specialized infrastruc-
ture, and strict quality control of samples. The world 
scientific community has long been concerned about 
this issue. The criteria to be met by banks of human 
ESC and iPSC lines are addressed in new programs 
such as CCRM (http://ccrm.ca/), CIRM (http://www.

Fig. 3. Sources of motor neurons. 1 – ESCs derived from the inner cell mass of a blastocyst can be differentiated into 
motor neurons. Compounds like RA and Shh play a key role in this process. 2 – human fibroblasts obtained from a skin 
biopsy material can be reprogrammed into iPSCs by expression of factors such as Klf-4, c-Myc, Oct4, and Sox2. iPSCs 
differentiation into motor neurons is performed by the method described for ESCs. 3 – motor neurons can directly be 
produced from fibroblasts by expressing seven factors (Acsl1, Mt1l, Isl1, Ngn2, Lhx3, Brn2, Hb9)
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coriell.org/media-center/coriell-in-the-news/coriell-
awarded-10mm-for-induced-pluripotent-stem-cell-
program), HiPSCi (http://www.hipsci.org), and Stem-
BANCC (http://www.stembancc.org/).

One of the possible ways to achieve this important 
goal may be to use a crowdsourcing platform as, for ex-
ample, is already the case in resources such as the Ze-
brafish Gene Collection, ADDGENE, PubMed, and the 
Drosophila “Red Book”. In the USA, there is already a 
prototype of a similar organization based on NIH (the 
National Institutes of Health, in particular NCATS (Na-
tional Center for Advanced Translational Science) and 
NIHCRM (the NIH Center for Regenerative Medicine)). 
The collections of three organizations, RUCDR Infi-
nite Biologics (Rutgers), the Coriell Institute for Medi-
cal Research (Coriell), and Wisconsin Stem Cell Bank 
(WISC), already include hundreds of ESC and iPSC 
lines received from various institutions.

Therefore, a number of issues need to be addressed 
in order to generate biobanks of cell models. The first 
issue is related to joining the efforts of the interna-
tional community to ensure that researchers around 
the world can enjoy unfettered access to this biobank. 
The problem of biosafety and compliance of a biobank 
with the legislation of different countries is no less im-
portant. The second issue is the generation of a single 
database, where all the necessary characteristics of cell 
lines should be spelled out. The third issue is related to 
the rapid progress in the field of cell technologies. Less 
than 10 years after its creation, the iPSC technology 
has reached a level of development that already allows 
the use of these cells in preclinical trials of drugs, as 
well as their application in the field of regenerative and 
personalized medicine.

CONCLUSION
The problem of neurodegenerative diseases and find-
ing ways to treat them becomes the most urgent ones 
due to the increased lifespan in developed countries, 
since most of these diseases develop in old and senile 
age. Motor neuron diseases do not prevail in the over-
all pattern of mortality from neurodegenerative dis-
eases, but they are the absolute leaders in the severity 

of progression and rate of death. Amyotrophic lateral 
sclerosis (ALS) causes progressive muscular atrophy 
and death due to respiratory failure within 2–5 years, 
and the most severe form of spinal muscular atrophy 
(SMA), the Werdnig-Hoffmann disease, leads to muscle 
atrophy, palsy, and death of sick children within the 
first 2 years of life.

MND modeling in in vivo systems using organisms, 
such as nematodes, drosophila, laboratory mice, and 
rats, has significantly expanded our understanding of 
the causes and mechanisms of MND pathogenesis and 
revealed a number of chemical compounds that could 
be used as treatment for these diseases. However, at 
the genotypic and phenotypic level, these models are 
very different from that which is observed upon MND 
in humans. Therefore, differentiated derivatives of 
ESCs and iPSCs are extensively used at present to de-
velop relevant model systems. They can be used not 
only to study the disease features at the molecular, 
subcellular, and cellular levels, but also to exploit these 
cells in the future for replacement therapy and screen-
ing of new drugs. The highest prospects are associated 
with the possibility of transplantation of iPSC deriva-
tives, because these cells are autologous to an intended 
donor that allows one to avoid immunological rejection 
reactions and promotes the development and imple-
mentation of a new phase of modern medicine, the era 
of personalized medicine.

The major problem that needs to be solved to reach 
this stage is the development of open-access banks of 
ESC and iPSC lines containing full information on each 
cell line. Today, the National Institutes of Health in the 
USA and a number of organizations in some developed 
countries are the most active ones in this area. How-
ever, combining the efforts of the world scientific com-
munity, including the scientific organizations and insti-
tutions of the Russian Federation, is required to create 
a more complete bank of ESC and iPSC lines. 

This work was funded under the program of the 
Russian Academy of Sciences “Basic Sciences to 

Medicine” 2.1.7.
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ABSTRACT Antimicrobial peptides (AMPs) are evolutionarily ancient factors of the innate immune system that 
serve as a crucial first line of defense for humans, animals, and plants against infection. This review focuses 
on the structural organization, biosynthesis, and biological functions of AMPs that possess a β-hairpin spatial 
structure. Representatives of this class of AMPs are among the most active antibiotic molecules of animal origin. 
Due to their wide spectrum of activity and resistance to internal environmental factors, natural β-hairpin AMP-
based compounds might become the most promising drug candidates.
KEYWORDS antimicrobial peptides, innate immunity, β-hairpin structure.
ABBREVIATIONS AMP – antimicrobial peptide; LPS – lipopolysaccharide; MIC – minimum inhibitory concen-
tration; HIV – human immunodeficiency virus; LEAP-1 – liver-expressed antimicrobial peptide-1 (hepcidin); 
MRSA – methicillin-resistant Staphylococcus Aureus.

INTRODUCTION
The innate immune system provides immediate pro-
tection for an organism in response to pathogen intro-
duction through a variety of molecular factors that im-
plement the recognizing and effector mechanisms of its 
function: cell adhesion molecules, pattern recognition 
(including Toll-like) receptors, scavenger receptors, 
peptidoglycan recognition proteins, lectins, pentraxins, 
components of the complement system, LPS-binding 
protein, lysozyme, lactoferrin, cytokines, chemokines, 
and many others responsible for the regulation of the 
initiation and course of protective reactions [1]. Along 
with the aforementioned protein factors of innate im-
munity, endogenous antimicrobial peptides (AMPs), 
produced in vertebrates, invertebrates, plants, fungi 
and bacteria, play a special role in the protection of an 
organism against infection. AMPs are mainly synthe-
sized on ribosomes within precursor proteins and might 
be subjected to post-translational modifications during 
the maturation process. Mature AMPs contain several 
to several dozen amino acid residues and usually have 
basic properties due to their high content of lysine 
and arginine [2]. Initially, AMPs isolated from insect 
hemolymph, amphibian skin secretions, and mamma-
lian phagocytes attracted the attention of researchers 
due to their ability to inhibit the growth of various mi-
croorganisms. As novel AMPs began to appear, it be-
came evident that these are universal and evolution-
arily ancient elements of the innate immune system. 
Later, along with facts indicating a direct effector (an-

tibiotic) action, the new ability of most AMPs to play a 
regulatory (immunomodulatory) role and participate in 
the functioning of both the innate and acquired immu-
nity has been revealed [3]. In this regard, two terms can 
be found in the literature: antimicrobial peptides and 
host defense peptides; the latter is more often applied 
in relation to the peptides that coordinate immune pro-
cesses within the host organism.

Acquired immunity appeared during the process of 
evolution only with the emergence of jawed fish about 
500 million years ago. Since invertebrate organisms lack 
acquired immunity, they can only rely on their innate 
immune system when coming into contact with patho-
gens. It is worth noting that the vast majority (98%) of 
animal species on Earth are invertebrates, with some 
representatives having a life cycle of more than 100 
years [4]. Taking into account the “evolutionary suc-
cess” of invertebrates, one can speak of the high perfor-
mance of their immune defense system. In multicellular 
organisms, AMPs can be distributed systemically, for 
example, through hemolymph in insects or expressed 
by immune cells in the blood of vertebrates, or localize 
in epithelial tissues, which more often come into contact 
with pathogens (mucous membranes, skin). The wide 
range of antibiotic characteristics of AMPs, including 
those directed against resistant strains of pathogens, a 
relatively low probability to select AMP-resistant infec-
tious agents, and fast and effective destruction of target 
cells allow one to tap these peptide compounds as a basis 
for developing a new generation of drugs [5].
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About 4,000 natural AMPs have been isolated and 
characterized thus far [6]. Such physicochemical and 
biological characteristics as origin, molecular size, pri-
mary structure, type of biological activity, mechanism 
of action, etc. can be used for a classification of AMPs. 
However, the spatial structure of peptides has turned 
out to be the most convenient criterion for such clas-
sification. The first classification based on the spatial 
structure was proposed in 1995 [7]. The presence and 
the number of disulfide bonds in a peptide molecule 
play a central role in this system. The most widespread 
classification divides all AMPs into three structural 
classes. The first class includes peptides that share 
the α-helical conformation. The second class combines 
linear peptides that do not form α-helices and can be 
distinguished by the abundant presence of certain 
amino acid residues (Gly, Pro, His, Trp). The third 
class is comprised of peptides that exhibit antiparallel 
β-strands in their structure. Among the latter group 
of AMPs are also molecules with a β-sheet structure 
consisting of three strands (most vertebrate defensins), 
two strands with a β-hairpin structure, or a mixed 
structure that includes both β-sheets and α-helices. 
This review focuses on β-hairpin antimicrobial peptides 
of animal origin stabilized by disulfide bonds. Figure 1 
presents data on the multifunctional properties of the 
main representatives of β-hairpin AMPs, as well as 
their primary and spatial structures.

The molecular mechanism of the antibiotic action of 
AMPs in most cases involves a disruption of the cyto-
plasmic membrane. Three basic models have been pro-
posed to describe the mechanisms of impairment of the 
barrier function of the cell membrane in the presence 
of AMPs. The first one, the “barrel-stave” model [8], 
suggests that AMP molecules, which usually possess a 
net positive charge, are hydrophobic and amphiphilic 
in nature, are incorporated into the membrane to form 
oligomeric ion channels or pores with their inner sur-
face formed by hydrophilic amino acid residues. This 
model has been proposed particularly for β-hairpin 
AMP tachyplesin isolated from horseshoe crab hemo-
cytes [9]. Taking into account the high content of basic 
amino acid residues in the structure of most AMPs, the 
resulting channels are expected to possess a positively 
charged inner surface and be anion-selective, which 
is usually not the case. However, the channels formed 
by β-hairpin AMP tachyplesin turned out to be anion-
selective. The second model is based on the description 
of the toroidal pore formation (the toroidal pore model) 
and applicable to a wider range of AMPs [10]. The main 
difference between the abovementioned models is that 
the second one suggests that the inner hydrophilic sur-
face of the channels includes not only AMP cationic 
sites, but anionic heads of phospholipids as well. The 

advantage of this model consists in the higher stabil-
ity of the complex due to the electrostatic interactions 
between the AMP and lipids. The third model known 
as the “carpet model” is based on the detergent-like 
action of AMPs at high peptide concentrations [11]. 
The membrane gradually loses its stability as the AMP 
concentration increases, thus leading to the formation 
of toroidal gaps and lipid-peptide micelles and finally 
resulting in cell lysis. The scope of these models for ap-
plication is conditional, and the final result of AMP ac-
tion through any of the aforementioned mechanisms is 
the disruption of the cell membrane barrier function. 
The selectivity of AMP action is due to the differences 
in the biochemical composition and electrophysiological 
properties of the microbial membranes and host cells 
[12].

Along with the extensive data on the membrano-
tropic properties of AMPs there has been an increasing 
number of reports on their intracellular targets. In par-
ticular, tachyplesin was shown to bind to DNA in the 
minor groove [13]. When binding to DNA, AMPs can in-
hibit the replication and transcription processes. Aside 
from the cytoplasmic membrane and intracellular tar-
gets, some AMPs exhibit affinity to the components of 
bacterial and fungal cell walls. The antibiotic action of 
such AMPs is thought to be ensured through the inhi-
bition of cell wall biosynthesis. Many AMPs that exhibit 
antifungal activity (including tachyplesin) are capable 
of binding to chitin [14].

Besides the inactivation of microorganisms, includ-
ing bacteria, fungi, protozoa and viruses, AMPs as mo-
lecular factors of the innate immune system participate 
in the regulation of immune reactions. In particular, 
AMPs possess the ability to opsonize microbes [15]; ex-
hibit chemotactic activity against macrophages, neu-
trophils, and immature dendritic cells [16]; cause the 
degranulation of mast cells [17]; modulate dendritic cell 
differentiation [18]; and they are also involved in the 
regulation of angiogenesis [19] and possess corticostatic 
activity [20]. Specific examples of the involvement of 
β-hairpin AMPs in the regulation of immune reactions 
are shown below.

Further, we consider the structural and function-
al characteristics of the main representatives of the 
β-hairpin AMP family divided into four subgroups, 
depending on the number of disulfide bonds.

1 . β-HAIRPIN AMPS STABILIZED BY 
A SINGLE DISULFIDE BOND

Lactoferricins
Lactoferricins are the fragments of the functional 
N-terminal domain of lactoferrin that are produced by 
limited proteolysis of the protein by pepsin under acid-
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ic conditions (Fig. 2). Lactoferrin is a multifunctional 
iron-binding glycoprotein now regarded as one of the 
essential elements of the defense system against infec-
tions in humans and animals. The possible involvement 
of lactoferrin in resistance against infection was first 

noticed by Japanese scientists [21]. They isolated two 
peptides that were the fragments 1–54 and 17–41 of 
the N-terminal region of bovine lactoferrin and exhib-
ited significantly greater antimicrobial activity than 
the parent protein. Fragment 17–41, which was later 

Name Source Activity Amino acid sequence Spatial structure References

Tigerinin-1
Rana tigerina 

(frog skin 
secretion)

B, M [37]

Bactenecin
Bos taurus 

(bovine 
neutrophils)

B, V [34]

Thanatin

Podisus 
maculiventris 

(spined soldier 
bug hemolymph)

B, F [40, 42]

Arenicin-2
Arenicola 

marina (lugworm 
coelomocytes)

B, F, H  [50, 54]

Lactoferricin B Bos taurus taurus 
(bovine milk) B, F, V, C, E, I  [22, 23]

Tachyplesin-1

Tachypleus 
tridentatus 

(horseshoe crab 
hemocytes)

B, F, V, C, H, E, I  [62, 63]

Gomesin 

Acanthoscurria 
gomesiana 

(spider 
hemocytes)

B, F, P, C, H  [72, 73]

Androctonin

Androctonus 
australis 

(scorpion 
hemolymph)

B, F, T  [76, 77]

Protegrin-1
Sus scrofa 
(porcine 

leukocytes)
B, F, V, C, H  [79, 80]

θ-defensin-1
Macaca mulattav 
(rhesus monkey 

leukocytes)
B, F, V, E, I  [89, 93]

Hepcidin
Homo sapiens 

(human 
hepatocytes)

B, M  [100, 101, 
103]

Fig. 1. Structure and biological activities of β-hairpin antimicrobial peptides. The disulfide bonds are marked with thin 
lines. The bold line denotes the peptide bond that forms a θ-defensin cycle. (*) – С-terminal amidation, Z – N-termi-
nal pyroglutamic acid. The biological activities are indicated as follows: B – antibacterial, F – antifungal, V – antiviral, 
P – antiparasitic, C – anticancer, H – cytotoxic and hemolytic, E – exo- and endotoxin binding, I – immunomodulatory, 
T – neurotoxic, M – metabolic ones.
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called lactoferricin B [22], is a cationic peptide with a 
single disulfide bond forming an 18-membered ring 
between residues Cys2 and Cys20 [23]. Lactoferricin 
family members have a number of the protective prop-
erties intrinsic to lactoferrins isolated from human and 
bovine milk, with some of these properties being more 
potent than in the case of the parent protein. Lacto-
ferricins exhibit antimicrobial activity against a broad 
range of microorganisms, acting both through bacteri-
cidal and bacteriostatic mechanisms [24]. The antiviral 
effect of lactoferricin B is less potent than that of native 
bovine lactoferrin. Nevertheless, it has an inhibitory 
effect against a number of viruses [25]. Along with sup-
pression of pathogenic bacteria, lactoferricin B exhibits 
inhibitory activity against several fungal pathogens, 
including Candida albicans and some dermatophytes 
[26], in vitro antitumor activity against a variety of 
malignant cell types produced in leukemia, fibrosar-
coma and neuroblastoma at concentrations non-toxic 
to fibroblasts and erythrocytes [27]. It is worth not-
ing that lactoferricin B causes tumor cell death both 
through necrosis and apoptosis [28, 29]. In addition to 
that, the peptide exhibits immunomodulatory activity, 
acting as an anti-inflammatory agent [30]. This effect 
is explained by the ability of lactoferricin B to bind un-
methylated CpG-containing oligonucleotides that are 
released during bacterial cell death or proliferation and 
activate inflammatory processes in the organism [31]. 
Lactoferricin B is also able to actively bind bacterial 
LPSs, thereby inhibiting the activity of immune sys-
tem cells [32]. To date, the human lactoferrin-derived 
fragment hLF1-11, which possesses anti-inflammatory 
activity, has passed phase I of clinical trials as an im-
munomodulator [33].

Bactenecin
Bactenecin is a small antimicrobial peptide isolated 
from the neutrophilic granulocytes of cattle that con-
sists of 12 amino acid residues. Cysteine residues at 
positions 3 and 11 form a disulfide bond resulting in 
a 9-membered ring [34]. Native bactenecin exhibits a 
pronounced antibacterial activity against a broad spec-
trum of both Gram-positive and Gram-negative bac-
teria, while its hemolytic activity is negligible [35]. A 
number of bactenecin analogs that have an increased 
therapeutic index have been obtained. Some of these 
peptides possess antiviral activity against the herpes 
virus [36].

Tigerinin-1
Tigerinin-1 is a short peptide consisting of 12 amino 
acid residues. Isolated from the skin of the frog Rana 
tigerina, this peptide is rather different from other 
amphibian AMPs. The cysteines at positions 2 and 10 

form a disulfide bond, which leaves a large portion of 
the molecule within the 9-membered ring. This struc-
tural feature is common to both tigerinin and bactene-
cin [37]. The similarity is also reflected in the spectra of 
the peptides’ activity. Tigerinin exhibits antimicrobial 
activity against a broad range of pathogenic microor-
ganisms [38]. One of tigerinin analogs, tigerinin-1R, is to 
be mentioned separately, since it is capable of stimulat-
ing insulin production. It has been shown that the pep-
tide can cause membrane depolarization and increase 
intracellular Ca2+ concentration in pancreatic β-cells, 
thus stimulating insulin release. The course of experi-
ments conducted in mice with type II diabetes showed 
that injection of tigerinin-1R leads to a significant ac-
celeration in glucose decomposition. Furthermore, the 
peptide does not exert any toxic effect on the organ-
ism. The possible development of tigerinin-1R-based 
drug effective in type II diabetes is currently being 
discussed [39].

Thanatin
Among the numerous AMPs isolated from insects, 
thanatin from the spined soldier bug Podisus macu-
liventris is the only peptide molecule with a β-hairpin 
conformation. Mature thanatin consists of 21 amino 
acid residues and bears a significant positive charge 
(+6) at physiological pH [40]. The peptide shares no 
significant homology with other protective peptides 
in insects [41]. However, its primary and secondary 
structures are close to those of the AMPs from the skin 
secretions of the frog Rana [41]. The degree of homol-

Fig. 2. Crystal structure of bovine lactoferrin. The region 
of the amino acid sequence corresponding to lactoferricin 
B (residues 17–41) is highlighted in purple

C-terminal  
residue (Arg)

N-terminal  
residue (Asn)
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ogy between thanatin and brevenin-1 isolated from 
the skin of the Japanese frog R. brevipoda approaches 
50%, with both peptides containing a small loop at the 
C-terminal part of the molecule, which is formed by a 
disulfide bond and comprises eight (thanatin) or seven 
(brevenin) amino acid residues (Fig. 3).

The motif typical of brevenins and known as “Rana 
box” was found in many amphibian AMPs: esculentins, 
gaegurins, and ranalexins. In all of these molecules, the 
cycle contains positively charged residues separated by 
a threonine residue. In thanatin, such a region forms a 
rigid β-hairpin structure, while the N-terminal frag-
ment of the peptide retains mobility [42].

Thanatin was found to be produced in an insect’s fat 
body upon experimental infection with pathogenic mi-
croorganisms. The peptide is characterized by a wide 
spectrum of antibacterial and antifungal activities; it 
is capable of suppressing the growth of Gram-positive 
and Gram-negative bacteria, as well as filamentous 
fungi and yeasts at concentrations in most cases not ex-
ceeding 10 µM. Furthermore, thanatin shows no hemo-
lytic activity even at concentrations one order of mag-
nitude higher than MIC against bacteria, indicating 
the high selectivity of its action. Thanatin can inhibit 
the growth of several multidrug-resistant bacteria, 
including antibiotic-resistant strains of Enterobacter 
aerogenes and Klebsiella pneumoniae. Native thanatin 
promotes the efficacy of a number of classical antibiot-
ics against clinical isolates expressing the efflux pumps 
that provide multidrug resistance [43]. In the course of 
structural and functional studies of thanatin, a series of 
analogs with improved therapeutic indices were found 
[44]. A truncated analog of thanatin, R-thanatin, can 
effectively suppress the growth and formation of bio-
films in various MRSA strains both in vitro and in vivo 
[45]. Of most interest among the analogs is the more ac-
tive S-thanatin, wherein the threonin at position 15 has 
been replaced by serine. This analog has demonstrated 
high safety and efficacy against a multiresistant strain 
of K. pneumoniae both in vitro and in the case of intra-
venous administration in mice [46, 47]. The ability of 
thanatin to effectively suppress the growth of fungal 
pathogens has been applied in the field of plant bio-
technology. Thus, transgenic rice and Arabidopsis cul-
tures containing the thanatin gene have demonstrated 
high resistance to a number of phytopathogens [48, 49].

Arenicins
Arenicins are cationic peptides isolated from coelomo-
cytes of the lugworm Arenicola marina [50]. Areni-
cin molecules consist of 21 amino acid residues, six of 
which are positively charged arginine residues, and 
stabilized with a disulfide bond forming an 18-mem-
bered macrocycle (Fig. 4). Natural arenicins show high 

activity against Gram-positive and Gram-negative 
bacteria, as well as pathogenic fungi and yeasts even 
under high ionic strength conditions [51]. Studies by 
a variety of methods have demonstrated the ability 
of arenicins to disrupt the integrity of bacterial mem-
branes. Obtained experimental data suggest a bacteri-
cidal, but not bacteriostatic, mechanism of arenicin ac-
tion. The study of the antifungal activity of arenicin-1 
showed its involvement in the induction of apoptosis 
[52]. Furthermore, natural isoforms of arenicin exhibit 
high hemolytic activity. The results of in vivo experi-
ments on the assessment of the recombinant arenicin 
total toxicity have shown that the peptide can be re-
ferred to as a Class III toxicity (20 > LD50 

> 700 mg/kg) 
for CD-1 mice [53]. The spatial structure of arenicin-2 
in aqueous solutions is a twisted β-hairpin stabilized 
by nine hydrogen bonds and one disulfide bond [54, 
55]. When surrounded by a membrane, conformational 
changes and peptide dimerization take place, leading to 
the lipid-mediated formation of oligomeric pores [56–
58]. A similar mechanism of membrane depolarization 
resulting in the formation of toroidal pores has been 
described earlier for β-hairpin AMP protegrin [59].

2 . β- HAIRPIN AMPS STABILIZED BY 
TWO DISULFIDE BONDS

Arenicin-3
In 2005, the Danish pharmaceutical company Adenium 
Biotech patented the antimicrobial peptide arenicin-3 

Fig. 3. Amino acid sequences of thanatin from P. macu-
liventris and brevenin-1 from R. brevipoda. Cysteine res-
idues are highlighted in yellow. Basic amino acid residues 
are highlighted in blue. The disulfide bonds are marked 
with thin lines

Thanatin 
Brevenin-1

Arenicin-1

Arenicin-2

Arenicin-3

Fig. 4. Amino acid structures of arenicin isoforms from A. 
marina. Cysteine residues are highlighted in yellow. Basic 
amino acid residues are highlighted in blue. The disulfide 
bonds are marked with thin lines
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isolated from lugworm A. marina [60]. The spectrum 
of its biological activity is similar to the spectra of the 
earlier discovered arenicin-1 and arenicin-2 [50] (Fig. 
4). Arenicin-3 differs significantly in structure from 
the other two members of the family: the homology 
degrees constitute only 57% and 44% at the nucleotide 
and amino acid levels of the precursor proteins, respec-
tively. Arenicin-3 consists of 21 amino acid residues, 
has a net positive charge of +4 and is biologically ac-
tive at concentrations of less than 1 µM against a broad 
spectrum of Gram-positive and Gram-negative bac-
teria, including clinical isolates with multidrug resist-
ance. Unlike arenicin-1 and arenicin-2, this molecule 
is stabilized by two disulfide bonds and causes almost 
no lysis of erythrocytes at concentrations of up to 400 
µM. High-throughput screening of combinatorial li-
braries has allowed researchers to create a wide range 
of arenicin-3 analogs, the structures of which have 
been patented. The study of the antimicrobial action 
of arenicin-3 in vivo revealed their high therapeutic 
potential, since the effective doses turned out to be one 
order of magnitude lower than the maximum-tolerated 
dose in mouse models of pneumonia and urinary tract 
infection. One of the arenicin-3 analogs (NZ17074) is 
currently undergoing preclinical studies as a therapeu-
tic agent against infections caused by multidrug-resist-
ant Gram-negative bacteria [61].

Tachyplesins and polyphemusins
Tachyplesins were isolated from the hemocytes of 
horseshoe crab Tachypleus tridentatus [62]. Similar 
peptides, called polyphemusins, were found in a close-
ly related species: Limulus polyphemus [63]. Along 
with other antimicrobial factors, tachyplesins and 
polyphemusins are deposited in small-granule hemo-
cytes [64]. Tachyplesins and polyphemusins consist of 
17–18 amino acid residues, have a net positive charge 
of +6 or +7, and are stabilized by two disulfide bonds. 
Among the notable features of their structure is the 
presence of an amidated C-terminal arginine residue. 
Positively charged and hydrophobic residues provide 
pronounced amphiphilic properties, when in contact 
with a lipid bilayer [65]. Tachyplesins exhibit marked 
activity against a broad spectrum of bacteria and 
yeasts. Polyphemusins show a similar spectrum of an-
timicrobial activity. However, the MIC values are gen-
erally lower, which provides ground for considering the 
members of this subfamily to be the most active AMPs 
of animal origin, along with protegrins and arenicins 
[66]. Moreover, the activity of these peptides is not lim-
ited to direct membranotropic action. In addition to the 
ability to form stable pores and cause depolarization 
of bacterial membranes, tachyplesin can also bind to 
intracellular targets, particularly genomic and plasmid 

DNAs [13]. Moreover, tachyplesin can bind bacterial 
endotoxins and likewise exhibit immunomodulatory 
function, participating in the activation of the comple-
ment system and regulating the proliferation of cells 
responsible for the innate immune response [67]. The 
discovery of polyphemusin antiviral activity against 
human immunodeficiency (HIV) and influenza viruses 
led to the development of several therapeutically use-
ful analogs with the appropriate direction of action [68]. 
Another target for tachyplesins and polyphemusins is 
tumor cells. Despite the pronounced membranotropic 
activity, including that in relation to erythrocytes, the 
antitumor properties of these molecules are associated 
with such processes as activation of apoptosis [69], inhi-
bition of tumor cell proliferation [70], and activation of 
the classical complement pathway [71].

Gomesin
Gomesin is an AMP isolated from the hemocytes of the 
spider Acanthoscurria gomesiana [72]. The protein is 
structurally closer to tachyplesins and polyphemusins 
[73]. The homology level between these AMPs is about 
50%. Gomesin contains 18 amino acid residues, in-
cluding four cysteines that form two disulfide bonds, 
N-terminal pyroglutamic acid, and a C-terminal am-
idated arginine residue. Similar modifications of the 
N- and C-terminal residues are found among peptide 
hormones. The spectrum of the antimicrobial activi-
ty of gomesin is as wide as that of its homologs, and it 
includes Gram-negative and Gram-positive bacteria, 
parasitic protozoa, as well as yeast and filamentous 
fungi. For example, gomesin is capable of binding to 
the membrane surface and inhibiting the growth of the 
yeast-like fungus Cryptococcus neoforma [74]. Similar 
to tachyplesins, gomesin exhibits antitumor activity 
both in vitro in relation to melanoma and malignant 
breast and colon cells, and in vivo in melanoma-graft-
ed mice [75]. It is important to note that gomesin has 
moderate hemolytic activity and toxicity in relation to 
normal cells.

Androctonin
Androctonin is a 25-membered peptide from the 
hemolymph of the scorpion Androctonus australis 
that contains four cysteine residues forming two di-
sulfide bonds [76]. The synthesis of androctonin occurs 
constitutively in scorpion hemocytes. An androctonin 
molecule has a large net positive charge (+8) and con-
tains the RRRGG motif, which is also found in scorpion 
defensins. The amino acid sequences of androctonins, 
tachyplesins, and polyphemusins are characterized by 
a moderate level of homology, but their spatial struc-
tures differ in the type of β-turn [77]. In addition, the 
location of cysteine residues and the position of di-
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sulfide bonds in the peptide resemble those of α-cono-
toxin SII, a blocker of n-acetylcholine receptors isolated 
from the venom of the marine mollusk Conus striatus 
(Fig. 5). Moreover, androctonin was reported to share a 
comparable with α-conotoxin SII affinity to the nico-
tinic receptors in Torpedo [76], thus suggesting a basis 
for the development of analgesic drugs.

Androctonin does not cause lysis of mammalian 
erythrocytes even at high concentrations, up to 150 
µM, which may be due to its greater hydrophilicity 
and mild amphiphilic properties [78]. However, despite 
the low content (about 30%) of hydrophobic residues 
as compared with other β-hairpin AMPs, androctonin 
is able to disrupt the integrity of bacterial membranes. 
Androctonin is active against Gram-positive and 
Gram-negative bacteria, yeast and filamentous fun-
gi, while its linear analog, which does not contain any 
disulfide bonds, exhibits activity only against Gram-
positive bacteria.

Protegrins
The family of protegrins, first isolated from porcine 
neutrophils more than 20 years ago [79], includes four 
isoforms consisting of 16–18 amino acid residues. The 
stability of the protegrin spatial structure is provided 
by two intramolecular disulfide bonds [80]. Protegrins 
belong to the family of cathelicidins, AMPs synthesized 
as the C-terminal region of the precursor protein con-
taining a conserved cathelin domain. Mature protegrins 
are formed in the extracellular space during proteo-
lytic processing by elastase [81]. As mentioned earli-
er, protegrins are among the most active AMPs. The 
MIC of protegrin-1 against the majority of bacterial 
strains is less than 0.5 µM [82]. For comparison, MSI-
78 is a highly potent analog of one of the best known 
α-helical AMPs, magainin, which was isolated from 
the skin of the frog Xenopus laevis and acts through a 
membranotropic mechanism similar to that of proteg-
rins, and exhibits activity against a broad spectrum of 
bacterial strains at concentrations ~2–4 µM and higher 
[83]. Aside from its antibacterial action, protegrin can 
also exhibit activity against yeast and tumor cells [84, 
85], as well as viruses [86]. One of the protegrin analogs, 
the synthetic 17-membered peptide iseganan (IB-367), 
selected by screening of several hundred analogs with 
various amino acid substitutions and deletions, should 
be noted separately [87]. Iseganan exhibits pronounced 
activity against a broad spectrum of bacteria and fun-
gi, sometimes even exceeding that of natural peptides. 
The protein preserves its bactericidal activity in a 150 
mM NaCl solution, which is equal to the physiological 
concentration of Na+ in human blood plasma. Iseganan 
is regarded as a promising agent for treating patients 
with oral mucositis, patients undergoing anticancer 

therapy, as well as for treating ventilator-associated 
pneumonia, cystic fibrosis, and preventing various sex-
ually transmitted diseases [88].

3 . β-HAIRPIN AMPS STABILIZED BY 
THREE DISULFIDE BONDS

Θ-defensins
Vertebrate defensins are usually subdivided into three 
subfamilies: α-, β-, and θ-defensins. All of them share 
cationic properties, the presence of β-structural regions 
and six cysteine residues that form three intramolecu-
lar disulfide bonds. The subfamilies differ in molecular 
size, structure and properties, as well as the location of 
the disulfide bonds. θ-defensins were isolated from the 
leukocytes of Catarrhini, rhesus monkeys and baboons, 
and are the only example of covalently linked cyclic 
peptides of animal origin [89, 90]. θ-Defensins have not 
been found in humans and other most evolutionarily 
“advanced” primates. It was shown later that human 
leukocytes produce mRNA encoding precursor pro-
teins of θ-defensins, but the presence of a stop codon 

Fig. 5. Amino acid sequences of androctonin from A. 
australis and α-conotoxin SII from C. striatus. Cysteine res-
idues are highlighted in yellow. Basic amino acid residues 
are highlighted in blue. The disulfide bonds are marked 
with thin lines

Androctonin
α-Conotoxin SII

Source Gene/Pseudogene Nonapeptide + 3 а.a.

Homo sapiens  
(human)

DEFT-1 (ψ)

DEFT-4 (ψ)

Gorilla gorilla  
(gorilla) DEFT-1 (ψ)

Macaca mulatta  
(rhesus monkey)

DEFT-1

DEFT-2

DEFT-3

DEFT-4

Hylobates syndactylus 
(siamang) DEFT-1

Fig. 6. Comparison of primate DEFT genes/pseudogenes 
expression products [91]. Only the first nine amino acid 
residues (nonapeptide) in each sequence are incorporat-
ed into a mature circular θ-defensin. The other three amino 
acid residues are eliminated during processing. Cysteine 
residues are highlighted in yellow. Basic amino acid resi-
dues are highlighted in blue
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in the signal sequence prevents its biosynthesis [91]. 
Human θ-defensins, known as retrocyclins, have been 
synthesized using transcript sequence data [92]. Sim-
ian θ-defensins are formed by “head-to-tail” splicing 
of the two nonapeptides, which are the fragments of 
two independent precursor proteins (Fig. 6). Thus, ma-
ture θ-defensins consist of 18 amino acid residues and 
form a β-hairpin structure stabilized by three disulfide 
bonds [93] (Fig. 7). It is worth noting that due to the in-
dependent homo- or heterodimeric splicing the number 
of genes expressing precursor proteins (DEFT) defines 
the finite number of θ-defensin isoforms in a species. 
Thus, in Papio anubis baboon the expression of four 
DEFT genes should theoretically lead to the formation 
of ten isoforms; however, there were only five peptides 
found [94]. DEFT is a mutated gene of the α-defensin 
precursor with a stop codon in the region encoding for 
the mature peptide.

By disrupting the structural integrity of the mem-
brane, θ-defensins and retrocyclins exhibit high an-
tibacterial and antifungal activity at concentrations 
of about 1 µM. However, unlike the other AMPs de-
scribed above, they show a one-order decrease in activ-
ity following a considerable increase in ionic strength. 
θ-defensins possess the ability to bind bacterial exotox-
ins, in particular the anthrax lethal factor from Bacillus 
anthracis [95] and listeriolysin O from Listeria monocy-
togenes [96]. As in androctonins, the spatial structure 
of θ-defensins is characterized by low amphiphilicity, 
which is rather unusual for β-hairpin AMPs and results 
in a low hemolytic activity of the molecules. Due to its 
low toxicity and the discovery that they exhibit the 
properties of lectines, θ-defensins are regarded as the 
prototype of antiviral agents. Numerous studies have 
demonstrated the ability of retrocyclins to prevent hu-
man immunodeficiency [92], influenza [97], and herpes 
[98] viruses. It is worth noting that the antiviral effect 
of θ-defensins is not associated with the virotoxic or 
cytotoxic effect against infected cells. θ-defensins are 
believed to prevent the spread of enveloped viruses by 
binding to the surface glycoproteins responsible for the 
interaction between the virus and the cell during infec-
tion. The immunomodulatory activity of θ-defensins, 
which manifests itself through the ability to inhibit 
biosynthesis of proinflammatory cytokines, has been 
demonstrated [99].

4 . β-HAIRPIN AMPS STABILIZED BY 
FOUR DISULFIDE BONDS
Hepcidins
Hepcidins are a family of β-hairpin AMPs stabilized 
by four disulfide bonds. Hepcidins are found in many 
vertebrates at the transcriptome level, but the mature 
peptides were isolated only from human and fish flu-

ids and tissues [100–102]. Human hepcidin, sometimes 
referred to as liver-expressed AMP-1 (LEAP-1), was 
isolated from urine, blood, and the liver. The nucleo-
tide sequence encoding hepcidin is rather conserved 
between different species, which is especially apparent 
in mammals. Hepcidins are characterized by the follow-
ing order of disulfide bonds: Cys1–Cys8, Cys2–Cys7, 
Cys3–Cys6, Cys4–Cys5, with three of them involved 
in the interaction of β-strands, whereas the disulfide 
bridge Cys4-Cys5 causes the deformation typical of 
molecules of this family in the region of the β-turn and 
formation of a groove with basic amino acid residues 
in the inner side and hydrophobic amino acid residues 
in the outer side [103]. Due to their amphiphilic struc-
ture, hepcidins possess a wide spectrum of antimicro-
bial activity inhibiting the growth of bacteria, filamen-
tous fungi, and yeasts. It is worth noting that mature 
hepcidins have been detected in fish and isolated from 
the gills, although the gene is primarily expressed in 
hepatocytes. Biosynthesis of hepcidin is induced in fish 
when subjected to pathogenic bacteria. A similar situ-
ation was observed in humans: mature peptides were 
present in urine and blood serum, while the mRNA is 
predominantly synthesized in the liver.

It has been established that the antimicrobial effect 
of hepcidin is not due to its direct influence on the bac-

Fig. 7. Amino acid sequences of θ-defensin-1 from 
Macaca mulatta and retrocyclin-1. The amino acid resi-
dues of the first and second nonapeptides coupling in the 
cyclic structure are circled in red and blue, respectively. 
Cysteine residues are highlighted in yellow. Basic amino 
acid residues are highlighted in blue

θ-defensin-1 (Macaca mulatta)

Retrocyclin-1
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terial membrane [104], but to its ability to bind nucleic 
acids [105] and free iron deprivation of the microorgan-
isms [106] necessary for the functioning of superoxide 
dismutase; i.e. protection against reactive oxygen spe-
cies. That is why, in spite of the typical properties of 
AMPs, regulation of the iron metabolism is considered 
to be its main physiological function in the organism. A 
series of experiments on knockout mice suggested that 
hepcidin plays a key role in maintaining iron homeo-
stasis [107]. The lack of hepcidin in the organism leads 
to metabolic disorders characterized by iron overload. 
Hepcidin excess is associated with chronic renal failure, 
anemia, inflammation, and a number of other diseases 
[108].

CONCLUSIONS
The data presented above indicate that, despite the rel-
atively small number of known β-hairpin AMPs, their 
biological functions are very diverse. Summarizing 
the findings, a conclusion can be drawn that β-hairpin 
AMPs share a series of essential structural and func-
tional features in terms of the possibility of developing 
new antibiotics based on their structure, namely: small 
size (up to 25 amino acid residues), net positive charge 
and amphiphilic properties sufficient for the manifes-
tation of membranotropic activity against a broad spec-
trum of bacterial targets, and compact structure stabi-
lized by disulfide bonds providing enhanced proteolytic 
resistance. The key role of disulfide bonds as a factor 
that provides the resistance of β-hairpin AMPs to bio-
degradation has been shown in a number of papers on 

the example of the analogs of lactoferricin, bactenecin, 
gomesin, and θ-defensin [109–112]. Thus, all β-hairpin 
AMPs described in this review share both a similarity 
in their spatial structures and the ability to effectively 
destroy target bacterial cells. Their main advantage 
compared to conventional antibiotics is that bacteria 
are not yet able to develop effective mechanisms to re-
sist these substances, as this would require significant 
changes in the structure and electrophysiological prop-
erties of the cell membrane [113].

The search for and study of the structural and func-
tional features of β-hairpin AMPs provide exclusively 
abundant material for developing next-generation 
drugs. The key objective for researchers laboring on 
developing new peptide antibiotics is currently the 
problem of toxicity and increasing the longevity of 
these molecules in the bloodstream. Due to their struc-
tural and functional features, β-hairpin AMPs can be 
used to develop antibiotics for systemic and surface 
application, immunomodulators, blockers of exo- and 
endotoxins, drugs for treating metabolic disorders, 
anticancer and antiviral drugs, and analgesics. An al-
ternative area of application for β-hairpin AMPs is ag-
ricultural biotechnology: namely, the development of 
transgenic lines of plants that constitutively express 
AMP genes and, therefore, exhibit high resistance to 
phytopathogenic microorganisms and other stressful 
environmental factors. 

This work was supported by the Russian Science 
Foundation (grant № 14-14-01036).
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ABSTRACT The coactivator PGC-1α is the key regulator of mitochondrial biogenesis in skeletal muscle. Skeletal 
muscle expresses several PGC-1α isoforms. This review covers the functional role of PGC-1α isoforms and the 
regulation of their exercise-associated expression in skeletal muscle. The patterns of PGC-1α mRNA expression 
may markedly differ at rest and after muscle activity. Different signaling pathways are activated by different 
physiological stimuli, which regulate the expression of the PGC-1α gene from the canonical and alternative 
promoters: expression from a canonical (proximal) promoter is regulated by activation of the AMPK; expression 
from an alternative promoter, via a β2-adrenergic receptor. All transcripts from both promoters are subject to 
alternative splicing. As a result, truncated isoforms that possess different properties are translated: truncated 
isoforms are more stable and predominantly activate angiogenesis, whereas full-length isoforms manly regulate 
mitochondrial biogenesis. The existence of several isoforms partially explains the broad-spectrum function of 
this protein and allows the organism to adapt to different physiological stimuli. Regulation of the PGC-1α gene 
expression by different signaling pathways provides ample opportunity for pharmacological influence on the 
expression of this gene. Those opportunities might be important for the treatment and prevention of various 
diseases, such as metabolic syndrome and diabetes mellitus. Elucidation of the regulatory mechanisms of the 
PGC-1α gene expression and their functional role may provide an opportunity to control the expression of dif-
ferent isoforms through exercise and/or pharmacological intervention. 
KEYWORDS alternative splicing, alternative promoter, skeletal muscle, PGC-1α, gene expression.
ABBREVIATIONS AICAR – 5-aminoimidazole-4-carboxamide-1-β-D-ribofuranosyl 5′-monophosphate; AMPK – 
AMP-activated protein kinase; ATF – activating transcription factor; CaMK – Ca2+/calmodulin-dependent pro-
tein kinase; CREB – cAMP response element-binding protein; ERR – estrogen-related receptor; HDAC – class 
IIa histone deacetylase; HIF – hypoxia inducible factor; IGF-1 – insulin-like growth factor 1; MEF – myocyte 
enhancer factor; OXPHOS – oxidative phosphorylation; p38 MAPK – p38 mitogen-activated protein kinases; 
PGC – peroxisome proliferator-activated receptor gamma, coactivator; PKA – protein kinase A; PPAR – peroxi-
some proliferator-activated receptor; UCP – uncoupling protein; VEGFA – vascular endothelial growth factor A; 
•Vо2max – maximal oxygen consumption rate.

INTRODUCTION
Skeletal muscle constitutes more than 30% of body 
mass in adults. As skeletal muscles have high levels of 
metabolic and secretory activity, they are identified 
as secretory organs that have an influence on other 
organs [1]. Blood flow and the consumption of oxy-
gen and substrates (glucose, fatty acids, etc.) increase 
significantly as active skeletal muscles contract. The 
pronounced accumulation of calcium ions and other 
metabolites occurs simultaneously in muscle fibers; a 

decrease in energy charge and redox potential may also 
occur. Aerobic training induces the following marked 
adaptive changes in skeletal muscles: capillarization, 
changes in mitochondrial density, and an increase in 
the activity of oxidative enzymes. Maximum oxygen 
consumption and aerobic performance of muscles im-
prove due to these changes. These adaptive changes 
are tightly connected to the functioning of coactivators 
belonging to the PGC-1 family (peroxisome prolifera-
tor-activated receptor (PPAR) gamma coactivator 1). 
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expression of the hypoxia-inducible factor (HIF), in-
dependent of the vascular endothelial growth factor A 
(VEGFA) gene [19,20]. It has recently been demonstrat-
ed that skeletal muscle angiogenesis is connected to the 
PGC-1α-dependent activation of macrophages [21]. 

Acute endurance exercise induces a pronounced in-
crease in the expression of the PGC-1α gene, the acti-
vation of PGC-1α present in the cell, and changes in the 
intracellular localization of the protein. PGC-1α has a 
complex effect on nuclear and mitochondrial DNA gene 
expression. This protein is one of the most important 
regulators of mitochondrial biogenesis, fat and carbo-
hydrate metabolism, and angiogenesis in skeletal mus-
cle (Fig. 1).

Regulation of PGC-1α gene expression 
derived from the canonical promoter
Over a decade ago, Puigserver and coworkers cloned 
the PGC-1α gene from mice [22]. The human PGC-1α 
gene contains 13 exons; this gene encodes a protein 
composed of 798 a.a. with a calculated mass of ~91 kDa. 
The promoter of this gene contains two major tran-
scription initiation sites 90 and 119 bp upstream of the 
initiation transcription codon ATG [23]. The PGC-1α 
canonical (proximal) promoter contains two conserv-
ative binding sites for myocyte enhancer factor 2 
(MEF2) and one CRE-binding site for the cAMP re-
sponse element-binding protein (CREB) [23]. The regu-
lation of PGC-1α gene expression derived from the ca-
nonical promoter was investigated in detail (see below 
and Fig. 1). Cellular models and mice were investigated 
[12,24]; in vivo study of mice skeletal muscle by means 
of optical bioluminescence was performed [25] and the 
results confirmed the essential role of MEF2 and CREB 
in activation of PGC-1α gene expression derived from 
the canonical promoter.

Activated PGC-1α can coactivate MEF2, thereby 
upregulating its own gene expression [11,12]. Acute 
cycling exercise increases the phosphorylation level 
of nuclear p38 MAPKThr180/Tyr182, increases the amount 
of the p38 MAPKThr180/Tyr182 –MEF2 complex in hu-
man skeletal muscle [11], and apparently activates 
MEF2. MEF2 activity is inhibited by class IIa histone 
deacetylases (HDAC) [26], primarily HDAC5 [25]. Acute 
endurance exercise increases the phosphorylation level 
of HDAC5; in turn, this phosphorylation leads to the 
dissociation of the MEF2–HDAC5 complex and the nu-
clear export of HDAC5 [11,27]. Endurance exercise-in-
duced phosphorylation of HDACs is regulated by the 
kinases CAMKII and AMPK [27]; these kinases respond 
to intracellular levels of AMP and calcium ions [28,29]. 
The phosphorylation level and/or the activation of 
CAMKII and AMPK are positively correlated with the 
intensity of the endurance exercise [4,30-34].

This family includes PGC-1α, PGC-1β, and PGC-re-
lated coactivators. One of these proteins, PGC-1α, plays 
the most important role in regulation of mitochondrial 
biogenesis in skeletal muscle. 

Several isoforms of PGC-1α exist [2,3]; this partially 
explains the broad-spectrum function of this protein. 
Over the past decade, many studies have focused on 
PGC-1α function, the molecular mechanisms of its ac-
tivation, and the regulation of PGC-1α gene expres-
sion. Skeletal muscle expresses several PGC-1α iso-
forms. This review is devoted to the functional role 
of PGC-1α isoforms and to the regulation of their ex-
pression in skeletal muscle at rest and during recovery 
after exercise. 

FULL-LENGTH PGC-1α ISOFORMS

Functional role of PGC-1α
Several signaling kinases, such as AMPK, CaMK, and 
p38 MAPK [4] and the NAD-dependent deacetylase 
sirtuin-1 (Sirt-1) [5], are activated in skeletal muscle 
during and immediately after acute endurance exer-
cise. This activation results in an increase in PGC-1α 
(PPARGC1A) gene expression (see below); an increase 
in the phosphorylation and acetylation of existing 
PGC-1α also occurs (i.e., PGC-1α activation) (Fig. 1). 
In rodents [6,7] and humans [8,9], activated PGC-1α 
translocates from skeletal muscle to the nucleus and 
coactivates many transcription factors and nuclear re-
ceptors. Exercise-induced activation of PGC-1α may 
occur without increasing the level of this protein in the 
nucleus. In human skeletal muscle, acute endurance 
exercise leads to increased AMPKα2 [10] and phospho-
rylated p38 MAPK [11] levels in the nucleus. The au-
thors assumed that the nuclear translocation of these 
kinases promotes activation of PGC-1α in the nucleus.

Activated PGC-1α regulates the expression of its 
own gene via the feedforward mechanism [12]. The ac-
tivated protein also co-activates the nuclear respirato-
ry factors (NRF) -1 and -2, estrogen-related receptor 
(ERR) α, and peroxisome proliferator-activated recep-
tors (PPAR) α and γ. The activation of these nuclear 
receptors and transcription factors induces the expres-
sion of many genes involved in the regulation of oxida-
tive phosphorylation (OXPHOS) and fat and carbohy-
drate metabolism [13-15]. NRF-1 and NRF-2 induce the 
expression of the mitochondrial transcription factors 
А (TFAM), В1 (TFB1M), and В2 (TFB2M) genes. These 
transcription factors, primarily TFAM and TFB2M, 
translocate to the mitochondria and initiate the expres-
sion of genes from mitochondrial DNA [16]. The PGC-
1α–TFAM complex has been found in mitochondria 
[7,17,18], where it most likely initiates mitochondrial 
DNA transcription (Fig. 1). PGC-1α also induces the 
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The CRE transcription factor family includes CREB 
and the activating transcription factor (ATF)-2. Phos-
phorylation of CREBSer133 and its subsequent activation 
is regulated by several signaling kinases, including 
CAMKII and AMPK [35,36]. The activation of CAMKII 
and AMPK induced by acute endurance exercise in-
creases the phosphorylation level of CREBSer133; the 
phosphorylation of this protein upregulates PGC-1α 
gene expression [4,37]. The phosphorylation level of 
CREBSer133 during latter recovery depends on the in-
tensity of the endurance exercise [4].

Stress-mediated activation of p38 MAPK upregu-
lates PGC-1α gene expression via phosphorylation of 
ATF-2Thr71 and its subsequent activation [37-39]. Sev-
eral factors may activate p38 MAPK, including calcium 
ions and reactive oxygen species [37,39]. Endurance ex-
ercise leads to an intensity-independent increase in the 
p38 MAPKThr180/Tyr182 phosphorylation level [4]. Phos-
phorylation of p38 MAPKThr180/Tyr182 may be determined 
by a systemic factor; the p38 MAPKThr180/Tyr182 phospho-
rylation level increases after acute endurance exercise 
even in inactive muscle [40]. The phosphorylation level 
of ATF-2Thr71 depends on the intensity of the endurance 
exercise. This finding indirectly indicates that another 
signaling pathway may be involved in exercise-mediat-
ed phosphorylation of ATF-2Thr71 [4]. 

The exercise-induced activation of various signal-
ing kinases and their targets, including HDACs, MEF2, 
ATF-2, and CREB, upregulates the transcriptional ac-
tivity of the PGC-1α promoter. Moreover, total PGC-1α 
mRNA expression is associated with exercise of moder-
ate to maximal aerobic power [4,41-43]. 

Regulation of expression of the PGC-1α gene 
derived from an alternative promoter
Two groups of researchers have recently independent-
ly described an alternative promoter of PGC-1α in skel-
etal muscle, which is located ~14 kb upstream of the 
canonical (proximal) promoter (Fig. 2A) [2,44]. An addi-
tional promoter located 587 kb upstream of the canoni-
cal promoter has been described in human nerve tissue. 
This promoter gives rise to several isoforms of PGC-1α 
mRNA. However, these transcripts were not detect-
ed in skeletal muscle [45]. A tissue-specific isoform of 
PGC-1α was also found in liver (L-PGC-1α) [46]. In this 
review, the focus will be mainly directed at the mecha-
nisms behind the regulation of PGC-1α gene expression 
in skeletal muscle.

Miura et al. investigated the effect of β-adrenergic 
receptor activation on PGC-1α gene expression. The 
β2-agonist clenbuterol substantially increased PGC-1α 
gene expression in mice skeletal muscle. The increase 
was not observed in knockout animals without β1-, β2-, 
and β3-adrenergic receptors. The β2-blockers propran-

olol and ICI 118551 tempered the exercise-induced (45 
min running, 15 m/min) increase in PGC-1α gene ex-
pression in the skeletal muscle of wild-type mice [47]. 
These findings suggest that PGC-1α gene expression 
is regulated at least in part via β-adrenergic receptor 
activation. The authors also found that different PGC-
1α mRNA isoforms are expressed in skeletal muscle [2]. 

It has been demonstrated [2,20,44] that new tran-
scripts originate from an alternative promoter located 
14 kb upstream of the canonical promoter. The canonical 
promoter originates at the first exon (1a) of the canoni-
cal PGC-1α-a mRNA isoform. Due to alternative splic-
ing, the alternative promoter directs the transcription of 
two different first exons (1b and 1c), which results in the 
PGC-1α-b and PGC-1α-c mRNA isoforms, respectively. 
The nucleotide sequence from the second exon to the 
13th exon is identical in the isoforms PGC-1α-a, PGC-
1α-b, and PGC-1α-c. The amino acid sequences encoded 
by the first exons of PGC-1α-b and PGC-1α-c mRNAs 
differ and are shorter than that of PGC-1α-a mRNA by 
4 and 13 a.a., respectively (Fig. 2А). At rest, the mRNA 
abundance of transcripts derived from the alternative 
promoter in the skeletal muscle of mice [2,20,48] and hu-
mans [49-51] are much lower than that of transcripts de-
rived from the canonical promoter. However, one study 
demonstrated that the levels of PGC-1α-a, PGC-1α-b, 
and PGC-1α-c mRNAs were similar in resting skeletal 
muscles in mice [52].

The proteins encoded by the new transcripts are 
found to be functionally active. The functional activity 
of these isoforms was evaluated by transfecting HEK 
293 cells with plasmids encoding different nuclear re-
ceptor PPAR (α, -d, and -g) and PGC-1α isoforms. The 
proteins PGC-1α-b, PGC-1α-c, and PGC-1α-a activat-
ed PPARs [2]. The physiological significance of expres-
sion from an alternative promoter was confirmed using 
transgenic mice. The overexpression of PGC-1α-b and 
PGC-1α-c in skeletal muscle led to the activation of 
OXPHOS-related genes and the genes regulating fat 
metabolism [2]. Another study revealed that the over-
expression of PGC-1α-b in the skeletal muscle of mice 
induces the expression of PGC-1α target genes, such as 
cytochrome c oxidase (COX) 2 and 4, genes that regu-
late fat metabolism (i.e., CD36, MCAD, and CPT1), and 
the angiogenesis-associated gene VEGFA; the activi-
ty of citrate synthase (CS), a marker of mitochondrial 
density, also increases. During an incremental treadmill 
test, transgenic mice exhibited increased aerobic per-
formance, a higher maximal oxygen consumption rate 
(•Vо2max

), an increased percentage of oxidized fat, and a 
lower accumulation of lactate in blood compared with 
wild-type animals [53].

The expression of PGC-1α mRNA from different 
promoters is regulated by different stimuli. The volun-
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tary wheel [20] and moderately intensive (15 m/min, 
45 min) treadmill [2] running induced a pronounced in-
crease in PGC-1α-b and PGC-1α-c mRNA expression 
in mice skeletal muscle; however, expression of PGC-
1α-a mRNA derived from the canonical promoter re-
mained unchanged. An increase in the running speed 
up to 20 and 30 m/min led to a proportional 20- and 
33-fold increase, respectively, in the PGC-1α-b mRNA 
level [48]. Increasing the running speed resulted in only 
a small rise in the mRNA level of PGC-1α-a derived 
from the canonical promoter (1.4- and 1.8-fold increase 
at running speeds of 20 and 30 m/min, respective-
ly). Following these running sessions, the PGC-1α-b 
mRNA level was higher than the PGC-1α-a mRNA 
level. A similar ratio was observed between the PGC-
1α-b mRNA level and the PGC-1α-a mRNA level in 
human skeletal muscle during recovery after moder-
ately intense exercise (45–90 min) [49,50]. The differ-
ences in the regulation of the expression of PGC-1α 
isoforms in response to different physiological stimuli 
were found in other tissues with high metabolic ac-
tivity. After 21 h of starvation, only the expression of 
PGC-1α-a mRNA markedly increased in mouse liver. 

After exposure to cold temperatures (4°C) for sever-
al hours, only expression of PGC-1α-b and PGC-1α-c 
mRNA increased in the brown adipose tissue of mice 
[2,54]. 

The aforementioned studies suggest that the ex-
pression derived from the alternative promoter is reg-
ulated via activation of a β-adrenergic receptor. This 
hypothesis was confirmed in the following studies. A 
clenbuterol injection into the skeletal muscle of mice 
at rest increased the mRNA levels of PGC-1α-b and 
PGC-1α-c (PGC-1α-2 and PGC-1α-3, respectively, in 
Chinsomboon et al.) by several orders of magnitude; 
however, the mRNA level of PGC-1α-a (PGC-1α-1 in 
Chinsomboon et al.) remained unchanged [2,20]. The 
β-adrenergic receptor inhibitors propranolol and ICI 
118551 suppressed the increase in expression from the 
alternative promoter that is induced by endurance ex-
ercise. The pharmacological activation of AMPK was 
expected to increase the specific expression of PGC-1α 
from the canonical promoter. The agent 5-aminoimida-
zole-4-carboxamide-1β-D-ribofuranoside (AICAR) was 
used to activate AMPK. However, the injection of AIC-
AR into the skeletal muscle of mice upregulated the 

Fig. 1. The scheme of PGC-1α protein activation and regulation of the PGC-1α gene expression from canonical (proxi-
mal) and alternative promoters.AMPK – AMP-activated protein kinase, ATF – activating transcription factor, CaMK – 
Ca2+/calmodulin-dependent protein kinase, CREB – cAMP response element-binding protein, ERR – estrogen-related 
receptor, HDAC – class IIa histone deacetylase, MEF – myocyte enhancer factor, NRF – nuclear respiratory factor, 
OXPHOS – oxidative phosphorylation related genes, p38 MAPK – p38 mitogen-activated protein kinases, PGC – 
peroxisome proliferator-activated receptor gamma, coactivator, PKA – protein kinase A, PPAR – peroxisome prolif-
erator-activated receptor, SIRT1 – NAD-dependent deacetylase sirtuin-1, TFAM – mitochondrial transcription factor 
А, TFB1M – mitochondrial transcription factor В1, TFB2M – mitochondrial transcription factor В2, VEGFA – vascular 
endothelial growth factor A, β2AR – β2-adrenergic receptor
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expression from both the canonical promoter (by ~50%) 
and the alternative promoter (by tenfold) [48]. The 
authors assumed that the increase in the expression 
derived from the alternative promoter might be con-
nected to the AICAR-mediated increase in the blood 
level of catecholamines and stimulation of β-adrener-
gic receptors in the muscle. In mice, AICAR treatment 
increased the plasma concentrations of adrenaline and 
noradrenaline tenfold and by 30%, respectively. The 
systemic influence of AICAR was excluded in the ex-
periment with isolated rat epitrochlearis muscle. AIC-
AR treatment increased the expression of PGC-1α-a 
mRNA by ~50%; however, the expression level of PGC-
1α-b mRNA remained unchanged [48]. This result is in 
accordance with the findings reported in the previous 
myoblast study. AICAR treatment did not induce ex-
pression from the alternative promoter in С2С12 cells; 
forskolin, an activator of adenylate cyclase, upregulat-
ed expression only from the alternative promoter [44]. 
Other regulators of expression from the alternative 
promoter were also revealed. It has been demonstrated 
that MKK6, a kinase of p38 MAPK, and treatment with 
calcium ionophore activate expression from the alter-
native promoter. The constitutively activated forms of 
the major participants of calcium signaling, CaMKIV 
and phosphatase calcineurin A, can also upregulate ex-
pression from the alternative promoter. The transfec-
tion of myoblasts with plasmids containing wild-type 
or mutant fragments of the alternative promoter con-
firmed that activation of the alternative promoter de-
pends on the binding of CREB to the CRE site. A similar 
result was achieved when m. tibialis anterior was used 
to transfect mice [20]. As mentioned above, both the 
alternative promoter and the canonical promoter con-
tain CRE sites. It remains unclear why phosphorylation 
of CREB by β-adrenergic receptor signaling induces 
expression primarily from the alternative promoter 
[48]. The canonical promoter contains the typical CRE 
site sequence TGACGTCA (CREB/ATF consensus); 
the alternative promoter contains a palindromic CRE 
site with a single nucleotide substitution. This variant 
of the CRE site can bind CREB and is essential for the 
initiation of transcription from the alternative promot-
er. However, the affinity of CREB to a CRE site with a 
single nucleotide substitution is lower than that of the 
typical CRE site in the canonical promoter [44,48]. 

It can be assumed that at rest, even a low concen-
tration of phosphorylated CREB is sufficient to induce 
high (near maximal) expression from the canonical pro-
moter; the gene expression is induced only slightly as a 
result of the increased level of phosphorylated CREB. 
However, a high level of phosphorylated CREB is re-
quired to activate transcription from the alternative 
promoter. Therefore, the alternative promoter might 

be more sensitive to changes in CREB activation than 
the canonical promoter. This fact may explain the dif-
ferences observed in the expression levels from the ca-
nonical and alternative promoters in skeletal muscle 
at rest and after muscle activity. We cannot ignore the 
fact that the regulation of transcription from the al-
ternative promoter is sensitive to other CREB-related 
transcription factors. It has been demonstrated that 
the transcription factors MyoD and MRF4 can trans-
activate the alternative promoter through a proximal 
E-box motif [44].

Through experiments with rodent skeletal muscle, 
a model of PGC-1α gene expression under an acute en-
durance exercise was proposed [20,48]. A low-intensity 
exercise does not induce AMPK activation; however, 
exercise of this type increases the activity of the sym-
pathetic nerve system. As a result, the activation of 
muscle β2-adrenergic receptors, the accumulation of 
cAMP, the activation of protein kinase A (PKA), and 
an increase in the phosphorylation level of CREBSer133 
occur (Fig. 1). The theoretical AMPK-independent 
regulation of PGC-1α gene expression conforms well 
with the experimental data. In human skeletal muscle, 
endurance exercise at a moderate intensity does not 
increase the phosphorylation level of AMPKThr172 or the 
expression level of PGC-1α from the canonical promot-
er. Meanwhile, expression of PGC-1α derived from the 
alternative promoter is markedly increased [49,50].

An increase in intense endurance exercise above 
50–60% of •Vо

2max
 induces AMPK activation in skele-

tal muscle [30,31] and increases sympathetic activity. 
This increase in sympathetic activity activates β-adr-
energic receptors in muscle tissue and stimulates ex-
pression of the PGC-1α gene from the alternative pro-
moter. AMPK activation initiates expression from the 
canonical promoter. AMPK activation occurs only dur-
ing high-intensity endurance exercise, which results in 
substantial muscle metabolic perturbations.

We must emphasize that there is no general consen-
sus concerning the mechanisms of PGC-1α gene reg-
ulation in skeletal muscle. Several authors have cast 
doubt on the PGC-1α gene regulation model described 
above. Kim et al. investigated the expression of PGC-1α 
mRNA and protein in rat tissue 6 and 18 h after clen-
butelol and noradrenalin injections [55]. These treat-
ments resulted in a marked increase in PGC-1α mRNA 
levels and protein expression in brown adipose tissue; 
treatment affected neither gene nor protein expres-
sion in skeletal muscle. Clenbuterol treatment resulted 
in an increased phosphorylation level of CREB (Ser133) 
in skeletal muscle. However, the activity of luciferase 
driven by the PGC-1α promoter did not change. The 
authors argued against the above model of PGC-1α 
gene regulation. No increase in the PGC-1α mRNA 
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level was observed using the primer pair designed to 
be used in the study. The primers complementary to 
exon 1a (forward) and 2 (reverse) detected only PGC-
1α-a mRNA derived from the canonical promoter; 
these primers could not detect changes in expression 
derived from the alternative promoter. The plasmid 
used to evaluate luciferase activity contained part of 
the canonical PGC-1α promoter, which explains why 
no increase in clenbutelol-mediated transcriptional 
activity was observed. However, these aspects of the 
study do not explain the lack of alteration in the PGC-
1α protein expression observed in skeletal muscle; the 
antibodies used in the study by Kim et al. could detect 
the proteins encoded by transcripts originating from 
both promoters.

In another article [49], the effects of AICAR and no-
radrenalin on cultured human myotubes were eval-

uated. Treatment with noradrenalin resulted in an 
increase only in the PGC-1α-b mRNA level; this find-
ing is in agreement with the PGC-1α gene regulation 
model described above. However, AICAR treatment 
increased both the PGC-1α-a and PGC-1α-b mRNA 
levels. A combined treatment had an additive effect on 
expression derived from the alternative promoter. The 
authors concluded that AMPK is the most important 
regulator of PGC-1α gene expression, since it can reg-
ulate expression from both promoters. This finding is 
in agreement with the result of a recent study in mice 
[62]. The ability of adrenalin to activate p38 MAPK was 
demonstrated [56]. This phenomenon could potentially 
influence PGC-1α gene expression from the canonical 
promoter.

The activation of PGC-1α gene expression from dif-
ferent promoters may be regulated by the intensity of 

Fig. 2. A – Different PGC-1α mRNA isoforms are expressed from canonical (PGC-1α-a) and alternative (PGC-1α-b and 
PGC-1α-c) promoters in mice and encode different amino acid sequences in the first exon. B – Scheme of exons (vertical 
line) of different isoforms and their genomic DNA locations. The asterisk is a stop-codon. C – Nucleotide and amino acid 
sequences between exons 6 and 7 in the full-length (PGC-1α) and truncated (NT-PGC-1α) isoforms
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the endurance exercise. The aforementioned studies 
implied that all PGC-1α isoforms are full-length iso-
forms containing 13 exons. It was demonstrated later 
that alternative splicing of other PGC-1α mRNA iso-
forms gives rise to a stop-codon between exons 6 and 7 
(see below). Most of the studies cited above used a for-
ward primer that was aligned to one of the first exons 
(1a, 1b or 1c) and reverse primer that was aligned to the 
second exon (common to all PGC-1α mRNA isoforms). 
In most of the studies, PGC-1α protein abundance was 
evaluated by immunoblotting at a molecular weight 
greater than 90 kDa (corresponding to the full-length 
PGC-1α protein). Therefore, the evaluated transcripts 
encoded both full-length and truncated PGC-1α pro-
teins. These isoforms have different characteristics and 
functions (see below); many active sites present in full-
length PGC-1α are absent in truncated PGC-1α.

It remains unclear whether all of the PGC-1α mRNA 
isoforms are translated to proteins in vivo; the func-
tions of these hypothetical proteins are also unknown. 
The N-termini of PGC-1α isoforms differ from each 
other only by a few amino acids at the beginning of the 
protein. It is unlikely that such small differences have a 
substantial influence on the function of these isoforms. 
The N-terminus often contains sequences related to 
intracellular transport. Our unpublished data reveal 
that the N-termini of PGC-1α isoforms do not contain 
typical nuclear or mitochondrial localization sequenc-
es. The absence of known localization sequences does 
not disprove the hypothesis that isoforms originating 
from different promoters have a specific intracellular 
distribution; however, this distribution becomes less 
probable. The existence of different PGC-1α promoters 
indicates that gene expression is regulated by different 
signaling pathways activated by different physiological 
stimuli.

Truncated PGC-1α isoforms
In their early study, Baar et al. investigated the molecu-
lar adaptation of rat skeletal muscle to acute endurance 
exercise. In a Western blot, increased band intensities 
were observed for full-length PGC-1α and an addition-
al band at ~34 kDa; it was suggested that this second 
protein was a smaller form of PGC-1α [57]. Zhang et al. 
have demonstrated that a short insert might appear 
between exons 6 and 7 as a result of alternative splic-
ing in brown adipose tissue. This insert (exon 7a) con-
tains a stop-codon and encodes an N-truncated (NT) 
isoform of PGC-1α (Fig. 2C). NT-PGC-1α was detected 
in a Western blot at ~35-38 kDa. An examination of the 
NCBI nucleotide database uncovered a variant form 
of PGC-1α mRNA in humans (AB061325) and mice 
(AB061324) [3]; these sequences encoded proteins 271 
and 270 a.a. in length, respectively. In theory, transcrip-

tion of the NT-PGC-1α isoform can occur from both 
the proximal (1a) and alternative (1b and 1c) promoters 
[54]; this may explain the existence of several bands 
between 35 and 38 kDa [3]. NT-PGC-1α isoforms were 
found in mice brain tissue and human heart tissue. It 
is important to note that both the mRNA and protein 
levels for the full-length and truncated isoforms were 
comparable [3]. Recent studies have revealed that NT-
PGC-1α isoforms are also expressed in human skeletal 
muscle [52], where they constitute a significant share of 
total PGC-1α mRNA [50,51].

The NT-isoforms retain the following two essen-
tial PGC-1α domains: the N-terminal domain that 
recruits SRC-1 and CREB-binding proteins and the 
two LXXLL-like motifs that mediate interactions 
with nuclear receptors. The NT-isoforms also retain 
some p38 MAPK, PKA, and AMPK phosphorylation 
sites. NT-PGC-1α lacks the C-terminal nuclear local-
ization sequence that regulates nuclear targeting, the 
ligand-independent PPARγ binding region, the SR-
rich and RRM domains, the FOXO1, MEFC2, and the 
TRAP220 domains, the С-terminal domain involved in 
the regulation of protein stability, and multiple sites of 
post-translation regulation and modification (the GSK-
3β, AMPK, Akt, p38 MAPK, and PKA phosphorylation 
sites, arginine methylation sites and lysine acetylation 
sites) [3,58,59]. These marked differences of the NT-
PGC-1α isoform compared to full-length isoforms con-
fer it unique properties.

Intracellular localization and stability
The intracellular stability and localization of PGC-1α 
were investigated using cardiomyocyte and COS-7 cul-
tures and mutated PGC-1α proteins lacking various 
C-terminal fragments [60]. It was demonstrated that 
the full-length PGC-1α (1-797 a.a.) protein has a short 
half-life and is mainly localized in the nucleus. A mu-
tant protein containing the amino acids 1–565 localized 
in the nucleus and cytoplasm. A mutant containing the 
amino acids 1–292 was found mainly in the cytoplasm. 
The ablation of C-terminal fragments improved PGC-
1α protein stability. Apparently, this effect is due to 
a decrease in the ubiquitination level of the protein 
[60,61]. These findings are related to the properties 
of the NT-PGC-1α isoforms. The lack of a C-terminal 
fragment increases the stability of NT-PGC-1α com-
pared to the full-length protein [3,58].

Experiments using a CHO-K1 cell line [3,58] and 
mice muscle fibers [59] and confocal microscopy have 
revealed that the NT-isoforms are localized in the cy-
toplasm (~90%), in contrast to the full-length isoforms, 
which are localized mainly in the nucleus. A transfec-
tion experiment using CHO-K1 demonstrated that the 
NT-isoforms expressed from both the canonical pro-



REVIEWS

  VOL. 7  № 1 (24)  2015  | ACTA NATURAE | 55

moter (NT-PGC-1α-a) and the alternative promoter 
(NT-PGC-1α-b and NT-PGC-1α-c) are localized in the 
cytoplasm [54]. These findings confirm that the locali-
zation of PGC-1α isoforms depends on the presence of 
the C-terminal fragment rather than the amino acid 
sequences encoded by the first exon.

Different proteins regulate the intracellular locali-
zation of the NT-isoforms. In murine muscle fibers [59] 
and in CHO-K1 cells [58], leptomycin B (a specific in-
hibitor of exportin 1, which is a regulator of nuclear 
export) increases the NT-PGC-1α level in the nucle-
us. The authors suggested that the low NT-PGC-1α 
content in the nucleus depends on the higher rate of 
exportin 1-mediated nuclear export of NT-PGC-1α 
compared to the diffusion rate of NT-PGC-1α into 
the nucleus [58] and possible exportin 1-independent 
nuclear export [59]. The activation of cAMP-depend-
ent signaling induces an increase in the nuclear NT-
PGC-1α content in muscle fibers [59] and in brown ad-
ipose tissue [3]. This effect is likely to be regulated by 
PKA-dependent phosphorylation of NT-PGC-1α at po-
sitions 194, 241, and 256; this phosphorylation decreas-
es exportin 1-mediated nuclear export [58]. Conversely, 
a p38 MAPK-dependent mechanism for the regulation 
of NT-PGC-1α intracellular localization apparently ex-
ists. The inhibition of p38 MAPK tempers the increase 
in nuclear NT-PGC-1α in brown adipose tissue induced 
by 8-CPT-cAMP (an analog of cAMP) [3]. However, in-
hibition of p38 MAPK had only a small negative effect 
on the increase in nuclear NT-PGC-1α; the inhibition of 
PKA completely eliminated this increase. These find-
ings suggest that activation of muscle β2-adrenergic 
receptors regulates intracellular NT-PGC-1α localiza-
tion. This fact agrees with the results from mice muscle 
fibers; AICAR-mediated activation of AMPK and the 
activation of p38 MAPK by electrical stimulation did 
not increase nuclear NT-PGC-1α [59].

Regulation of NT-PGC-1α mRNA expression
The NT-isoforms originate due to the alternative splic-
ing of PGC-1α mRNA, which leads to the formation of 
a stop-codon between the exons 6 and 7. The expression 
of the NT-isoforms may be dynamically regulated by 
different physiological stimuli. Acute endurance ex-
ercise initiates comparable increases in the full-length 
isoform and the NT-isoforms in murine [62] and hu-
man skeletal muscle [50,51]. The NT-isoforms can be 
expressed from the canonical promoter and the alter-
native promoter [51,62]; the expression magnitude de-
pends on the intensity of the exercise, as observed for 
full-length isoforms [62].

It can be assumed that expression of both full-length 
and truncated PGC-1α mRNA isoforms is induced 
by activation of AMPK and β2-adrenergic receptors. 

These mechanisms, which regulate mRNA expres-
sion, act in the same fashion on both the full-length 
and truncated isoforms. The expression of both the 
full-length and truncated PGC-1α mRNA isoforms is 
upregulated in AICAR-stimulated muscle myotubes 
[51]. Injection of AICAR and clenbuterol stimulates the 
expression of both the full-length and truncated iso-
forms in the skeletal muscles of mice [62]. Converse-
ly, exposure to cold (4°С, 5 h) activates the expression 
of both NT-PGC-1α and full-length PGC-1α mRNA 
(~15%) and their corresponding proteins in brown ad-
ipose tissue [3]. Under control conditions (22°С), gene 
expression originates mainly from the canonical pro-
moter (NT-PGC-1α-a and PGC-1α-a mRNA); exposure 
to cold increases expression from the alternative pro-
moter (NT-PGC-1α-b, NT-PGC-1α-c, PGC-1α-b, and 
PGC-1α-c mRNA). The latter condition is related to the 
activation of β2-adrenergic receptors [3,54]. 

Thom et al. have recently demonstrated that hypox-
ia may induce splicing of PGC-1α mRNA between the 
exons 6 and 7. Hypoxia (0.5% O2

, 16 h) increases expres-
sion of the NT-isoforms in skeletal muscle myocytes 
and in myocytes with suppressed HIF-1 and -2 activity. 
These findings suggest that hypoxia induces splicing of 
PGC-1α mRNA independent of HIF signaling [63]. 

The regulation of expression from different promot-
ers and the regulation of splicing between exons 6 and 7 
are independent processes; these processes are regulat-
ed by different mechanisms. In conclusion, it is unclear 
whether all of the NT-isoforms can be translated into 
proteins in vivo and whether these hypothetical pro-
tein isoforms have different functions.

Functional roles of NT-isoforms
Different in vitro experimental approaches have clear-
ly demonstrated that NT-PGC-1α is a functionally ac-
tive protein and can coactivate the following nuclear 
receptors: PPARα and PPARγ in CHO-K1 cells [3] and 
PPARα, PPARγ, and ERRα in COS-1 cells [54]. Simi-
lar to that for full-length isoforms, overexpression of 
NT-PGC-1α in brown adipose tissue induces upregu-
lation of UCP1 and CPT-1β mRNA expression and an 
increased ratio of mitochondrial DNA to nuclear DNA; 
this ratio serves as a marker of the activation of mito-
chondrial biogenesis [3].

The function of the NT-isoforms differs significantly 
from that of the full-length PGC-1α isoforms. The ex-
pression of genes targeted by PGC-1α and NT-PGC-1α 
might differ. Examination of myotubes revealed that 
overexpression of full-length PGC-1α (PGC-1α-1 in 
the paper by Ruas et al.) alters the expression of 2002 
genes, while overexpression of NT-PGC-1α-b (PGC-
1α-4 in paper by Ruas et al.) affects the expression of 
only 519 genes. These isoforms simultaneously influ-
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ence the expression of only 98 genes [52]. In brown adi-
pose tissue adipocytes expressing PGC-1α or NT-PGC-
1α, the expression of the Cox7al and PPARα genes 
increased. However, the increased expression of the 
CPT1β, UCP1, ERRα, and Cox8b genes are correlated 
only with the expression of NT-PGC-1α; CytC expres-
sion is associated with PGC-1α [58,64]. 

It has recently been demonstrated that the NT-iso-
forms predominantly activate angiogenesis, whereas 
the full-length PGC-1α-a isoforms induce both mito-
chondrial biogenesis and angiogenesis in skeletal mus-
cle cells [63]. Myotubes derived from PGC-1α-/- mice 
myoblasts were infected with an adenovirus encod-
ing NT-PGC-1α-a or PGC-1α-a. This led to a compa-
rable increase in the mRNA levels of NT-PGC-1α-a 
and PGC-1α-a; however, the expression of the genes 
targeted by PGC-1α and their associated proteins dif-
fered. In the myotubes expressing NT-PGC-1α-a, the 
expression of OXPHOS-related genes did not change. 
The content of complex III and V mitochondrial pro-
teins slightly increased in myotubes expressing NT-
PGC-1α-a. In PGC-1α-a infected cells, a pronounced 
increase in these indices was observed. The same pic-
ture was present in the maximal cell respiration rate: 
this index increased only after PGC-1α-a infection. 
Conversely, NT-PGC-1α-a induced a more pronounced 
increase in VEGFA gene expression and activation of 
angiogenesis. Transgenic mice overexpressing the 
truncated isoform NT-PGC-1α-b (PGC-1α4 in Thom et 
al.) were used to confirm the physiological significance 
of these findings in vivo. In transgenic animals, angio-
genesis-related genes (VEGFA, CD31, ANGPT2) were 
expressed at a higher rate than in wild-type animals; 
capillary density in m. tibialis anterior was also greater 
in transgenic animals. Angiogenesis induced by NT-iso-
forms might be due to the retained LXXLL motif; this 
motif can interact with ERRα, which is a regulator of 
VEGFA gene expression [20,63]. 

Obtaining a knockout of the NT-PGC-1α isoform is a 
difficult task. Because of this, researchers cannot eval-
uate the influence of truncated isoforms on the phe-
notype and function of skeletal muscle and the whole 
organism. Nevertheless, a few studies [54,65] utilized 
mice that expressed a mutant PGC-1α-a protein con-
taining the first 254 a.a. (NT-PGC-1α254) rather than 
the full-length PGC-1α protein. The NT-PGC-1α254 
protein is only a few amino acids shorter than native 
NT-PGC-1α-a and is a functional equivalent of NT-
PGC-1α-a [54]. Leon et al. [65] showed that the weight 
of predominantly oxidative m. soleus muscle fibers in 
NT-PGC-1α254 mice was slightly lower than that in 
wild-type animals. However, the weights of predom-
inantly glycolytic m. tibilas anterior muscle fibers did 
not differ between mutant and wild-type mice. A his-

tological examination found no marked changes in the 
skeletal muscle fibers of NT-PGC-1α254 mice. The mi-
tochondrial density, the basal expression of the OX-
PHOS related genes, the ADP-stimulated maximal res-
piration rate, the running time to exhaustion during an 
incremental treadmill test, and the pulmonary •Vо

2max
 

were significantly lower in NT-PGC-1α254 mice com-
pared with the wild-type control [65]. Conversely, the 
decrease in the body temperature of adult NT-PGC-
1α254 mice was similar to that in the wild-type control 
after exposure to cold (4°C). In this case, NT-PGC-1α254 
mice were also able to increase expression of the UCP1 
gene in brown adipose tissue [54,65,66], apparently via 
the Twist-1-mediated mechanism. It was shown that 
Twist-1, a negative regulator of full-length PGC-1α, 
had no effect on the truncated proteins [64].

It is interesting to compare NT-PGC-1α254 mice with 
mice completely devoid of PGC-1α activity (the PGC-
1α mRNA sequence was changed after exon 2) in either 
the whole organism [67,68] or in skeletal muscle [69,70]. 
Whole-body knockout mice did not show any abnormal-
ities in muscle fiber size, fiber composition, and mito-
chondrial density compared to wild-type animals. The 
absence of abnormalities could be partially explained by 
hyperactivity in the knockout mice due to marked ab-
normalities in the central nervous system [67,68]. In the 
mice where the PGC-1α gene was knocked out in the 
skeletal muscle, the percentage of oxidative fibers (type 
I) in the red and white muscles was lower compared to 
the wild-type control [69,70]. Moreover, knockout mice 
of both types had noticeably lower basal expression of 
the OXPHOS related genes in mixed (m. quadriceps 
femoris) and white (m. gastrocnemius) muscles com-
pared to the wild-type control [67-70]. In contrast to NT-
PGC-1α254 mice, adult mice completely lacking PGC-1α 
activity had a pronounced decrease in body temperature 
during exposure to cold (4°C) [68]. This effect may be 
partially explained by the lack of UCP1 gene expression 
in brown adipose tissue, which is mediated by PGC-1α 
[64]. Taken together, these knockout studies suggest that 
the functional role of the NT-isoforms differs from that 
of the full-length isoform.

In this review, the influence of endurance exercise on 
the regulation of the expression of different PGC-1α iso-
forms was analyzed. Most studies focused on the effects 
of acute endurance exercise, because regular aerobic 
training activates mitochondrial biogenesis and angio-
genesis in skeletal muscle. Therefore, the relationship 
between endurance exercise and PGC-1α seems logical. 
Recently, Ruas and colleagues demonstrated that the 
truncated PGC-1α isoform NT-PGC-1α-b (PGC-1α4 in 
Ruas et al.) regulates myogenesis [52]. Myotubes overex-
pressing NT-PGC-1α-b showed increased mRNA of the 
growth factor IGF-1 and the myogenic factors Myf-5 
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and -6; a lower level of myostatin mRNA was observed 
in myotubes overexpressing NT-PGC-1α-b compared 
with control cells or cells overexpressing PGC-1α-a. NT-
PGC-1α-b-mediated expression of the OXPHOS-relat-
ed genes was lower than PGC-1α-a-mediated expres-
sion. The authors revealed that the NT-isoform, as with 
full-length PGC-1α, is predominantly localized in the 
nucleus. This finding does not agree with the previ-
ous studies of intracellular localization of NT-PGC-1α 
[58,59]. Overexpression of NT-PGC-1α-b by both ad-
enovirus injection and plasmid electroporation signifi-
cantly increases the expression of the truncated protein, 
the area of fiber cross sections, and the weight of mouse 
muscles compared to those in wild-type animals. Elec-
troporation of the plasmid encoding the truncated iso-
form (NT-PGC-1α-a) driven by the canonical promot-
er increased the NT-PGC-1α-a mRNA level; however, 
increased translation of the truncated protein was not 
observed in a Western blot. The authors concluded that 
the N-terminal amino acid sequence of NT-PGC-1α-b 
allows for the accumulation of this protein in the cell; 
this sequence is missing in NT-PGC-1α-a [52]. This find-
ing is not in agreement with the experiment in which 
the level of the truncated protein increased in myotubes 
infected with adenovirus-encoded NT-PGC-1α-a [63]. 
The physiological significance of NT-PGC-1α-b over-
expression was investigated using transgenic mice. A 
small increase in mRNA expression of VEGFA, EERα, 
myoglobin mRNA was observed in transgenic mice; a 
decrease in myostatin mRNA expression and no changes 
in the mRNA expression of IGF-1 and other myogen-
ic regulators was also observed compared to wild-type 
animals [52,63]. The area of muscle fiber cross sections, 
the muscle weight and force, and the running time to 
exhaustion during treadmill test were slightly higher 
in transgenic animals compared to control mice [52]. In 
the cited study, the effect of acute exercise on the ex-
pression of NT-PGC-1α-b mRNA was not investigated. 
However, the basal expression level of this transcript 
in human skeletal muscle was shown to increase after 
8 weeks of strength training and to be unchanged after 
8 weeks of endurance training. A primer pair aligning 
to exons 5 (forward) and 7a (reverse) was used to de-
tect NT-PGC-1α-b mRNA in this study. This primer 
pair can detect both NT-PGC-1α-b and NT-PGC-1α-a 
transcripts. A recent study has demonstrated that acute 
strength training and endurance exercise induce the ex-
pression of both isoforms in human skeletal muscle [51]. 
Therefore, it is possible that the strength training that 
occurred in the Ruas et al. study [52] may have induced 
expression of both NT-PGC-1α-b and NT-PGC-1α-a 
mRNA.

The influence of PGC-1α isoforms expressed from the 
canonical promoter on skeletal muscle hypertrophy was 

investigated using synergist ablation [71]. An increase 
in the absolute phosphorylation level of mTORC1 tar-
gets, increased IGF-1 mRNA abundance, and a decrease 
in the myostatin mRNA level in hypertrophied mus-
cle were observed as compared to the control muscle. 
Moreover, PGC-1α mRNA expression from the alter-
native promoter (PGC-1α-b and NT-PGC-1α-b, detect-
ed using a primer pair aligning to exons 1b and 2) and 
the canonical promoter (PGC-1α-a and NT-PGC-1α-a, 
detected using a primer pair aligning to exons 1a and 
2) decreased; the expression of the OXPHOS related 
genes and the content and activity of key mitochondri-
al proteins also decreased. Following synergist ablation, 
PGC-1α knockout mice showed a comparable increase 
in muscle weight, an absolute phosphorylation level of 
mTORC1 targets, and an IGF-1 mRNA level, as well as 
a decrease in myostatin mRNA abundance compared to 
wild-type animals after synergist ablation. The authors 
draw a conclusion that PGC-1α is not involved in the 
chronic overload-induced remodeling of skeletal muscle. 
This conclusion indirectly supports the hypothesis that 
the expression of NT-PGC-1α-b mRNA is regulated by 
the same stimuli as those that regulate the expression of 
PGC-1α-b mRNA; these stimuli are exercise intensity 
and clenbuterol-mediated activation of β2-adrenergic 
receptors [62]. In conclusion, these studies demonstrated 
that the influence of the PGC-1α isoforms on the mech-
anisms of protein synthesis are not fully clear and re-
quire further investigation.

CONCLUSIONS
The coactivator PGC-1α is a key regulator of mito-
chondrial biogenesis, fat and carbohydrate metab-
olism. Both in vitro and in vivo studies have demon-
strated that several isoforms of PGC-1α mRNA may 
be expressed in rodent and human skeletal muscle. The 
expression patterns may markedly differ at rest and 
after muscle activity. Different signaling pathways are 
activated by different physiological stimuli that reg-
ulate the expression of the PGC-1α gene from differ-
ent promoters. Apparently, the expression from the 
canonical (proximal) promoter is regulated mainly by 
the activation of AMPK, while expression from an al-
ternative promoter is regulated via the β2-adrenergic 
receptor. Most probably, the functional properties of 
isoforms derived from different promotors do not dif-
fer. Therefore, the availability of two signaling path-
ways regulating the PGC-1α gene expression provides 
ample opportunities for a pharmacological influence on 
the expression of this gene. Those opportunities might 
be important in treating and preventing various diseas-
es, such as metabolic syndrome and diabetes mellitus.

All transcripts, from both the canonical and alter-
native promoters, are subject to alternative splicing. 
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As a result, truncated isoforms that possess different 
properties are translated. The truncated isoforms are 
more stable and predominantly activate angiogenesis, 
whereas full-length isoforms regulate manly mitochon-
drial biogenesis. It has recently been shown [52] that 
in contrast to full-length isoforms, truncated isoforms 
may regulate myogenesis, but this assumption needs 
further confirmation. The existence of several isoforms 
with a broad-spectrum of functions allows the organ-
ism to adapt to different physiological stimuli.

The mechanisms of PGC-1α gene expression in hu-
man skeletal muscle remain not fully clear. Elucidation 

of the regulatory mechanisms of PGC-1α gene expres-
sion and their functional role may provide an oppor-
tunity to control the expression of different isoforms 
through exercise and/or pharmacological interven-
tions. This opportunity is important for patients with 
the metabolic syndrome and diabetes mellitus and per-
haps for endurance athletes. 

This work was supported by the Russian Science 
Foundation (grant № 14-15-00768).
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INTRODUCTION
A characteristic feature of NAD+-dependent dehy-
drogenases is the presence of the specific sequence 
(fingerprint) of GxGxxG in their coenzyme-binding 
domain [1]. In fact, the only exception to this rule is 
formate dehydrogenase from bacteria and fungi [EC 
1.2.1.2] (FDH). In all bacterial FDHs (except for enzymes 
from symbiotic bacterium Sinorhizobium meliloti and 
bacteria of the genera Bordetella and Staphylococcus) 
the GxGxxG sequence contains the Ala, instead of Gly, 
residue in the first position (Fig. 1). A similar pattern 
was observed for the enzyme from fungi, whereas all 
known FDHs from various yeasts and plants obey the 
rule above and possess a classic characteristic sequence.

In our laboratory, a systematic study of FDH from 
various sources, including methylotrophic bacteria 
Pseudomonas sp. 101 and Moraxella sp. C-1 (PseFDH 
and MorFDH, respectively), was performed. In both 
enzymes, the non-canonical Ala residue was located 
at position 198. In collaboration with the laboratory 

headed by prof. Vladimir Popov (A.N. Bach Institute 
of Biochemistry, Russian Academy of Sciences), and 
groups led by of Dr. Victor Lamzin (EMBL Outstation, 
Hamburg) and Dr. Konstantin Polyakov (Engelhardt 
Institute of Molecular Biology, Russian Academy of 
Sciences), three-dimensional structures of apo-forms 
of PseFDH and MorFDH and their various complexes 
were solved [2–5]. In the structures of both enzymes, 
the Ala198 residue has “forbidden” values for the an-
gles ψ and φ, preventing an optimal orientation of sec-
ondary structural elements (Fig. 2). Analysis of the X-
ray structures of PseFDH MorFDH indicates that the 
Ala198 residue is located between the βA strand and 
αB helix (Fig. 3A).

In the present study, Ala198 was replaced with Gly 
by site-directed mutagenesis in order to decrease con-
formational tension and elucidate the role of Ala198 in 
the stability and catalytic properties of PseFDH and 
MorFDH. Additionally, the Ala198Gly mutation was 
introduced into PseFDH with the Asp221Ser substi-

ABSTRACT It has been shown by an X-ray structural analysis that the amino acid residues Ala198, which are lo-
cated in the coenzyme-binding domain of NAD+-dependent formate dehydrogenases (EC 1.2.1.2., FDH) from bac-
teria Pseudomonas sp.101 and Moraxella sp. C-1 (PseFDH and MorFDH, respectively), have non-optimal values 
of the angles ψ and φ. These residues were replaced with Gly by site-directed mutagenesis. The mutants PseFDH 
A198G and MorFDH A198G were expressed in E.coli cells and obtained in active and soluble forms with more 
than 95% purity. The study of thermal inactivation kinetics showed that the mutation A198G results in a 2.5-
fold increase in stability compared to one for the wild-type enzymes. Kinetic experiments indicate that A198G 
replacement reduces the KM

NAD+
 value from 60 to 35 and from 80 to 45 μM for PseFDH and MorFDH, respectively, 

while the KM
HCOO

-
 value remains practically unchanged. Amino acid replacement A198G was also added to the 

mutant PseFDH D221S with the coenzyme specificity changed from NAD+ to NADP+. In this case, an increase in 
thermal stability was also observed, but the influence of the mutation on the kinetic parameters was opposite: 
KM increased from 190 to 280 μM and from 43 to 89 mM for NADP+ and formate, respectively. According to the 
data obtained, inference could be drawn that earlier formate dehydrogenase from bacterium Pseudomonas sp. 
101 was specific to NADP+, but not to NAD+.
KEYWORDS site-directed mutagenesis, thermal stability, coenzyme specificity, kinetic parameters.
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tution, which was previously obtained in our labora-
tory. As a result of the latter substitution, the coenzyme 
specificity of PseFDH changed from NAD+ to NADP+ 
[6, 7]; therefore, it was important to determine how the 
removal of conformational tension affects the stability 
and coenzyme specificity of NADP+-specific PseFDH.

MATERIALS AND METHODS
Molecular Biology Grade reagents were used for the 
genetic engineering experiments. Bactotryptone, yeast 
extract and agar (Difco, USA), glycerol (99.9%) and 

calcium chloride (“ultra pure”), potassium hydrogen 
phosphate, sodium dihydrogen phosphate (“pure for 
analysis”), lysozyme (Fluka/BioChemika, Switzerland), 
lactose (analytical grade), ampicillin and chloramphen-
icol (Sigma, USA), and sodium chloride (“AR grade”, 
Helicon, Russia) were used in the microbiological ex-
periments. Restriction endonucleases, DNA ligase of T4 
phage, and Pfu-DNA polymerase (Thermo Scientific) 
were used for cloning DNA fragments and site-direct-
ed mutagenesis. Thermo Scientific reagent kits were 
used to isolate DNA from agarose gel and plasmids 

Fig. 1. Alignment of amino acid sequences of formate dehydrogenases from different sources in the region of the 
coenzyme-binding domain. Bacterial FDHs are marked in blue: PseFDH –Pseudomonas sp.101 (UniProtKB/Swiss-
Prot: P33160.3), MorFDH – Moraxella sp. C-1 (GenBank Accession Y13245), MycFDH –Mycobacterium vaccae N10 
(GenBank BAB69476), HypFDH – Hyphomicrobium strain JC-17 [GenBank BAB55449], SmeFDH – Sinorhizobium 
meliloti 16262453 (GenBank NP_435497), BstFDH – Burkholderia stabilis (GenBank CP000378), SauFDH – Staphy-
lococcus aureus (NCBI Reference Sequence: WP_031923037.1). FDHs from yeasts are marked in brown: CboFDH – 
Candida boidinii (GenBank Accession ABE69165), SceFDH – baker’s yeast S.cerevisiae (EMBL Z75296). FDHs from 
fungi are marked in magenta: MgrFDH – Mycosphaerella graminicola (Septoria tritici) (UniProt Q9Y790), MagFDH – 
Magnaporthe grisea (EMBL AA415108), NeuFDH – Neurospora crassa [GenBank Accession XP_961202.] AjcFDH 
– Ajellomyces capsulatus [GenBank Accession XP_001539240], GzeFDH – Gibberella zeae (GenBank Accession 
XM_386303) and FDHs from plants are marked in green: SoyFDH – soybean Glycine max (GenBank Accession GB 
BT094321), AthFDH – Arabidopsis thaliana (EMBL AF208029), QroFDH – oak Quercus robur (GenBank Accession GB 
AJ577266)
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from E. coli cells. The oligonucleotides for the polymer-
ase chain reaction (PCR) and sequencing were synthe-
sized by Synthol (Russia). MilliQ (Millipore, USA) puri-
fied water was used in these experiments. 

All reagents for the electrophoresis of proteins were 
manufactured by Bio-Rad (USA). Ammonium sulfate 
(chemically pure, Dia-M, Russia), urea (pure for anal-
ysis, Reahim, Russia), NAD+ and NADP+ with purity 
of at least 99% (AppliChem, Germany), EDTA, sodi-
um formate and sodium dihydrogen (pure for analy-
sis, Merck, Germany), sodium azide (Serva, Germany) 
were used for the purification and characterization of 
the enzyme.

Site-directed mutagenesis
Nucleotide substitutions were introduced using two-
step PCR. Plasmids pPseFDH8, pPseFDH8_D221S, and 

pMorFDH2, with the psefdh and morfdh genes under 
the control of a strong promoter of T7 RNA polymer-
ase, were used as templates. The mutations were intro-
duced using forward (T7_For) and reverse (T7_Rev) 
primers at the beginning and at the end of the gene, 
respectively, as well as direct and reverse primers car-
rying the desired replacements for the psefdh gene. 
The primer sequences are shown below. 
T7_For 5'-TAATACGACTCACTATAGGG-3'

T7_Rev 5’-GCTAGTTATTGCTCAGCGG-3’

PseFDH_A198G_for 5'-GTCGGCACCGTGGGCGCCGGTCGCATCGGT-3'

PseFDH_A198G_rev 5'-CGACCGGCGCCCACGGTGCCGACATGCATCG-3'

MorFDH_A198G_for 5'-CACCGTGGCCGCCGGCCGCATCGGCCTG-3’

MorFDH_A198G_rev 5'-TGCGGCCGGCGGCGACGGTGCCGACATGCATG-3'.

The reaction mixture for PCR contained 2.5 µl of a 
10× buffer for Pfu-DNA polymerase (200 mM Tris-

Table 1. Inactivation rate constants and activation parameters of mutant PseFDHs and wild-type enzyme

Mutant/T, °C
k

in
, 10-5*s-1

ΔH≠, 
kJ/ mol

ΔS≠,
J/ (mol*K)60.1 62.0 63.0 65.0

wt-PseFDH 5.4±0.2 22±2 32±2 140±12 570±20 1390±70
PseFDH A198G 2.7±0.1 9.3±0.5 13±0.8 60±5 580±30 1410±80
PseFDH D221S 9.2±0.5 32±4 69±7 188±15 570±40 1410±100

PseFDH D221S/ A198G 2.7±0.1 8.9±0.4 20±3 52±6 580±30 1380±110

Fig. 2. Ramachandran plot for the structures of the apo-forms of formate dehydrogenases from bacteria Pseudomonas 
sp.101 (A) (PDB2NAC) and Moraxella sp. C-1 (B) (PDB3FN4). Only one pair of angles ψ and φ is shown for MorFDH 
because the crystallographic cell of the latter enzyme contains only one enzyme subunit

A  B
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HCl (pH 8.8 at 25°C), 100 mM (NH
4
)

2
SO

4
, 100 mM KCl, 

1 mg/ml BSA, 1% (v/v) Triton X-100, 20 mM MgSO
4
); 

2.5 µl of a dNTP mixture (dATP, dGTP, dTTP, dCTP 
with the concentration of each component being 
2.5 mM); 1 µl of the DNA template (≈10 ng/µL); 2 µl of 
each primer (10 nM/ml); 0.5 µl of Pfu-DNA polymerase 
(2.5 U/µl); and deionized water to a total volume of the 
mixture of 25 µl. PCR was performed in a 0.5-ml thin-
walled plastic tube (SSI, USA) using a Tertsik instru-
ment (DNA Technologies, Russia). A total of 30 µl of 
mineral oil was added to the tube before the PCR to 
prevent evaporation of the reaction mixture. The tube 
was heated for 5 min at 95°C, and the PCR reaction was 
carried out according to the following scheme: dena-
turation at 95°C, 30 s; primer annealing at 54–58°C; and 
extension at 72°C, 2 min, a total of 25–35 cycles. After 
the last cycle, the reaction mixture was further incu-
bated for 10 min at 72°C. The temperature during the 
second step was 3–5°C below the melting temperature 
of the duplexes (T

m
) formed by the primers.

For the first two PCR runs, T7_For/PseFDH_
A198G_rev (fragment 1) and PseFDH_A198G_for/T7_
Rev (fragment 2) primer pairs were used in the case 
of PseFDH. Fragments T7_For/MorFDH_A198G_rev 
and MorFDH_A198G_for/T7_Rev (fragments 1 and 2, 
respectively) were used for MorFDH. The PCR prod-
ucts – fragment 1 and fragment 2 – were purified us-
ing electrophoresis in 1% agarose gel. The third uniting 
PCR was then performed with the T7_For and T7_Rev 
primers, wherein the previously obtained fragments, 
1 and 2, were used as the DNA template. The product 
of the third PCR was purified in a similar way using 
1% agarose gel and treated with two restriction endo-
nucleases: XhoI and EcoRI. DNA fragments were puri-
fied using electrophoresis in 1% agarose gel, extracted 
from the gel and ligated with the plasmids pPseFDH8, 
pPseFDH8_D221S, and pMorFDH2, treated with the 
same restriction endonucleases. The ligation mixture 
was used to transform E. coli DH5α cells. The cells were 
then plated onto Petri dishes with an agar medium con-
taining ampicillin (100 µg/ml) and incubated for 16 h 
at 37°C. Three colonies of each mutant PseFDH A198G, 
PseFDH A198G/D221S, and MorFDH A198G were 
taken from each plate and used to isolate the plasmids. 
The presence of only the desired mutations was proved 
by sequencing using the plasmid DNA at the center for 
the collective use “Genome” (V.A. Engelhardt Institute 
of Molecular Biology, Russian Academy of Sciences).

Expression of FDH mutants in E. coli cells
Wild-type PseFDH and MorFDH and their mutant 
forms were expressed in the E. coli cells BL21 (DE3)/
pLysS. The cells were transformed using the appro-
priate plasmid and plated on Petri dishes with an agar 

medium containing ampicillin (100 µg/ml) and chlo-
ramphenicol (25 µg/ml) in order to obtain a produc-
er strain. A single colony was taken from the plate 
and cultured for 7–9 h at 30°C and 180 rpm in 5 ml of 
a 2YT medium (yeast extract 10 g/l, bactotryptone 
16 g/l, sodium chloride 5 g/l, pH 7.0) in the presence 
of 100 µg/ml ampicillin and 25 µg/ml chlorampheni-
col until an absorbance of A600

 ≈ 0.6–0.8 was reached. 
Then inoculate was transferred into 100 ml of 2YT me-
dium with ampicillin (100 µg/ml) in 1 l baffled coni-
cal flasks and cultured at 30°C and 80–90 rpm until 
an absorbance of A

600
 ≈ 0.6–0.8 was reached. Enzyme 

expression was induced by adding lactose (300 g/l) to 
the medium to a final concentration of 20 g/l. After in-
duction, the cells were cultivated for 17 h at 120 rpm. 
The cells were pelleted using a Beckman J-21 (USA) 
centrifuge (20 min, 7500 rpm, 4°C). The resulting pellet 
was re-suspended in a 0.1 M sodium phosphate buffer 
(pH 8.0) in a 1: 4 (wt.) ratio. The resulting suspension 
was stored at –20°C. 

Isolation and purification
The enzymes were purified using the previously de-
veloped protocol for purifying recombinant wild-type 
PseFDH [8]. A cell suspension, 20% (w/v) in 0.1 M sodium 
phosphate buffer (pH 8.0) containing wild-type PseFDH 
and MorFDH and their mutants, was prepared from 
the resulting biomass. Final suspensions were subjected 
to two freeze-thaw cycles, and the cells were disrupt-
ed using a sonicator (Branson Sonifier 250, Germany) 
under continuous cooling. The precipitate was removed 
by centrifugation using a 5804R Eppendorf centrifuge 
(11000 rpm, 30 min), and a saturated ammonium sul-
fate solution was added dropwise to the supernatant to 
a concentration of 35% of the saturated solution. The re-
sulting solution was incubated for several hours at 4°C. 
The precipitate was separated by centrifugation using a 
Beckman J21 centrifuge (20,000 rpm, 30 min, 4°C), and 
the supernatant was purified on a Phenyl Sepharose 
Fast Flow (Pharmacia Biotech). The protein was eluted 
using a linear gradient 35–0% of ammonium sulfate in a 
0.1 M sodium phosphate buffer, pH 7.0. Active fractions 
were collected, and the enzyme solution was concen-
trated by membrane filtration using a cell with a PM-10 
membrane (Amicon). The enzyme preparation was de-
salted by gel filtration through a Sephadex G-25 column 
in the same buffer. Preparation purity was monitored by 
analytical electrophoresis in 12% polyacrylamide gel in 
the presence of 0.1% sodium dodecyl sulfate on a Mini-
Protean III instrument (BioRad). 

Formate dehydrogenase activity assay
FDH activity was measured spectrophotometrically 
by monitoring the accumulation of NADH (NADPH) 
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at 340 nm (ε
340

 = 6220 M-1 cm-1) on a Schimadzu UV 
1601PC or UV 1800PC spectrophotometers at 30°C in a 
0.1 M sodium–phosphate buffer, рH 7.0. NAD(P)+ , and 
formate concentrations in the cuvette were 0.6 M and 
1 mg/ml, respectively.

Determination of Michaelis constants
The Michaelis constants (K

M
) for NAD+, NADP+ , and 

formate were determined from the dependence of the 
reaction rate on a variable substrate concentration 
(0.4–6 K

M
) at a fixed saturation concentration of the 

A  B

C D

NAD+

Ala198
Gly198

NAD+

Ala198

Ser221

NADP+

Gly198

Ser221

NADP+

Fig. 3. Fragments of the structures of formate dehydrogenase from bacterium Pseudomonas sp.101. A – wild-type en-
zyme (complex with NAD+ and azide – 2NAD), B – model structure of the mutant PseFDH A198G (complex with NAD+); 
C and D – model structures of mutant PseFDH D221S and PseFDH A198G/D221S (both – complexes with NADP+), 
respectively
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second substrate (>15 K
M

). The exact concentrations of 
the NAD+ and NADP+ solutions were determined spec-
trophotometrically at 260 nm (ε

260
 = 17800 M-1 cm-1). 

The sodium formate solution was prepared by dissolv-
ing the required amount of substrate in a 0.1 M sodium 
phosphate buffer pH 7.0. The solution was adjusted in a 
volumetric flask. K

M
 values were calculated by nonline-

ar regression using the OriginPro 8.5 software.

Thermal inactivation study
The thermal stability of the enzymes was studied in a 
sodium phosphate buffer (0.1 M, pH 7.0) at various tem-
peratures. A number of Eppendorf tubes (0.5 ml) with a 
100 µl enzyme solution (0.2 mg/ml) were prepared for 
each experiment. The tubes were incubated in a wa-

ter bath at different temperatures with a precision of 
temperature control ± 0.1оC. At fixed time intervals, 
a tube was transferred from the bath to ice for 5 min. 
The solution was then centrifuged for 3 min at 12,000 
rpm using an Eppendorf 5415D centrifuge. The residu-
al FDH activity was measured as described above. The 
rate constant of thermal inactivation k

in
 was calculated 

from the slope of the linear dependence of remaining 
activity on time (semi-log coordinates ln(A/A

0
) – t) by 

linear regression using the Origin Pro 8.5 software.

Computer simulation 
The structures of mutant PseFDH and MorFDH were 
modeled using Insight II (Accelrys), and structures of 
apo forms of PseFDH (PDB2NAC, resolution 2.05 Å) 

Table 2. Kinetic parameters of native and mutant formate dehydrogenases

Enzyme* K
MK

NAD
+
, 

µM
K

M
NADP

+
, 

µM K
M

HCOO
-
, mM k

cat
, s-1 k

cat
/K

m
NAD

+
,

mM-1s-1

k
cat

/K
m

,
mM-1s-1

mut,/wt,
reference

Reaction with NAD+

wt-PseFDH 60 ±5 6.5 ± 0.2 7.3 ± 0.2 122 1 [14]
PseFDH A198G 35 ±2 7.5 ± 0.2 7.3 ± 0.1 209 1.713 Present work
PseFDH D221S 710±45 32±2 5.0 ± 0.3 7.04 0.058 Present work

PseFDH D221S/ A198G 540±42 53±1 5.0 ± 0.2 9.26 0.076 Present work
MorFDH 80±7 7.7±0.3 7.3±0.1 91.3 1 [14]

MorFDH A198G 45±3 8.0±0.5 7.3±0.3 162 1.774 Present work
BstFDH 1430 ≥150 1.7 ± 0.1 1.19 -- [15]

wt-CmeFDH 55 NA 1.4 25.5 -- [16]
CmeFDH D195S 4700 7.0 1.6 0.34 -- [16]

wt-CboFDH 15 5.9 3.7 246.7 -- [17]
CboFDH D195S 1500 NA 0.34 0.227 9.2*10-4 [17]
CboFDH D195N 5010 NA 0.21 0.04 1.7*10-4 [17]
CboFDH D195A 4800 NA 0.76 0.158 6.4*10-4 [17]
CboFDH D195Q 960 NA 0,26 0.271 0.001 [17]

SceFDH 36 5.5 6.5 181 -- [18]
SceFDH D196A/Y197R 7600 1000 0.095 0.0125 -- [18]

Reaction with NADP+

wt-PseFDH 100000* NA 1.3 ± 0.1 0.013 1 Present work
PseFDH D221S 190±30 43 1.7 ± 0.2 3.04 234 [7]

PseFDH D221S/ A198G 280±25 89 1.8 ± 0.2 6.43 495 Present work
wt-BstFDH 160 55.5 4.75 29.7 -- [15]

CmeFDH D195S >0.4 M NA NA NA -- [16]
wt-CboFDH >38000 NA 4*10-5 10-6 -- [17]

CboFDH D195S 6200 NA 0.34 0.055 55000 [17]
CboFDH D195N 13200 NA 0.26 0.0196 19600 [17]
CboFDH D195A 3300 NA 0.052 0.0157 15700 [17]
CboFDH D195Q 4500 NA 0.26 0.058 58000 [17]

SceFDH D196A/Y197R 4500 1000 0.13 0.03 -- [18]

*PseFDH, MorFDH, BstFDH, CmeFDH, CboFDH, SceFDH – formate dehydrogenases from bacteria Pseudomonas 
sp.101, Moraxella sp. C-1, Burkholderia stabilis 15516, yeasts Candida methylica and Candida boidinii, and baker’s 
yeast Saccharomyces cerevisiae, respectively.
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and MorFDH (PDB3FN4, resolution 1.96 Å) were used 
as the template structures. Further optimization of the 
structure was performed using molecular mechanics 
(module Discover_3 in Insight II, a force field CVFF, 
1000 cycles), molecular dynamics (5 ps), and again 
molecular mechanics (1000 cycles). The PseFDH and 
MorFDH structures were analyzed using the Accelrys 
Discovery Studio 2.1 software package. The same pack-
age was used to obtain images of the protein globule.

RESULTS AND DISCUSSION

Selection of amino acid residues for 
site-directed mutagenesis
Enzymes with the desired properties can be success-
fully obtained using protein engineering methods. Ra-
tional design is one of the widely used approaches. Dur-
ing the first stage, the three-dimensional structure of 
the target enzyme is analyzed and the sites of directed 
amino acid substitutions are identified. Multiple align-
ments of amino acid sequences for the site selected for 
the substitutions were performed in order to determine 
the type of introduced residues. The final choice of res-
idues is made after analyzing the model structures of 
potential mutants. We used the rational design method 
for two formate dehydrogenases from bacteria Pseu-
domonas sp.101 and Moraxella sp. C-1.

The part of the active center binding the adenine 
portion of the coenzyme is known to have a number 
of structural features typical of NAD(P)+-dependent 
dehydrogenases. The coenzyme-binding domain con-
sists of two subdomains binding the adenine and nico-
tinamide portions of the coenzyme in the majority of 
enzymes of this group. Each of these sub-domains is 
composed of alternating β-strands and α-helices. This 
structure is called the Rossmann fold [9]. The total 
amount of alternating β-strands and α-helices can be 
different. Various folding options were analyzed in [10]. 
The GxGxxG-conserved motif is located in the site con-
necting the first strand of the β-sheet to the α-chain of 
the Rossmann fold. The first glycine residue, due to its 
high mobility, provides optimum relative positioning 
of the secondary structures required for proper orien-
tation of the second glycine residue of this motif. The 
second Gly residue located in the immediate vicinity of 
the phosphate moiety of the coenzyme is involved in its 
binding. It is assumed that at this position the presence 
of any residue with bulkier side chains would lead to 
strong steric complications upon binding of the coen-
zyme. The third residue is important for dense pack-
ing of αA and βВ structural elements and their relative 
orientation.

The alignment of the amino acid sequences of for-
mate dehydrogenase from different organisms in the 

Fig. 4. Residual activity as a function of time for mutant 
PseFDHs and wild-type enzyme, 0.1 M phosphate buffer, 
pH 7.0, 63oC
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Fig. 5. Temperature dependence of the inactivation rate 
constant in coordinates ln(k

in
/T) - 1/T for mutant PseF-

DHs and the wild-type enzyme
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site of the coenzyme-binding domain (fragment β-α-β) 
is shown in Fig. 1. This alignment demonstrates that a 
significant part of formate dehydrogenases from bac-
teria and fungi contains Ala residue at the first position 
instead of Gly. This Ala residue resides at position 198 
in FDH from bacteria Pseudomonas sp. 101 and Morax-
ella sp. C-1. According to Ramachandran plots, PseFDH 
and MorFDH apo-forms (2NAC and 3FN4, respective-
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ly) possess non-optimal values of the angles ψ and φ of 
the Ala198 residue (Fig. 2A, B).

As can be seen from Fig. 3A, the methyl group of 
the Ala residue is oriented toward the 3’-OH of ribose 
of adenosine in the ternary complex of PseFDH with 
NAD+ and the azide ion (holo form, 2NAD, resolution 
1.8 Å, the structure is considered to be an analogue of 
the transition state). The results of a computer simu-
lation demonstrated that Ala198Gly substitution in 
PseFDH removes conformational tension (Fig. 3B). The 
situation is similar for MorFDH (holo form 2GSD struc-
ture, not shown in Fig. 3). Based on computer modeling, 
we decided to obtain mutant PseFDH and MorFDH, 
where the Ala198 residue is replaced by Gly.

A Ala198Gly substitution was also introduced in 
a previously obtained PseFDH mutant with the co-
enzyme specificity changed from NAD+ to NADP+. 
This effect was achieved by a Asp221Ser substitution 
(Fig. 3C). The results of a computer simulation showed 
(Fig. 3C) that steric tension in the structure of the mu-
tant enzyme in complex with NADP+ is not as strong as 
that of the wild-type, due to the presence of the Ala198 
residue. Nevertheless, an additional pocket, which 
would more effectively bind the 3’-phosphate group of 
the coenzyme, should appear as a result of Ala198Gly 
substitution (Fig. 3D).

Preparation of mutant enzymes
Three plasmids were isolated after mutagenesis us-
ing PCR for each of the three mutants: PseFDH 
Ala198Gly, PseFDH Ala198Gly/Asp221Ser, and MorF-
DH Ala198Gly. The sequencing results showed that all 
plasmids contained only the desired mutations in the 
psefdh and morfdh genes, while other nucleotide sub-
stitutions were absent. Plasmids with mutations were 
used to transform E. coli BL21 (DE3)/pLysS cells. Both 
mutant PseFDH and mutant MorFDH were expressed 
in soluble and active forms. They were isolated accord-
ing to the method described in the Materials and Meth-
ods section. Their purity was at least 95% according to 
the results of analytical electrophoresis in a polyacryla-
mide gel in the presence of sodium dodecyl sulfate.

Study of the thermal stability of 
mutant formate dehydrogenases 
The thermostability of mutant PseFDH and MorFDH 
was determined based on inactivation kinetics at sever-
al temperatures. In wild-type PseFDH and its mutants, 
the temperature range of measurements was 60–65оC 
(Table 1). The time course of loss of enzymatic activ-
ity fits the first-order reaction kinetics for the entire 
temperature range (Fig. 4). The thermal inactivation 
rate constants were determined as the slope of these 
lines. The observed inactivation rate constant does not 

depend on enzyme concentration for the entire tem-
perature range, which means that the inactivation is, 
in fact, a true monomolecular process. The thermal in-
activation rate constants are shown in Table. 1. The sta-
bility of mutant PseFDH with Ala198Gly substitution 
at all temperatures was 2–2.5 times higher than the 
stability of the wild–type enzyme. A similar effect of 
increased thermal stability was observed for the pair of 
native and mutant MorFDHA198G, but due to the fact 
that MorFDH is 25 times less stable than PseFDH [11] 
the inactivation kinetics were studied at lower temper-
atures (56–62оC).

Mutant NADP+-specific PseFDH Asp221Ser was 
less stable than the initial NAD+-dependent PseFDH 
(Fig. 4 and Table 1). Ala198Gly substitution in PseFDH 
Asp221Ser resulted in a significant improvement in 
thermal stability; the stabilization effect was even 
slightly higher than that for a similar substitution in 
the wild-type (Table 1). These data indicate that the 
methyl group of the Ala198 residue is an important de-
stabilizing factor in this portion of the protein globule. 
A similar stabilizing effect was observed for Ala198Gly 
substitution in MorFDH (not shown), which decreased 
the thermal inactivation rate constant by 2.5 times.

We were interested in establishing which of the two 
factors, the change in enthalpy or entropy, increased 
stability of the obtained mutants. For this purpose, we 
analyzed the temperature dependence of inactivation 
rate constants. Figure 5 shows the dependence of the 
first-order inactivation rate constants k

in
 in coordinates 

ln(k
in

/T) vs. 1/T, where T is the absolute temperature 
in K.

The linear dependence of the secondary plots sug-
gests that the process of thermal inactivation of native 
and mutant FDHs is described by the temperature de-
pendence of the rate constant according to the trasition 
state theory [12]. This equation can be presented in the 
following linear form:

k
T

k
h

S
R

H
RT

const H
R T

ln ln 1in B
⎛

⎝
⎜

⎞

⎠
⎟ =

⎛

⎝
⎜

⎞

⎠
⎟+ Δ − Δ = − Δ≠ ≠ ≠

,

where k
B
 and h are the Boltzmann and Plank constants, 

respectively; R is the universal gas constant; ∆H≠ and 
∆S≠ are activation parameters.

Parallel lines in Fig. 5 indicate that the process of ther-
mal inactivation of wild-type PseFDH and its mutants is 
characterized by approximately equal ΔH≠ values, while 
the main contribution to increased FDH stability result-
ing from the introduction of the A198G mutation was 
determined by the entropy factor. The numerical values 
of the activation parameters ΔH≠ and ΔS≠ of the thermal 
inactivation process are shown in Table. 1.
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It should be noted that the 2.5-fold increase in en-
zyme stability resulting from point mutation is a sig-
nificant effect. Previously, we conducted site-directed 
mutagenesis experiments with another amino acids 
residues of the PseFDH globule with non-optimal val-
ues of the ψ and φ angles. In these experiments, no 
increased stability was achieved, since these residues 
were involved in the formation of hydrogen bonds and 
the energy of these bonds exceeded the energy of de-
stabilization due to a non-optimal conformation [13].

Kinetic properties of the mutant enzymes
The kinetic parameters of the obtained mutants are 
shown in Table 2. For the sake of comparison, the same 
table shows similar parameters for other known FDHs. 
As mentioned above, the results of a computer simula-
tion showed that the introduction of Ala198Gly substi-
tution provides higher mobility to the coenzyme-bind-
ing αA-helix domain. As can be seen from Table 2, the 
introduction of this substitution in NAD+-specific wild-
type PseFDH and MorFDH improves binding of the co-
enzyme: in both cases, the Michaelis constant for NAD+ 
decreased by almost twofold, while that for formate 
remained virtually unchanged. The Michaelis constant 
is typically not an equilibrium constant; however, the 
reaction catalyzed by PseFDH and MorFDH has a ran-
dom quasi-equilibrium kinetic mechanism [11, 19, 20]. 
In this case, the K

M
 value for NAD+ and formate is as an 

equilibrium constant of substrate binding to the corre-
sponding binary complex.

Asp221Ser substitution deteriorates the enzyme 
affinity for NAD+ and increases affinity for NADP+ 
(Table 2). This is easily explained by the fact that such 
a substitution removes the carboxyl group, which pro-
vides the specificity to NAD+ due to the presence of hy-
drogen bonds with the 2’- and 3’-OH-groups of the ri-
bose present in adenosine, and repulses the negatively 
charged 2’-phosphate group of NADP+.

Ala198Gly substitution in mutant NADP+-specific 
PseFDH Asp221Ser leads, as in the case of the wild-
type enzyme, to improved affinity of the enzyme for 
NAD+ by approximately 1.5 times, but in the case of 
NADP+ affinity for coenzyme decreases by approxi-
mately the same value (Table 2). In addition, Ala198Gly 
substitution in the above-mentioned mutant caused a 
significant deterioration in the affinity for formate. 
This was due to the fact that the major structural 
changes in FDH protein globules required for the for-
mation of the ternary enzyme-substrate complex and 
the transition state of enzymatic reactions occur at the 
stage of coenzyme binding. Therefore, the conforma-
tion of the double complex (FDH-coenzyme) is critical 

for efficient binding of formate. It is known that even 
small changes in the active site of FDH lead to signifi-
cant changes in the affinity for formate. Data for FDH 
from bacterium Burkholderia stabilis are shown in 
Table 2. It can be seen that the substitution at position 
221 of PseFDH allows one to approach the values of the 
constants for this natural NADP+-dependent enzyme.

Our data allow us to propose a hypothesis ex-
plaining the presence of the “non-canonical” Ala 
residue in the first position of the highly conserved 
“canonical”sequence GxGxxG for the coenzyme bind-
ing domain of PseFDH. Apparently, this enzyme is an 
intermediate product of formate dehydrogenase evolu-
tion from NADP+- to a NAD+-specific enzyme. During 
the early stages of development of living systems, when 
aerobic processes were the main metabolic pathways, 
FDH was probably an NADP+-dependent enzyme and 
was responsible for the production of NADPH for the 
biosynthesis of various compounds. The presence of 
the Ala residue at position 198 in NADP+-dependent 
enzymes provided 10 times more efficient binding of 
formate than in the case of Gly198. In this enzyme, an 
uncharged amino acid resided at position 221 and a pos-
itively charged Arg residue, required to neutralize the 
negative charge of the phosphate groups of NADP+, 
was at position 222. An enzyme effectively using NAD+ 
rather than NADP+ was required in the course of evo-
lution when methylotrophic microorganisms appeared. 
The first stage of the evolutionary process was the 
emergence of the Asp residue at position 221, provid-
ing NAD+ specificity. FDH from bacterium Pseudo-
monas sp. 101 is probably the product of this evolution 
stage. This enzyme has an Asp residue responsible for 
NAD+ specificity, while containing a positively charged 
Arg222 residue involved in the binding of NADP+, and 
Ala at position 198 as “rudiments.” FDH of methylo-
trophic yeast appeared at the later stages of evolution. 
These enzymes have lost their “rudimentary” resi-
dues and possess absolute specificity for NAD+ (Table 
2). Over the course of evolution, the “non-canonical” 
Ala residue at position 198 in yeast formate dehydroge-
nases was replaced by “canonical” Gly and the residue 
corresponding to Arg222 in PseFDH was substituted 
by the Tyr residue, as was clearly shown in our experi-
ments studying the changes in coenzyme specificity 
from NAD+ to NADP+ in FDH from baker’s yeast [18]. 
The experiments of changes in FDH coenzyme specific-
ity are described in more detail in [7]. 

This study was supported by the grant of a President 
of Russian Federation for State support of young 

Russian scientists (MK-2304.2014.4).
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INTRODUCTION
According to the current concept of the cellular mech-
anisms of regeneration, the nature and mechanisms of 
regeneration are defined by the types of tissue-specific 
stem and early progenitor cells involved in the process 
[1–3]. There is a significant amount of data demonstrat-
ing that under certain conditions tissue-specific stem 
cells can exhibit considerable phenotypic plasticity, 
which suggests a possibility of their transdifferentia-
tion. Transdifferentiation has been successfully demon-
strated in a number of models, including those for res-
toration of epithelial tissue in cornea, bladder, intestine, 
etc. [4, 5]. We believe that this phenomenon can be used 
in tissue engineering and cell technologies as an ap-
proach to create the cells and cell constructs required 
for the restoration of structures and/or functions of tis-
sues and organs. Advances in this area of regenerative 
medicine will resolve the pressing issue of the short-
age of a patient’s own tissues, which is implicated in a 
significant portion of reconstructive surgeries failures 
today [6, 7]. Another equally important aspect is the in 
vitro development of histotypic tissue constructs suit-
able for modeling morphogenetic processes, including 
those featuring tissue-specific stem cells [8–11]. 

In addition to direct incorporation into the damaged 
tissue structure, stem cells and cellular constructs can 
participate in repair and regeneration through induc-
tion [12, 13]. The effect may vary in its intensity and 
specificity. The induction can explain such phenomena 
as tissue recovery after transplantation of allogeneic 
tissue-engineering histotypic constructs containing 
stem/progenitor cells. 

Taking this into account, the present study investi-
gated the possibility of using the living skin equivalent 
(LSE) as an alternative source of plastic material for 
closing full-thickness epithelial-stromal urethral inju-
ries. An in vivo model of the recovery of urethral inju-
ries in laboratory rabbits was used to study the possi-
bility of transdifferentiation of epidermal keratinocytes 
in 3D tissue constructs.

MATERIALS AND METHODS
A total of 20 male chinchilla rabbits weighing no more 
than 2 kg were used in the experiments. All procedures 
were performed according to the rules established by 
the Bioethics Commission of the Institute of Develop-
mental Biology, Russian Academy of Sciences. Animal 
experiments were conducted in accordance with Or-

ABSTRACT We have investigated the living skin equivalent (LSE) as an alternative source of plastic material for 
closing full-thickness epithelial-stromal urethral injuries. The possibility of transdifferentiation of epidermal 
keratinocytes, a component of 3D tissue constructs, was investigated in vivo in a model of the recovery of ure-
thral injuries in laboratory rabbits. Autologous grafting of LSE in de-epithelialized urethra showed that skin 
keratinocytes placed in a specific in vivo microenvironment can be incorporated into the damaged area and 
function as urothelium. The use of EGFP transfected keratinocytes allowed us to identify transplanted cells. The 
reconstructed urethral tubes did not develop strictures or fistulas at the site of the grafted LSE. Immunohisto-
chemical studies of neo-urothelium revealed EGFP-positive cells expressing the urothelial markers K7 and UP3.
KEYWORDS epidermal stem cells, keratinocytes, urothelium, cell plasticity, transdifferentiation, tissue engineer-
ing.



RESEARCH ARTICLES

  VOL. 7  № 1 (24)  2015  | ACTA NATURAE | 71

der № 267 of the Ministry of Healthcare of the Russian 
Federation issued June 19, 2003 “On the Approval of 
Laboratory Practice Rules.” The study group consisted 
of 14 animals; the control group, of six animals. 

Isolation and growth of rabbit keratinocytes
All experimental animals had been assigned serial 
numbers prior to the start of the study. A tag with the 
number was attached to the cage in which the rabbit 
was kept for the duration of the study. The number 
was registered in the laboratory journal and subse-
quently assigned to the keratinocyte culture obtained 
from the rabbit. 

At the first stage, skin samples were collected from 
the interior of a rabbit’s ear; the thickness of a biopsy 
slice was ca. 0.3 mm.

Immediately after the collection, the skin flaps were 
placed in a M199 medium with 4 mg/mL gentamicin. 
If necessary, the skin flaps were stored for 24 h at 4°C. 
All experiments were conducted under sterile condi-
tions. Prior to storage, all skin samples were thorough-
ly washed with Hanks’ solution and placed in M199 or 
Eagle’s medium supplemented with antibiotics. Prior 
to cell isolation, the biopsy samples were washed with 
Hanks’ solution containing gentamicin (0.4 mg/mL) or 
2000 U/mL penicillin and 1 mg/mL streptomycin. The 
skin flaps were cut into 3×10 mm strips, washed with 
PBS, and incubated in 0.125% dispase solution (Sigma) 
for 16–24 h at 4°C or in 2% dispase solution for 1 h at 37 
°C. The epidermis was subsequently separated from the 
dermis along the basal layer with forceps. Pieces of the 
epidermis separated from the underlying dermis were 
washed with PBS and placed into PBS + 0.25% trypsin 
(1:1) solution. Following 10–15 min of incubation at 36°C, 
trypsin was inhibited by bovine or horse serum solution 
and a suspension of epidermal rabbit keratinocytes was 
obtained by pipetting. The suspension was then filtered 
through a 100 µm nylon mesh and centrifuged at 100g 
for 10 min. The supernatant was discarded, and the pel-
let was re-suspended in a keratinocyte growth medi-
um. The keratinocyte suspension was seeded into plas-
tic Costar cell culture flasks pre-coated with a collagen 
solution at a concentration of 200,000 cells/mL. 

A liquid type 1 collagen (0.1 mg/mL) solution in 0.1% 
acetic acid was used to treat the working surface of 
the cell culture flasks. The procedure was performed 
as follows: 2–3 mL of the collagen solution was poured 
onto the bottom (25 cm2) of the flask and was kept at 
37°C for 20 min. The collagen was then discarded, and 
the flask was thoroughly washed with Hanks’ solution 
supplemented with phenol red, until the disappearance 
of acid reaction. 

For the first 3 days, rabbit keratinocytes were grown 
in a DMEM/F-12 (2:1) medium containing 10% fetal bo-

vine serum (FBS), 5 µg/mL insulin (Sigma), 10-6 M iso-
proterenol (Sigma), and 5 µg/mL transferrin (Sigma). 
The cells were then switched to DMEM/F-12 medium 
(2:1) containing 5% FBS, 10 ng/mL epidermal growth 
factor (EGF), and other additives (see above) and cul-
tivated in a CO

2
 incubator; the medium was replaced 

regularly. 

Destratification of keratinocyte culture layers
Keratinocyte cultures were destratified after a mul-
tilayered sheet had been formed. The medium in the 
cell culture flasks was replaced with a Ca2+-free KBE 
medium, and the flasks were kept for 1–3 days until 
complete destratification of all cell layers, except for 
the basal one. After stripping, the keratinocyte cultures 
were switched to a normal growth medium and after 
24 h were plated on the surface of the LSE. The ke-
ratinocytes were plated by removing them from the 
surface of the cell culture flasks with trypsin/EDTA 
(1:1) solution.

Preparation of autologous rabbit 
keratinocytes and fibroblast-based LSE to 
be transplanted into urethral injury
A Spongostan™ sponge package was opened under ster-
ile conditions and a piece with a size and shape corre-
sponding to those of a Petri dish was cut out with scis-
sors and washed once with Hanks’ solution. Collagen 
gel containing postnatal human or rabbit fibroblasts at 
a concentration of 25–30 thousands cells per mL of the 
gel was prepared as described above and poured into 
the Petri dishes with Spongostan™ sponges. 1.5 mL of 
gel was poured into each Petri dish (Ø 3.5 cm). 

Fibroblasts in collagen gel were cultivated on the 
sponge surface for 24 h in a CO

2
 incubator. This con-

struct was then used as a connective tissue equivalent 
to prepare a LSE with fibroblasts in collagen gel and 
rabbit skin keratinocytes on its surface, according to 
the aforedescribed standard protocol. To observe the 
autologous grafting principle at all subsequent stages, 
the cell culture flasks with keratinocytes and LSE were 
marked with an adhesive label containing the number 
assigned to an experimental animal.

Cell labeling with a tracer
At the initial stage, the autologous keratinocytes were 
labeled with a 0.00001% solution of the DiI membrane 
tracer in a serum-free culture medium; the cells ready 
for transplantation were incubated in this medium for 
1 h.

Lentiviral transfection of the keratinocyte culture
Transfection of cells with an enhanced green fluores-
cent protein (EGFP) was performed using the lentiviral 
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construct (Evrogen; the virus is supplied in DMEM me-
dium in the amount of 1.5×106 virus particles/mL). The 
transfection was performed by introducing the amount 
recommended by the manufacturer (10 copies per cell).

For transfection, 1.5×105 keratinocytes were plat-
ed on a Petri dish (Ø 3.5 cm). After complete cell ad-
hesion, the medium in the dish was replaced with the 
virus-containing DMEM medium. In order to increase 
the permeability of the cell membrane, polybrene at a 
concentration of 5 mg/mL was added simultaneously 
and the mixture was incubated for 24 h. After trans-
fection, the cells were switched to the standard culture 
medium. EGFP expression was observed after 72 h.

HISTOLOGICAL STUDIES 

Preparation of paraffin sections
4% of paraformaldehyde in PBS (pH 7.4) was used for 
fixation. The tissue was fixed for 24 h and subsequently 
washed with PBS. The tissue was dehydrated through 
a series of alcohol baths according to the standard pro-
tocol. Xylene was used for further histological process-
ing. The samples were then embedded in paraffin. The 
sections of paraffin blocks were prepared using a Carl 
Zeiss MICROM microtome. 5-µm-thick serial paraffin 
sections were prepared and transferred onto the glass. 
After deparaffinization, the sections were stained with 
hematoxylin and eosin.

Preparation of cryosections
Pieces larger than 0.5×1.0 cm were fixed for 1 h at room 
temperature in 4% paraformaldehyde solution, washed 
with PBS, and placed into 20% sucrose solution for in-
filtration for 8–12 h until full immersion. The materials 
thus prepared were frozen in nitrogen vapor and stored 
at –70˚C. The 15- to 20-µm-thick sections were pre-
pared using a Leica DM IL cryostat (Germany).

Immunohistochemical studies of the preparations
The expression of various proteins was measured using 
monoclonal antibodies to detect skin (K14) and urothe-
lium (K7 and K18) keratins (NovoCastra), uroplakin 
3(UP3) (UsBioLogical), and EGFP (Evrogen). The im-
munofluorescence method was used for antigen detec-
tion.

The following staining protocol was used for immu-
nofluorescence studies: primary antibodies were dilut-
ed in a blocking solution (5% bovine serum albumin + 
0.1% Triton X-100 in PBS) at the concentrations rec-
ommended by the antibody manufacturers and applied 
to the sections washed in 0.1% PBS. The samples were 
incubated for 12–16 h at 4˚C. The material was subse-
quently washed 4–5 times with 0.1% PBS and incubat-
ed in Alexa-488 secondary antibody solution (Molecular 

probes) in PBS for 40 min in the dark at room temper-
ature. To prepare temporary preparations, the samples 
were embedded in glycerol.

Reconstruction of the experimental 
urethral injuries in rabbits
The surgery was performed under general anesthe-
sia as described above. Additional novocaine blockade 
of the penis was performed simultaneously by intro-
ducing 0.5 mL of novocaine into the operating theater 
area. The surgery began with a circumferential incision 
around the glans penis followed by a longitudinal skin 
incision on the ventral side of the penis towards its root. 
Shaft skin was mobilized up to the root of the penis; the 
muscle was cut on the ventral side towards the ure-
thral lumen. The epithelial lining of the urethra was 
then separated by forceps along the basal membrane 
for 1–1.5 cm up to the prostate section at the root of 
the rabbit’s penis. The rectangular collagen-based LSE, 
with a length equal to that of the urethral tube injury 
and a width equal to the circumference of the urethra 
being constructed, was stitched into a tube (Fig. 1). 
At the next stage, the proximal section of the urethra 
was anastomosed on a catheter to the remnants of the 
urothelium, stitching it to the tube, which was posi-
tioned between the distal de-epithelialized section of 
the urethra “end to end,” and to the top of the glans pe-
nis. In conclusion, the wound defect was sutured with 
local tissues. An 8 Ch. urethral catheter was sutured 
to the skin of the glans penis using atraumatic thread 
PDS 5/0. A compression bandage with glycerol was 
applied as the final stage. The urethral catheter was 
removed on day 7.

Fig. 1. The scheme for LSE transplantation into de-epithe-
lialized urethra

urinary 
catheter

living skin 
equivalent Urethra
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Reagents and solutions used in the study
М199х10 medium, DMEM/F-12 medium, Hanks’ solu-
tion, EDTA solution, PBS (PanEco LLC), fetal bovine 
serum (HyClon, USA); epidermal growth factor (Sig-
ma), insulin (Sigma), isoproterenol (Sigma), hydrocor-
tisone (Sigma), transferrin (PanEco LLC), HEPES (Sig-
ma), antibiotics: gentamicin, penicillin, streptomycin 
(Ferein, Moscow), DiI Red membrane tracer (Sigma), 
lentiviral construct with e-gfp (Evrogen LLC, Moscow); 
trypsin solution (Biolot LLC, St. Petersburg), dispase 
(Sigma); plastic cell culture flasks (Costar, USA), Spon-
gostan™ gelatin medical sponge (Johnson & Johnson, 
USA). An inverted microscope Leica DM IL (Germany) 
and Kayensa conductive light microscope (Japan) were 
used for microscopy experiments.

Specific antibodies to keratins of epidermal basal 
layer cells K14 and differentiation markers of urotheli-
um K7 and K18 (NovoCastra) and UP3 (UsBioLogical).

RESULTS AND DISCUSSION
LSE were transplanted into de-epithelialized urethra 
of laboratory rabbits in order to study the plasticity of 
keratinocytes and analyze their behavior in the new 
microenvironment. One of the main prerequisites for 
potential incorporation of a graft into a damaged area is 
the absence of graft-versus-host reaction, which gov-
erned our choice of autologous skin cells for transplan-
tation.

At the first stage a model of LSE transplantation into 
de-epithelialized rabbit urethra was developed (see the 
Materials and Methods section). The animals that had 
undergone surgery were capable of unassisted urina-
tion three weeks after the transplantation, whereby 
indicating the restoration of the urothelium function.

The epithelium of the restored urethra differed sig-
nificantly from the normal urothelium; its morphology 
matched that of flat multilayered epithelium (Fig. 2). 
This can be attributed to the choice of rabbit ear skin 
epithelium as a source of keratinocytes for construction 
of the LSE; nonetheless, the neoepithelium successful-
ly functioned as the urothelium (unassisted urination, 
lack of fistulas). Since the objective of the first experi-
ment was to develop a technology of graft preparation 
and surgery techniques, the behavior of the graft was 
monitored for 21 days.

In subsequent experiments, we used LSEs with la-
beled keratinocytes, which could be identified in the 
urethra. A total of 17 adult rabbits (6–12 months old) 
were used. Two groups of animals were used as a con-
trol: one group consisted of three animals with de-epi-
thelialized urethra with no transplantation of the LSE, 
and the other one, of three animals that received a cell-
free Spongostan™ gelatin sponge as a graft. The experi-
mental group consisted of 11 animals grafted with LSE 

with the labeled cells. Within 2 weeks after surgery, all 
animals in the control groups developed complications, 
such as fistulas and a severe inflammatory response. 
After the catheter had been removed, four out of six 
control animals were incapable of unassisted urination. 
Therefore, the control group animals were sacrificed 
2 weeks after the start of the experiment. All rabbits 
in the experimental group were capable of unassisted 
urination already on day 4–7 after the transplantation 
of the LSE. Neither urethral strictures nor narrowing 
of the tubes was observed.

The autologous cells were labeled with a DiI mem-
brane tracer prior to transplantation. The resulting 
constructs were implanted into an experimental ure-
thral injury site in seven rabbits. The outcome was 
evaluated 14, 30, 45 days, and 3 months after the im-
plantation. 

The animals’ urothelium had not been fully restored 
by day 14 after the LSE implantation. Small areas of 
epithelialization and cell clustering were detected, 
which contained DiI-labeled cells and cells positive for 
K14, a marker of skin epidermis basal keratinocytes. 
No cells positive for the urothelial markers K18 and K7 
were observed. 

Thirty days after transplantation, the histological 
sections revealed the presence of reconstituted epithe-
lium, represented by one to three layers of cells. Vir-
tually all its cells contained the membrane tracer and 
were positive for the urothelium differentiation mark-
er K7 and basal epidermal keratinocyte marker K14. 

Fig. 2. A section of the reconstructed portion of rabbit 
urethra 21 days after the transplantation. The site of the 
anastomosis between the host urethra (U, indicated by an 
arrow, upper part) and the restored urethra (RU). Stained 
with hematoxylin and eosin; scale bar length 20μm

U

RU
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Keratin 18 was not expressed at this stage of urotheli-
um restoration. 

The complete recovery of urothelium in rabbits, ev-
ident from the presence of a multilayer transitional ep-
ithelium, was observed 45 days after the transplanta-
tion (Fig. 3). The samples contained some labeled cells. 
Since the membrane tracer used for labeling in this 
experiment was diluted with every cell division, it had 
certain inherent limitations in terms of its detection in 
cells over time. By this point, all cells of the restored 
urothelium expressed K18 and K7. The presence of K14 
in cells was weakly manifested. Therefore, the restored 
urethral epithelium matched the normal urothelium 
in rabbits in terms of keratin expression 45 days after 
the transplantation. The results obtained allowed us to 
conclude that the autologous skin keratinocytes grown 
in the LSE remain alive in rabbit urethra 1.5 months 
after the transplantation. The LSE transplantation al-
lows one to restore the urothelium structure and func-
tion. In contrast to Atala [14], who used bladder biopsy 
samples as a source of cells, we used autologous epider-
mal keratinocytes, because the collection of autologous 
urinary tract epithelial cells significantly expands the 
operative field (biopsy of the bladder). This technolo-
gy allowed us to resolve the issue of shortage of plastic 
material. Furthermore, it helps avoid the use of ure-
throplasty of skin containing hair follicles, which is of-
ten used by surgeons today.

The autologous epidermal cells used for transplan-
tation can be incorporated into an injured area. The re-
placement of the missing tissue may be due to the com-
partment of the stem and transient cells that constitute 
the equivalent. Lehrer et al. [15] found that epidermal 
regeneration mainly occurs due to the basal layer stem 
cell compartment and transient cells. The rate of basal 
cell maturation and differentiation can be reduced. Li 
et al. [16] have shown that after the transplantation of 
keratinocytes grown in culture formations, the recon-
struction of epidermis involves not only stem cells, but 
also some transient cells, including those that have al-
ready been committed to differentiation. Our findings 
and analysis of the published data suggest that when 
introduced into an urothelium microenvironment, 
stem cells and transient cells of the epidermis that are 
present in the LSE both perform urothelium functions 
and exhibit plasticity, thus acquiring the properties of 
urothelial cells.

In order to monitor the expansion of cell clones in 
the animal and to observe phenotypic plasticity under 
the influence of the microenvironment, we obtained 
cultures of epidermal skin keratinocytes from four 
rabbits and transfected them with a e-GFP lentiviral 
construct. A week after the transfection, 90% of the 
cells contained GFP and were strongly fluorescent in 

the green spectrum. The transfected keratinocytes 
were used to create LSE and were cultivated for one 
week.

The resulting graft with autologous cells was used 
to create the neourethra in rabbits as described above. 
Histological and immunohistochemical studies were 
performed 21, 45, and 90 days after transplantation. We 
used anti-EGFP antibodies to amplify the EGFP signal. 
In addition, the preparations were stained with anti-
bodies against keratin 14 and 7, as well as the urothelial 
differentiation marker uroplakin III (UP3). 

Twenty-one days after transplantation, a newly 
formed epithelium consisting of one to four cell lay-
ers was detected in the rabbit urethra. The epithelium 
was positive for EGFP in immunohistochemical exper-
iments. This fact most likely indicated that we had de-
tected the EGFP containing implanted skin keratino-
cytes in the urethral lumen. No UP3 was present in the 
restored urothelium at the time.

Forty-five days after the transplantation, the ure-
thral epithelium consisted of transitional epithelium 
which was three to seven layers thick. The EGFP-la-
beled cells were found in all layers of the urethral epi-
thelium (Fig. 4), some of which also expressed keratin 
14 (Fig. 4A, B). 

Other urothelial markers, K7 and UP3, have also 
been detected. High-magnification examination of the 
distribution of markers and EGFP expression in the ne-
ouretra strongly indicates colocalization of the green 
protein and the markers of differentiated urothelial 
cells (Figs. 4C–F).

The restored urothelium preparations made three 
months after the transplantation had a fully formed 
urothelium with a normal structure and large pro-
portion of top layer cells expressing UP3 (Fig. 5). EG-
FP-containing cells were also detected (Fig. 5, 6). The 
localization of label-containing cells can be explained 
by the fact that the regeneration rate in animals, in 
particular in rabbits, is rather high, and, therefore, 
the marginal migration of urothelial cells from the up-

Fig. 3. A section of the restored rabbit urethra 45 days 
after the transplantation. Stained with hematoxylin and 
eosin
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per part of the urethra and proliferation of individual 
urothelial cells, which most likely remained in the site 
of the experimental injury, occurred in parallel with 
the widening of epithelialization islets of the trans-
planted keratinocytes. Identically to the previous ex-
periments, all neourothelium layers expressed keratin 
7 (Fig. 6).

The transplantation of autologous EGFP-contain-
ing rabbit skin keratinocytes into the urethral tube re-
vealed that skin keratinocytes fully restore the urothe-
lium within 3 months after their transplantation into 
the urethra. Urethral cells change their phenotype 
under the influence of the specific microenvironment, 
acquiring such features as expression of keratin 7 and 
UP3.

After being transplanted into an urothelial injury re-
gion, autologous skin keratinocytes incorporate into the 
urethra, restoring its integrity, and acquire the specific 
phenotypic traits of urothelial cells under the influence 
of the microenvironment.

Fig. 4. A cross-section of the restored rabbit urethra 45 
days after the transplantation. A portion of the restored 
urothelium (immunofluorescent detection of urothelial 
markers). Colocalization of the EGFP genetic tag (B, D 
and F, green) and urothelial markers K14 (A and C, red), 
K7 (C and D, red), and UP3 (E and F, red). Nuclear stain-
ing with DAPI (blue)
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Fig. 5. A cros-section of the reconstructed rabbit urethra 
3 months after the transplantation. The restored urotheli-
um (immunofluorescent detection of urothelial markers). 
Colocalization of the EGFP genetic tag (A and C, green) 
and urothelial marker UP3 (B and C, red). Nuclear staining 
with DAPI (blue). Stained with hematoxylin and eosin

Fig. 6. A cross-section of the reconstructed rabbit urethra 
3 months after the transplantation. The restored urotheli-
um (immunofluorescent detection of urothelial markers). 
Colocalization of the EGFP genetic tag (A, C and E, 
green) and urothelial marker K7 (A, C and D, red). Nucle-
ar staining with DAPI (blue)
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The data suggest that adult skin keratinocytes 
grown in vitro and transplanted into the urethra can 
exhibit plasticity. This assumption is consistent with 
the data on the plasticity of adult stem/progenitor 
cells. In particular, it has been shown that epidermal 
keratinocytes exhibit plasticity under certain condi-
tions. Under the influence of the seminal vesicles mes-
oderm of newborn rats, the differentiated cells of adult 
human urothelium start to express new non-specific 
markers of functional and morphological differentia-
tion [17]. There is data showing that corneal cells can 
transdifferentiate into epidermal cells when exposed 
to fetal dermis signals [18]. Plasticity of epidermal ke-
ratinocytes has also been observed in experiments in 
cell transplantation into corneas. In [5], the authors in-
vestigated the phenotypic changes in genetically labe-
led cells and observed the transdifferentiation effect, 
which involved changes in the epidermal keratinocyte 
expression profile from K14 to K3/12 typical of the 
corneal epithelium.

The signals produced by the microenvironment de-
termine the behavior and properties of stem cells. In 
particular, mesenchymal signals play a crucial role in 
maintaining their status. Ferraris et al. performed in-
terspecies cross transplantations [19] and found that 
the signals from the embryonic mouse dermis can be 
recognized by adult rabbit corneal epithelium when it 
is transplanted under a renal capsule. Moreover, the 
corneal epithelium transdifferentiates into hair fol-
licle-containing epidermis. The influence of urothe-
lial-like cells on the phenotype of transplanted skin 
keratinocytes is also an important factor affecting the 
direction of their differentiation. In particular, this 
effect has been described in vitro for hair follicular 
keratinocyte cells grown in a medium conditioned by 
urothelial-like cells. As early as after 2 weeks of cul-
tivation, skin cells cease to express K15 and begin ex-
pressing the urethral epithelium-specific keratins 7 
and 18 [20].

These findings are both of theoretical and practi-
cal interest. The shortage of plastic material leads to 

a number of issues in reconstructive surgery of the 
genitourinary system. Atala [14] described a method 
for de novo creation of the urethra using bladder cells 
grown on a collagen substrate. The success rate of these 
surgeries suggests that tissue-engineering approaches 
to urethral reconstruction are very promising. How-
ever, this method has certain disadvantages, such as 
shortage of original plastic material and the invasive 
procedure of biopsy material collection from the blad-
der cavity. Many years of experience in using the skin 
(e.g. scrotum skin) as a readily available plastic material 
to create an artificial urethra have demonstrated that 
skin cells are can take root in an aggressive environ-
ment (adapting to the effect of the urine) and function 
as urothelium [21, 22]. However, the method can lead 
to complications such as hair growth in the urethral lu-
men during puberty. We propose a construction creat-
ed from keratinocytes which have already passed the 
final step of cultivation and, therefore, no longer form 
hair follicles. 

CONCLUSIONS
We have developed an approach for urethral recon-
struction using a collagen substrate and skin cells that 
have passed the final stage of cultivation. This urethra 
equivalent does not contain hair follicles and can be 
used in case of a shortage of plastic material. Autolo-
gous skin keratinocytes exhibit phenotypic and func-
tional plasticity in a urothelial-specific microenviron-
ment, acquiring the functions of urothelium. 

Transplantation of the LSE with autologous skin 
keratinocytes into the site of a urethral tube epitheli-
al injury in rabbits results in complete restoration of 
both the urothelium structure and the urethra func-
tion. 

Transplantation of the LSE into the site of a urethral 
injury in rabbits leads to phenotypic changes in autol-
ogous epidermal keratinocytes, which acquire charac-
teristics typical of urethral epithelium (K7 synthesis 
and UP3), whereby indicating the plasticity of adult 
epidermal stem cells. 
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ABSTRACT Integration of human immunodeficiency virus (HIV-1) DNA into the genome of an infected cell is one 
of the key steps in the viral replication cycle. The viral enzyme integrase (IN), which catalyzes the integration, 
is an attractive target for the development of new antiviral drugs. However, the HIV-1 therapy often results in 
the IN gene mutations inducing viral resistance to integration inhibitors. To assess the impact of drug resistance 
mutations on the activity of IN of HIV-1 subtype A strain FSU-A, which is dominant in Russia, variants of the 
consensus IN of this subtype containing the primary resistance mutations G118R and Q148K and secondary 
compensatory substitutions E138K and G140S were prepared and characterized. Comparative study of these 
enzymes with the corresponding mutants of IN of HIV-1 subtype B strains HXB-2 was performed. The mutation 
Q148K almost equally reduced the activity of integrases of both subtypes. Its negative effect was partially com-
pensated by the secondary mutations E138K and G140S. Primary substitution G118R had different influence 
on the activity of proteins of the subtypes A and B, and the compensatory effect of the secondary substitution 
E138K also depended on the viral subtype. Comparison of the mutants resistance to the known strand transfer 
inhibitors raltegravir and elvitegravir, and a new inhibitor XZ-259 (a dihydro-1H-isoindol derivative), showed 
that integrases of both subtypes with the Q148K mutation were insensitive to raltegravir and elvitegravir but 
were effectively inhibited by XZ-259. The substitution G118R slightly reduced the efficiency of IN inhibition by 
raltegravir and elvitegravir and caused no resistance to XZ_259.
KEYWORDS integrase, HIV-1 subtype A, strain FSU-A, strand transfer inhibitor, drug resistance mutations.
ABBREVIATIONS HIV-1 – human immunodeficiency virus type 1; IN – integrase; INA – integrase of HIV-1 subtype 
A strain FSU-A; INB – integrase of HIV-1 subtype B strain HXB-2; RAL – raltegravir; EVG – elvitegravir; DTG – 
dolutegravir; IC50 – inhibitor concentration causing 50% decrease in enzymatic activity; FC – fold change in IC50 
of a mutant protein compared to that of wild-type integrase, wt – wild-type integrase; PAAG – polyacrylamide 
gel; DTT – dithiothreitol, EDTA – ethylenediaminetetraacetic acid, ТBЕ – tris-borate-EDTA buffer.

INTRODUCTION
Integrase (IN) is one of the key enzymes of human im-
munodeficiency virus type 1 (HIV-1) required for its 
replication. IN catalyzes the insertion of a DNA copy of 
the viral genomic RNA into the host DNA in two con-
secutive reactions. The first reaction is the 3’-process-
ing, consisting in the GpT dinucleotide cleavage from 
both 3’-ends of the viral DNA. The second reaction is 

the strand transfer, in which the viral DNA is inserted 
into the host cell’s DNA. 

Since IN homologues within human cells have not 
been described, IN is an attractive target for developing 
new antiviral drugs. Three strand transfer inhibitors are 
currently used as components of highly active antiretro-
viral therapy: raltegravir (RAL), elvitegravir (EVG), and 
dolutegravir (DTG). However, strand transfer inhibitors 
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cause drug resistance mutations in the IN gene both in 
patients and in a HIV-infected cell culture [1]. The virus 
rapidly develops resistance, including cross-resistance, 
to the first generation of strand transfer inhibitors – 
RAL and EVG. One of the common reasons for the high 
resistance to both inhibitors is a primary mutation at the 
Q148 residue [2–6]. In most cases, this mutation occurs in 
combination with secondary mutations, most frequent-
ly G140S/A and E138K/A [2–7]. The results of in vitro 
and in vivo studies have demonstrated that secondary 
mutations partially restore the viral replication ability 
reduced by primary substitutions and may also increase 
drug resistance [7–11].

DTG is a second-generation drug active against most 
RAL- and EVG-resistant virus strains [9, 12, 13]. How-
ever, investigation of the DTG effect on HIV-1 isolates 
from patients insensitive to RAL and EVG showed that 
Q148H/K/R substitutions in the integrase structure 
lead to some resistance to DTG. Secondary and tertiary 
mutations (G140A/C/S, L74I and E138A/K/T) further 
enhance the resistance [14, 15]. Variants containing a 
number of amino acid substitutions in IN (H51Y, L101I, 
G118R, T124A, S153F/Y, R263K) were found during 
selection of HIV-1 strains resistant to DTG in a lym-
phocytes culture [13, 16]. However, only two substitu-
tions, G118R and R263K, proved to be responsible for 
the virus resistance to DTG [15, 17].

HIV-1 is represented by different subtypes and re-
combinant strains, and among them subtype B is prev-
alent in the United States, Australia, Japan, and West-
ern Europe. Mutations Q148H/R/K lead to RAL- and 
EVG-resistance in different HIV-1 subtypes. Muta-
tions associated with DTG-resistance are more specif-
ic. Thus, in vitro selection of DTG-resistant strains of 
HIV-1 subtypes B, C, and A/G demonstrated that only 
the R263K substitution was common to all subtypes; 
the G118R substitution was found only in the subtypes 
A/G and C [16]. In subtype C, this mutation was found 
also by in vitro-selection with the second-generation 
strand transfer inhibitor MK-2048 [18]. The same study 
demonstrated that the E138K mutation was a second-
ary compensatory substitution for G118R. The fact that 
the G118R mutation is associated with the lack of sensi-
tivity to RAL in patients infected with the CRF02_A/G 
strain has recently been demonstrated [19]. It is im-
portant to note that this virus isolate, containing the 
G118R substitution in the IN gene, was resistant not 
only to RAL, but also to EVG and DTG [15]. All these 
data suggest that the G118R substitution is most char-
acteristic for non-B subtypes of HIV-1 and that the 
presence of this substitution can lead to patient insensi-
tivity to all IN inhibitors approved for therapeutic use.

HIV subtype A (FSU-A) dominates within the ter-
ritory of the former Soviet Union, and IN of this viral 

subtype has not been fully characterized [20]. In par-
ticular, information on resistance mutations caused 
by IN inhibitors in HIV-1 strain FSU-A is limited. To 
assess the impact of drug resistance mutations on the 
enzymatic properties of IN of HIV-1 subtype A, we 
prepared a consensus IN of the FSU-A strain, where 
RAL- and EVG-resistance mutations were introduced 
by site-directed mutagenesis [21, 22]. The consensus 
IN sequence of HIV-1 strain FSU-A (INA

) differs from 
the sequence of the best studied IN of HIV-1 subtype 
B (HXB-2) by substitutions of 16 amino acid residues, 
nine of which are located in the catalytic domain. 
We characterized the catalytic activity of IN

A
 and its 

variants containing two major combinations of RAL- 
and EVG-resistance mutations: E92Q, V151I, N155H, 
G163R, L74M (mutant 1), and Q148K, E138K, G140S 
(mutant 2) [22]. The consensus enzyme was significant-
ly more active than IN of subtype B (IN

B
) in 3’-process-

ing and strand transfer reactions. The introduction of 
these mutations significantly increased IN

A
 resistance 

to RAL and EVG but dramatically reduced its catalytic 
activity in both reactions [22].

In this study we continued the investigation of the 
role of drug resistance mutations and meticulously 
compared the effect of the primary mutation Q148K 
and the secondary mutations E138K and G140S on the 
activity of IN

A
 and IN

B
. We also described the activi-

ty of the IN
A

 mutants containing the primary G118R 
substitution and compensatory E138K substitution for 
the first time. The Q148K mutation dramatically de-
creased the activity of enzymes of both viral subtypes 
in both reactions: 3’-processing and strand transfer. 
This decrease was partially restored by the secondary 
mutations E138K and G140S. The G118R substitution 
reduced the efficiency of 3’-processing for both inte-
grases by 5 times, but it differently affected the en-
zymes of different strains in the strand transfer reac-
tion: IN

A
 activity decreased more significantly than IN

B 

activity. Moreover, the secondary substitution E138K 
had a compensatory effect on IN

B
 only. We also com-

pared the resistance of all the mutants to RAL, EVG, 
and the new strand transfer inhibitor XZ-259 [23]. XZ-
259 effectively inhibited the RAL- and EVG-resistant 
IN forms containing substitution Q148K. Substitution 
G118R slightly reduced the efficiency of IN inhibition 
by RAL and EVG, this effect was more pronounced in 
the case of IN

B
, and did not affect the sensitivity of INs 

to XZ-259.

MATERIALS AND METHODS

Enzymes
Plasmid vector pET-15b (Novagen, USA) was used 
for expression of recombinant INs (wt and mutants) 



80 | ACTA NATURAE |   VOL. 7  № 1 (24)  2015

RESEARCH ARTICLES

of both HIV-1 subtypes with N-terminal His6-tag . 
Protein samples were isolated from cells of the Roset-
ta (DE3) Escherichia coli producer strain and purified 
without adding a detergent as per [24]. Genetic con-
structs encoding IN mutant forms were obtained by 
site-directed mutagenesis of a plasmid encoding corre-
sponding wild-type IN using a QuikChange II Site-Di-
rected Mutagenesis kit (Agilent Technologies, USA). 
All procedures were performed in accordance with the 
manufacturer’s instructions. Preparations were ana-
lyzed by electrophoresis in 12% SDS-PAGE according 
to Laemmli, followed by staining with SimplyBlueTM 
SafeStain (Invitrogen, USA) according to the manufac-
turer’s instruction. The purity of the IN preparations 
was not lower than 90%.

Oligodeoxyribonucleotides
All oligodeoxyribonucleotides were synthesized using 
the phosphoramidite method on an ABI 3400 DNA syn-
thesizer (Applied Biosystems, USA) in accordance with 
the standard operating procedures using commercially 
available reagents (Glen Research, USA).

The radioactive 32P-label was introduced at the 5’-
end of the oligonucleotides. To achieve this, 10 pmol 
of the oligonucleotide was incubated with T4-poly-
nucleotide kinase (Fermentas, Lithuania) and 50 µCi 
(16 pmol) [γ-32P]ATP (3000 Ci/mmol), in 10 µl of a buff-
er containing 50 mM Tris-HCl, pH 7.5, 10 mM MgCl

2
, 

5 mM DTT, 0.1 mM spermidine, 0.1 mM EDTA, for 1 h 
at 37°C. Then, the kinase was inactivated by adding 
2 µl of 250 mM aqueous EDTA and heating to 65°C for 
10 min. An equimolar amount of the complementary 
oligonucleotide was added, and a duplex was formed 
by heating the oligonucleotide mixture to 95°C followed 
by slow cooling to room temperature. The duplex was 
purified from the excess [γ-32P]ATP and salts on a Mi-
croSpin G-25 column (Amersham Biosciences, USA) 
according to the manufacturer’s instructions.

HIV-1 IN catalytic activity assays
Duplex U5B/U5A consisting of 21-mer oligonucleo-
tides U5B (5’-GTGTGGAAAATCTCTAGCAGT-3’) 
and U5A (5’-ACTGCTAGAGATTTTCACAC-3’) and 
mimicking the end of the HIV-1 U5 LTR was used as a 
substrate for the 3′-processing. For this reaction, 3 nM 
duplex U5B/U5A (with 32P-labeled U5B-chain) was 
incubated with 100 nM IN in 20 µl of a buffer (20 mM 
HEPES, pH 7.2, 7.5 mM MgCl2, 1 mM DTT) at 37°C. 
The incubation time varied from 1 to 2,000 min. The 
reaction was stopped by adding 80 µl of the buffer 
containing 7 mM EDTA, 0.4 M sodium acetate, 10 mM 
Tris-HCl, pH 8, and 0.1 g/l glycogen (stop solution). 
The IN protein was extracted with phenol: chloro-
form: iso-amyl alcohol = 25: 24: 1, the DNA duplex 

was precipitated with ethanol (250 µl). The reaction 
products were separated by electrophoresis in a 20% 
polyacrylamide/7 M urea gel in the TBE buffer. Au-
toradiographic data analysis was performed using a 
GE Typhoon FLA 9500 scanner; densitometry was 
performed using the ImageQuant 5.0 software. The 
efficiency of 3’-processing was determined as the in-
tensity ratio of the bands corresponding to the U5B 
substrate and the reaction product U5B-2 truncated 
by two residues using the ImageQuantTM 5.0 soft-
ware. The statistical analysis was performed using the 
Gnuplot version 4.6.

For the homologous strand transfer reaction, the 
U5B-2/U5A duplex was used as both a DNA substrate 
and a target. The reaction was carried out in the buffer 
used for 3’-processing with the 10 nM U5B-2/U5A du-
plex (with 32P-labeled U5B-2 chain) and 100 nM IN at 
37°C; aliquots were taken after 2, 4, and 6 h.

For the heterologous strand transfer reaction, 
U5B-2/U5A and 36-bp duplex DNA (5’-ACAAAAT-
TCCATGACAATTGTGGTGGAATGCCACTA-3’, 
5’TAGTGGCATTCCACCACAATTGTCATGGAAT-
TTTGT-3’) were used as a DNA substrate and a target 
respectively. The U5B-2/U5A substrate (2 nM, 32P-la-
beled U5B-2chain) was first incubated in the buffer for 
3’-processing with 100 nM IN at 25°C for 30 min; the 
target DNA (8 nM) was then added, and the mixture 
was incubated for 2 h at 37°C. The reaction products 
were isolated and analyzed as described above.

Inhibition of the strand transfer reaction
The resistance of INs to inhibitors, RAL, EVG (San-
ta Cruz Biotechnology Inc., USA) and XZ-259 (kindly 
provided by Dr. Xue Zhi Zhao from NIH, USA), was 
investigated in the homologous strand transfer reaction 
carried out as described above for 2 h in the presence 
of increasing inhibitor concentrations. Using the results 
of three independent determinations, IC

50
 values were 

determined for each inhibitor. Data for the reaction ef-
ficiency were approximated by the exponential decay 
function; the concentration value corresponding to 50% 
of inhibition was calculated.

RESULTS AND DISCUSSION
Fourteen mutant proteins (seven for each IN: Q148K, 
G140S, E138K, G118R, Q148K/E138K, Q148K/G140S, 
and G118R/E138K) were prepared by site-directed 
mutagenesis for the comparative analysis of the effect 
of drug resistance mutations on the catalytic activity of 
INs of FSU-A (IN

A
) and HXB-2 (IN

B
) strains. Enzymatic 

activities were determined in 3’-processing and strand 
transfer reactions using synthetic DNA duplexes corre-
sponding to the end of the U5 region of the viral cDNA 
long terminal repeat .
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Mutations influence on the catalytic activity 
of INA and INB in the 3’-processing reaction
We used a 21-mer DNA duplex U5B/U5A mimicking 
the U5 region of HIV-1 DNA (U5-substrate) and the 
conditions (enzyme and DNA concentrations, buffer 
composition) described earlier for the analysis of cat-
alytic activities of IN

A
 and IN

B
 [22] in the 3′-processing 

reaction.
We evaluated the dependence of the 3’-processing 

efficiency on time and plotted kinetic curves for prod-
uct accumulation (Fig. 1). The initial rates of the 3’-pro-
cessing reaction (V

0
) were calculated from the linear 

part of the curve (first 60 min) (Table 1).
As we demonstrated earlier [22], IN

A 
was more active 

than
 
IN

B
 in the 3’-processing reaction. All IN

A
 mutants 

were also characterized by a higher efficiency of prod-
uct accumulation than the corresponding IN

B 
mutants 

(Fig. 1). However, the initial reaction rates for mutant 
forms of both INs were not significantly different (Ta-
ble 1). 

All mutations introduced into INs of both subtypes 
reduced both the 3’-processing rate and the efficien-
cy of product accumulation (Fig. 1, Table 1). The most 
significant decrease was detected for proteins with the 
Q148K substitution; this finding is in good agreement 
with the previous results for IN

B
 [25].

As we expected based on published data [7–11, 13], 
the negative effect of the primary mutation Q148K 
was partially recompensed by the G140S substitution 
(Fig. 1, Table 1). The compensatory effect of G140S was 
stronger for IN

A
: the difference in the 3’-processing ef-

ficiency and initial rate for mutants IN
A

G140S/Q148K and 

IN
A

Q148K was more pronounced than that for the corre-
sponding pair of subtype B (Fig. 1, Table 1). However, it 
should be noted that the compensatory effect of G140S 
on the Q148K mutation observed for IN

A
Q148K and IN-

B
Q148K was not as significant as on the Q148H substitu-

tion in IN
B
 [8]. This may be explained by the stronger 

negative impact of the Q148K mutation on the IN ac-
tivity. The difference in the activities of IN with the 
primary mutations Q148K and Q148N correlated with 

Fig. 1. The kinetics of 3’-processing product accumulation catalyzed by consensus IN of HIV-1 subtype A strain FSU-A 
(IN

A
) and IN of HIV-1 subtype B strain HXB-2 (IN

B
) and their mutants. The reaction was carried out at 37°C using 100 nM 

IN and 3 nM U5 substrate. The average values of at least three independent measurements with a standard error of less 
than 12% are shown
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Table 1. Initial rates and efficiencies of 3’-processing cata-
lyzed by IN

A
 and IN

B
 and their mutants

Mutation
V

0
, pM/min*

Relative  
reaction  

efficiency, %**

IN
A

IN
B

IN
A

IN
B

Wild type 10.1 ± 0.29 6.4 ± 0.19 100 100
G118R 0.98 ± 0.074 0.79 ± 0.15 21 20
E138K 4.8 ± 0.24 4.6 ± 0.9 69 76

G118R/E138K 2.6 ± 0.37 1.4 ± 0.18 24 24
G140S 4.3 ± 0.21 4.8 ± 0.75 58 51
Q148K 0.90 ± 0.16 0.65 ± 0.35 6 13

E138K/Q148K 1.2 ± 0.31 0.7 ± 0.61 13 11
G140S/Q148K 2.62 ± 0.11 1.3 ± 0.23 25 15

*Mean values of at least three independent experiments 
with standard deviations are shown.
**Relative reaction efficiency after 1,500 min of incubation 
is shown; efficiency of the reaction catalyzed by wt IN is 
100%. 
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the differences in the integration capacity of viruses 
carrying these mutations [7, 10, 11].

A compensatory effect of E138K on the catalyt-
ic activity of both INs with the primary Q148K sub-
stitution was also detected (Fig. 1, Table 1). However, 
both double mutants IN

A
E138K/Q148K and IN

B
E138K/Q148K-

were less active than the double mutants carrying 
the G140S/Q148 substitutions. This finding is con-
sistent with a decrease in the replication and inte-
gration activity of HIV-1 subtype B mutants in the 
series: Q148K<Q148K/E138K<Q148K/G140S [7]. 
Interestingly, activity of IN

A
 with triple mutation 

E138K/G140S/Q148K was slightly higher than that 
of the enzymes with two substitutions: 1,500 min af-
ter initiation of the reaction, the 3’-processing efficien-
cy for the triple mutant was about 30% of that for the 
wt IN

A
 [22], while for the most active double mutant 

IN
A

G140S/Q148K it was not higher than 20% (Table 1). Thus, 
the compensatory effect of the combination of two mu-
tations, E138K and G140S, was slightly higher than 
that of the individual secondary substitution, G140S 
or E138K. A similar observation was made earlier for 
HIV-1 subtype B: the addition of the E138K mutation 
to the Q148K/G140S substitutions improved viral rep-
lication while not affecting viral sensitivity to strand 
transfer inhibitors [11].

Finally, we found that the G118R substitution 
strongly decreased the activities of both IN

A
 and IN

B
 

(Fig. 1, Table 1). This result contradicts the data re-
ported in [17], which demonstrated that the efficiency 
of 3’-processing catalyzed by recombinant IN

B
 with 

the G118R substitution was slightly reduced, whereas 
the double mutants G118R/E138K and G118R/H51Y 
were somewhat more active than the wt enzyme. Un-
der our conditions, the introduction of the secondary 
E138K substitution also led to increased activities of 
both the IN

A
G118R and IN

B
G118R mutants; however, the 

activities of all enzymes with the G118R substitution 
were significantly lower than those of wt IN

A
 and IN

B
 

(Fig. 1, Table 1). This contradiction can be explained 
by the different 3’-processing conditions; in particu-
lar, by the length of the DNA substrate: we used a 
standard 21-mer DNA duplex, while a 32-mer sub-
strate was used in [17].

Effect of mutations on the catalytic activities of 
INA and INB in the strand transfer reaction
We also investigated the mutations effect on the second 
reaction catalyzed by IN, which is the strand transfer. 
In in vitro reaction, the 3’-processed DNA substrate 
may be inserted by IN into itself (homologous strand 
transfer) or into any random DNA duplex or plasmid 
(heterologous strand transfer). The U5B-2/U5A du-
plex was used as a DNA substrate. A synthetic 36-mer 

oligonucleotide duplex was used as a target for heter-
ologous strand transfer. Since the sites of the substrate 
insertion do not depend on the DNA target sequence, 
reaction products with different lengths were detected 
(Fig. 2).

As we established earlier [22], IN
A

 activity was 
slightly higher than that of IN

B
 in the strand transfer 

reaction (Fig. 2). A difference in the profiles of the in-
tegration products for the homologous (Fig. 2A) and 
heterologous strand transfer (Fig. 2B) catalyzed by IN

A
 

and IN
B
 can be observed.

INs of both subtypes carrying the Q148K substitu-
tion were the least active in the strand transfer reac-
tion, identically to 3’-processing. For these mutants, 
the efficiency of homologous strand transfer was re-
duced to approximately 5% of that of the wt enzymes. 
Surprisingly, the G140S substitution significantly de-
creased the reaction efficiency, too (Fig. 2A, C). This 
effect was observed for the enzymes of both subtypes, 
IN

A
G140 and IN

B
G140, though no data on a G140S nega-

tive effect on the activity of recombinant IN have been 
published, and only a slight decrease in the integra-
tion and replication capabilities was demonstrated for 
HIV-1 subtype B with this substitution [7, 8]. Despite 
the negative effect of the G140S substitution, its com-
bination with the Q148K mutation increased the reac-
tion efficiency and the double mutants IN

A
G140S/Q148K and 

IN
B

G140S/Q148K were more active than IN
A

Q148K and IN
B

Q148K 
(Fig. 2C). Some compensatory effect was also produced 
by the E138K mutation. Moreover, the compensatory 
effect of G140S was somewhat stronger for IN

A
, while 

the compensatory effect of E138K was stronger for 
for IN

B
 (Fig. 2C). It is interesting to note that a single 

E138K substitution significantly increased the reaction 
efficiency for INs of both subtypes (Fig. 2C). In gen-
eral, the primary mutation Q148K and its compensa-
tory substitutions G140S and E138K equally affected 
the activities of IN

A
 and IN

B
 during 3’-processing and 

strand transfer reactions. Thus, the differences in the 
primary structure of IN

A
 and IN

B
 did not affect the en-

zymatic properties of this group of mutants in vitro.
It is important that another group of mutations, 

G118R and G118R/E138K, exhibited a different effect 
on the activity of INs of different subtypes in strand 
transfer reactions. IN

A
 was more sensitive to the G118 

substitution than IN
B
: the reaction efficiency was 

strongly reduced for the IN
A

G118R enzyme, while it was 
not changed significantly for IN

B
G118R (Fig. 2A, C). It 

should also be noted that in the case of IN
A
, the G118R 

mutation resulted in a changed integration profile, and 
only two predominant products were detected for IN-

A
G118R instead of the large set of products found for wt 

IN
A
 (Fig. 2A). The addition of the compensatory muta-

tion E138K had virtually no effect on the activity of the 
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Fig. 2. The catalytic activity of the mutant INs of HIV-1 subtypes A and B in the strand transfer reaction. All products 
were resolved by electrophoresis in 20% PAAG under denaturing conditions. A . Reaction of homologous strand trans-
fer was performed at 37°C for 2, 4, 6 h using 100 nM IN and 10 nM substrate U5B-2/U5A. B . Reaction of heterologous 
strand transfer was performed using 100 nM IN, 2 nM substrate U5B-2/U5A (pre-incubated for 30 min at 25°C) and 8 
nM 36-mer DNA target for 2 h at 37°C. C . Relative efficiency of homologous strand transfer catalyzed by the mutant INs: 
the reaction efficiency for wt IN

A
 and IN

B
 is considered to be 100%. The average values of at least three independent 

measurements with the standard error are shown
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IN
B

G118R mutant, while the double mutant IN
A

G118R/E138K 
was more active than IN

A
G118R carrying a single sub-

stitution. However, the efficiency of the homologous 
strand transfer catalyzed by IN

A
G118R/E138K was only 23% 

of the reaction catalyzed by the wt IN
A
 (Fig. 2C).

It was shown previously that G118R substitution in 
IN

B
 significantly (over 90%) reduces its activity in the 

heterologous strand transfer reaction [17]. The double 
mutation G118R/E138K resulted in partial recovery of 
the activity, but it failed to achieve even 50% of the wt 
IN activity [17]. Similar effects were observed for HIV-1 
subtype B containing these mutations: G118R substitu-
tion caused a significant decrease in the viral replication 
and integration, and the addition of the E138K mutation 
led to their partial recovery [18]. Our study of the G118R 
effect on the ability of IN

A
 and IN

B
 to catalyze the het-

erologous strand transfer showed that, identically to the 
homologous strand transfer, the effect of this substi-
tution on the enzymes of different HIV-1 subtypes is 
different (Fig. 2B). The G118R mutation decreased IN

B
 

activity by approximately 50%, while the corresponding 
IN

A
G118R mutant was virtually inactive. The secondary 

substitution E138K had a compensatory effect only on 
IN

B
: the activity of the IN

B
G118R/E138K double mutant was 

somewhat higher than that of the IN
B

G118R mutant (Fig. 
2B). These results are consistent with data [17], and the 
difference in the activities of IN

B
 mutant forms (in our 

work and [17]) can be explained by differences in the re-
action conditions. As for subtype A IN mutants, IN

A
G118R 

and IN
A

G118R/E138K, they demonstrated equally low activ-
ities, although the substitution E138K alone resulted 
in increased efficiency of heterologous strand transfer 
catalyzed by INs of both subtypes (Fig. 2B).

The reduced integration activity of the subtype B 
mutant IN

B
G118R had been explained by the reduced 

ability of the complex of this mutant with its DNA sub-
strate to bind the DNA target [17]. As a result of natu-
ral polymorphism, IN

B
 contains Ser at position 119 and 

IN
A

 contains Pro [21]. It should be noted that Ser119 
is likewise present in drug-resistant strains of HIV-1 
subtype C, which most often contain the G118R muta-
tion [16, 18]. The proline residue increases the rigidity 
of the IN spatial structure in the vicinity of the active 
site (Asp116 is a component of the catalytic triad). The 
Pro119 and G118R mutations obviously affect the abil-
ity of IN

A
 to interact with the DNA target to a higher 

extent than a combination of Ser119 and G118R. As a 
result, IN

A
 containing a G118R substitution is signifi-

cantly less active in the strand transfer reaction than 
the corresponding IN

B
 mutant.

The effects of mutations on the sensitivity of 
INA and INB to strand transfer inhibitors 
We have studied the influence of the selected drug re-

sistance mutations on the IN sensitivity to three strand 
transfer inhibitors: RAL, EVG, and the new inhibitor 
XZ-259, a dihydro-1H-isoindole derivative, with bio-
chemical and antiviral activities comparable to RAL 
[23]. We determined the concentration of the inhibitor 
required to reduce IN activity by 50% (IC

50
) in the ho-

mologous strand transfer reaction (Table 2; increased 
IC

50
 shows a decreased sensitivity of the enzyme to the 

inhibitor).
Our results demonstrate that IC

50
 values for RAL 

and EVG were comparable for INs of both subtypes, 
but the average IN

A
 sensitivity to both inhibitors was 

somewhat higher; this finding correlates with the data 
obtained previously [22]. IN

A
 sensitivity to the new in-

hibitor XZ-259 was also slightly higher than that of 
IN

B
; the IC

50 
value

 
for IN

B 
(65 nM, Table 2) is in good 

agreement with [23] (77 nM).
It is convenient to use the FC values indicating by 

how much the IC
50

 value for a particular mutant has 
changed compared to the wild-type (i.e., a higher re-
sistance of mutants to inhibitors in comparison with the 
wt enzyme) to analyze IN sensitivity to inhibitors. FC 
analysis of the protein family containing the primary 
substitution Q148K (INQ148K, INE138K/Q148K and ING140S/

Q148K) showed that the resistance of the mutant INs of 
both subtypes to EVG increased in a similar manner 
(Table 2). RAL inhibited IN

A
 carrying the Q148K and 

G140S/Q148K substitutions twice more effectively 
than the corresponding IN

B
 variants. A compensatory 

E138K mutation decreased the resistance of IN
B

Q148K 
to RAL and EVG almost twofold, without a significant 
effect on the resistance of the IN

A
Q148K mutant. It should 

also be noted that the sensitivity of both Q148K mu-
tants to XZ-259 was significantly higher than the sensi-
tivity to EVG and especially to RAL; these results were 
in agreement with the results obtained earlier for IN

B
 

[23]. It is interesting to note that the secondary E138K 
substitution increased the sensitivity of the IN

A
Q148K and 

IN
B

Q148K mutants to XZ-259, while G140S reduced their 
sensitivity (Table 2).

The FC analysis of the protein family with G118R 
and G118R/E138K substitutions showed a slight de-
crease in the sensitivity of both subtypes INs to RAL 
and EVG (Table 2). A single G118R mutation reduced 
the IN

B
 sensitivity more significantly (Table 2). Inter-

estingly, the compensatory E138K substitution re-
duced the emerging resistance (Table 2). It is also im-
portant to note that resistance to XZ-259 did not occur. 
In general, our results correlate well with previously 
published data. Thus, the HIV-1 subtype CRF02_A/G 
isolate carrying a G118R substitution in the IN gene 
was resistant (FC>100) to all IN inhibitors approved for 
therapeutic use: RAL, EVG, and DTG [15]. Meanwhile, 
the HIV-1 subtype B (clone pNL4-3) carrying this mu-
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Table 2. Inhibition of the activity of IN
B
, IN

A
 and their mutants in the reaction of homologous strand transfer by RAL, EVG, 

and XZ-259

Mutation

Inhibitory activity, IC
50

* (nM), and ratio of IC
50 

for mutants over wt (FC)
IN

A
IN

B

RAL EVG XZ-259 RAL EVG XZ-259
IC

50
FC IC

50
FC IC

50
FC IC

50
FC IC

50
FC IC

50
FC 

Wild type 5 ± 2 1 17 ± 5 1 40 ± 15 1 7 ± 3 1 25 ± 10 1 65 ± 10 1
G118R 12 ± 5 2.4 45 ± 10 2.6 40 ± 10 1 30 ± 10 4.3 90 ± 30 3.6 80 ± 20 1.2
E138K 7 ± 3 1.4 35 ± 5 2 50 ± 15 1.25 7 ±5 1 20 ± 8 0.8 70 ± 10 1

G118R/E138K 7 ± 3 1.4 40 ± 10 2.4 30 ± 10 0.75 25 ± 8 3.6 50 ± 15 2 80 ± 15 1.2
G140S 15 ± 5 3 300 ± 50 18 150 ± 50 3.8 35 ± 15 5 200 ± 80 8 150 ± 50 2.3
Q148K 400 ± 100 80 700 ± 80 41 350 ± 100 8.8 1100 ± 250 157 1000 ± 200 40 600 ± 100 9.2

E138K/Q148K 350 ± 80 70 650 ± 100 38 200 ± 50 5 500 ± 150 71 600 ± 150 24 500 ± 200 7.7
G140S/Q148K 400 ± 150 80 450 ± 150 26 600 ± 150 15 1000 ± 200 200 850 ± 200 34 850 ± 100 13

*Values are the average results of at least three independent determinations ± standard deviation.

tation showed negligible resistance to these inhibitors 
(FC = 3.1 for EVG, 8.2 for RAL and 10 for DTG) [15]. 
Thus, our study confirms the heterogenic effect of the 
primary G118R mutation on the drug resistance of dif-
ferent HIV-1 subtypes.

CONCLUSIONS
We have carried out the first systematic study of the 
enzymatic properties of consensus IN of HIV-1 subtype 
A strain FSU-A, which is dominant in the territory of 
the former Soviet Union, containing mutations G118R 
and Q148K causing HIV-1 resistance to strand transfer 
inhibitors. We have demonstrated that the sensitivity 
of IN

A
 to the inhibitors approved for therapeutic use, 

RAL and EVG, as well as to the novel inhibitor XZ-259, 
is somewhat higher than the sensitivity of IN

B
. The 

primary mutation Q148K associated with resistance to 
RAL and EVG caused a sharp decrease in IN

A
 activ-

ity, which is partially restored by the secondary mu-
tations E138K and G140S. A similar dependence was 
observed for IN

B
. At the same time, the primary mu-

tation G118R reduced the integration activity of IN
A
 

much more significantly than the activity of IN
B
. This 

may be due to the IN natural polymorphism , and in 

particular to the presence of Pro119 in IN
A

 instead of 
Ser119 in IN

B
. We can assume that the Ser119Pro sub-

stitution, which leads to a more rigid conformation of 
the IN

A
 active site, confers higher enzyme activity but 

reduces the ability to adapt its active site to the G118R 
mutation. Recombinant IN activity reduced by drug 
resistant mutations usually corresponds to a reduced 
replicative capacity of the mutant virus; therefore, we 
can expect the emergence and fixation of drug-resist-
ant variants of HIV-1 FSU-A carrying the primary 
mutation Q148K and compensatory mutations E138K 
and/or G140S, while the emergence and fixation of 
drug-resistant variants of FSU-A with the G118R sub-
stitution are unlikely. 
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ABSTRACT The hepatitis C virus (HCV) envelope proteins E1 and E2, being virion components, are involved in 
the formation of infectious particles in infected cells. The detailed structure of the infectious particle of HCV 
remains poorly understood. Moreover, the virion assembly and release of virions by the cell are the least under-
stood processes. It is believed that virion properties depend on glycosylation of the virus envelope proteins in a 
cell, while glycansat several glycosylation sites of these proteins play a pivotal role in protein functioning and the 
HCV life cycle. N-glycans of glycoproteins can influence viral particle formation, virus binding to cell surface, 
and HCV pathogenesis. We studied the effect of glycans on the folding ofthe E2 glycoprotein, formation of func-
tional glycoprotein complexes and virus particles in insect and mammalian cells. In order to investigate these 
processes, point mutations of the N-glycosylation sites of HCV protein E2 (genotype 1b strain 274933RU) were 
generated and the mutant proteins were further analyzed in the baculovirus expression system. Elimination of 
the single glycosylation sites of the E2 glycoprotein, except for the N6 site, did not affect its synthesis efficiency 
in Sf9 insect cells, while the electrophoretic mobility of mutant proteins increased in proportion to the decrease 
in the number of glycosylation sites. The level of synthesis of HCV glycoprotein E2 in human HEK293T cells 
depended on the presence of glycans at the N1 and N8 glycosylation sites in contrast to Sf9 cells. At the same 
time, elimination of glycans at the N1, N2, and N10 sites led to the accumulation of unproductive E1E2 dimers as 
aggregates and productive assembly suppression of virus-like particles both in insect and mammalian cells. In 
addition, elimination of single glycosylation sites of HCV E2 had no impact on the RNA synthesis of structural 
proteins and formation of virus-like particles in insect and mammalian cells.
KEYWORDS baculovirus expression vector system, hepatitis C virus envelope proteins E1 and E2, virus-like 
particles, N-linked protein glycosylation, Sf9 insect cells, mammalian HEK293T and Huh7.0 cells, oligonucleo-
tide-directed mutagenesis.
ABBREVIATIONS CFU – colony forming units; HCV – hepatitis C virus; VLPs – virus-like particles; ER – endo-
plasmic reticulum. 

INTRODUCTION
Hepatitis C virus is one of the most nefarious pathogens 
causing severe liver diseases, including cirrhosis and 
hepatocellular carcinoma. The range of drugs for the 
HCV infection is rather limited, while immunoprophy-
laxis of the HCV infection is not yet available. The high 
replication activity of HCV with the lack of proofread-
ing ability of the viral RNA-dependentRNA polymer-
ase results in a high genetic variability of the virus. As 
a consequence,HCV circulates in the serum of an in-
fected person as a population of quasi species differing 
in their genomes by1–5%. Distinct strains of the same 
HCV subtype can differ in their nucleotide sequence by 

5–15%; subtypes, by 10–30%; and different genotypes, 
by 30–50% [1]. Some strains have higher virulence; 
yet,definite molecular determinants for such pheno-
type still remain unknown. Hepatocytes are the main 
cellular target of HCV. Binding of a virus particle to the 
cell surface remains poorly studied. Furthermore, not 
all receptors, including HCV-specific ones, are known.

Virus envelope glycoproteins affect the binding of a 
viral particle to hepatocyte receptors and its absorption 
by a cell. The mechanism of assembly of viral structural 
proteins and RNA into new viral particles, along with 
the routes of virus transmission into a cell, remains 
poorly studied [2]. HCV is the only member of the ge-
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nus Hepacivirus and belongs to the Flaviviridae fami-
ly. Its genome encodes a single polyprotein precursor. 
Structural and nonstructural viral proteins are formed 
under the effect of cellular and viral proteases [3–5]. 
The capsid protein C and envelope proteins E1 and 
E2 are structural proteins. Envelope proteins undergo 
post-translational modification such as N-glycosyla-
tion, wherein the unbranched oligosaccharide chain 
consisting of nine mannose residues (Man) and three 
glycose residues (Glc) are bound to a specific asparag-
ine residue as a part of the Asn-X-Ser or Asn-X-Thr 
sequence (where X is any amino acid except proline) [6, 
7]. The glycoproteins of the viral envelope are heavily 
glycosylated. The degree of conservation of the glyco-
sylation sites 9–11 in E2 and 4–5 in E1 is high, which 
is an indicationthat they play an important role in the 
functioning of these proteins in the life cycle of HCV [8]. 
It should be noted that it still remains unknown what 
the actual number of glycosylation sites of proteins is; 
exactly which sites participate in protein modification; 
and whether all potential sites undergo glycosylation 
in vivo.

The nature of glycoprotein glycosylation plays an 
important role in its functioning. Thus, glycoprotein 
E2 can be the receptor binding subunit of the HCV en-
velope. It has been shown that, depending on theHCV 
strain,a number of E2 glycans can determine the pos-
sibility of penetration of the virus into a cell, allowing 
the E2 glycoprotein to interact with cellular receptors. 
Certain E2 glycans are involved in the modulation of 
the immune response. It is thought that the glycans 
associated with the viral envelope influence protein 
folding, with the involvement of the chaperones of the 
endoplasmic reticulum (ER) and the productive as-
sembly of the viral particles that are able to penetrate 
and infect another cell. Oligosaccharide attachment 
to a protein is related to its folding, while the glyco-
protein penetrates the calnexin/calreticulin cycle in-
teracting specifically with the endoplasmic reticulum 
chaperones that ensure its partial folding. Binding of 
glycoproteins to chaperones and their dissociation are 
followed by the detachment (trimming) of abundant 
glycose and mannose residues and reglycosylation of 
N-linked glycans. 

Envelope protein E2 accumulates in the ER lumen 
bothas a properly folded glycoprotein and aggregates 
of misfolded proteins. A portion of E2 remains ungly-
cosylated in the cytosol and is degraded via the ubiq-
uitin–proteasome pathway after ubiquitination. The 
calnexin protein interacts with noncovalently bound 
E1E2 complexes, while calreticulin interacts with ag-
gregates of the misfolded proteins [9]. The first type of 
proteins provides binding of the virus to cellular recep-
tors and penetration of the viral particle into a cell; it 

also influences the formation of its antigene composi-
tion and probably plays an essential role in viral patho-
genesis [10]. The formation of misfolded glycoproteins 
aggregates can lead to the emergence of defective viral 
particles incapable of binding to new cells [11–13]. The 
HCV envelope proteins can also influence each other’s 
folding. Thus, E2 acts as a chaperone during E1 folding 
and the formation of functional heterodimers, although 
the E1 protein also assists the productive folding of E2 
[14, 15]. Assembly of HCV virions remains insufficiently 
studied due to the absence of appropriate cell models 
that would allow one to obtain infectious virus parti-
cles. The role of glycans in the functioning of virus en-
velope proteins of different genotypes in an infected 
cell also remains poorly investigated. 

In this study, we investigated the influence of N-gly-
cans of the E2 protein of HCV (genotype 1b strain 
274933RU [16]) on the synthesis of structural protein-
sand formation of virus particles in Sf9 insect cells and 
HEK293T human cells transfected with baculoviruses 
vectors directing the gene expression of HCV structur-
al proteins [17].

MATERIALS AND METHODS

Bacterial strains, cells, and plasmids
Escherichia coli, Spodopterafrugiperda Sf9 cells, and 
mammalian HEK293T and Huh7.0 cells were used. Es-
cherichia coli cells of the DH5a and DH10Bac strains 
were transformed with the plasmid DNA according 
to the manufacturer’s recommendation (Amersham, 
USA). Isolation and purification of plasmids, restriction 
enzyme digestion, ligation, agarose gel electrophoresis 
of DNA, and other genetic engineering experiments 
were carried out using the standard protocols [18]. 

Sf9 insect cells were cultured at 27°C in a Sf-900 II 
medium supplemented with 10% fetal bovine serum 
following the basic procedures that were previously 
discussed and described in the protocol [19]. To assess 
virus titer, amplification of recombinant virus, infec-
tion of Sf9 cells with recombinant baculovirus, and vi-
ral gene expression using the same protocol were used. 

Human embryonic kidney cells (HEK293T cell 
line) were cultured at 37°C and 5% CO2

 in DMEM 
media supplemented with 10% fetal bovine serum, 4 
mML-glutamine, 1 mM sodium pyruvate, and strep-
tomycin/penicillin at concentrations of 100 mg/ml and 
100 IU/ml, respectively. 

Recombinant constructs for the corresponding 
cDNA fragments of the genes of HCV structural pro-
teins, recombinant bacmids, as well as recombinant 
baculovirus bv-CE1E2, were obtained and analyz-
ed according to the previously discussed procedures 
[20].
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Site-directed mutagenesis
The DNA fragment corresponding to cDNA of the gene 
encoding HCV glycoprotein E2 was cloned into plasmid 
pFastBacHTb at NcoI–EcoRI restriction sites accord-
ing to the standard protocol [20]. Oligonucleotide prim-
ers were constructed to obtain a series of recombinant 
plasmids bearing cDNA of the E2 protein with muta-
tions of glycosylation sites (table). Each primer consist-
ed of 25–30 nucleotides and contained the sequence 
encoding the N-glycosylation site: Asn-X-Thr/Ser 
(X1Pro), in which the triplet encoding Asn was substi-
tuted with the triplet encoding Gln. 

The method described by Drutsaet al.was used for 
mutagenesis [21]. PCR was performed on a CycloTemp 
107 programmable thermocycler (ResursPribor, Rus-
sia). Predetermined base substitutions were verified 
by sequencing. 

Analysis of total cellular DNA
The total cellular DNAwas isolated from insect cells 72 
h after infection with recombinant baculoviruses bv-
CE1E2, bv-E2mut, bv-E1E2mut, bv-CE1E2mut (multi-
plicity of infection being 5 CFU per cell) [20]. The pres-
ence of cDNA genes of HCV structural proteins in the 
total cellular DNA was assessed by PCR using the ba-
culovirus primers of vector pFastBacHT (the forward 
5'-GTGGTTGGCTACGTATACTCC-3'and reverse 
5'-CCTCTACAAATGTGGTATGGC-3').

Analysis of HCV RNA using RT-PCR
Sf9 cells were infected with recombinant baculoviruses 
bv-CE1E2mut (5 CFU per cell) and incubated at 27°C 
for 72 h. After 72 h, the medium was eliminated and 
cell debris was removed by low-speed centrifugation. 
The supernatant was centrifuged over a cushion of 30% 
sucrose at 23,000 g for 16 h at 4°C (Becman Coulter Op-
tima L-100XP centrifuge, 80Ti rotor). RNA extraction 

with TRIzol (Invitrogen) was performed according to 
the manufacturer’s recommendations, and RNA was 
then treated with DNase I (Promega). Reverse tran-
scription was carried out using a Phusion RT-PCR Kit 
(Thermo Scientific). The obtained cDNA was amplified 
using PCR with primers of the genes of structural and 
non-structural HCV proteins. The total cellular RNA 
was obtained from Sf9 cells infected with recombinant 
baculoviruses bv-CE1E2mut (5 CFU per cell) that was 
incubated at 27°C for 72 h and then washed three times 
with phosphate buffered saline (PBS). RNA isolation, 
reverse transcription, and amplification were per-
formed using the previously mentioned protocols. 

HEK283T cells were transfected with recombinant 
plasmids BacMamCE1E2mut-GFP (5 CFU per cell) and 
incubated at 37°C for 48 h. The medium was removed, 
RNA was isolated, and reverse transcription and am-
plification were performed using the previously men-
tioned protocols.

Anti-HCV Antibodies
Mouse monoclonal antibodies to the HCV E1 (Hep C 
E1 1879: sc-65459) and HCV E2 (Hep C E2 BDI167: sc-
57769) (SantaCruz Biotechnology, USA) proteins, as 
well as monoclonal antibodies to calnexin (AF18) and 
calreticulin(FMC75) (Abcam, UK), were used. Pol-
yclonal rabbit antibodies to the structural protein C 
were kindly provided by M.G. Isagulyants(Ivanovsky 
Institute of Virology,Russian Academy of Sciences, 
Moscow). Anti-mouse IgG antibodies (AB6706-1EA) 
conjugated to horseradish peroxidase (Sigma, USA)
were used as secondary antibodies.

Western blotting and immunoprecipitation
After 72 h of infection with the recombinant bac-
ulovirusesbv-E2mut, bv-E1E2mut, bv-CE1E2mut 
(multiplicity of infection of 5 CFU per cell), Sf9 cells 

Primers used

Primer Orientation Nucleotide sequence 5’ → 3’

28-E2N1m – TG AAT ACC CAA GGC AGC TGG CAC AT
30-E2N2m – TGG CAC ATC CAA AGT ACT GCC CTA AAT TGC
30-E2N3m – GCCCTAAATTGCCAAGACTCCCTCCAAACT
30-E2N4m – GCA CAC AAG TTC CAA TCG TCC GGG TGC CCG
25-E2N6m – TGG GGG GAG CAA GAG ACA GAC GTG A
30-E2N7m – GTG ATG CTC CTC CAA AAC ACG CGT CCG CCA
30-E2N8m – TGT ACA TGG ATG CAA AGT ACT GGG TTC ACT
27-E2N9m – GGGGTCGGTCAACGCACCTTGATTTGC

30-E2N10m – TAC CCC TGC ACT CTC CAA TTT TTC CAT CAT
27-E2N11m – GCCGCATGCCAATGGACTCGAGGAGAGCGC

E2 for + AGGTCTAGAATGTTATGATTGTTTTGCTAC
E2 Back + CT ATA GTG TCA CCT AAA TCC GAA AGC TTC GGC CTC AGC TTG AG
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were harvested, washed three times with PBS (1.47 
mM KH

2
PO

4
, 4.29 mM Na

2
HPO

4
·7H

2
O, 137 mMNaCl, 

2.68 mMKCl), resuspended in a TNC lysis buffer con-
taining 0.25% digitonin, and disrupted using ultrason-
ic vibrations. Cell debris was removed by centrifuga-
tion (15,000 g, 15 min, 4°C). Cell lysate was loaded into 
a 12% denaturing gel (each sample contained 10 µg of 
the protein). After electrophoresis, the proteins were 
transferred onto a Hybond-ECL nitrocellulose mem-
brane (Amersham Biosciences, USA) using semi-dry 
electrophoretic transfer. The membranes were washed 
with PBS containing 5% nonfat dry milk, incubated 
with primary antibodies to the structural HCV pro-
teins E1 or E2 (dilution 1 : 1500 for E1 and 1 : 2000 for 
E2), to calnexin or calreticulin (dilutions 1 : 1000 and 
1 : 2000, respectively), and then to secondary antibodies 
(dilution 1 : 20,000). Protein complexes on immunoblots 
were detected using ECL and ECL Plus chemilumines-
cent reagents (Western blotting detection reagents and 
analysis systems, Amersham Biosciences) according to 
the manufacturer’s recommendations.

For immunoprecipitation, the cells infected with re-
combinant baculoviruses bv-E2mut, bv-E1E2mut, and 
bv-CE1E2mut were harvested after 72 h of infection; 
the cells were lysed, and subsequently cell debris and 
nuclei were removed. The structural proteins and their 
complexes were precipitated by monoclonal antibodies 
to HCV E1 and HCV E2, calnexin and calreticulin in di-
lution 1 : 1000 (according to the manufacturer’s recom-
mendations). The precipitated proteins were separated 
using PAGE (12% denaturing gel), transferred onto a 
nitrocellulose membrane, and incubated with primary 
antibodies in the previously mentioned dilutions; the 
membranes were treated with secondary antibodies. 

Analysis of glycosylation by treatment 
with endoglycosidase H (Endo H) 
The proteins of the cell lysate were incubated with the 
corresponding monoclonal antibodies at 4°C. The ob-
tained complex was precipitated by protein G sepharose 
(BioVision, USA). 1 µl of a 10× denaturing buffer (5% 
SDS, 0.4 M DTT) was added to the precipitated protein, 
the mixture volume was then diluted with water to 10 
µl, and the mixture was boiled for 10 min. Next, the mix-
ture volume was diluted to 20 µl by adding 2 µl of a 10× 
G5 reaction buffer (50 mM sodium citrate), 3 µl of water, 
and 5 µl of a Endo H solution (5 units) (P0702S BioLabs 
Inc., UK). The mixture was incubated for 15 min at 37°C 
and analyzed by PAGE (12% denaturing gel). 

Preparation and purification of 
virus-like particles (VLPs)
A cell monolayer cultured at 27°C was infected with 
recombinant baculovirus bv-CE1E2 (10 CFU per cell). 

After 72 h, the cells (2 × 108) were harvested, washed 
three times with PBS, re-suspended in a TNC lysis 
buffer (10 mMTris-HCl, pH 7.5, 150 mMNaCl, 1 mM 
CaCl

2
, 1 mM PMSF, protease inhibitors cocktail II (Cal-

biochem, USA) (1 : 200) containing 0.25% digitonin, and 
disrupted using ultrasonic vibrations. Cell debris was 
removed from the VLPs extracted from homogenized 
lysates by low-speed centrifugation (1,200 g, 15 min, 
4°C). After purification,VLPs were concentrated by 
centrifugation over a cushion of 30% sucrose at 23,000 
g for 16 h at 4°C. The VLPs precipitate was re-suspend-
ed in a TNC buffer containing 1 mM PMSF, protease 
inhibitors (1 : 200), and analyzed using centrifugation 
in a sucrose gradient.

Centrifugation in sucrose gradient
The VLPs precipitate re-suspended in a 100 µl TNC 
buffer containing 1 mM PMSF and protease inhib-
itors (1 : 200) was placed layer after layer on sucrose 
solutions of different concentrations (from 10 to 60% in 
50 mMTris-HCl, 100 mMNaCl, pH 7.4) and centrifuged 
at 200,000 g for 2.5 h at 4°C (Becman Coulter Optima 
L-100XP centrifuge, 80Ti rotor). Ten 1 ml fractions 
were collected, and each fraction was concentrated by 
high-speed ultracentrifugation at 230,000 g for 16 h at 
4°C. The precipitate was dissolved in a 100 µl TNC buff-
er containing 1 mM PMSF and protease inhibitors (1 : 
200) and analyzed using Western blotting [18, 22].

Analysis of VLP binding to CD81 receptor 
Huh7.0 cells were incubated in the presence of VLPs 
obtained in Sf9 cells for 1 h at 4°C. Huh7.0 cells pre-in-
cubated with anti-CD81 antibodies(20 µg/ml, 1 h at 
4°C) to block the CD81 receptor were used as a control. 
The cells were harvested, washed twice with PBS to 
remove unboundVLPs, and analyzed using Western-
blotting with anti-E2 antibodies.

Fluorescent microscopy and flow cytometry
HEK293T cells were trypsinized after 48 h of trans-
fection with the recombinant plasmids BacMam-
CE1E2mutGFP. The cells were collected, washed twice 
with PBS, and analyzed using flow cytofluorome-
try(Beckman Coulter EPICS, USA) and Western blot-
ting.

RESULTS AND DISCUSSION

Preparation of genetic engineering 
constructs and site-directed mutagenesis 
We had previously studied the influence of N-glycans 
of HCV protein E1 on its folding and productive het-
erodimer assembly of E1E2 in insect and mammalian 
cells. We have revealed that glycans linked to the N1 
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and N5 sites of the E1 protein play the most significant 
role in the proper folding of these proteins [23]. In this 
study, we have investigated the involvement of gly-
cans of the HCV glycoprotein E2 (genotype 1b strain 
274933RU [16]) in the glycoprotein foldingand forma-
tion of functional glycoprotein complexes and virus 
particles in insect and mammalian cells. For this pur-
pose, we generated single-point mutations in the E2 at 
N-glycosylation sites and expressed the genes of mu-
tant proteins in insect and mammalian cells using the 
baculovirus expression system [17, 20].

The DNA fragment corresponding to the cDNA 
sequence of the gene encoding the HCV glycopro-
tein E2 was cloned into the pFastBacHTb plasmid at 
NcoI–EcoRI using the standard protocol [20]. Oligo-
nucleotide primers were constructed according to 
Drutsa et al. to obtain a series of recombinant plas-
mids bearing cDNA of the E2 protein with point mu-
tations at glycosylation sites [20, 21] (see Materials and 
Methods section).The presence of all predetermined 
base substitutions was verified by sequencing. As a 
result, we obtained vector DNA pFastBacHTbE-
2mut containing E2 genes with the generated muta-
tions, which were subsequently used to construct the 
pFastBacHTbE1E2mut, pFastBacHTbCE1E2mut, and 
BacMamCE1E2mutGFP vectors. The scheme of po-
tential positions of N-glycosylation sites in the HCV 
E2 protein and the constructed mutant variant of E2 
are shown in Fig. 1. 

INVESTIGATION OF THE ROLE OF THE 
GLYCOSYLATION OF HCV PROTEIN E2 IN THE 
FUNCTIONING OF VIRUS ENVELOPE PROTEINS 
ININSECT AND MAMMALIAN CELLS

Influence of N-glycans of HCV glycoprotein E2 
on the expression of the genes of mutant HCV 
proteins E2 in insect and mammalian cells
We have previously shown that effective posttransla-
tional glycosylation of HCV envelope proteins occurs 
in insect cells [22]. We have also revealed that disrup-
tion of the glycosylation sites of HCV glycoprotein E1 in 
various combinations does not influence its synthesis in 
Sf9 cells, although the absence of carbohydrate chains 
at the N1 and N5 E1 sites drastically reduces the level 
of its expression in HEK293T mammalian cells [23]. An 
analysis of the gene expression of mutant E2 proteins 
in Sf9 insect cells revealed that disruption of glycosyl-
ation sites in various combinations does not influence 
E2 synthesis, while electrophoretic mobility of mutant 
proteins increases in proportion to the decrease in the 
number of glycosylation sites (Fig. 2).

The intensity of the synthesis of HCV E2 in mam-
malian cells was found to depend on the presence of 
glycans at the specific glycosylation sites. To analyze 
the influence of N-glycans of HCV glycoprotein E2 on 
the efficiency of the expression of HCV envelope pro-
teins in mammalian cells, plasmids pFastBacMam1GFP 
based on a baculovirus vector with expression cassettes 

                Y        Y       Y                 Y       Y        Y       Y       Y       Y                      Y         Y       Y       Y                  Y       Y                Y       Y       Y
1–GGS–NRT–NDS–NAS–EPD–NET–NNT–NST–NTT–NFT–NWT       8–NGS–NRT–NDS–NAS–EPD–NET–NNT–GST–NTT–NFT–NWT
      Y                  Y       Y                 Y       Y        Y       Y       Y       Y                      Y         Y       Y       Y                  Y       Y       Y                Y       Y
2–NGS–GRT–NDS–NAS–EPD–NET–NNT–NST–NTT–NFT–NWT         9–NGS–NRT–NDS–NAS–EPD–NET–NNT–NST–GTT–NFT–NWT
     Y          Y                Y                 Y       Y       Y       Y        Y       Y                       Y         Y       Y       Y                  Y       Y       Y      Y                 Y 
3–NGS–NRT–GDS–NAS–EPD–NET–NNT–NST–NTT–NFT–NWT        10–NGS–NRT–NDS–NAS–EPD–NET–NNT–NST–NTT–GFT–NWT
      Y        Y       Y                           Y       Y       Y       Y        Y       Y                       Y         Y       Y       Y                  Y       Y       Y       Y       Y
4–NGS–NRT–NDS–GAS–EPD–NET–NNT–NST–NTT–NFT–NWT        11–NGS–NRT–NDS–NAS–EPD–NET–NNT–NST–NTT–NFT–GWT 
      Y         Y       Y       Y                 Y       Y       Y        Y       Y       Y                                                                                         Y      Y      Y       Y
5–NGS–NRT–NDS–NAS–EPD–NET–NNT–NST–NTT–NFT–NWT        12–GGS–GRT–GDS–GAS–EPD–GET–GNT–NST–NTT–NFT–NWT 
      Y         Y       Y       Y                           Y       Y       Y       Y        Y                       Y        Y       Y       Y                   Y      Y      
6–NGS–NRT–NDS–NAS–EPD–GET–NNT–NST–NTT–NFT–NWT        13–NGS–NRT–NDS–NAS–EPD–NET–NNT–GST–GTT–GFT–GWT 
       Y        Y       Y       Y                  Y                Y       Y       Y        Y
7–NGS–NRT–NDS–NAS–EPD–NET–GNT–NST–NTT–NFT–NWT         14–GGS–GRT–GDS–GAS–EPD–GET–GNT–GST–GTT–GFT–GWT 

А

B

384
 N1 N2 N3 N4 * N6 N7 N8 N9 N10 N11 

718 746 

 417 423 430 448 476 543 540 556 576 623 645

Е2

Fig. 1. N-glycosylation sites of the HCV E2structural protein and its mutant variants. A – Positions of N1–N11 glycosyla-
tion sites in the polypeptide chain of E2. B – Mutant variants of glycoprotein E2 with modified (disrupted) glycosylation 
sites: 1, N1; 2, N2; 3, N3; 4, N4; 5, wild-type E2; 6, N6; 7, N7; 8, N8; 9, N9; 10, N10; 11, N11; 12, N1–N7(mL); 13, N8–
N11(mR); 14, N1–N11(ΣN). Glycosylation sites are marked with “Y”
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under the control of the cytomegalovirus promoter 
(CMV) carrying the cDNA of mutant E2 were con-
structed. Human cells HEK293T were transfected with 
the resulting vector DNA pFastBacMam-CЕ1Е2mut-
GFP encoding E2 with point mutations at the glycosyl-
ation sites N1, N2, N4, N8, N10, mL(N1–N7), mR(N8–
N11),and ∑N(N1–N11). Expression of the genes of 
mutant E2 proteins of HCV and the efficiency of their 
glycosylation in cells were assessed according to the 
level of synthesis of polypeptides CE1E2mutGFP using 
flow cytofluorometry and PAGE, followed by immu-
noblotting (Fig. 3A, 3B).

According to flow cytofluorometry data, the absence 
of N1 and N8 glycosylation sites in HCV E2 significant-
ly reduces GFP fluorescence, which attests to a de-
creased E2 synthesis in CE1E2mutGFP polypeptides in 
HEK293T cells compared to the control cells. The mu-
tation at the N10 site leads to an insignificant decrease 
in the synthesis of E2 glycoprotein. PAGE followed by 
immunoblotting revealed that mutant E2 variants were 
synthesized in mammalian cells and that the intensity 
of their synthesis depends on the presence of glycans 
at specific glycosylation sites of a protein. In addition, 
electrophoretic mobility of the proteins increased in 
proportion to the decrease in the number of glycosyl-
ation sites.

An analysis of the expression of the genes of mutant 
E2 proteins of HCV in E1E2 has revealed that the ab-
sence of glycans at any site except for N6 does not in-
fluence their synthesis in Sf9 cells (Fig. 4). 

Treatment of mutant HCV glycoproteins E2 with en-
doglycosidase H (Endo H) followed by Westernblotting 
has shown that mutant variants of the glycoprotein are 
sensitive to endoglycosidase activity (data are not pre-
sented), while glycosylation of the synthesized mutant 
glycoproteins occurs in insect cells. 

Influence of N-glycans of HCV glycoprotein 
E2 on the formation of a productive 
E1E2 complex in insect cells
We have shown that the assembly of HCV glycoprotein 
complexes E1E2 in insect cells depends on the disorder 
of the N1 and N5 glycosylation sites of glycoprotein E1, 
while mutations in other sites do not influence the as-
sembly [23]. In this study, the influence of the disorder 
of glycosylation sites in E2 on its folding and formation 
of E1E2 heterodimers in insect cells, identically to the 
case of mutant glycoprotein E1, was estimated by their 
interaction with calnexin and calreticulin (Fig. 5A–5C). 

An analysis of the expression of the genes of mutant 
HCV proteinsE2 inthe glycoprotein complexes E1E2 
in Sf9 insect cells has revealed that the noncovalent-
ly bound E1E2 complex is formed as in the case of the 

Fig. 2. Analysis of the gene expression of the mutant 
E2 proteins of HCV in Sf9 cells.Western blotting using 
anti-E2 antibodies following PAGE in 12% denaturing gel.
Lysates of cells infected with recombinant baculoviruses: 
wild-type E2 (WT) and E2 with mutations of the glycosyla-
tionsites N1; N2;N6; N9; N10; N1–N7(mL); N8–N11 (mR); 
N1–N11(ΣN; mutations of all sites); C – negative control 
(Hsp90). Here and in Figs. 3–9, numbers on the left side 
are the protein molecular weight marker, kDa. Mutant 
proteins are marked as E2*
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Fig. 3. Analysis of the gene expression of mutant E2 
proteinswithinthe HCV CE1E2polypeptide in mammalian 
cells. A – Flow cytofluorometry of HEK293T cells trans-
fected with the pFastBacMam CE1E2mutGFP plasmid. 
Relative values of fluorescence intensity are plotted on 
the Y axis,and E2 variants with mutations at the glycosyla-
tion sites N1, N2, N4, N8 N10, mL(N1–N7), mR (N8–N11), 
and ∑N(N1–N11) are indicated along the X axis; (B) PAGE 
in 8% denaturing gel and Western blotting of lysates of 
HEK293T cells transfected with pFastBacMamCE1E2GFP 
and synthesizing the following variants of E2: wild-type 
E2 (WT) and E2 with mutations of N1, N2, N4, N8, N10, 
N1N7(mL), N8–N11 (mR), and N1–N11(∑N, mutations of 
all E2 glycosylation sites) glycosylation sites using anti-E2 
antibodies; C – negative control (Hsp90). Mutant pro-
teins are marked as E2*
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Fig.4. Analysis of the gene expression of mutant E2 proteins as part of the HCV E1E2 polypeptide in Sf9 cells. Western 
Blotting using anti-E2 antibodies following PAGE in 10% denaturing gel. Lysates of cells infected with recombinant bac-
ulovirus synthesizing E2 as part of E1E2: wild-type E2 (WT) and E2 with mutations of the glycosylation sites N1; N2; N3; 
N4; N6; N7; N8; N9; N10; N11; N1–N7(mL); N8–N11(mR); N1–N11(∑N; mutations of all glycosylation sites); C – nega-
tive control (Hsp90). Mutant proteins are marked as E2*
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Fig. 5. Analysis of the gene expression of mutant E2 proteins in Sf9 cells.A – Western blotting with anti-calnexin anti-
bodies following PAGE in 12% denaturing gel after preliminary immunoprecipitation with anti-E2 antibodies. Lysates 
of cells infected with recombinant baculovirus producing wild-type E2 (WT) and E2 with mutations of the glycosylation 
sites N1; N2; N3; N4; N6; N7; N8; N9; N10; N11; N1–N7(mL); N8–N11 (mR); N1–N11(∑N;mutations of all E2 glycosyl-
ation sites). Western blotting using antibodies to (B) calnexin and (C) calreticulin following PAGE in 10% denaturing 
gel. Lysates of cells infected with recombinant baculovirus synthesizing mutant E2 as part of E1E2. C –negative control 
(Hsp90). Mutant proteins are marked as E2*
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expression of wild-type E2 if one of the glycosylation 
sites is disrupted (N3, N4, N7, or N8). Mutant E2 con-
taining neither the N9 nor N10 site have a moderate 
effect on the assembly of HCV envelope glycoproteins. 
The interaction between heterodimers and calnexinis 
enhanced, and the assembly of the productive E1E2 
complex is disrupted as the number of damaged sites 
(N1–N7(mL) and N8–N11(mR)) decreases. Aggregates 
of misfolded E1E2 dimers formed by the E2 protein 
with mutations at all glycosylation sites do not interact 
with calnexin. Interestingly, the assembly of the non-
covalently bound E1E2 complex is also disrupted when 
one of the sites (N1, N2, or N10) is damaged. Mutations 
at these glycosylation sites in E2 apparently interfere 
with the formation of a properconformation of the pro-
teins forming the functional E1E2 complex.

Influence of N-glycans of HCV glycoprotein 
E2 on the formation of virus-like 
particles in Sf9 and HEK293T cells
It was shown that the synthesis of the structural pro-
teins C (core), E1, and E2 of HCV in insect cells is ac-
companied by the formation of virus-like particles. We 
have previously shown that the recombinant struc-
tural proteins of HCV (including mutant E1 protein) 
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Fig. 6. Analysis of the 
gene expression of 
mutant E2 proteins as 
part of HCV CE1E2 in 
Sf9 cells. PAGE in 12% 
denaturing gel followed 
by Western blotting 
using anti-E2 antibodies 
(A) and anti-E2 anti-
bodies after preliminary 
immunoprecipitation with 
antibodies to calnexin 
(B) and calreticulin (C). 
Lysates of cells infected 
with recombinant bac-
ulovirus synthesizing E2 
as part of HCV CE1E2: 
wild-type E2 (WT) and 
E2 with mutations at the 
glycosylation sites N1; 
N2; N3; N4; N6; N7; 
N8; N9; N10; N11; N1–
N7(mL); N8–N11 (mR); 
N1–N11(∑N;mutations 
of all E2 glycosylation 
sites). C –negative 
control (Hsp90). Mutant 
proteins are marked as 
E2*

synthesized in insect cells are incorporated into the ER 
membranes where their folding, generation of E1E2, 
and formation of VLPs occur. Formation of VLPs in mi-
crosomal fractions with Sf9 insect cells infected with 
recombinant baculoviruses having been removed was 
detected using electron microscopy [20]. We revealed 
that the absence of glycans at the glycosylation sites 
of the E1 protein does not influence the formation of 
VLPs in insect cells [23]. An analysis of the expression 
of the genes of mutant E2 proteins of HCV as part of 
CE1E2 in Sf9 insect cells showed that disruption of 
glycosylation sites in various combinations (except for 
the N6 site) has no effect on their synthesis, while the 
electrophoretic mobility of mutant proteins increases in 
proportion to the reduction in the number of glycosyla-
tion sites (Fig. 6A). 

Mutations introduced at the N3, N4, N7, N8, N9, N11 
glycosylation sites of E2 do not interfere with glycopro-
tein folding as part of HCV CE1E2 in Sf9 cells. Mean-
while, the modification of the N1, N2, and N10 sites 
disrupts the assembly, leading to the formation of un-
productive E1E2 heterodimers and their misfoldingin 
VLPs (Fig. 6B, 6C). The formation of misfolded glycopro-
tein aggregates does not interfere with the formation of 
HCV VLPs in insect cells, but apparently it leads to the 
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Fig. 7. Analysis of the gene expression 
of mutant E2 proteins as part of HCV 
CE1E2 in mammalian HEK293T cells.
Western blotting using antibodies to 
calnexin (A) and calreticulin (B) following 
PAGE in 10% denaturing gel. Lysates of 
cells infected with recombinant plas-
mid DNA pFastBacMam CE1E2GFP 
synthesizing E2 with mutations at the 
glycosylation sites N1; N2; N4; N8; 
N10; N1–N7(mL); N8–N11 (mR); and 
N1–N11(∑N; mutations of all E2 gly-
cosylation sites). WT – wild-type E2; 
C – negative control (Hsp90). Mutant 
proteins are marked as E2*
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formation of defective virus particles that differ from 
natural ones. An analysis of the expression of the genes 
of HCV mutant E2 proteins in CE1E2 in both HEK293T 
and Sf9 cells showed that proper folding of glycoproteins 
in HCV CE1E2 is not disrupted upon formation of the E2 
protein without either the N4 or N8 glycosylation site. In 
addition, the interaction between the resulting heterod-
imers and calnexin decreases, while the interaction with 
calreticulin increases with a rising number of damaged 
N1–N7(mL) or N8–N11(mR) glycosylation sites in E2. 
The dimers formed by E2 with mutations at all glycosyl-
ation sites (∑N) interact with calreticulin. Interestingly, 
the assembly of the productive E1E2 complex and its 
folding in VLPs are disrupted as a result of the damage 
to the E2 N1, N2, and partially N10 glycosylation sites 
both in mammalian and insect cells (Fig. 7A, 7B).

The absence of carbohydrate chains at thee N1, N2 
sites and,to a smaller extent, at the N10 site of the E2 
glycoproteinseems, play an essential role in the mis-
folding of the proteins of the HCV VLP functional com-
plex, thus impeding the formation of mature virus par-
ticles [24]. 

We have previously demonstrated the formation of 
HCV VLPs in insect cells using Western blotting with 
anti-HCV antibodies and electron microscopy. To de-
termine the biophysical characteristics of HCV VLPs 
obtained in mammalian cells, VLPs were purified and 
concentrated by centrifugation over a cushion of 30% 
sucrose at 23,000 g. The VLP precipitate was then ana-
lyzed by sucrose gradient centrifugation as described in 
the Materials and Methods section. The collected frac-
tions were analyzed by Western blotting using antibod-
ies to the structural proteins (Fig. 8A–8C).

Immunoblotting using antibodies to the proteins C 
and E2 revealed that VLPs are contained in all frac-
tions at a density of 1.14–1.16 g/cm3. This fact can be 
an indication that RNA fragments are present in VLPs 
[25].

RT-PCR on total RNA isolated from insect cells in-
fected with recombinant baculovirus bv-CE1E2mut 
with primers for the genes of the HCV proteins C and 
E2 revealed fragments of structural proteins (data 
are not presented). Similar results were obtained for 
HEK293T cells. Thus, N-glycans of HCV glycoprotein 

Fig. 8. Analysis of HCV-like particles isolated from HEK293T cells by centrifugation in sucrose gradient. Western blotting 
of ten VLP fractions, top-to-bottom, with antibodies to HCV core and E2 proteins following PAGE in 10% denaturing 
gel. HEK293T cells were transfected with recombinant DNA pFastBacMamCE1E2-GFP: intact DNA (A) andDNA with 
mutations at the glycosylation siteN1of Е2 (B) or in all E2 glycosylation sites (C)
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Fig. 9. Binding of mutant E2 proteins within recombinant 
HCV-like particles to Huh-7 cells, either treated with an-
ti-CD81 antibodies or not. Western blotting of mutant E2 
proteins using anti-E2 antibodies following PAGE in 10% 
denaturing gel. Lysates of Huh-7 cells after incubation 
with VLPs isolated from Sf9 insect cells afterbeing infected 
with recombinant baculoviruses synthesizing E2 as part of 
CE1E2: wild-type E2 (WT) and E2 with mutations of the 
glycosylation sites N1; N2; N10; N1–N11 (∑N; mutations 
of all E2 glycosylation sites); WT+Ab CD81 and N1+Ab 
CD81, Huh-7 cells after pre-incubation with Ab CD81; C – 
negative control (Huh-7). Mutant proteins are marked as 
E2*
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E2 do not influence the synthesis of RNA of structural 
proteins in insect and mammalian cells and probably 
do not affect the incorporation of these RNA into vi-
rus-like particles.

Influence of CD81 receptor on binding of 
recombinant HCV VLPs to Huh7.0 hepatoma cells
We have studied binding of HCV VLPs carrying mu-
tant E2 proteins to Huh7.0 cells. Huh7.0 cells treated 
and untreated with specific anti-CD81 antibodies were 
incubated with VLPs derived from insect cells. After 
incubation with antibodies, binding of mutant E2 pro-
teins to the cells was analyzed using Western blotting 
(Fig. 9). The working concentration of Ab CD81 was 
preliminarily determined (20 µg/ml) [26]. 

It was shown that HCV VLPs formed in insect cells 
and containing mutants of the E2 protein are bound to 
Huh7.0 cells regardless of whether the CD81 receptor 
is present on their surface or not. Helleet al. [26] have 
demonstrated that mutant E2 proteins as part of vi-
rus particles bind to HepG2, Huh7.0 cells in a CD81-de-
pendent manner. It is understood that the influence of 
the CD81 receptor on the binding HCV virus particles 
to different cell types (HepG2, Huh7.0, NKNT-3, Molt-
4) manifests itself in different ways [27].

CONCLUSIONS
Glycosylation of viral envelope proteins in an infect-
ed cell is the crucial stage in the morphogenesis of the 
hepatitis C virus, determining proper virion assem-
bly. We have demonstrated that HCV envelope pro-
teins synthesized in insect and mammalian cells, and 
in particular the E2 protein containing mutations at 
the glycosylation sites, are incorporated into the ER 
membranes, where their folding, formation of the 
E1E2 complex, and virus-like particles take place. In-
vestigation of the role of the glycosylation of envelope 
proteins in the morphogenesis of the hepatitis C vi-
rus (genotype 1b strain 274933RU) revealed that dis-
ruption of the single glycosylation sites N1 and N8 of 
HCV protein E2 (as well as the N1 and N5 sites of HCV 
protein E1) enhances the expression of these proteins 
in mammalian cells in contrast to expression in insect 
cells. It was revealed for the first time that disruption 
of the N1, N2, and N10 glycosylation sites of the E2 
protein (as well as the N1 and N5 sites of HCV protein 
E1) influences the formation of functional E1E2 het-
erodimers. Unproductive dimers are predominantly 

formed at these sites in the absence of glycans, while 
it does not impede the formation of HCV VLPs both 
in Sf9 insect and HEK293T human cells. We have put 
forward a hypothesis that the resulting virus-like par-
ticles with misfolded glycoproteins are defective and 
incapable of infecting target cells. These findings show 
that RNA-containing virus-like particles are formed 
with a density of 1.14–1.16 g/cm3 in Sf9 and HEK293T 
cells. It has been demonstrated that N-glycans of HCV 
glycoproteins have no effect on the synthesis of RNA 
structural proteins in insect and mammalian cells and 
perhaps on their incorporation into virus-like particles. 
We have shown that HCV virus-like particles synthe-
sized in insect cells are bound to Huh7.0 hepatoma cells 
through the CD81-independent route. 
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ABSTRACT We have developed and synthesized nanobiocomposite materials based on graphene, poly(3,4-ethylen-
edioxythiophene), and glucose oxidase immobilized on the surface of various nanomaterials (gold nanoparticles 
and multi-walled carbon nanotubes) of different sizes (carbon nanotubes of different diameters). Comparative 
studies of the possible influence of the nanomaterial’s nature on the bioelectrocatalytic characteristics of glu-
cose-oxidizing bioanodes in a neutral phosphate buffer solution demonstrated that the bioelectrocatalytic cur-
rent densities of nanocomposite-based bioanodes are only weakly dependent on the size of the nanomaterial and 
are primarily defined by its nature. The developed nanobiocomposites are promising materials for new bioelec-
tronic devices due to the ease in adjusting their capacitive and bioelectrocatalytic characteristics, which allows 
one to use them for the production of dual-function electrodes: i.e., electrodes which are capable of generating 
and storing electric power simultaneously.
KEYWORDS glucose oxidase, graphene, conducting organic polymer, carbon nanotubes, nanobiocomposite/dou-
ble function electrode.
ABBREVIATIONS ACN – acetonitrile; GE – gelatin; EDOT – 3,4-ethylenedioxythiophene; PEDOT – poly(3,4-eth-
ylenedioxythiophene); PEG – polyethylene glycol; GA – glutaraldehyde; TTF – tetrathiafulvalene; TCNQ – 
7,7,8,8-tetracyanoquinodimethane; THF – tetrahydrofuran; GOx – glucose oxidase; AuNP – gold nanoparticles; 
GR – graphene; CNT – carbon nanotubes; SCE – saturated calomel electrode; SEM – scanning electron micros-
copy; Au – gold electrode; CTC – charge transfer complex; PB – phosphate buffer; j – bioelectrocatalytic current 
density; CV – cyclic voltammogram.

INTRODUCTION
Nanobiocomposite materials are increasingly in use in 
various fields of science and technology, including new 
biomedical technologies [1]. Modern bioelectronic nano-
composite-based devices (biosensors, biofuel elements, 
biobatteries, etc.) can be used for continuous monitor-
ing of an organism’s state, for targeting organs and tis-
sues, as well as for spot delivery of drugs. Comparative 
studies of the particular features of the performance 
of nanobiocomposites in buffer solutions and complex 
human physiological fluids provide the foundation for 
the development of highly efficient and stable bioelec-
tronics for biomedical applications. This work discuss-
es the production of novel nanobiocomposite materials 
based on graphene, poly(3,4-ethylenedioxythiophene), 
and glucose oxidase immobilized on the surface of na-

nomaterials of different nature (gold nanoparticles 
and multi-walled carbon nanotubes) and sizes (carbon 
nanotubes of different diameters) and examines their 
properties under near-physiological conditions. 

MATERIALS AND METHODS

Materials and Methods
Na
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, LiClO

4
, sodium citrate, acetonitrile (≥ 99.9%, 

ACN), toluene (≥ 99.8%), gelatin (GE), D-glucose, 
3,4-ethylenedioxythiophene (EDOT), polyethyl-
ene glycol (PEG), 25% glutaraldehyde solution (GA), 
tetrathiafulvalene (TTF), 7,7,8,8-tetracyanoquinodi-
methane (TCNQ), tetrahydrofuran (THF), and glucose 
oxidase (GOx) from Aspergillus niger were purchased 
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from Sigma-Aldrich (USA) and used without further 
purification. Ethanol (95%) and argon were purchased 
from Kemetyl AB (Sweden) and AGA Gas AB (Swe-
den), respectively. All solutions were prepared using 
deionized water (18 MΩ·cm) produced using a PURE-
LAB UHQ II system from ELGA Labwater (UK). 

Nanobiocomposites were synthesized using gold 
nanoparticles (AuNP) with a diameter of 20 nm and 
three types of carbon nanomaterials: graphene (GR, 
1.6 nm thick, less than three carbon monolayers) and 
two types of multi-walled carbon nanotubes (CNT): 
CNT

1
 (outer diameter of 10–15 nm, inner diameter of 

2–6 nm, length of 0.1–10 µm) and CNT
2
 (outer diameter 

of 20–30 nm, inner diameter of 1–2 nm, length of 0.5–2 
µm). GR was purchased from Graphene Supermarket 
(USA); CNT, from Sigma-Aldrich (USA). AuNP were 
synthesized by the method described in [2], using so-
dium citrate as a reductant. 50 mL of a 250 µM HAuCl

4
 

solution was brought to a boil under constant stirring, 
and 750 µL of an aqueous 1 wt. % sodium citrate solu-

tion was added. After the addition of sodium citrate, 
the mixture was incubated for 10 min under constant 
stirring without heating. The resultant AuNP suspen-
sion was cooled to room temperature and concentrated 
(50-fold) by centrifugation at 10,000 g for 30 min [3]; 
98% of the supernatant was removed, and the AuNP 
precipitate was re-suspended using sonication.

Electrochemical measurements were performed 
using a µAutolab Type III/FRA2 potentiostat/galva-
nostat (Metrohm Autolab BV, Netherlands) using a 
three-electrode circuit with a saturated calomel refer-
ence electrode (242 mV vs. normal hydrogen electrode, 
NHE) and a platinum wire as an auxiliary electrode. 
All potentials are reported with respect to SCE, unless 
specified otherwise.

Sonication was performed on an Ultrasonic Clean-
er XB2 bath (VWR International Ltd., UK). Scanning 
electron microscopy (SEM) images were obtained using 
a EVO LS 10 high-resolution scanning electron micro-
scope from Zeiss (Germany).

Production of nanobiocomposite 
material-based electrodes
Polycrystalline gold disc electrodes from Bioanalytical 
Systems (USA) with a geometric surface area of 0.031 
cm2 were mechanically cleaned through polishing with 
Microcloth paper (Buehler, UK) in an aluminum oxide 
suspension with a particle size of 0.1 µm (Struers, Den-
mark). The electrodes were further washed with deion-
ized water, sonicated in ethanol for 5 min to remove 
residual aluminum oxide particles, and electrochem-
ically cleaned through cycling in 0.5 M H

2
SO

4
 using a 

range of potentials from –0.2 to +1.7 V for 20 cycles at 
a scan rate of 0.1 V/s, washed with water, and dried in 
an airflow.

1 μm

Fig. 2. SEM image of the surface of the Au|PEDOT/
GR|TCNQ/TTF|CNT

1
/GOx electrode

A

B

1 μm

1 μm

Fig. 1. SEM images of the surfaces of (A) Au|PEDOT/GR 
and (B) Au|PEDOT/GR|TCNQ/TTF electrodes
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Poly(3,4-ethylenedioxythiophene)/graphite 
(PEDOT/GR) nanocomposite was synthesized on Au 
surface by potentiodynamic cycling in a range of po-
tentials from 200 to 1,300 mV (1 cycle at 100 mV/s) in 
0.1 M phosphate buffered saline (PBS, pH 7.4) contain-
ing 20 mM EDOT, 1 mM PEG, 0.1 M LiClO

4
 and GR at 

a GR : EDOT weight ratio of 1:5 [4]. Prior to electropo-
lymerization, the mixture was sonicated for 1 h to ob-
tain a stable suspension and then purged with argon 
for 20 min to remove oxygen. The resulting layer of 
PEDOT/GR was sufficiently homogeneous with only 
minor defects filled with polymer (Fig. 1A).

The charge-transfer complex (CTC) TCNQ/TTF, a 
known mediator to ensure contact between the elec-
trode and the immobilized GOx (see below), was syn-

thesized on the surface of the composite PEDOT/GR 
material [4]. TCNQ and TTF were dissolved in THF and 
ACN, respectively, to obtain solutions with a concen-
tration of 1.2 mg/mL. The TCNQ (1 µL) and TTF (2 µL) 
solutions were mixed on the surface of the PEDOT/GR 
composite; the excess unreacted TTF was washed 
away with ACN after the CTC crystallization process 
had been completed. The resulting CTC crystals had a 
characteristic needle-like shape, which is in accordance 
with the data in [5], but were rather unevenly distrib-
uted over the electrode surface, forming islands corre-
sponding to the crystallization centers (Fig. 1B).

2 µL of nanomaterial suspension (CNT or AuNP) 
was applied to the surface of the TCNQ/TTF complex. 
To obtain a stable suspension, 1 mg of CNT was mixed 

Fig. 3. CVs of bioanodes submerged in PBS. Au|PEDOT/GR|TCNQ/TTF|GOx|GE (A), Au|PEDOT/GR|TCNQ/TTF|Na-
nomaterial/GOx|GE (B-D), PB without glucose (dashed line), and PB with glucose (solid line), mmol L-1. 0.05 (red), 5 
(green) and 50 (blue). Nanomaterial: CNT

1
 (B), CNT

2
 (B), AuNP (D)
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with 1 mL of toluene; the AuNP concentrate was 10-
fold diluted with deionized water; the mixtures ob-
tained were sonicated for 20 min. 

To perform biomodification of the resulting na-
nobiocomposites, PEDOT/GR|TCNQ/TTF|CNT and 
PEDOT/GR|TCNQ/TTF|AuNP, 2 µL of a GOx solution 
(10 mg/mL in PBS) was applied to the electrode sur-
face and kept at +4 °C for 1 h. To evaluate the influence 
of the nanomaterial on the biocatalytic properties of 
the electrode, a PEDOT/GR|TCNQ/TTF|GOx biocom-
posite was produced with the enzyme immobilized di-
rectly on the CTC surface. The SEM image of the PE-
DOT/GR|TCNQ/TTF|CNT

1
/GOx nanobiocomposite 

surface is shown in Fig. 2. Remarkably, the surface is 
well developed and the CNT

1
/GOx layer is sufficiently 

homogeneous and evenly coats the CTC.
2 mL of a gelatin solution in water (2.5 wt. %) was ap-

plied to the electrode surface to stabilize the resultant 
structure, followed by drying for 1 h at room temper-
ature. The electrodes were subsequently immersed in 
an aqueous GA solution (5 wt. %) for 60 s and washed 
with water.

RESULTS AND DISCUSSION
The biocatalytic properties of the designed electrodes 
were studied in 0.1 M PB in a range of potentials 
from –0.2 to 0.2 V relative to the SCE at a scan rate of 
10 mV/s. The cyclic voltammograms (CV) of the bioan-
odes with different structures are shown in Fig. 3.

The capacity of the produced electrodes is independ-
ent of the presence of nanocomposite and ranges from 
1.5 to 2.5 mF/cm2 for all types of structures. It should be 
noted that it is easy to modify the capacity of the nano-
biocomposites both during the PEDOT/GR synthesis 
(the number of electropolymerization cycles) and when 
designing nanobiocomposites. This feature allows one 
to use the developed materials to design and optimize 
hybrid bioelectrodes with dual functions: generation 
and storage of electrical power [6].

The data show that a pronounced bioelectrocatalytic 
response with an initial potential of glucose electroox-

idation ca. 0 V, increasing with the glucose concentra-
tion rising to 50 mM, was recorded for all electrodes in 
glucose-containing PBS, which is consistent with the 
published data for CTC/GOx systems [7].

T h e  b i o c a t a l y t i c  c u r r e n t  d e n s i t y  ( j )  o f 
Au|PEDOT/GR|TCNQ/TTF|GOx|GE electrodes was 
low compared to the samples containing nanomaterial, 
which can be attributed to the uneven distribution of 
CTC over the electrode surface (Fig. 1B). Enzyme ad-
sorption on the CTC surface blocks the mediating elec-
tron transfer for the GOx molecules adsorbed onto the 
PEDOT/GR nanocomposite and, therefore, reduces the 
proportion of the bioelectrochemically active enzyme.

In the case of Au|PEDOT/GR|TTF/TCNQ|nanoma-
terial/GOx|GE electrodes, the experimental value of j 
was 229 ± 13 and 251 ± 15 µA/cm2 for CNT

1
 and CNT

2
 

as a nanomaterial, respectively, and 175 ± 8 µA/cm2 for 
AuNP, under conditions similar to those for bioanodes 
containing no nanomaterials. The j value was ca. 10% 
higher for CNT

2
-based electrodes than for those based 

on CNT
1
, which is in agreement with the difference 

in the capacity of Au|PEDOT/GR|TCNQ/TTF|CNT
1
/

GOx|GE and Au|PEDOT/GR|TCNQ/TTF|CNT
2
/GOx/

GE (1.63 ± 0.05 and 1.85 ± 0.05 mF/cm2, respectively). 
The higher j values in the case of CNT

2
 can be attribut-

ed to a larger specific surface area rather than to better 
conditions for enzyme immobilization. This fact is con-
sistent with the data obtained previously for bilirubin 
oxidase adsorbed onto the surface of modified AuNP 
with different diameters exceeding the enzyme size [8].

CONCLUSIONS
Our research resulted in the development of multi-
component nanobiocomposites with the possibility of 
controlled regulation of their capacitive and bioelec-
trocatalytic parameters. The material obtained can be 
used to create modern bioelectronic devices which are 
fully operational under near-physiological conditions. 

This study was supported by a Russian Science 
Foundation grant (project № 14-14-00530).
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ABSTRACT It has recently been shown that the NlpD lipoprotein is essential to Yersinia pestis virulence and that 
subcutaneous administration of the nlpD mutant could protect mice against bubonic and pneumonic plague 
better than the EV vaccine strain [PLoS One 2009. V. 4. № 9. e7023]. In this study, similar ∆nlpD mutants were 
generated on the basis of other Y. pestis parent strains, including strains from the subspecies microtus, which 
is avirulent to guinea pigs and humans. Comparative testing confirmed that immunization of mice with ∆nlpD 
mutants induces immunity 105 times more potent than the one induced by the administration of the EV vaccine 
strain. At the same time, NlpD- bacteria failed to protect guinea pigs in the case of a subcutaneous challenge with 
Y. pestis, inducing a 106 times less potent protection compared with that conferred by immunization with the EV 
vaccine strain. The possible causes of the observed phenomena are discussed. 
KEYWORDS Yersinia pestis, ∆nlpD mutant, selectivity of protective potency, live plague vaccine.
ABBREVIATIONS SCPM-Obolensk – State Collection of Pathogenic Microbes and Cell Cultures on the base of 
State Research Center for Applied Microbiology and Biotechnology; SRCAMB – State Research Center for Ap-
plied Microbiology and Biotechnology; II – index of immunity; ELISA – enzyme-linked immunosorbent assay; 
CFU – colony-forming unit; LPS – lipopolysaccharide; CS – current study; CCIARISFE– Culture Collection of 
Irkutsk Antiplague Research Institute of Siberia and Far East; PHAT – passive hemagglutination test; DCL 
(LD100) – absolutely lethal dose (dosis certa letalis); ImD50 – immunizing dose protecting 50% of infected animals 
from death; LB – Luria-Bertani broth; LD50 – dose lethal for 50 % of infected animals.

INTRODUCTION
Live vaccines stimulate not only humoral, but also 
cell-mediated immunity, which, in some species, 
plays the leading role in the immunogenesis of plague 
[1–8]. Furthermore, live vaccines constructed on the 
basis of attenuated strains contain not merely one or 
two immunodominant antigens, but a whole range of 
complex (protein complexes with lipopolysaccharides 
(LPS), etc.) conformationally labile and minor antigens, 
which ensure induction of a “heterogeneous” immune 
response after a single immunization. This immune re-
sponse can protect different species of animals against 
bacterial pathogens, including bacteria with partially 
altered antigenic specificity, in case of both subcuta-
neous and aerosol administrations [3, 7–11]. However, 
a commercial live plague vaccine created on the basis 
of the Yersinia pestis EV strain can cause local and sys-
temic adverse reactions of varying severity in 5–29% 
of subjects with a normal immune status, regardless of 
route of administration [1, 2, 12, 13]. Therefore, studies 
aimed at creating live plague vaccines based on pre-

cisely attenuated strains of Y. pestis with superior im-
munogenicity and reduced reactogenicity compared 
to those of the commercial EV vaccine strain remain 
relevant [2, 8, 14–19].

Potential target genes for the attenuation of viru-
lent strains are either selected (i) by random muta-
genesis with individually labeled transposons [20], (ii) 
using reverse vaccinology techniques [21–23] or (iii) 
chosen by investigating analogs of genes from other 
bacterial pathogens, whose mutations had been pre-
viously shown to reduce virulence [24]. For example, 
a relationship has been established in the past decade 
between the expression of the nlpD/lppB (novel lipo-
protein D/lipoprotein B) family of genes and survival 
of some gram-negative bacteria in a stressful environ-
ment, as well as their pathogenicity [18, 25, 26]. It has 
been shown [14] that lipoprotein NlpD is essential for 
virulence of the plague pathogen Y. pestis in case of 
subcutaneous and aerosol administration. Moreover, 
immunization of mice by 105 CFU of ∆nlpD-mutant of 
Y. pestis Kimberley53 strain, followed by administra-
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tion of 105 LD
50

 of the wild-type Kimberley53 strain 
(1 LD

50
 = 1–3 CFU) resulted in a 100% survival rate, 

whereas the EV vaccine strain protected only 10% of 
the animals against death.

The purpose of this study was to construct ∆nlpD 
mutants of other parental Y. pestis strains, including 
strains of subsp. microtus, which are avirulent for guin-
ea pigs and humans, and to evaluate their protective 
potency in mice and guinea pigs.

MATERIALS AND METHODS

Bacterial strains used in the study and their character-
istics are listed in Table 1. Strains of Y. pestis and Escher-
ichia coli were grown in liquid or solid Hottinger culture 
media (various batches prepared in the SRCAMB) and 
LB (1% tryptone, 0.5% yeast extract, 1% sodium chloride) 

at pH 7.2. Selection of cells containing recombinant plas-
mids was carried out in the media supplemented with 
antibiotics ampicillin (100 µg/mL), chloramphenicol 
(10 µg/mL), and polymyxin B (100 µg/mL). Strains of 
Y. pestis for the immunization and infection of animals 
were grown at 28 °C for 48 h.

Mutagenesis
Y. pestis mutants were constructed by homolo-
gous recombination with a recombinant plasmid 
pCVD442-∆nlpD::cat based on the suicide vector 
pCVD442 [30], in which a portion of the cloned coding 
sequence of the nlpD gene (nucleotides 112–318) was 
replaced with the cat gene from pKD3 plasmid [31] 
(Figure).

pCVD442-∆nlpD::cat plasmid from a donor E. coli 
S17-1 λpir strain was transferred into a recipient wild 
type Y. pestis strain (231, I-3455 or I-2359) by conjuga-
tion. Elimination of the suicide vector and selection of 
Y. pestis clones were performed in the presence of 5% 
sucrose and chloramphenicol [30]. The chlorampheni-
col resistance gene was removed using pCP20 plasmid 
[31] (Figure). pCP20 plasmid was removed by culturing 
bacteria at 40оC in a medium containing 2.5 mM of cal-
cium chloride overnight. Clones that had lost resistance 
to the both ampicillin (100 µg/mL) and chlorampheni-
col (20 µg/mL) were selected. The accuracy of recom-
bination was monitored by a polymerase chain reaction.

Microscopic studies and bacteriological assays
Microscopic studies, the rates of growth and lysis of 
cultures by plague bacteriophage L-413C, fibrinolytic 

Table 1. Characteristics of the microorganism strains used in the study

Strain Characteristics Source of the strain and/
or  reference* 

Y. pestis
EV NIIEG line pFra+pCad+pPst+∆pgm (subsp. pestis bv. orientalis), vaccine strain SCPM-Obolensk

231 pFra+pCad+pPst+Pgm+  (subsp. pestis bv. antiqua), wild type SCPM-Obolensk
231∆nlpD ∆nlpD mutant of 231 CS

I-3455 pFra+pCad+pPst+Pgm+ (subsp. microtus, bv. altaica)**, wild type CCIARISFE
I-3455∆nlpD ∆nlpD mutant of I-3455 CS

I-2359 pFra+pCad+pPst+Pgm+ (subsp. microtus, bv. altaica), wild type CCIARISFE
I-2359∆nlpD ∆nlpD mutant of I-2359 CS

E. coli

DH5α λpir F-, λ-, recA1, endA1, gyrA96, thi-1, hsdR17(r
K
-,

 
m

K
+), supE44, recA1 [27] 

S17-1 λpir thi pro hsdR- hsdM+ recA RP4 2-Tc::Mu-Km::Tn7(TpR SmR PmS) [28] 

* SCPM-Obolensk, State Collection of Pathogenic Microorganisms and Cell Cultures of the State Research Center for 
Applied Microbiology and Biotechnology (Rospotrebnadzor); CCIARISFE, Culture Collection of the Irkutsk Antiplague 
Research Institute of Siberia and Far East (Rospotrebnadzor).
** Names of Y. pestis subspecies and biovars as proposed in [29].

Construction of Y. pestis ∆nlpD mutants. Detailed de-
scription of the strategy is given in [30, 31]

Интактный ген nlpD 

      surE     pcm        nlpD        rpoS 

Замена части гена nlpD на ген cat, фланкированный локусами FRT  

      surE     pcm FRT    cat  FRT    nlpD     rpoS 

Удаление гена cat 

     surE     pcm FRT      nlpD        rpoS  

Intact nlpD gene

Deletion of the cat gene

Replacement of a fragment of the nlpD gene with the cat gene flanked by FRT loci
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and plasma-coagulase activities, pigmentation pheno-
type, and plasmid profile were assayed as described in 
[14, 32–34].

Immunochemical studies
F1 titers in Y. pestis strains under study were deter-
mined by a passive hemagglutination test as described 
in [35].

Antibody titers against F1 and LcrV antigens in the 
sera of animals immunized for evaluation of the im-
munity index (see below) were determined by indirect 
ELISA on day 21 after subcutaneous administration 
of the constructed and control strains. Antibody ti-
ters were determined individually in five randomly 
selected animals in each group of 40 animals immu-
nized with one of the constructed or control strains, 
followed by calculation of the mean titer in the group. 
The titer value was defined as the highest dilution of 
specific antisera that corresponded to the optical den-
sity of the substrate solution at a wavelength of 492 
nm, which was 0.1 higher than the value observed for 
the same dilution of the control [36]. The difference 
between the theoretical and experimental values of 
А

492
 was calculated and plotted versus appropriate di-

lutions of antisera, which were fitted by a polynomial 
function.

Safety of Y. pestis strains
The safety of the constructed Y. pestis strains in BAL-
B/c mice and guinea pigs was assessed as described in 
[35]. Cultures of Y. pestis strains under study were ad-
ministered subcutaneously to mice (18–20 g) at a dose 
of 102, 103, 105 and 107 CFU (10 mice per dose) and five 
guinea pigs (180–200 g) at a dose of 1.5× 1010 CFU. 

Evaluation of immunogenic potency of vaccine can-
didates was performed in accordance with the Meth-
odological Guidelines [35]. The immunogenicity of the 
constructed strains was assessed by their ImD

50
 values. 

Guinea pigs (10 animals per group) were immunized 
subcutaneously in the upper third of the right femur 
by two-day-old agar cultures of the strains under study 
at doses of 4×10, 2×102, 1×103 and 5×103 CFU in a total 
volume of 0.5 mL. BALB/c mice (10 animals per group) 
were immunized subcutaneously with 2×102, 1×103, 
5×103 and 2.5×104 CFU in a total volume of 0.2 mL. The 
animals were challenged in the upper third of the left 
femur on day 21 after subcutaneous immunization at a 
dose corresponding to 200 DCL (LD

100
) of a virulent Y. 

pestis strain (in our experiments, 1 DCL was equal to 
10 CFU in mice and 100 CFU in guinea pigs). Infected 
animals were kept under observation for 20 days. An-
imals that succumbed to infection were sacrificed and 
examined bacteriologically.

The intensity of immunity (immunity index), i.e., the 
vaccine’s ability to protect animals against death after 
administration of high doses of virulent strains on day 
21 after the immunization, was calculated using the fol-
lowing formula: 

                                 II = 
LD

50imm

LD
50naï

, (1)

where II is the immunity index; LD
50imm

 is LD
50

 for 
animals immunized with a strain under study, CFU; 
and LD

50naï  is LD
50

 for naïve animals, CFU [35]. 
To determine the immunity index, the animals were 

immunized subcutaneously with two-day-old agar cul-
tures of the constructed and control strains (40 guinea 
pigs and 40 mice per strain): guinea pigs at a dose of 
5×103 CFU in 0.5 mL, BALB/c mice at a dose of 104 CFU 
in 0.2 mL. On day 21 after the immunization, the ani-
mals were infected with a virulent Y. pestis 231 strain 
at four doses: 102, 104, 106, and 108 CFU (guinea pigs in 
a volume of 0.5 ml, mice in a volume of 0.2 mL). Naïve 
(control) animals were simultaneously infected at doses 
of 1, 5, 25, and 125 CFU in the same volume as the im-
munized ones. Infected animals were kept under obser-
vation for 20 days. Animals that succumbed to infection 
were sacrificed and examined bacteriologically.

Statistical methods
ImD

50
 values of nlpD strains and LD

50
 of the virulent 

strain for immunized and naïve animals, as well as the 
corresponding confidence intervals (95% level of confi-
dence), were calculated using the Kärber method [37].

RESULTS

Construction and characterization of NlpD- 

variants of virulent Y. pestis strains
231∆nlpD, I-2359∆nlpD, and I-3455∆nlpD mutants 
without antibiotic resistance genes were obtained by 
site-directed mutagenesis of the nlpD gene in Y. pestis 
subsp. pestis strain 231 and two subsp. microtus bv. al-
taica strains I-2359 and I-3455, respectively, followed 
by deletion of the chloramphenicol resistance marker.

Microscope analyses of Gram-stained smears pre-
pared from 231∆nlpD, I-2359∆nlpD, and I-3455∆nlpD 
strains revealed that culturing of the mutant strains at 
28°C results in the formation of undivided chains con-
taining an average of 8.2±3.6 cells/chain as opposed to 
aggregative morphology of cultures of the parent Y. 
pestis 231, I-2359, and I-3455 strains. Elevation of the 
culturing temperature to 37°C reduced the mean num-
ber of mutant cells per chain to 4±2.5 for ∆nlpD mu-
tants. The morphology of cells and cell clusters of the 
wild-type strains was temperature-independent. The 



RESEARCH ARTICLES

  VOL. 7  № 1 (24)  2015  | ACTA NATURAE | 105

growth rate of Y. pestis 231∆nlpD was identical to that 
of the parent strain at both 28 and 37°C. 

The constructed ∆nlpD mutants were lysed by the 
plague diagnostic bacteriophage L-413C. Based on the 
data of the passive hemagglutination test, the level 
of F1 capsular antigen in the mutants was 4–16 times 
higher than that in the culture of Y. pestis vaccine 
strain EV line NIIEG grown under similar conditions 
(1–4 µg/109 CFU and 0.25 µg/109 CFU, respectively). 
These ∆nlpD-mutants were not inferior to the EV 
strain in terms of their fibrinolytic and plasma coag-
ulase activities. They contained the same three pFra, 
pCad, and pPst plasmids as the vaccine strain; how-
ever, they differed from the EV strain in their ability 
to absorb pigments. 

Determination of safety of the strains
All strains of Y. pestis defective in the nlpD gene, 
231∆nlpD, I-3455∆nlpD, and I-2359∆nlpD, as well as 
Y. pestis EV vaccine strain, were avirulent in mice upon 
subcutaneous administration to BALB/c mice (100% 
survived the infection at a dose of 102, 103, 105 and 107 
CFU), and in guinea pigs (100% survival rate at a dose 
of 1.5×1010 CFU). The animals were kept under obser-
vation for 50 days.

Antibody response to vaccine candidates
Levels of antibodies against Y. pestis F1 and LcrV in 
the blood of BALB/c mice were evaluated on day 21 
after subcutaneous immunization with Y. pestis strain 
under study at a dose of 104 CFU (Table 2). Mean an-
tibody titers against F1 and LcrV in the mouse sera 
after vaccination with cultures of Y. pestis 231∆nlpD 
and I-3455∆nlpD exceeded those obtained for Y. pestis 
I-2359∆nlpD and EV vaccine strain (p < 0.05). 

Titers of anti-F1- and anti-LcrV-antibodies in the 
blood of the vaccinated and control guinea pigs were 
determined on day 21 after subcutaneous immuniza-
tion with Y. pestis strain under study at a dose of 5×104 

CFU (Table 2). According to our data, mean antibody 
titers against F1 and LcrV in the sera of guinea pigs af-
ter administration of the EV vaccine strain were two–
three orders of magnitude higher than the values for 
the strains 231∆nlpD, I-3455∆nlpD, and I-2359∆nlpD 
(p < 0.05). Antibody response to Y. pestis F1 and LcrV 
in guinea pigs after administration of the vaccine and 
constructed strains varied; in mice, the response was 
more uniform.

The levels of circulating anti-F1 and anti-LcrV 
antibodies in the blood of mice immunized with the 
vaccine-candidate strains Y. pestis 231∆nlpD and 
I-3455∆nlpD were significantly higher than those for 
guinea pigs immunized with the same strains.

In the control group, no antibodies against Y. pestis 
F1 and LcrV were detected after administration of an 
isotonic sodium chloride solution.

The protective efficacy of vaccine candidate strains
The indicators of immunogenic potency and immunity 
indices for BALB/c mice after a single immunization 
are presented in Table 3. For laboratory animals of this 
species, ImD

50
 of Y. pestis 231∆nlpD and I-3455∆nlpD 

strains was 58 and 26 times lower than that of the EV 
vaccine strain, respectively; however, the value was 
1.5 times higher for I-2359∆nlpD strain. The immunity 
indices for Y. pestis 231∆nlpD and I-3455∆nlpD were 
five orders of magnitude higher than that of the EV 
vaccine strain, but they were only 2.5 times higher for 
I-2359∆nlpD. 

The opposite was observed for guinea pig models in 
immunogenic potency and immunity index experiments 
(Table 4). ImD

50
 was 140, 66, and 1692 times higher for 

Y. pestis 231∆nlpD, I-3455∆nlpD, and I-2359∆nlpD 
strains, respectively, than for the EV vaccine strain. The 
immunity index of the EV vaccine strain was six orders 
of magnitude higher than that of the strains 231∆nlpD 
and I-3455∆nlpD and seven orders of magnitude higher 
than that of the strain I-2359∆nlpD.

Table 2. Antibody response to administration of Y. pestis strains based on ELISA data

Mean IgG titers (inverse values)

Strains 231∆nlpD I-3455∆nlpD I-2359∆nlpD EV NIIEG

Guinea pigs

Antigen

F1 4435 ± 1625 2650 ± 1045 130 ± 80 127630 ± 52830

LcrV 1555 ± 840 710 ± 260 920 ± 630 94390 ± 49290

Mice

Antigen

F1 942560 ± 16620 9140 ± 1590 550 ± 95 310 ± 140

LcrV 2465 ± 970 6715 ± 1620 1580 ± 850 235 ± 85
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DISCUSSION
To evaluate the universal applicability of a combina-
tion of attenuation and high immunogenicity of Y. pes-
tis ∆nlpD mutants, site-directed mutagenesis was per-
formed in three wild-type Y. pestis strains: one subsp. 
pestis bv. antiqua strain 231 and two subsp. microtus 
bv. altaica strains I-3455 and I-2359. Subsp. microtus 
strains, which include biovar altaica [29], are known to 
be virulent for mice, but avirulent for guinea pigs, rab-
bits, and humans [38, 39]. It is believed [40] that sub-
sp. microtus strains possessing all protective antigens 
are avirulent for humans and can be used to design 
live plague vaccines. Furthermore, one of the strains 
used in our study, bv. altaica I-3455, produces LcrV 
with increased immunogenic/protective activity (due 
to the replacement of tryptophan at position 113 with 
glycine) [41].

In the Russian Federation all trials of attenuated Y. 
pestis vaccine candidate strains are conducted by com-
paring them to the reference Y. pestis vaccine strain 
EV line NIIEG. According to [35], “the strain, proposed 

as a vaccine, must match or surpass the reference vac-
cine strain in immunogenicity, match the control strain 
in safety and reactogenicity or be safer; however, some 
non-essential characteristics that define it as a member 
of Y. pestis species may be different from the reference 
strain.” “Non-essential characteristics” mean that “an 
experimental vaccine candidate strain must:

– be susceptible to the plague diagnostic bacterio-
phage L-413C;

– have typical culture-morphological properties;
– have F1 titer not lower than that obtained for the 

culture of the control Y. pestis EV strain, grown under 
similar conditions;

– have less than 0.3% calcium-independent mutants 
in the population of plague microbe cultures, which has 
been passaged through laboratory animals and exposed 
to neither long-term storage nor physical impact;

– at least match the fibrinolytic and plasma coagu-
lase activities of the control strain;

– constructed and control strains must have pigmen-
tation-negative phenotype; and

Table 3. Indicators of immunogenic potency and intensity of immunity in BALB/c mice vaccinated with nlpD mutants of 
Y. pestis strains 231, I-3455, and I-2359

Immunizing strain of Y. pestis ImD
50

, CFU

Immunity index

LD
50

 upon challenging with 
Y. pestis 231, CFU II

231∆nlpD 1.3 × 102

(5.3 × 10 ÷ 3.4 × 102)
3.9 × 108

(too large) 7.1 × 107

I-3455∆nlpD 2.9 × 102

(1.2 × 102 ÷ 7.5 × 102)
2.5 × 107

(1 × 107 ÷ 3.9 × 108) 4.5 × 107

I-2359∆nlpD 1.1 × 104

(4.4 × 103 ÷ 2.8 × 104)
2.5 × 103

(6.3 × 102 ÷ 3.9 × 103) 4.5 × 102

EV NIIEG 7.5 × 103

(2.4 × 103 ÷ 5.9 × 104)
1.0 × 103

(2.5 × 102 ÷ 3.9 × 103) 1.8 × 102

Table 4. Indicators of immunogenic potency and intensity of immunity in guinea pigs vaccinated with nlpD-mutants of Y. 
pestis strains 231, I-3455, and I-2359

Immunizing strain of Y. pestis ImD
50

, CFU

Immunity index

LD
50

, upon challenging with 
Y. pestis 231, CFU II

231∆nlpD 9.1 × 103

(too large)
63

(1.6 × 10 ÷ 2.5 × 102) 3.7

I-3455∆nlpD 4.3 × 103

(too large)
158

(4.0 × 10 ÷ 6.3 × 102) 9.3

I-2359∆nlpD 1.1 × 105

(too large)
10

(3 ÷ 4.0 × 10) 0.59

EV NIIEG 65
(1.6 × 10 ÷ 2.6 × 102)

1.6 × 108

(too large) 9.4 × 106
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– the vaccine strains under study must have the 
same electrophoregram pattern as the reference EV 
strain: three bands of DNA plasmids corresponding to 
pFra (60 MD), pCad (47 MD), and pPst (6 MD)”. The 
first of the plasmids encodes the main Y. pestis immu-
nogen, its capsular F1 antigen. The second one encodes 
a system that allows extracellularly located bacteria 
to neutralize the host cells involved in the immune re-
sponse, Yop virulon, and the second immunodominant 
antigen LcrV involved in the virulon system; the third 
plasmid encodes the plasminogen activator responsible 
for dissemination of the plague microbe in host tissues 
[13].

The constructed Y. pestis ∆nlpD mutants met most 
of the requirements for non-essential indicators of 
plague microbe vaccine strains [35]. They were suscep-
tible to L-413C bacteriophage, the production of F1 in 
the mutant strains was 2–4 times higher than that in 
the EV strain, fibrinolytic and plasma coagulase activ-
ity in all strains were at the same level, and all strains 
contained a full set of the three classic Y. pestis plas-
mids.

The culture-morphological properties of ∆nlpD 
mutants of the 231, I-3455, and I-2359 strains, such as 
their filamentous morphology, distinguish them from 
wild-type bacteria and the EV vaccine strain, which 
is in agreement with data [14] indicating that Y. pestis 
NlpD lipoprotein plays an important role in cell separa-
tion. Particular features of cell separation may be the 
main cause of attenuation in ∆nlpD mutants.

The constructed strains preserved their ability to 
absorb pigments at the level of the wild-type strains, 
since their attenuation did not result from deletion of 
the pgm locus, but rather that of the nlpD structural 
gene.

In terms of compliance of ∆nlpD mutants with the 
main selection criteria for Y. pestis vaccine strains, the 
degree of attenuation (safety) of NlpD- strains was not 
inferior to that of the EV stain in mice and guinea pigs. 
However, the second criterion, immunogenicity, was 
more ambiguous. This parameter was evaluated in 
two animal species in three independent tests: titers of 
antibodies against F1 and LcrV, determination of im-
munizing doses, which protect 50% of infected animals 
against death, and immunity indices.

Even though the antibody levels are only partially 
correlated with the protective efficacy of plague vac-
cines, the humoral immunity plays an important role in 
protection against the disease [42]. The data obtained 
demonstrate the development of an effective immune 
response in mice after administration of attenuated Y. 
pestis cultures; the ∆nlpD strains were statistically sig-

nificantly superior to the EV vaccine strain. The op-
posite was observed in the experiments on guinea pigs; 
the vaccine strain was superior to ∆nlpD mutants in its 
ability to induce an antibody response.

In a mouse model, Y. pestis strains 231∆nlpD and 
I-3455∆nlpD were statistically significantly superior 
to the EV strain in terms of ImD

50
 and, especially, II 

values. In experiments on guinea pigs, the constructed 
strains were inferior to the vaccine strain and the im-
munity index in animals immunized with ∆nlpD mu-
tants was close to 1; i.e., it almost did not differ from 
this index in naïve animals.

The results of our experiments confirm the findings 
of other researchers showing that different animal spe-
cies have different reactions to the same antigen/vac-
cine formulations [12, 43–48]. The differences in the 
protective efficacy of Y. pestis NlpD¯ mutants in guinea 
pigs and mice may be attributed to the peculiarities of 
immunogenesis in these biological models [2]. The lack 
of protective efficacy of ∆nlpD mutants in guinea pigs 
can have at least two possible explanations.

On the one hand, attenuation by mutation in the 
nlpD gene may result in an excessive decrease in re-
sidual virulence [12, 49], and, therefore, the mutants 
are unable to replicate in the guinea pigs for a period of 
time long enough to induce immunity.

On the other hand, it is possible that NlpD lipopro-
tein of the plague pathogen is the insoluble “residual” 
antigen R or one of its constituents and that it induc-
es potent long-term protection against the plague in 
guinea pigs [50–52]. Consequently, its absence in the 
cultures used for immunization may be the main reason 
for the weak protective properties of ∆nlpD mutants.

We are currently conducting experiments to test 
these two hypotheses.

CONCLUSIONS
To sum up the data obtained in this study, without 
additional modifications that would increase their im-
munogenicity in guinea pigs, ∆nlpD mutants are not 
promising candidates for live plague vaccines due to 
the selectivity of their protective potency in different 
animal species. 

This research was conducted in the Laboratory for 
Plague Microbiology of the State Research Center for 
Applied Microbiology and Biotechnology as a part of 

government contracts No. 40-D of 30.05.2012, No. 34-D 
of 08.08.2013 within the framework of FTP “National 

System of Chemical and Biological Safety of the 
Russian Federation (2009-2014).”
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ABSTRACT Optimization of the chemical structure of antitumor photosensitizers (PSs) is aimed at increasing 
their affinity to a transport protein, albumin and irreversible light-induced tumor cell damage. Bacteriopurpu-
rinimide derivatives are promising PSs thanks to their ability to absorb light in the near infrared spectral region. 
Using spectrophotometry, we show that two new bacteriopurpurinimide derivatives with different substituents 
at the N atoms of the imide exocycle and the pyrrole ring A are capable of forming non-covalent complexes with 
human serum albumin (HSA). The association constant (calculated with the Benesi-Hildebrand equation) for 
N-ethoxybacteriopurpurinimide ethyloxime (compound 1) is higher than that for the methyl ether of methox-
ybacteriopurpurinimide (compound 2) (1.18×105 M-1 vs. 1.26×104 M-1, respectively). Molecular modeling provides 
details of the atomic interactions between 1 and 2 and amino acid residues in the FA1 binding site of HSA. The 
ethoxy group stabilizes the position of 1 within this site due to hydrophobic interaction with the protein. The 
higher affinity of 1 for HSA makes this compound more potent than 2 in photodynamic therapy for cultured 
human colon carcinoma cells. Photoactivation of 1 and 2 in cells induces rapid (within a few minutes of irradia-
tion) necrosis. This mechanism of cell death may be efficient for eliminating tumors resistant to other therapies.
KEYWORDS photosensitizers, albumin, association constant, photodynamic therapy, cancer, necrosis.
ABBREVIATIONS DMSO – dimethyl sulfoxide; PB – phosphate buffer; PDT – photodynamic therapy; PS – photo-
sensitizer; HSA – human serum albumin.

INTRODUCTION
The biological effect of exogenous photoactivatable 
chemical compounds on the cells of prokaryotes and 
eukaryotes is determined by the formation of reactive 
species and induction of numerous processes, finally 
resulting in cell death [1, 2]. This mechanism is used in 
photodynamic therapy (PDT) for tumors and non-ne-
oplastic and infectious diseases [3–5]. Compounds con-
taining tetrapyrrole macrocycles: porphyrins and their 
hydrogenated analogues, such as chlorins and bacteri-
ochlorins, are the most frequently used photosensitiz-
ers (PSs) in PDT [3].

Structural optimization of PSs, aimed at improv-
ing their clinical efficacy, includes the following di-
rections. First, photodamage of deep tissue layers 

in the lesion should be achieved. For this purpose, 
bacteriochlorophyll a derivatives that absorb light 
in the longer wavelength range (near the infrared 
region) of the spectrum are, in particular, used [6–9]. 
Second, PS should interact with transport proteins, 
mainly albumins (human serum albumin, HSA), to 
be efficiently delivered to the pathologic nidus. In-
creasing the binding affinity can be achieved by in-
troduction of metal cations into the macrocycle and 
modification of peripheral substituents [10–15]. In 
addition to the transport function, complexes of HSA 
with Pd-containing bacteriochlorin act as photocat-
alytic oxidoreductases, significantly increasing the 
yield of active oxygen species and the photodynamic 
effect [2].
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Finally, the ability of PSs to cause irreversible pho-
todamage (death) to cells that are resistant to other 
therapeutic modalities is important. This ability is par-
ticularly important in cases where application of other 
treatment methods is impossible (impossibility of rad-
ical surgical treatment, residual tumor after combina-
tion therapy, etc.). Photoinduced cell death can occur 
via the necrotic mechanism. A distinctive feature of 
this mechanism is primary irreversible damage of the 
plasma membrane and membrane organelles [5].

The aim of this study was to explore the quantita-
tive parameters characterizing binding of HSA with 
two bacteriopurpurinimide derivatives that differ from 
each other by peripheral substituents. These parame-
ters are considered as an efficacy factor of induction of 
tumor cell photo necrosis.

EXPERIMENTAL
Bacteriopurpurinimide derivatives with various sub-
stituents at the nitrogen atom in the imide exocycle (1 – 
ethoxy group and 2 – methoxy group) and the pyrrole 
ring A (1 – N-ethoxy group, and 2 – N-hydroxy group) 
(Fig. 1) were studied. The compounds were prepared 
by treating bacteriopurpurine with ethoxy amine (1) 
[16] and hydroxylamine (2), followed by methylation 
with diazomethane [17], dissolved in dimethyl sulfox-
ide (DMSO; Marbiopharm, Russia) to a concentration 
of 10 mM, and stored at 4 °C. The concentrations of 1 
and 2 were determined based on the known extinction 
coefficients for chloroform [16, 17].

To study the association, HSA (Sigma Aldrich, 
USA) was dissolved in a 20 mM phosphate buffer (PB), 
pH 7.0. The concentrations of 1 and 2 were 1 × 10-5 M, 
and the concentration of HSA was 0 – 5 × 10-4 M. Stock 
solutions of compounds 1 and 2 in dimethyl sulfoxide 
(DMSO) were added to PB. The final concentration of 
DMSO in the tested samples was 1%.

The absorption spectra of the tested solutions were 
measured on a Shimadzu UVVIS3101PC (Japan) spec-
trophotometer, using quartz cells (0.4 × 1.0 cm) with 
an optical path length of 1 cm (spectral slit width was 
1 nm). The absorption spectra of the dyes in the pres-
ence of HSA were recorded in the range of 380–950 nm.

The binding constants of 1 and 2 and HSA were de-
termined based on the change in optical density at the 
Q-band maximum of a dye associated with HSA, by 
adding the protein to a solution of 1 or 2. The required 
parameters were calculated with the Benesi-Hilde-
brand equation [18]:

               
ε ε

=
Δ

+
Δ

⋅
dD l K l HSA
1 1

[ ]
1

( [ ])
1

[ ]c
, (1)

where dD is the change in the solution optical densi-
ty without and with HSA, measured at the absorption 

peak of the protein complex; Δε is the change in the 
molar extinction coefficient value in the absence and 
presence of HSA; K

c
 is the binding constant; [l] is the 

concentration of a ligand 1 or 2; and [HSA] is the HSA 
concentration.

The photosensitizing activity of 1 and 2 was stud-
ied in the HCT116 (human colon cancer) cell line. Cells 
were cultured in Dulbecco’s modified Eagle’s medium 
supplemented with 5% fetal calf serum, 2 mM L-glu-
tamine, 100 µg/mL streptomycin, and 100 U/mL 
penicillin (PanEco, Russia) at 37 °C in a humidified at-
mosphere of 5% CO

2
. Cells were plated in 35 mm Petri 

dishes (2 × 104 cells in 3 mL of culture medium). After 
16 h, compound 1 or 2 (final concentrations are provid-
ed in the Results section) was added and incubation 
was continued at 37 °C for 30 min. The culture medi-
um was removed, and the cell monolayer was washed 
out with PB and irradiated with the red light through 
the 1 cm water filter (saturated aqueous solution of 
NaNO

2
). A tungsten lamp was used as a light source. 

The irradiation period was up to 20 min. Cultures ir-
radiated in the absence of 1 or 2, as well as cells loaded 
with these compounds but not subjected to irradiation 
(dark exposure), were used as the control. The integrity 
of the cells was evaluated by the trypan blue exclusion 
test.

For the purpose of an electron microscopy analysis, 
HCT116 line cells were plated onto 60-mm Petri dishes 
(105 cells in 5 mL of culture medium). Addition of 1 or 
2 and irradiation of the cells were carried out by the 
method described above. Next, the cells were detached 
from the substrate using versene and trypsin and fixed 
with a 1% glutaraldehyde solution in PB. Samples were 
analyzed with a Shimadzu electronic microscope (Ja-
pan).

Rough spatial molecular models of 1 and 2 were 
generated using the Molsoft ICM version 3.7 [19] and 
Avogadro [20] software, based on the structure of 
purpurin a taken from the ChemSpider database 
(www.chemspider.com) (record number: 16736724 of 
08.15.2013). Optimization of their structures was car-
ried out using the Gamess US program [21]. The elec-
tronic state multiplicity of molecules was taken equal to 
1, and molecular charge was neutral. The structure was 
optimized according to a standard protocol using the 
quadratic approximation and Huzinaga’s minimal basis 
set [22]. Self-consistent field wave functions were cal-
culated using the restricted Hartree-Fock method [23].

The spatial structure 1N5U [24] deposited in the Pro-
tein Data Bank was used as an initial model of HSA. 
Molecules of myristic acid, protoporphyrin IX, and wa-
ter were removed from the structure of HSA prior to 
flexible docking, and each atom of 1 and 2 was charged 
according to ab initio calculations following geometry 
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optimization. Flexible docking was performed using the 
Molsoft ICM Pro 3.7 package according to the protocol 
described in detail by the software developers [19, 25, 
26]. Docking was run three times, starting from differ-
ent initial positions and conformations of 1 and 2 and 
HSA. The resulting ensemble of conformations was 
used to calculate an average binding free energy (E

C
) 

according to the Gibbs-Boltzmann formula:

                             E En
n

e
Z

En
kT

C ∑=
−

,  (2) 

where Z is the partition function for the binding free 
energy of ligands E

n
 from the ensemble at temperature 

T = 300 K. Only the contributions of electrostatic and 
hydrophobic components, as well as the entropy con-
tribution of the amino acid side chains of the protein, 
were taken into account upon calculation of the binding 
free energy. The electrostatic component was calculat-
ed using the REBEL method [27]. According to the rec-
ommendations of the software developers, the dielec-
tric constants of HSA, 1, 2, and the complexes were set 
equal to 12.7; the dielectric constant of implicit solvent, 
was set equal to 78.5. The hydrophobic component of 
each atom was estimated based on an assumption of its 
linear proportionality to the atom’s solvent accessible 
surface area. The atomic salvation parameter was set 
equal to 0.012 kcal/(mol × Å2). The loss of configura-
tional entropy of protein amino acid side chains upon 
binding to 1 or 2 was determined using maximal pos-
sible entropy read from the program’s residue library 
[28].

RESULTS

Spectrophotometry
Figure 2 demonstrates the absorption spectra of bac-
teriopurpurinimide derivatives 1 and 2 in the absence 
and presence of HSA. The absorption bands of 1 in PB 
correspond to 539 and 899 nm. The lack of a band at 
899 nm in ethanol and chloroform (data not shown) in-
dicates that this band corresponds to the J-aggregate 
[28]. Compound 2 in PB is characterized by absorption 
bands at 421, 550, and 800 nm. The absence of addition-
al bands relative to ethanol and chloroform indicates 
that compound 2 does not form J-aggregates in PB.

Transformation of the main absorption bands of both 
compounds was observed upon addition of HSA. In the 
case of 1, this was reflected in the reduction in the in-
tensity of the band at 899 nm, increase in the intensi-
ty of the band at 539 nm, and appearance of bands at 
419 and 802 nm; the latter probably corresponds to the 
monomer of 1 (Fig. 2A). These results suggest the for-
mation of molecular complexes between 1 and HSA. 
The spectra intersect at the isobestic point, indicating 

Fig. 1. Structures of compounds 1 and 2

Fig. 2. Absorbtion spectra of compounds 1 (A) and 2 (B) 
at different HSA concentrations (20 mM PB, pH 7.0). The 
Benesi-Hilbedrand plots for complexes of 1 or 2 with HSA 
(C). Arrows indicate the direction of spectral changes 
upon HSA addition
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equilibrium in the monomer-aggregate system. There-
fore, the monomer-aggregate equilibrium shifts to-
wards the monomer as the protein concentration is in-
creased. The obtained result is consistent with the data 
on the dissociation of aggregates upon complexation of 
porphyrin derivatives with albumin [29].

Figure 2B shows the absorption spectra of 2 in the 
presence of HSA. The optical density of the peaks at 
422, 545, and 808 nm increases as the protein concen-
tration rises. A 10-nm hypsochromic shift of the long 
wavelength maximum is observed. The band with a 
maximum at 545 nm undergoes a 3.5-nm bathochromic 
shift to 548.5 nm. The changes in the absorption spectra 
in the presence of HSA suggest its association with 2, 
and the isosbestic point at 835 nm indicates one equilib-
rium in the monomer-albumin complex and the forma-
tion of a stable complex between monomer 2 and HSA.

The Benesi-Hildebrand plots for 1 and 2 and HSA 
are presented in Figure 2C. The association constant 
for compound 1 and HSA is 1.18 × 105 M-1, whereas this 
parameter for 2 is significantly lower, 1.26 × 104 M-1; 
i.e., the affinity of compound 1 to HSA is an order of 
magnitude higher than that to the complex formed by 
2 and HSA.

Molecular modeling
HSA binding site for heme-like molecules (FA1) is a 
narrow and quite deep hollow on the surface of the 

subdomain 1B, formed mainly by hydrophobic amino 
acid residues [30]. According to the results of flexible 
docking, compounds 1 and 2 are located within the FA1 
site in poses similar to that of protoporphyrin IX in the 
1N5U crystal structure (Protein Data Bank) (Fig. 3A). 
As these poses have the lowest free energy of binding, 
E

C
, they are the most probable ones. The macrocycle of 

both compounds effectively “hides” the surface of its 
hydrophobic groups within the hollow. The hydrox-
yl group of Tyr161 is located near the macrocycle’s 
center. However, the macrocycle is shifted by approx-
imately 1 Å towards the entrance to the binding site 
compared to protoporphyrin IX. The results of molecu-
lar modeling demonstrate that unlike 1 the conforma-
tional diversity of 2 in the FA1 binding site of HSA is 
wider. However, the conformations of both compounds 
having the highest value of the scoring function are al-
most match (Fig. 3B).

Importantly, in this conformation, the hydroxyl 
group of the pyrrole ring A of compound 2 occurs in the 
hydrophobic environment formed by Leu135, Leu139, 
and Ala168 residues and an aliphatic part of Tyr161 
within the binding site (Fig. 4B), losing the energeti-
cally favorable hydrogen bond. Therefore, it is unlikely 
that this conformation will be realized in the interaction 
between 2 and HSA. In turn, the ethoxy group of the 
pyrrole ring of 1 forms an energetically favorable tight 
hydrophobic contact with HSA in this locus (Fig. 4A). 

Fig. 3. (А) The most probable pose of 1 in the FA1 binding site of HSA determined by flexible molecular docking. The 
position of Tyr161 is depicted in the foreground. (B) The most probable conformations of 1 and 2 in the binding site are 
shown. Compound 1 is shown in blue-green and 2 in orange. The macrocycles of both compounds have the same spatial 
arrangement

A B
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The average binding free energy to HSA is –10.5 kcal/
mol for compound 1 and –9.3 kcal/mol for compound 2 
(excluding the indicated conformations). These values 
correlate well with the association constants obtained 
experimentally for compounds 1, 2 and HSA (Fig. 2).

Photodynamic activity in cell culture
Without irradiation, compounds 1 and 2 at concentra-
tions of up to 50 µM caused no death of HCT116 line 
cells under continuous exposure for 72 h. On the con-
trary, the photosensitizing ability of 1 and 2 was high: 
the micromolar concentrations of 1 or 2 were sufficient 
to induce cell damage. After 15 min of irradiation of 
cells treated with either of the two tested compounds, 
the fraction of damaged cells amounted to 100% for 1 
and 57.8% for 2 (Fig. 5A). After incubation with 1 µM of 
each PS, the fraction of dead cells increased as the irra-
diation time was elongated up to 20 min (for 1), where-
as the percentage of dead cells in the case of compound 
2 did not increase after irradiation for 10–15 min (Fig. 
5B). Almost complete loss of the culture was observed 
after 10 min of exposure to light after incubation of the 
cells with 5 µM of compound 1 (Fig. 5C).

Electron microscopy
For the purpose of a detailed investigation of the cell 
death mechanism, we analyzed the ultrastructure of 

dying cells by transmission electron microscopy. Fig-
ure 6A–C presents the results of electron microscopy of 
HCT116 cells irradiated in the absence of PS (control) 
or after incubation with 1. In the control cells (Fig. 6A), 
the cell membranes formed microvilli, which are typi-
cal of the intestinal epithelium, at the free surfaces. Mi-
tochondria, cisterns of the endoplasmic reticulum, ribo-
somes, and vesicles of the Golgi complex were observed 
in the cytoplasm. Chromatin was diffusely distributed 
over the nucleus, with denser clusters located mainly 
on the periphery. The nuclei were round with shallow 
invaginations of the nuclear membrane.

After 10 min of irradiation of cells loaded with com-
pound 1, swelling of mitochondria and a reduction in 
their matrix density were observed (Fig. 6B). Mito-
chondria with damaged cristae and a “washed out” 
matrix, lipid droplets, and a small expansion of the en-
doplasmic reticulum cysternae appeared there. Most 
cells had an irregular shape due outgrowths on the cell 
membranes. The integrity of the cell membranes was 
retained. The amount of chromatin in the nuclei was 
decreased, and the regions of dense fibrillar component 
in the nucleoli were increased. After 20 min of irradia-
tion, the number of lysosomes and lipid inclusions in the 
cytoplasm was increased and the amount of chromatin 
in the nuclei was decreased. A significant number of 
cells were destroyed (Fig. 6C).

Fig. 4. Poses of 1 and 2 in the FA1 binding site. The poses of compounds with the maximum scoring function value are 
shown. The FA1 binding site is displayed as a grey molecular surface. The compounds are presented as a ball-and-stick 
model. Carbons are shown in beige, hydrogens in grey, nitrogens in blue, and oxygens in red. The non-polar methyl 
group of 1 (A) and the polar hydroxyl group of 2 (B) occur in the hydrophobic microenvironment

Methyl Hydroxyl

A B
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DISCUSSION
The modification of peripheral substituents in the 
bacteriopurpurinimide molecule was found to alter 
significantly the photodynamic efficacy of PS. The 
bacteriopurpurinimide derivative with ethoxy groups 
at nitrogen atoms in the exocycle and pyrrole ring 
A (compound 1) forms stronger complexes with the 
transport protein HSA. These results were obtained 

Fig. 5. Dependence of HCT116 cell photodamage on the 
PS concentration and irradiation time. (А) 15 min irradia-
tion; (B) 1 μM 1 or 2; (C) compound 1
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Fig. 6. Ultrastructural signs of HCT116 cell photodamage. 
(А) control cells (irradiated in the absence of 1); (B) 10 
min irradiation; (C) 20 min irradiation. In (B) and (C) cases, 
cells were loaded with 1 μM 1 prior to irradiation. 5,000× 
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experimentally and confirmed by molecular modeling 
of the PS-HSA complexes. Reduced affinity of com-
pound 2 for HSA is caused by occurrence of its oxime 
hydroxyl group in the hydrophobic environment upon 
binding within the FA1 site. In this case the energeti-
cally favorable hydrogen bond with water is lost, which 
weakens binding to the protein. Conversely, the ethoxy 
group of compound 1 promotes stronger binding to the 
protein due to hydrophobic interactions.

Compounds 1 and 2 appear to be highly active PSs: 
micromolar concentrations and brief incubation were 
sufficient to induce cell death. It is important that a 
higher association constant for compound 1 and HSA 
corresponded to a higher photoactivity of this PS in 
the cell culture. The effect of peripheral substituents 
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on photoactivity parameters such as accumulation and 
distribution of PS in cells, the ability to generate reac-
tive species (yield of singlet oxygen or oxygen radicals) 
should be evaluated.

We suppose that the increased affinity of 1 for HSA 
leads to a high yield of active oxygen species during 
photoactivation. These are the key metabolites for the 
processes of photodamage to biomacromolecules. The 
non-covalent 1-HSA complex can act as a light-acti-
vated oxidoreductase and repeatedly catalyze elec-
tron transfer from a PS molecule in the triplet state to 
molecular O

2
, boosting the formation of active oxygen 

species. The mechanism according to which PS in the 
excited triplet state can directly interact with a sub-
strate and/or solvent through electron or proton trans-
fer, was described previously [2].

The high photoactivity of 1 and 2 results in necrosis 
of tumor cells – primary damage to the cell membrane. 
Photo necrosis was detected in the first few minutes of 
exposure to light and accompanied by pronounced and 
irreversible damage to cell structures. Such a damage 
was idenified in the cytoplasm, whereas the nucleus 
retained its structure. A similar photo necrosis pattern 
was observed upon activation of the membrane-active 
boronated chlorin derivative e

6
 [5]. These features dif-

ferentiate 1 and 2 from other PSs that cause photo-in-
duced cell death through other mechanisms (apoptosis 
and autophagy) [31–34]. We believe that rapid death 
of tumor cells as a result of PDT is desirable in clini-

cal situations, especially in order to eliminate tumors 
with primary or acquired drug resistance. However, 
it is necessary to assess the significance of possible im-
munological reactions in response to necrosis-inducing 
PDT.

In this work, the necessity to optimize long wave-
length (infrared) PSs for PDT is demonstrated. The 
optimization criteria includes increased affinity to the 
transport protein HSA and the ability to provoke photo 
necrosis. . Indeed, the chemical modification of bacteri-
opurpurinimide enables the production of a compound 
with increased affinity for HSA and the ability to cause 
irreversible photodamage to tumor cells. These fea-
tures, as well as the lack of dark cytotoxicity and suffi-
cient solubility in aqueous media (at least in the range 
of concentrations required to induce photo necrosis), 
make new bacteriopurpurine derivatives promising for 
further research. 
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ABSTRACT A plasmid based on pET-40b was constructed to synthesize recombinant α-N-acetylgalactosaminidase 
of the marine bacterium Arenibacter latericius KMM 426T (α-AlNaGal) in Escherichia coli cells. The yield of α-Al-
NaGal attains 10 mg/ml with activity of 49.7 ± 1.3 U at 16°C, concentration of inductor 2 mM, and cultivation for 
12 h. Techniques such as anion exchange, metal affinity and gel filtration chromatography to purify α-AlNaGal 
were applied. α-AlNaGal is a homodimer with a molecular weight of 164 kDa. This enzyme is stable at up to 50°C 
with a temperature range optimum activity of 20–37°C. Furthermore, its activity is independent of the presence 
of metal ions in the incubation medium. 1H NMR spectroscopy revealed that α-AlNaGal catalyzes the hydrol-
ysis of the O-glycosidic bond with retention of anomeric stereochemistry and possesses a mechanism of action 
identical to that of other glycoside hydrolases of the 109 family. α-AlNaGal reduces the serological activity of A 
erythrocytes at pH 7.3. This property of α-AlNaGal can potentially be used for enzymatic conversion of A and AB 
erythrocytes to blood group O erythrocytes.
KEYWORDS glycoside hydrolase GH109; Arenibacter latericius; 1H NMR spectroscopy; conversion of A erythro-
cytes.

INTRODUCTION
α-N-Acetylgalactosaminidases (EC 3.2.1.49) catalyze 
the removal of 2-acetamido-2-deoxy-D-glucopyrano-
syl residues bound via the α-O-glycosidic bond (Gal-
NAcα) from the non-reducing ends of oligosaccharides 
and glycoconjugates: in particular agglutinogens of 
the human blood groups A and AB. α-N-Acetylgalac-
tosaminidases can be used to study the structure of 
natural compounds and synthesize new oligosaccha-
rides [1]. The study of α-N-acetylgalactosaminidases is 
also associated with their involvement in the catabo-
lism of complex oligosaccharides in the human body [2]. 
The practical interest in the enzyme has stemmed from 
the fact that it can potentially be used for enzymatic 
conversion of the blood groups A and AB to the uni-
versal blood group O via deglycosylation of antigenic 
determinants [3]. For this purpose, glycoside hydrolases 
of family 27 (GH27) from chicken liver and family 36 
(GH36) from Clostridium perfringens bacterium were 
isolated [4, 5]. These enzymes have a number of disad-
vantages for biotechnological application, such as an 

unphysiological pH optimum and inefficiency in con-
verting erythrocytes of subtype A1

. 
α-N-Acetylgalactosaminidase of Arenibacter lateri-

cius KMM 426T, which effectively inactivates the se-
rological activity of the A

1
 and A

2
 antigens of erythro-

cytes at neutral pH, was discovered by screening 3,000 
strains of marine bacteria [6, 7]. Based on the classifi-
cation of structural homology, α-N-acetylgalactosami-
nidase of Arenibacter latericius KMM 426T is classified 
as belonging to the glycoside hydrolase family 109 
(GH109) [8, 9]. 

A method for synthesizing recombinant α-N-acetyl-
galactosaminidase (α-AlNaGal) to study its enzymatic 
properties is suggested in this work.

The nucleotide sequence of the α-AlNaGal gene was 
amplified from the genomic DNA of marine bacteri-
um A. latericius type strain KMM 426T using primers: 
Nac40_NcoF (5'-TTAACCATGGAAAATCTTTAT-
TTTCAGGGTGGGGCTAAGTACATGGGCG-
GTTTTTCTGCT-3') and Nac40_SalIR (5'-TTAA-
GTCGACACCCTGAAAATAAAGATTTTCGCTTA-
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CAATATCTAATGGTGCAGTGGT-3') (Eurogene). 
PCR amplification was performed in an Eppendorf am-
plifier using the following program: 95°C for 2 min and 
35 cycles of 95°C for 15 s, 72°C for 1 min. The α-AlNaGal 
gene was cloned into vector pET-40b(+) (Novagen) at 
the NcoI–SalI restriction sites after the DsbC sequence 
and His-tag. Recombinant plasmids were obtained in 
Escherichia coli DH5α cells. The α-AlNaGal-producing 
strain was obtained by transformation of plasmid into 
E. coli Rosetta(DE3). An overnight culture of the pro-
ducing strain was grown in a 1-l flask with a liquid LB 
medium (pH 7.7) containing 25 mg/ml of kanamycin at 
37°C and shaking at 200 rpm. When the culture reached 
the OD

600
 of 0.6–0.8, it was induced with 0.2 mM isopro-

pyl-β-D-1-thiogalactopyranoside (IPTG) and incubat-
ed at 16°C for 12 h.

Activity of α-AlNaGal was determined according 
to the cleavage of p-nitrophenyl-α-N-acetylgalac-
tosaminide. The reaction mixture (400 µl) contained 
10 mM NaH

2
PO

4
, рН 7.2, 3 mM substrate, and the en-

zyme. After 20 min of incubation at 20°C, the reaction 
was terminated by adding 0.6 ml of 1-M Na

2
CO

3
. Ab-

sorbance at 400 nm was used to calculate the amount 
of the released product. One unit of activity (U) was 
defined as the amount of enzyme catalyzing the for-
mation of 1 µM of p-nitrophenol per minute. Specific 
activity was estimated as units of enzyme activity per 
milligram of the protein. Protein concentration was de-
termined according to the Bradford method. The yield 
of the total enzyme activity was 49.7 ± 1.3 U per 1 l of 
culture broth. 

Purification of α-AlNaGal was carried out at +6°C. 
E. coli cells were centrifuged at 5,000 rpm for 10 min, 
re-suspended in 200 µl of buffer A (0.01 M NaH

2
PO

4
, 

рН 7.8, 0.01% NaN
3
), and sonicated using a UZDN 2-T 

ultrasonic disperser (USSR). The solution was centri-
fuged (25 min, 11,000 rpm) and added to the column 
(2.5 × 37 cm) containing a DEAE-MacroPrep ion ex-
change resin (Bio-Rad) equilibrated with buffer A. 
Elution was performed with a linear gradient of 0–0.25 
M NaCl in buffer A. The active fractions were collected 
and loaded onto a column (1 × 2 cm) with Ni-agarose 
(Qiagen). The protein was eluted using 50 mM EDTA. 
The eluate was loaded onto a Sephacryl S-200HR (Sig-
ma) gel filtration column equilibrated with buffer A. 
Homogeneity of α-AlNaGal was confirmed using a 12% 
polyacrylamide gel in the presence of sodium dode-
cyl sulfate (SDS-PAGE) (Fig. 1). The results of gel fil-
tration revealed that α-AlNaGal is a homodimer with 
a molecular weight of 164 kDa (96 kDa after DsbC 
plasmid sequence at the site of enterokinase (Nova-
gen) had been removed). The enzyme is stable at up 
to 50°C with a temperature range of optimum activi-
ty of 20–37°C, while its activity is independent of the 

presence of metal ions in the incubation medium. The 
additional amino acid residues have no influence on 
the enzymatic properties; therefore, their removal can 
be neglected. The optimum pH was determined in 20 
mM Na+-phosphate and glycine-NaOH buffers at in-
tervals of pH 5.4–8.2 and 8.0–10.0 (Fig. 2A). The study 
of the α-AlNaGal properties revealed a possibility of 
usage to deglycosylate blood group A erythrocyte de-
terminants (blood transfusion station, Vladivostok) at 
neutral pH. Blood group A erythrocytes were washed 
with a normal saline solution and then diluted with a 
Na+-phosphate isotonic buffer to a final concentration 
of 20%. 0.02 ml of the obtained suspension was mixed 
with 0.08 ml of the α-AlNaGal solution (0.004 U) in the 
same buffer. After 24 h of incubation at 26°C, erythro-
cytes were washed three times using the same buffer 
(pH 7.3) with gentle shaking. A 1% suspension was pre-
pared and then mixed with an anti-A serum (Medi-
clon, Russia) in a series of double-dilution steps in 96-
well plates (Costar). After 1 h of incubation at room 
temperature, agglutination titer was measured (Fig. 
2B). The results of an immunological analysis showed 
that the serological activity of A antigens of erythro-
cytes treated with α-AlNaGal decreases as a result of 
their enzymatic transformation to H antigens, because 
no agglutination was observed up to a titer of 1/16. 
α-AlNaGal causes neither nonspecific aggregation of 
erythrocytes nor their hemolysis.

The enzyme of marine bacterium Arenibacter lateri-
cius type strain KMM 426T can fully inactivate the se-

Fig. 1. The expression and purification of α-AlNaGal 
(12% SDS-PAGE): M – protein molecular weight marker 
(Bio-Rad); 1 –whole-cell extract; 2 –DEAE-MacroPrep; 
3 – Ni-agarose; 4 – Sephacryl S-200HR. Migration of α-Al-
NaGal is marked with an arrow

M 1 2 3 4
kDa
150

100

75

50

37



  VOL. 7  № 1 (24)  2015  | ACTA NATURAE | 119

SHORT REPORTS

rological activity of A erythrocytes at neutral pH and 
compares favorably with α-N-acetylgalactosaminidas-
es from chicken liver and C. perfringens, which affect 
only the A

2
 subgroup of erythrocytes [5, 6]. Being clas-

sical hydrolases, the GH27 and GH36 enzymes catalyze 
the hydrolysis of the O-glycosidic bond of their sub-
strate via the double displacement mechanism with re-
tention of the stereochemistry of the anomeric center 
of the substrate [10]. More recently, an enzyme of a new 
GH109 family has been isolated from pathogenic bacte-
rium Elizabethkingia meningoseptica. This enzyme had 
properties similar to those of α-N-acetylgalactosami-
nidase of the A. latericius type strain KMM 426T and a 
different mechanism of hydrolysis of the classical hy-
drolases [8]. The mechanism includes stages of elimina-
tion of the O-glycosidic bond and proton exchange at 
C2 of N-acetylgalactosamine with retention of anomer-
ic stereochemistry. 

The configuration of the anomeric center of the hy-
drolysis products of α-AlNaGal was directly examined 
using 1H NMR spectroscopy. The experiment was car-
ried out at 20°C using a DRX-500 NMR spectrometer 

(Bruker). 1H NMR spectra were acquired using a spec-
tral width of 5,000 Hz over 32,000 data points. Prior to 
the analysis, 0.6 ml of a 50 mM Na+-phosphate solution 
(pH 7.5) containing 6.0 mM p-nitrophenyl-α-N-acetyl-
galactosaminide substrate was evaporated and dis-
solved in 0.6 ml of D

2
O. The deuterium-exchanged 

α-AlNaGal was obtained using Vivaspin turbo 10 k 
MWCO columns (Sartorius). Chemical shifts in spec-
tra were referenced to acetone (δ = 2.22 ppm) in D

2
O 

used as an external standard. After measuring the 
initial spectra of the substrate at t = 0 min, 0.1 ml of 
the deuterium-exchanged α-AlNaGal, containing 0.98 
U, was added to 6.0 mM of the deuterium-exchanged 
p-nitrophenyl-α-N-acetylgalactosaminide in 0.6 ml 
D

2
O to initiate the reaction. The 1H NMR spectra were 

Fig. 2. Enzymatic properties of α-AlNaGal: A – optimum 
рН of α-AlNaGal; B – 1% suspension of А erythrocytes 
mixed with anti-A serum in a series of double-dilution steps 
in: 1 – 20 mM Na+-phosphate buffer, 2 – 20 mM gly-
cine-NaOH buffer, 3 – 20 mM Na+-phosphate buffer after 
treatment with α-AlNaGal
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Fig. 3. The resonance regions ∆δ=5.30–5.20 ppm (A) 
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of α-AlNaGa hydrolysis for 0 min (1), 10 min (2), 20 min 
(3), 30 min (4), 40 min (5), 50 min (6), 80 min (7), 90 min 
(8), 100 min (9)

A B

9

8

7

6

5

4

3

2

1

5.25 5.20 4.65   ppm

103 

60

50

40

30

20

10



120 | ACTA NATURAE |   VOL. 7  № 1 (24)  2015

SHORT REPORTS

automatically recorded at 10 min intervals for 180 min 
after the onset of the reaction. Figure 3 shows the res-
onance regions ∆δ=5.30–5.20 ppm and ∆δ=4.75–4.10 
ppm of the 1H NMR spectrum of the reaction products. 
The product, with a resonance signal at 5.22 ppm, is 
formed during the first minutes after enzyme addition 
(Fig. 3A). This signal corresponds to the proton of the 
anomeric center of unbound N-acetylgalactosamine 
(GalNAcα). Signal intensity increases during the fol-
lowing 10 min of the reaction. The signal of the β-ano-
mer of GalNAcα with the chemical shift at 4.64 ppm 
as a result of mutarotation appears only after 20 min 
of the reaction’s onset (Fig. 3B). The spectra of α- and 
β-anomers of unbound GalNAcα show that the signals 
are observed as doublets with SSCC of 3.8 and 7.8 Hz, 
and a singlet. These observations indicate that pro-
ton–deuterium substitution takes place at C2. Such a 
catalytic mechanism is typical of glycoside hydrolases 
GH109 [8, 11].

CONCLUSIONS
The recombinant protein α-AlNaGal with a molecular 
weight of 164 kDa, with the properties of α-N-acetyl-
galactosaminidase of marine bacterium A. latericius 
type strain KMM 426T, was synthesized. α-AlNaGal 
catalyzes the hydrolysis of the α-O-glycosidic bond 
with retention of the stereochemistry of the anomeric 
center of the substrate and proton exchange to deute-
rium of the solvent at C2 via a mechanism typical of 
glycoside hydrolases of the GH109 family. α-AlNaGal 
deglycosylates A antigens of the blood at pH 7.5. This 
property demonstrates that α-AlNaGal can be used to 
obtain blood group O erythrocytes. 
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