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Letter from the Editors

Dear readers of Acta Naturae!
We are delighted to bring you the 

25th issue of our journal, with new 
and, we hope, interesting articles.

This issue begins with reviews that can to 
some extent be associated with oncology (O.V. 
Matveeva et al., N.V. Krakhmal’ and to an-
other to the problems of oncology (O.V. Mat-
veeva et al., N.V. Krakhmal’ et al.). One of the 
reviews is devoted to the new targets of an-
tibacterial therapy (A.V. Grishin et al.), while 
the two others focus on cellular biology (V.V. 
Gusel’nikova et al., M.A. Filatov et al.).

The nine research articles cover a broad 
range of topics, with cellular biology as the 
predominant theme. This is no surprise: cell 

cultures and cell models are widely used to-
day in modern biological research and we 
wanted to register our endorsement for such 
a state of affairs. Yet, we strive to cover in 
our journal as many topics as possible: this 
issue contains articles that look into the ap-
proaches used today in bioinformatics, as 
well as those that are devoted to the inter-
action between certain ligands and cellular 
components, not to mention biomedical re-
ports. Our journal is gradually broadening 
the topics it covers, and we want to urge au-
thors to collaborate.

Until the 26th issue of Acta Naturae! 

Editorial Board
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HIGHLIGHTS

Search for Inhibitors of Human Lactate 
Dehydrogenase A Using Computer 
Simulation

D.K. Nilov, E.A. Prokhorova, V.K. Švedas
The human lactate dehydrogenase isoform A (LDH-A) plays an important 
role in the survival of tumor cells with anaerobic metabolism. Therefore, 
the search for effective inhibitors of the enzyme is a promising direction 
in the development of new drugs. In order to establish new inhibitors, full 
atomic models of LDH-A have been generated, the structural criteria for 
selecting potential inhibitors have been developed, and computer screen-
ing of small molecules libraries have been performed. All these efforts 
have enabled us to establish a potential inhibitor: STK381370.

The open conformation of human 
LDH-A based on the X-ray data

Specific Depletion of Myelin-Reactive B Cells 
via BCR-Targeting

A.V.  Stepanov, A.A. Belogurov, P. Kothapalli, O.G. Shamborant, V.D.  Knorre,  
G.B. Telegin, A.A. Ovsepyan, N.A. Ponomarenko, S.M. Deyev, S. Kaveri,  
A.G. Gabibov
Experiments in an animal model of multiple sclerosis − SJL/J strain mice with in-
duced experimental autoimmune encephalomyelitis (EAE) − demonstrated that a 
generated recombinant immunotoxin is capable of targeted elimination of an abnor-
mal lymphocyte population in vivo. The suggested concept may underlie the further 
development of drugs for specific therapy of multiple sclerosis and other autoim-
mune diseases.

A map of the pFUSE plas-
mid vector containing the 
gene of the mouse immuno-
globulin constant fragment.

Detection of T-Cadherin Expression  
in Mouse Embryos
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In situ hybridization of mouse embryos at the E10.5 stage

T-cad Control Krox20

К.А. Rubina, V.А. Smutova, М.L. Semenova,  
А.А. Poliakov, S. Gerety, D. Wilkinson, Е.I. Surkova, 
Е.V. Semina, V.Yu. Sysoeva, V.А. Tkachuk
In the present study, expression of T-cadherin at the 
early stages of mouse embryonic development was in-
vestigated. Using in situ hybridization and immuno-
fluorescent staining of whole embryos in combination 
with confocal microscopy, we found that T-cadherin 
expression is detected in the developing brain, starting 
with the E8.75 stage, and in the heart, starting with the 
E11.5 stage. This indicates a possible role of T-cadherin 
in the formation of blood vessels during embryogenesis.
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ABSTRACT Some viral strains of the Paramyxoviridae family may be used as anti-tumor agents. Oncolytic par-
amyxoviruses include attenuated strains of the measles virus, Newcastle disease virus, and Sendai virus. These 
viral strains, and the Sendai virus in particular, can preferentially induce the death of malignant, rather than 
normal, cells. The death of cancer cells results from both direct killing by the virus and through virus-induced 
activation of anticancer immunity. Sialic-acid-containing glycoproteins that are overexpressed in cancer cells 
serve as receptors for some oncolytic paramyxoviruses and ensure preferential interaction of paramyxoviruses 
with malignant cells. Frequent genetic defects in interferon and apoptotic response systems that are common 
to cancer cells ensure better susceptibility of malignant cells to viruses. The Sendai virus as a Paramyxovirus 
is capable of inducing the formation of syncytia, multinuclear cell structures which promote viral infection 
spread within a tumor without virus exposure to host neutralizing antibodies. As a result, the Sendai virus can 
cause mass killing of malignant cells and tumor destruction. Oncolytic paramyxoviruses can also promote the 
immune-mediated elimination of malignant cells. In particular, they are powerful inducers of interferon and 
other cytokynes promoting antitumor activity of various cell components of the immune response, such as den-
dritic and natural killer cells, as well as cytotoxic T lymphocytes. Taken together these mechanisms explain the 
impressive oncolytic activity of paramyxoviruses that hold promise as future, efficient anticancer therapeutics.
KEYWORDS attenuated measles virus strains, Newcastle disease virus, Sendai virus, oncolytic paramyxoviruses, 
viral anti-tumor mechanism, viral anticancer immune stimulation, cancer therapy.
ABBREVIATIONS NDV – Newcastle Disease Virus, MHC – Major Histocompatibility Complex, HN – Hemaggluti-
nin Neuraminidase, DC – Dendritic Cells, IFN – Interferon, HPBL – Human Peripheral Blood Leucocytes, NA – 
Neuraminidase (sialidase), NK – Natural Killer, CTL – Cytotoxic T-Cells, UV – Ultraviolet light.

INTRODUCTION
The existing approaches to the treatment of metastatic 
cancer are often ineffective. Therefore, new antitumor 
agents and new methods for the destruction of tumor 
cells are required. The idea of using viruses to treat ma-
lignant diseases is not a novel one. It dates back to the 
beginning of the XX century, when spontaneous re-
gression of tumors was first reported in some patients 
after viral infection or vaccination with a live virus. 
The first reviews discussing this issue were published 
in the 1950s [1–3]. Viruses capable of specific destruc-
tion of malignant cells without affecting normal cells 
were later referred to as oncolytic. Specific destruc-
tion of cancer cells is caused by selective replication of 

a virus in these cells and virus-induced activation of 
anticancer immunity.

Various viruses with both DNA and RNA genomes 
possess oncolytic activity. The genomic DNA of such 
viruses may be single-stranded, e.g. in parvoviruses [4], 
or double stranded, e.g. in oncolytic adenoviruses [5] 
and poxviruses [6]. The genomic RNA of oncolytic vi-
ruses can also have different forms: positive sense sin-
gle-stranded RNA (enteroviruses [7]), double stranded 
RNA (reoviruses [8]), or negative sense single-stranded 
RNA (paramyxoviruses and rhabdoviruses in [9]).

Some members of the Paramyxoviridae family, in-
cluding a number of attenuated vaccine strains of the 
measles virus [10], various animal viruses that are 
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non-pathogenic for humans, such as Newcastle disease 
virus [11–13] and Sendai virus (to which this review is 
dedicated), have been studied as potential anticancer 
agents. 

ANTITUMOR ACTIVITY OF THE SENDAI VIRUS

Studies of the Sendai virus and 
its oncolytic properties
The oncolytic properties of the Sendai virus, which is 
also known as a murine parainfluenza virus type 1 or 
the hemagglutinating virus of Japan, have been stud-
ied particularly within the last 10 years. This paramyx-
ovirus belongs to genus Respirovirus of the Paramyx-
oviridae family. Figure 1 shows a phylogenetic tree of 
the family Paramyxoviridae (A), the structure of the 
Sendai virus virion (B), and the structure of its genome 
(C). The Sendai virus genome is a negative sense sin-
gle-stranded RNA, which is 15.3 kb long and contains 
six protein-encoding genes. Two of these genes encode 
the surface glycoproteins HN and F; three encode the 
nucleocapsid proteins NP, P, and L; and the last one 
encodes the non-glycosylated internal matrix protein 
M. A distinctive feature of paramyxoviruses is the 
presence of an F protein, which promotes membrane 
fusion at neutral pH. The F protein is synthesized as 
an inactive precursor protein, the F0 protein, which 
is subsequently cleaved by cellular proteases into two 
subunits, F1 and F2, which remain linked to each other 
via disulfide bridges [14].

In nature, the arginine-specific serine protease 
“Clara” is most likely responsible for the maturation 
of the virus [15–17]. The ability to process the F0 pro-
tein defines the tissue tropism of paramyxoviruses [18]. 
Only inactive precursor virus particles can form in the 
absence of proteolytic activation of F0 [19]. When the 
Sendai virus is grown for research purposes in cells 
which do not produce the protease required for the ac-
tivation, this enzyme (e.g., trypsin) must be added to 
the extracellular environment.

The Sendai virus causes easily transmitted respira-
tory tract infections in mice, hamsters, guinea pigs, 
rats, and sometimes in pigs [20]. The Sendai virus can 
spread both through the air and through direct con-
tact. It can be found in mice colonies around the world 
but is believed to be completely safe for humans [20]. In 
the USA, the Sendai virus is approved for clinical trials 
aimed at immunization against diseases caused by the 
parainfluenza type 1 virus in children. This research 
is based on the assumption that the Sendai virus and 
parainfluenza virus 1 induce production of cross-re-
active antibodies. It was found that intranasal admin-
istration of the Sendai virus is well tolerated and it in-
duces the production of antibodies that can neutralize 

parainfluenza virus 1 [21]. This study is important as 
proof of the Sendai virus’ safety for humans.

A number of studies conducted in Japan demon-
strated that the attenuated virus, genetically modified 
to be non-pathogenic for rodents, can spread rapidly 
in tumor cells and destroy them without affecting the 
surrounding normal cells. This property often leads to 
tumor growth suppression in mice. The list of tested 
xenotrasplanted human tumor models includes fibro-
sarcoma cells, pancreas epithelioid carcinoma, and 
colon cancer [22]. The use of a recombinant Sendai 
virus has resulted in significant suppression of tumor 
growth in mouse models and even in complete eradica-
tion of mature brain tumors [23]. Similar results were 
obtained for xenotransplantation of human sarcoma 
and prostate cancer cells into mice [24, 25]. The recom-
binant Sendai virus has been shown to be highly ef-
ficient in destroying melanoma, hepatocellular carci-
noma, neuroblastoma, squamous cell carcinoma, and 
human prostate cancer in rat xenograft models [26]. It 
has been demonstrated that even after inactivation by 
ultraviolet light (UV), Sendai virus preparations are 
effective against colon [27, 28], bladder [29], and kidney 
[30] cancer in syngeneic mice. The efficiency of UV-in-
activated Sendai virus has also been demonstrated for 
murine xenografts of human prostate cancer [31]. In 
all these studies, Sendai virus therapy led to complete 
tumor regression or major suppression of its growth.

In 1964, a short-term remission following intrave-
nous administration of live Sendai virus was reported 
in the United States in a patient with acute leukemia 
[32].

Studies of the oncolytic properties 
of the Sendai virus in Russia
In the mid-1950s, Academician of the Academy of 
Medical Sciences V.M. Zhdanov obtained a Sendai vi-
rus strain from Japan; the strain was later used for re-
search purposes as a model pathogen at the D.I. Ivano-
vski Institute of Virology. At the end of the 1960s, the 
strain was transferred from the lab of V.M. Zhdanov 
to V.M. Senin (RCRC RAMS) and underwent about 30 
passages in chicken embryos. The fact that the Sendai 
virus is non-pathogenic for humans makes it a prom-
ising therapeutic agent against malignant diseases. In 
the early and mid-1990s, V.M. Senin and his colleagues 
tested the strain of Sendai virus on volunteers, patients 
in Moscow and St. Petersburg hospitals, with various 
malignant grade III and IV diseases. Although in some 
patients improvement was transient or not observed 
at all, other patients achieved long-term remissions, 
even in the cases where tumors had been previously 
considered inoperable and the virus was used as a mon-
otherapy. In these cases, resorption of primary tumors 
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and metastases was observed and all objective and sub-
jective signs of cancer disappeared. In some cases, after 
one or two courses of Sendai virus therapy no signs of 
the disease were discovered even within 5-10 years or 
more. Brief histories of these patients are presented in 
the text of the patent [33, 34]. The only reported side 
effect was short-term fever within 24 hours of virus 
administration.

The Sendai virus strain used in these tests was 
deposited in the American Type Culture Collection 
(ATCC) as PTA-13024 and PTA-121432. PTA-13024 
contains the virus in frozen allantoic fluid, and PTA-
121432 contains the virus in lyophilized form. The pri-

mary nucleotide sequence of the virus strain has been 
deposited in the database GenBank as KP717417.1.

MECHANISMS OF ONCOLYSIS BY PARAMYXOVIRUSES

Direct killing of malignant cells

Higher affinity of paramyxoviruses for malignant rather 
than normal cells. Sialic acid polymers are cellular re-
ceptors for some paramyxoviruses [35, 36]. Since a virus 
binds to its receptor with high affinity, a large number 
of sialic acid residues on the surface of tumor cells con-
tribute to preferential binding of a virus to malignant, 

Fig. 1. Paramyxoviridae phylogenetic tree along with a virion composition and genomic organization scheme of the 
Sendai virus. A) The phylogenetic tree based on the alignment of the amino-acid sequences of the HN genes of select-
ed Paramyxoviridae subfamily members. The family members with proven oncolytic properties are circled. The tree 
was generated by Clustal W multiple alignments using the Neighbor-Joining method. Viruses are grouped according to 
genus and abbreviated as follows. Morbillivirus genus: MV (measles virus), CDV (canine distemper virus); Henipavirus 
genus: HeV (Hendra virus), NiV (Nipah virus); Respirovirus genus: SeV (Sendai virus), hPIV3 (human parainfluenza virus 
3); Avulavirus genus: NDV (Newcastle Disease Virus); Rubulavirus genus: hPIV2 (human parainfluenza virus 2), hPIV-4a 
(human parainfluenza virus 4a), hPIV-4b (human parainfluenza virus 4b), MuV (mumps virus), PoRV (porcine rubulavi-
rus), SV5 (simian parainfluenza virus 5), SV41 (simian parainfluenza virus 41); TiV (tioman virus); MenV (menangle virus); 
Unclassified: TPMV (Tupaia paramyxovirus), B) Structure and composition of virion, C)  Genomic organization of the 
Sendai virus
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rather than normal cells, which, in turn, leads to a high-
er concentration of the virus in tumors and metastases 
compared to normal tissues. Figure 2 shows such prefer-
ential binding of the Sendai virus to cancer cells.

It has been shown that the viability of human pros-
tate cancer cells, PC3 and DU145, is significantly re-
duced by a UV-inactivated Sendai virus. Apopto-
sis has been observed in PC3 cells within 24 hours of 
treatment with the Sendai virus, with no inhibition of 
normal prostate epithelium growth [31]. According to 
the authors, the results of this research confirm that 
the susceptibility of prostate cancer cells to the Sen-
dai virus can be attributed mostly to a large number of 

sialylated viral receptors on the surface of the cells and, 
therefore, to their greater affinity for the virus.

There is also an alternate route for Sendai virus in-
fection of cells which does not involve sialic acid [37]. In 
this case, the F protein binds to the hepatocyte-specific 
asialoglycoprotein receptor, ASGR. However, the ex-
act mechanism of this route, as well as its possible role 
in the oncolytic potential of the virus, requires further 
investigation.

Disruption of interferon and apoptosis cell systems. It is 
well known that mutations and other genetic alterations 
accumulate in tumor cells during the progression of the 

Fig. 2. Sendai virus infection and spread in malignant but not in normal cells. First level of virus specificity for cancer cells 
is related to overexpression of specific receptors for paramyxoviruses. Sialic acids residues in the form of sialoglycopro-
teins serve as receptors for the Sendai virus. These sialoglycoproteins are frequently overexpressed in malignant cells. 
Another level of oncoselectivity is related to frequent genetic defects of cancer cells that help viral replication. During 
the malignant progression cancer cells accumulate many genetic changes. Along with mutations that promote accelerat-
ed proliferation and invasion, many cancerous cells lose the abilities to produce interferon and to respond to interferon 
by induction of the antiviral state. Such abnormalities make these cells highly susceptible to viral infection. Therefore, 
because cancer cells are overexpressing surface receptors and are commonly defective in antiviral immunity the Sendai 
virus could easily replicate in malignant cells, but not in normal cells
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disease, contributing to the disruption in the interferon 
response system [38, 39]. Moreover, the progression of 
malignancy unbalances the system responsible for ap-
optosis [39, 40]. As a result, tumor cells lose their ability 
to induce the synthesis of interferon, to acquire resist-
ance to viral infections, and to respond to the interfer-
on antiproliferative action. They also lose their ability to 
progress to apoptosis, despite the signal received. These 
changes result in tumor progression and growth.

Viruses can replicate by exploiting the same disrup-
tions that promote tumor growth, leading to a larger 
scale of death among malignant cells compared to nor-
mal ones. Figure 2 illustrates the differences between 
malignant and normal cells, which make the infection 
of cancer cells more likely, more efficient, and results 
in immunogenic death of malignant cells and further 
spread of the virus within the tumor.

Formation of malignant cells syncytium. Some mem-
bers of paramyxoviruses have developed a mechanism 
for spreading the infection which involves the fusion of 
infected and uninfected cells. Such fusion leads to the 
formation of a syncytium, a large multinucleus struc-
ture. Infected cells can fuse with 50–100 neighboring 
cells to form a syncytium [41]. Infection of new host 
cells via fusion makes possible the spread of a viral in-
fection without the release of virus particles from the 
cells. Therefore, the ability to form syncytium repre-
sents one of the strategies used by the virus to avoid 
host-neutralizing antibodies, which otherwise would 
inactivate it. Figure 3 illustrates Sendai-virus-induced 
syncytium formation. Syncytium typically survives in 
vivo  for 4-5 days only and dies afterwards.

It has been suggested that the ability of certain vi-
ruses to induce syncytium formation is related to their 

Fig. 3. Sendai virus infection may spread through syncytium formation to achieve an accelerated elimination of cancer 
cells. In natural hosts virus infected cells start expressing the viral fusion protein (F) on the cell surface that forces fu-
sion of infected and surrounding non-infected cells into large polykaryonic structures known as syncytia. The syncytia 
support viral replication through continuous fusion with neighboring cells, even in the presence of high titers of neutral-
izing antibodies. Eventually, the syncytia die, which assists in viral oncolysis. The fusion protein of the Sendai virus is 
synthesized as an inactive precursor (F

0
), and proteolytic cleavage is needed to convert it to active F

1 
that can promote 

syncytia formation. A tumor-resident host protease is needed for the efficient formation of syncytia

Sendai virus

Cancer cells

Syncytia

Mass cellular 
death

Neutralizing  
antibodies

Viral  
antigens 



REVIEWS

  VOL. 7  № 2 (25)  2015  | ACTA NATURAE | 11

oncolytic potential. This hypothesis is supported by the 
fact that it is possible to transfer genes that encode the 
fusion proteins required for syncytium formation from 
one type of virus to another. It has been shown that 
such transfer imparts oncolytic potential to viruses that 
had not possessed it previously [42, 43]. This potential 
can be further enhanced by amino acid substitutions, 
resulting in increased production of proteins capable of 
cell fusion induction [44, 45]. Even plasmids that encode 
membrane glycoproteins with a similar function can 
cause significant tumor regression [46–48].

Destruction of malignant cells mediated 
by specific anti-tumor immunity

Paramyxoviruses neuraminidase (NA) removes sialic 
acid from the surface of malignant cells. It is known 
that an increased level of sialylation of cell membranes 
is associated with progression of the malignancy and 
invasive and metastatic potential of cells [49–54]. It has 
been demonstrated that certain sialylation inhibitors 
can reduce the malignancy of cancer cells [55–57].

One of the possible mechanisms linking the in-
creased sialylation with a malignant phenotype is the 
creation of a thick “coat” on the cell surface that may 
mask cancer antigens and protect malignant cells from 
immunosurveillance. Desialyation of tumor cells re-
duces their growth potential, making them available 
to natural killer cells (NK). Moreover, sialidase-treated 
tumor cells better activated NK cells for IFN-γ secre-
tion. It has been shown that the activity and cytotoxic-
ity of NK cells depend on the expression of tumor cell 
surface-specific sialic acids [58].

Hemagglutinin-neuraminidase (HN) is a protein that 
can induce hemagglutination and possesses enzymat-
ic activity. Neuraminidase (NA), a subunit of the HN 
molecule, is an enzyme (sialidase) which cleaves sialic 
acid from the surface of a cell [35, 36]. NA is encoded 
and synthesized by certain members of oncolytic par-
amyxoviruses, including the Newcastle disease virus, 
Sendai virus, and mumps virus. NA recognizes sialic 
acid polymers as cell surface receptors [36]. NA also 
promotes cell fusion, which helps the forming virions 
to spread within the tissue, avoiding interaction with 
host antibodies.

Removal of sialic acid residues can lead to a signifi-
cant change in the ability of B lymphoma cells to stim-
ulate cytolytic T lymphocytes. In an experiment with 
three different types of sialidases, one of which was 
Newcastle disease virus NA [59], it was found that this 
enzyme can cleave 2,3-, 2,6- [60], and 2,8-linkages be-
tween sialic acid residues [61]. It has also been shown 
that there are no significant differences in in vitro 
specificity for the cleaved substrate between the New-

castle disease virus, Sendai virus, and the mumps virus 
[62]. These observations suggest that once a tumor is 
treated with the virus, malignant cells become desi-
alylated and this fact contributes to enhanced anti-tu-
mor immunesurveillance. Figure 4 illustrates a hypo-
thetical process of sialic acid removal from the surface 
of malignant cells by Sendai virus sialidase, revealing 
tumor antigens, which subsequently become available 
for recognition by cytotoxic lymphocytes.

Stimulation of interferons (IFN) type I and II produc-
tion. The Sendai virus acts as a powerful stimulant of 
interferon α (IFN-α) production in human peripheral 
blood leukocytes (HPBL) [63]. The virus induces secre-
tion of at least nine different types of IFN-α: 1a, 2b, 
4b, 7a, 8b, 10a, 14c, 17b, and 21b. The main one among 
them is IFN-α1a, which accounts for approximately 
30% of the total leukocyte IFN-α [64]. The Sendai vi-
rus can also stimulate IFN-γ production in HPBL [65]; 
therefore, it has been chosen for human leukocyte in-
terferon production on an industrial scale [66].

A UV-inactivated Sendai virus can induce the secre-
tion of IFN-α and IFN-β in certain tumor cell lines [31]. 
The inactivated virus induces type I IFN secretion by 
murine dendritic cells. This induction does not depend 
on cell fusion; however, the F protein is apparently re-
sponsible for the effect [67].

It has been shown that stimulation of interferon syn-
thesis promotes oncolytic immune surveillance in sev-
eral ways. Type I interferons and IFN-γ significantly 
improve the presentation of the antigens that are de-
pendent on major histocompatibility complex type I 
(MHC I). IFN-γ also substantially promotes MHC II-de-
pendent antigen presentation. Both of these processes 
increase the presentation of tumor-specific antigens by 
malignant- and specific antigen-presenting cells, which 
promotes the proliferation and activity of anti-tumor 
cytotoxic T-cells. The interferons can also inhibit an-
giogenesis by neutralizing angiogenic stimuli coming 
from the tumor cells and inhibiting the proliferation of 
endothelial cells. This inhibition is correlated with the 
lower vascularity of the tumor and subsequent slowing 
of its growth (see Reviews [68–70]).

Paramyxovirus stimulates the production of other cy-
tokines. It has been shown that the Sendai virus can 
stimulate production of IL-2 [65], macrophage inflam-
matory protein-1α and -β, and many other cytokines 
in HPBL [63]. Administration of the Sendai virus to 
animals demonstrated that both live and UV-inacti-
vated viruses stimulate the secretion of interleukin-6 
[27]. It has been determined that the fusion protein (F) 
of the Sendai virus is responsible for the stimulation of 
interleukin-6 secretion in dendritic cells [67]. Admin-
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istration of a UV-inactivated Sendai virus to a patient 
with a kidney cancer tumor caused the expression of 
chemokine CXCL10 (also known as protein 10, which 
can induce interferon-γ) [30].

Paramyxoviruses can stimulate natural killer (NK) 
cells. Activated NK cells can destroy tumor cells with-
out prior antigen stimulation. These cells are part of the 
important branch of the innate immune system which 
is activated immediately upon pathogen detection and 
does not involve the development of antigenic immu-
nological memory. Several receptors, including two 

proteins called natural killer proteins 46 (NKp46) and 
44 (NKp44), are responsible for the activation of NK. It 
has been proven experimentally that only one protein 
of paramyxoviruses, namely HN, activates NK [71]. It is 
assumed that NK activation by a UV-inactivated Sen-
dai virus [30] is caused by interaction between the HN 
protein and NKp46 and/or NKp44 receptors. Efficient 
binding of the HN protein to NKp46 and/or 44 NKp 
receptors results in the lysis of cells which have the HN 
protein or its fragments on their surface [72–74]. 

A study of a UV-inactivated Sendai virus showed 
that NK cells play an important role in the virus-me-

Fig. 4. Death of cancer cells through activation of the immune response against cancer cells triggered by the removal 
of syalic acid residues from the cancer cell’s surface by viral sialidase. Metastatic cancer cells often overexpress sialic 
acid-rich cell-surface glycoproteins that render a negative charge and electrostatic repulsion between cells that facili-
tates cancer cells entry into the blood stream, thereby promoting metastasis. One of the possible mechanisms linking 
increased sialylation with a malignant phenotype is the creation of a thick “coat” on the cell surface that may mask 
cancer-antigens-protect malignant cells from immunosurveillance. Removing some sialic acid residues by sialidase can 
unmask cancer-specific antigens and make cells visible to the immune system. The removal of sialic acids from tumor 
cells is associated with a reduced growth potential, activation of NK cells, and secretion of IFN-gamma. The hemag-
glutinin-neuraminidase proteins present in the Sendai virus and some other paramyxoviruses possess neuraminidase 
(sialidase) activity, and, therefore, its action on the surface of cancer cells may dramatically increase the induction of the 
cytotoxic T-cell response
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Fig. 5. Sendai virus indices both direct and immune-mediated death of cancer cells. Cancer cells are more accessible to 
viruses and susceptible to viral replication. Ordered architecture of normal tissues (blood vessels, basal membranes, 
tight cell-to-cell contacts etc.) protects against viral invasion from the bloodstream. Chaotic organization of a tumor, 
loose cell-to-cell contacts, and leakiness of immature tumor vasculature provide better access to viruses. Normal cells 
exposed to viruses provide antiviral protection to surrounding normal cells by secreting IFNs. Tumor cells are gener-
ally defective for IFNs induction and, therefore, support viral replication even in the present of IFNs produced by the 
surrounding normal cells. The Sendai virus is capable of accelerated spread inside a tumor through the formation of 
syncytia. Exposure of viral antigens on the surface of infected cells induces massive immunogenic death of tumor cells. 
Virus-specific proteins represent danger signals triggering activation of innate and adaptive anticancer immune respons-
es. Activated cytotoxic T lymphocytes (CTLs), natural killer (NKs), and antigen-presenting dendritic cells (DCs) migrate 
into the tumor and provide accelerated immune-mediated destruction of malignant cells

diated regression of tumor growth. In a mouse mod-
el of renal cancer, the anti-tumor effect of the virus 
was reduced when it was co-injected with an antibody 
against GM1 ganglioside, which reduced the number 
of NK cells [30].

Induction of anti-tumor cytotoxic activity of T lym-
phocytes. It has been shown that the Newcastle dis-
ease virus (NDV) enhances tumor-specific cytotoxic 

response of CD8 T-cells (CTLs) and increases the ac-
tivity of T-helper CD4 cells in the absence of an anti-
viral T-cell response [73]. The UV-inactivated virus, 
which is unable to replicate, promotes the anti-tumor 
CTL-response as actively as intact NDV, which is capa-
ble of replication. Apparently, the effect of NDV on the 
CTL response is caused by the introduction of function-
al viral HN protein molecules into the membranes of 
tumor cells and stimulation of neuraminidase activity 

Sendai  
virus

Primary infection with Sendai  
virus of cancer cells

Syncytium  
formation

Immunogenic cell death

The virus spread and danger 
signals triggering

Activated dendritic cells  
are better presenting  
cancer antigens

Activated Cytotoxic Lymphocytes 
infiltrate and attack the tumor

Activated NK cells  
infiltrate and attack  
the tumor

Chaotic organization of cancerous  
cells in the tumor promotes  
virus penetration

Normal cells are  
better protected  
from infection 

CTL
CTL

CTL

NK NK

NK

More efficient 
attack of tumor 
by immune 
system

Tumor



14 | ACTA NATURAE |   VOL. 7  № 2 (25)  2015

REVIEWS

[73] (Fig. 4). Since Sendai virus HN proteins are highly 
homologous to NDV ones, the data suggest that a HN 
protein, regardless of its origin (Sendai virus, NDV or 
other related paramyxoviruses), activates both the re-
sponses associated with cytotoxic lymphocytes and the 
NK cells.

Stimulation of dendritic cells. Dendritic cells (DCs) are 
specialized antigen-presenting cells that can efficiently 
amplify both innate and acquired immune responses 
against various pathogens and tumors. Detection of a 
virus or other pathogens initiates a specific differen-
tiation program in DCs, which makes them capable of 
activating naive T-cells.

Even a UV-inactivated Sendai virus can cause in-
tense infiltration of a tumor by dendritic cells [27], 
whereas ex vivo infection of DCs with a recombinant 
Sendai virus induces maturation and activation of DCs 
within an hour [74]. Administration of activated DCs 
carrying different variants of a recombinant Sendai 
virus significantly improves the survival of animals in-
jected with malignant melanoma cells [75, 76], colorec-
tal cancer [77], squamous cell carcinoma [78], hepatic 
cancer, neuroblastoma, and prostate cancer [26]. The 
use of such DCs prior to tumor cells administration has 
shown that DCs can prevent neuroblastoma and pros-
tate adenocarcinoma metastasis into the lungs [79, 80]. 
The process of anti-tumor immunity activation by the 
Sendai virus is shown in Figure 5.

Suppression of regulatory cells. Animal model experi-
ments have shown that the Sendai virus is able to sup-
press T-cell-mediated regulatory immunosuppression 
by secretion of interleukin-6 by mature DCs even after 
UV inactivation [27].

PROSPECTS FOR FURTHER RESEARCH
Clinical trials of the Sendai virus are undoubtedly of 
interest. Currently, Japan is conducting phase I trials 
on the efficiency of a UV-irradiated virus in melanoma 
patients [81]. Its goal is to improve the systemic deliv-
ery of the inactivated virus to the tumor and metasta-
ses by pre-binding it to blood platelets. This approach 
has been tested on animals. It was found that binding 
to platelets significantly improves delivery of the virus 
and causes tumor growth suppression in murine mela-
noma models [82].

A study of a gene-engineered Sendai virus which 
can be activated by an altered spectrum of proteases is 
being conducted in Germany [83]. Animal experiments 
have shown that this virus can be easier to activate in 
malignant cells.

Another promising approach is the study of other 
oncolytic viruses whose co-administration with the 
Sendai virus could have a positive synergistic thera-
peutic effect.

CONCLUSION
Several mechanisms explaining the oncolytic action of 
paramyxoviruses and, in particular, the Sendai virus 
have been established so far. The extent of the oncol-
ysis and the specific mechanism of action may depend 
on several factors. Paramyxoviruses can directly kill 
cancer cells by multiplying within them and causing 
syncytium formation. The cells, which are fused into 
a syncytium, can no longer divide and are doomed to 
collective, synchronous death. Furthermore, paramyx-
oviruses induce immune-mediated killing of malignant 
cells via strong activation of anti-tumor NK cells, as 
well as via enhanced anti-tumor activity of cytotox-
ic T-cells, stimulation of antigen presenting dendritic 
cells, and immunosuppressive activity of suppressing 
T-cells. The neuraminidases of paramyxoviruses cap-
sids can cleave sialic acids from the surface of malig-
nant cells, unmasking tumor antigens present on the 
cell membrane. This renders cancer cells more visible 
to the immune system. Furthermore, viral neurami-
nidases can ensure strong specific affinity of the virus 
for sialic acid polymers, which are over-represented on 
cancerous cells' membranes. This increases the speci-
ficity of the virus in respect to primary tumor cells and 
metastases, but not normal cells. These mechanisms 
may substantiate antitumor activity of the Sendai virus 
detected in animals and humans. Therefore, there an 
objective rationale for further development of antican-
cer drugs based on paramyxoviruses and, in particular, 
on the Sendai virus. 
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ABSTRACT Cancer invasion and the ability of malignant tumor cells for directed migration and metastasis have 
remained a focus of research for many years. Numerous studies have confirmed the existence of two main pat-
terns of cancer cell invasion: collective cell migration and individual cell migration, by which tumor cells over-
come barriers of the extracellular matrix and spread into surrounding tissues. Each pattern of cell migration 
displays specific morphological features and the biochemical/molecular genetic mechanisms underlying cell 
migration. Two types of migrating tumor cells, mesenchymal (fibroblast-like) and amoeboid, are observed in 
each pattern of cancer cell invasion. This review describes the key differences between the variants of cancer 
cell migration, the role of epithelial-mesenchymal, collective-amoeboid, mesenchymal-amoeboid, and amoe-
boid-mesenchymal transitions, as well as the significance of different tumor factors and stromal molecules in 
tumor invasion. The data and facts collected are essential to the understanding of how the patterns of cancer cell 
invasion are related to cancer progression and therapy efficacy. Convincing evidence is provided that morpho-
logical manifestations of the invasion patterns are characterized by a variety of tissue (tumor) structures. The 
results of our own studies are presented to show the association of breast cancer progression with intratumoral 
morphological heterogeneity, which most likely reflects the types of cancer cell migration and results from dif-
ferent activities of cell adhesion molecules in tumor cells of distinct morphological structures.
KEYWORDS cancer; invasion; cell migration; collective cell migration; individual cell migration.
ABBREVIATIONS EMT – epithelial-mesenchymal transition; MET – mesenchymal-epithelial transition; GTPases – 
guanosine triphosphatases.

INVASIVE GROWTH AND METASTASIS AS 
MANIFESTATION OF CANCER MALIGNANCY
The results of numerous experimental and clinical 
studies of malignant neoplasms have indicated that in-
vasive growth and metastasis are the main manifesta-
tions of tumor progression, which represent two closely 
related processes.

A malignant tumor is characterized by the possibil-
ity to implement such a biological phenomenon as the 
metastatic cascade that is a unique multi-stage “pro-
gram” where cell invasion is a trigger and a key fac-
tor for further cancer progression and metastasis in 
distant organs and tissues. Massive metastatic lesions 
lead to the development of severe organ failure and, 
therefore, a patient’s death [1–3]. The range between 
“end” points of a complex invasive metastatic pro-
cess – invasion of the primary tumor into surrounding 
tissues and the formation of metastatic foci – compris-
es several stages, the passage of which is strictly nec-

essary for the successful development and subsequent 
progression of tumor growth: intravasation, survival 
and presence in the systemic circulation, extravasa-
tion with subsequent colonization of organs by tumor 
cells, and the formation of clinically detectable me-
tastasis [1, 4–6]. Tumor growth is accompanied by in-
creasing pressure on extracellular matrix structures, 
whereas the tissue microenvironment fights to retain 
its functional-anatomic integrity via increasing pres-
sure on tumor cells. The factors limiting the growth 
of malignant neoplasm include the basal membrane 
and various components of the surrounding stroma, 
increased interstitial pressure, limited oxygen sup-
ply to tumor cells and the formation of active oxygen 
forms, hypoxia conditions, and permanent exposure to 
immune system cells. Given the intratumoral hetero-
geneity, in the struggle for survival, some tumor cells 
may be subjected to regression and death, while other 
cells, which resist powerful, counteracting microen-
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vironmental factors, gain an aggressive phenotype 
and the ability of metastatic progression [7]. Invasive 
tumor growth is enabled by the detachment of malig-
nant cells from the tumor mass due to a reduction in 
or complete loss of intercellular adhesion molecules, 
and, therefore, the cells gain the ability of anomalous-
ly high motility enabling penetration through the stiff 
structural elements of the surrounding stroma [8]. In 
this case, the invasion process extensively involves 
various molecular and cellular mechanisms that, ac-
cording to published data, depend directly on another 
biological phenomenon – the epithelial-mesenchymal 
transformation, which was first described by E.D. 
Hay in 1995. Later, the term “epithelial-mesenchymal 
transition” (EMT) was put to use to clarify the revers-
ibility of this process [9]. Currently, EMT is known to 
underlie the processes of embryogenesis and inflam-
mation and regeneration of tissues and, certainly, 
plays a key role in the mechanisms of carcinogenesis 
[10, 11].

PHYSIOLOGICAL PROTOTYPES OF INVASIVE GROWTH
Tumor cells spreading into the surrounding tissues and 
distant organs are known to reproduce the mechanisms 
and migration types characteristic of normal, non-tu-
mor cells during physiological processes. Tumor cells, 
similar to normal cells, are capable of activating these 
mechanisms for changing their own shape, creating 
conditions for moving, as well as remodeling surround-
ing tissues to form migration pathways. The main prob-
lem is that tumor cells, in contrast to normal cells, do 
not have physiological “stop signals” to terminate these 
processes. Most likely, this leads to the establishment of 
the migration mechanisms and promotes the progres-
sion and spread of the tumor [12–14].

Malignant cells were found to use built-in genetic 
programs to implement the processes that determine 
invasive growth and the possibility of metastasis. For 
example, the movement of a single cell is observed 
during embryonic development and inflammation (e.g., 
leukocyte migration). A similar mechanism of dissemi-
nation is typical of cancer cells during tumor progres-
sion and metastasis [13].

Along with single cell migration, collective cell mi-
gration can occur when groups of firmly interconnect-
ed tumor cells are migrating [15, 16]. This type of mi-
gration indicates tissue rearrangement, underlies the 
processes of embryonic morphogenesis, and also is an 
essential component in the healing of wound surfaces 
[17, 18].

Therefore, the key is that malignant tumor cells ex-
tensively use the mechanisms of both collective and 
single cell migration as physiological prototypes in the 
process of invasive growth and metastasis.

PATTERNS OF INVASIVE GROWTH
At present, based on a complex of certain morphologi-
cal and molecular genetic parameters, two fundamen-
tally different patterns of invasive growth are distin-
guished: collective (group) cell migration and single cell 
migration (individual migration: Fig. 1) [1, 2, 15, 19, 20]. 
In this case, the migration type is largely determined 
by tissue microenvironment features and depends on 
molecular changes in tumor cells [21].

Determination of the invasion mechanism used by 
single migrating cells during migration is a complex 
task. Unfortunately, studies examining this issue at the 
molecular and morphological levels are few in numbers 
and mostly were carried out in vitro using specific cell 
lines [22].

However, now, there is considerable increase in the 
number of studies that demonstrate increasing interest 
in research into the molecular genetic features of tu-
mor cells that determine the main differences between 
the mesenchymal and amoeboid types of cell move-
ment during individual migration, as well as collective 
migration.

Collective migration
Collective migration is characterized by the migration 
of whole groups of cells interconnected by adhesion 
molecules and other communication junctions (Fig. 1). 
It should be noted that this is the main feature of this 
type of invasion, since the underlying cellular mecha-
nisms are the same key processes that largely deter-
mine single cell migration [15, 20, 23, 24].

Collective cell migration has been observed in the 
development and progression of breast and endome-
trial cancer, prostate cancer, colorectal cancer, large-
cell lung carcinoma, rhabdomyosarcoma, melanoma, 
as well as most squamous cell carcinomas [1, 17, 20, 
25, 26].

In the case of collective migration, cancer cells, be-
ing a part of the tumor mass or detaching from it in 
the form of multicellular groups, penetrate into the 
surrounding tissues and form thin short chords, clus-
ters, stripes and wide fields, as well as structures with 
lumen, that indicate a wide variety of structural ele-
ments involved in tumor invasion [1, 2, 15, 20, 27].

As already mentioned, collective migration is char-
acterized by the migration of whole cell groups inter-
connected by cadherins and intercellular gap junctions. 
A moving cell group has a “leading edge” or “leading 
front” that uses integrins and proteases (Fig. 1). Re-
searchers indicate clear differences in the expression 
of genes and the morphology between the “leader” cells 
forming the leading edge and the “follower” cells that 
are located behind them, at the “trailing edge.” The 
“leaders” in the cell shape often resemble mesenchymal 
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cells and are characterized by a less pronounced order-
ing and structural organization, while the “followers” 
tend to form more tightly packed, rosette-like tubular 
structures with tight intercellular contacts [17, 28].

In the case of collective migration, tumor cells form 
protrusions (pseudopodia) at the leading edge, use inte-

grins to form focal contacts with the actin cytoskeleton, 
and perform proteolytic degradation of the extracel-
lular matrix, creating a space for invasion of the tumor 
tissue and extensively involving the actin-myosin con-
tractile apparatus in the process to ensure successful 
migration [15, 20].

Fig. 1. Patterns of cancer cell invasion: collective cell and individual cell migration. In collective cell migration, tumor cells 
exhibit high expression of E-cadherin and integrins. Epithelial-mesenchymal (EMT) and collective-amoeboid (CAT) tran-
sitions are a trigger between collective cell invasion and individual cell migration. EMT involves activation of transcription 
factors, such as TWIST1, Snail, Slug, ZEB1/2, a decrease in E-cadherin expression, and an increase in protease activity. 
During EMT, tumor cells acquire the mesenchymal phenotype, detach from the tumor mass, and migrate by the mesen-
chymal mechanism. In contrast, the partial EMT that is specific to the tumor invasive front means that tumor cells retain 
cell-cell adhesion but already possess migratory ability. This tumor cell phenotype was named the “epithelial-mesenchy-
mal” phenotype. In CAT, which takes place when β1 integrins are down-regulated, tumor cells detach from the tumor 
mass and move by the amoeboid mechanism. Amoeboid migration involves a decrease in protease and integrin expres-
sion and changes in the activity of GTPases – inhibition of Rac1 and activation of RhoA. This movement type occurs in 
the loose/soft extracellular matrix. In contrast, mesenchymal migration is associated with the opposite phenotype and 
predominates in the dense/stiff matrix. These two movement types are highly plastic and can convert to each other, 
depending on the extracellular matrix type and intracellular regulation. Thereby, the mesenchymal-amoeboid (MAT) 
and amoeboid-mesenchymal (AMT) transitions are suggested [1, 13, 22, 47, 68, 73, 74]
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The differences in the polarity of collectively migrat-
ing cell groups are due to the features of expression of 
surface receptors, such as CXCR4 and CXCR7 chemo-
kine receptors, in the “leader” cells [29]. The growth 
factors and chemokines produced by stromal cells and 
a diffusion gradient provide extracellular induction of 
cell polarization. Involvement of chemokines, such as 
SDF1 (CXCL12), the fibroblast growth factor (FGF), 
and the transforming growth factor β (TGF-β), in these 
processes has been under discussion [17, 30].

Much is known about the involvement of TGF-β in 
carcinogenesis, with its role being twofold. Taylor et al. 
[31] have drawn attention to the fact that TGF-β, which 
acts in the epithelial cells of the mammary gland as a 
potent tumor suppressor at the early stages of cancer, 
can affect tumor development via interaction with onco-
genic cytokines. Increased expression of TGF-β has been 
associated with the progression of tumor, which has of-
ten been observed, e.g., at the later stages of breast can-
cer [32, 33]. The role of TGF-β in epithelial-stromal mi-
gration during tumor progression has not been studied 
sufficiently. TGF-β is supposed to be a key regulator of 
the interactions between the tumor and stroma, which 
promotes collective cell migration in breast cancer [34].

It has been established that leader cells express 
podoplanin [2], a transmembrane glycoprotein that is 
expressed under normal conditions in kidney podo-
cytes, type 1 lung alveolar cells, skeletal muscle cells, 
placenta, etc. Podoplanin expression in breast cancer 
cells induces cell migration and invasion with the for-
mation of filopodia and simultaneous retention of E-
cadherin expression [2, 35].

Data have been reported indicating that collectively 
migrating cancer cells can use the ability of adjacent 
mesenchymal cells to modify the structure of the ma-
trix and rebuild it, and then follow in their “footsteps.” 
In in vitro experiments, the introduction of fibroblasts 
in the culture induces collective tumor cell migration 
to the underlying matrix in the form of chains. There-
fore, fibroblasts are a “guide” for invading tumor cells, 
remodeling the surrounding extracellular matrix to 
pathways with thick collagen bundles on the sides and 
a lack of a matrix in the center [36, 37].

LIM-kinase, a member of one of the protein families, 
plays a role in the development of collective migration 
by tumor cells. This protein is known to be involved in 
the regulation of developing invadopodias, which are 
structures typical of malignant tumor cells and respon-
sible for the destruction of the surrounding extracel-
lular matrix. Excessive activation of LIM-kinase is 
displayed in breast cancer. Breast tumor cells with sup-
pressed expression of the LIM-kinase gene lose their 
ability to invade due to the loss of their ability to dis-
rupt the extracellular matrix [38, 39].

Single cell invasion or individual cell migration
Such a type of invasive growth as single cell invasion is 
distinguished based on the detection, during morpho-
logical analysis, of individual tumor cells that invade 
the surrounding tissues independently of each other 
[2]. In this type of tumor invasion, single cell migration 
can occur via two different movement types: mesen-
chymal and amoeboid [1, 2, 15, 22]. It should be noted 
that a number of researchers point to the possibility of 
a “shift” from one type of migration to the other (from 
mesenchymal to amoeboid and vice versa, Fig. 1) in the 
case of single cell invasion. These transitions usually 
occur upon changes in the activity of certain cell mole-
cules when tumor cells have to adapt to the peculiari-
ties of the microenvironment [22, 40].

Mesenchymal (fibroblast-like) cell migration
The mesenchymal mechanisms of invasive cell growth, 
in contrast to the amoeboid type of migration, are char-
acterized by the occurrence of more complex processes 
and a need for the involvement of a larger number of 
cellular molecules in its implementation (Fig. 1).

This type of migration is typical of keratinocytes 
during reparative regeneration, endotheliocytes, 
smooth muscle cells, and fibroblasts. Since malignant 
cells, which use the mesenchymal type of movement, 
lose epithelial polarity and gain an elongated spindle 
shape, which resembles the fibroblast shape, invasion 
of this type is also called “fibroblast-like” migration [1, 
2, 22, 23, 41]. Mesenchymal invasion has been detected 
during the development of melanoma, fibrosarcoma, 
glioblastoma, and other malignancies [1, 42–44].

Most of the cancer cells that detach from the tumor 
mass and invade the surrounding tissues are known to 
undergo certain changes, acquiring the morphological 
properties and a phenotype typical of mesenchymal cells 
[2, 15]. This transformation of a malignant epithelial cell, 
which is related to the emergence of new molecular and 
morphological features in the cell, was called the “epi-
thelial-mesenchymal transition.” As already mentioned, 
this biological phenomenon was first described by E.D. 
Hay in 1995 [9]. Today, the existence of the phenomenon 
is supported by the results of a large number of studies 
that have investigated the mechanisms of invasion and 
metastasis of malignant tumors [1, 2, 15, 45]. The mes-
enchymal mechanism of invasion is believed to be the 
consequence of EMT, when active dedifferentiation of 
a malignant epithelial tumor occurs, and multicellular 
groups start to divide into single tumor cells, gaining a 
mesenchymal phenotype [13].

A number of researchers have stressed that tu-
mor cells during the mesenchymal type of migration 
go through a number of specific sequential steps that 
constitute a five-stage model of migration. This cycle 
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includes the following changes: 1) formation of a pro-
trusion on one of the cell poles – a lamellipodia or a filo-
podia produced by contractions of the actin cytoskele-
ton under the control of small GTPases Rac1 and Cdc42 
with rapid involvement of integrins of the β1 family; 
2) occurrence of focal adhesion with the involvement 
of integrins β1 and β3 at the contact site between the 
extracellular matrix and the cell; 3) assembly of focal 
contacts, which is based on integrin-mediated inter-
actions, and activation of proteolytic enzymes (matrix 
metalloproteinases, serine and threonine proteases, 
cathepsins) at the “cell-matrix” interface that leads 
to the destruction and remodeling of the surrounding 
extracellular matrix; 4) a change in the actin cytoskel-
eton polarization under myosin II-mediated control, the 
occurrence of cell body contractions; and 5) “pulling” 
the trailing edge toward movement through the newly 
formed defects in the matrix structure [1, 13, 22]. Since 
the cells which use the fibroblast-like mechanism of in-
vasion follow the described migration steps, their speed 
of movement is low: about 0.1–2 μm/min [1, 22, 40].

The possibility of proteolysis and remodeling of tis-
sue structures explains the fact that mesenchymal 
movement of a tumor cell is accompanied by minor 
changes, compared to amoeboid migration, in the cell’s 
shape and by minimal deformation of the nucleus [46]. 
Of clear interest are the results of studies that indicate 
that the behavior of tumor cells during individual mi-
gration depends on the surrounding matrix’ stiffness. 
For example, the mesenchymal or proteolytic model 
of migration dominates under conditions of a “stiff” 
(“dense”) surrounding matrix. The high migration ef-
ficiency of a single cell using the mesenchymal mecha-
nism in dense tissues is explained by proteolysis due to 
the secretion of various proteases and by the ability to 
form focal contacts with stromal elements [47, 48].

Therefore, it is worth noting that the key points of 
the fibroblast-like mechanism of invasive growth are 
strong adhesion forces on both poles of the cell as well 
as between cells and extracellular matrix components, 
pronounced expression of integrins (β1 and β3 fami-
lies), proteolysis with destruction and subsequent re-
modeling of tissues with the formation of defects in the 
matrix structure, and movement of a single cell or cell 
chains through the defects. The nucleus deformation is 
minimal, and a slow rate of cell migration is observed.

Based on the suppression of the expression of the 
relevant genes using small interfering RNAs, the spe-
cific activity of GTPases Rac1 and Cdc42 was demon-
strated to be the characteristic feature of the mesen-
chymal type of invasion. Suppression of GTPase Rac1 
through signaling activation of GTPase RhoA and its 
effector, ROCK kinase, leads to blockage of the mesen-
chymal migration of tumor cells [49–52].

Amoeboid cell migration
The amoeboid mechanism of invasive growth is the 
most primitive and, at the same time, the most efficient 
mode of migration of single tumor cells. In all of its fea-
tures, it is similar to the behavior and movement of a 
single-celled organism, such as the amoeba Dictyostel-
ium discoideum [40, 53].

The use of antibodies that block integrins or prote-
ase inhibitors in clinical trials leads to the emergence 
of tumor cells with the amoeboid type of migration [1]. 
Similar results were obtained in studies of malignant 
tumors in vivo. A relationship between the application 
of drugs on the basis of matrix metalloproteinase in-
hibitors in cancer therapy and progression of the tumor 
process was established. The explanation of this rela-
tionship became possible only after the identification of 
tumor cells capable of amoeboid migration [54]. These 
data most likely indicate that, under conditions of a re-
duction in or complete loss of their ability to spread to 
the surrounding tissues using the main molecules that 
perform adhesion and destruction of the extracellular 
matrix, tumor cells turn to the amoeboid mechanism of 
invasion, which becomes the only and most effective 
mode of migration.

This type of migration has been described in circu-
lating stem cells, leukocytes, and certain types of tumor 
cells [2, 14]. According to Zijl et al., the amoeboid type 
of invasive growth has been observed in breast cancer, 
lymphoma, small cell lung cancer and prostate cancer, 
and melanoma [1, 42, 55].

In the case of amoeboid migration, malignant tu-
mor cells have been demonstrated to have a round or 
elliptical shape (Fig. 1) [1, 22, 23, 40]. Amoeboid cells 
are characterized by fast deformability, adaption of 
their shapes to existing structures of the surrounding 
extracellular matrix, and penetration through them 
via narrow spaces in a compressed form. Movement 
and relocation are carried out through successive 
high-speed cycles of expansion and contraction of the 
cell’s body with the development of “bleb-like” pro-
trusions of the cell membrane [22, 56–58]. These blebs 
allow the cell to investigate the microenvironment to 
find the most suitable route of movement to bypass 
various obstacles, whereby tumor cells are capable 
of moving through narrow gaps in the extracellular 
matrix [1, 2, 15, 22]. Developing changes in the cell 
shape are generated by the cortical actin cytoskeleton 
that is, in turn, controlled by small GTPase RhoA and 
its effector, ROCK kinase [1, 2, 15, 59]. This GTPase 
belongs to the superfamily of small GTP hydrolases, 
whose members play key roles in the amoeboid type 
of invasion, since they are involved in signal transduc-
tion and, thereby, in the regulation of a wide variety 
of processes occurring in the cell, including reorgani-
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zation of the actin cytoskeleton during migration [51, 
60, 61].

It is worth noting that migration through the amoe-
boid mechanism of invasion is accompanied by chang-
es not only in the cell shape, but also in the shape of 
the nucleus and its orientation and position relative 
to other internal organelles. The nucleus, which is the 
largest and stiffer, compared to the surrounding cyto-
skeleton, organelle, is mechanically firmly stabilized by 
an extensive network of structural proteins, and, for 
this reason, its shape, most likely, often does not un-
dergo significant changes. However, the amoeboid type 
of migration is characterized by the most pronounced 
nucleus deformation, caused by the lack of proteolytic 
degradation of the surrounding matrix. Since tumor 
cells have to move through narrow spaces and pores, 
the nucleus in this case also occurs in a maximum com-
pressed state [46, 62, 63]. It is assumed that, like the 
amoeboid movement of leukocytes, nuclei inside single 
migrating tumor cells move forward toward the lead-
ing edge [46].

In contrast to the mesenchymal movement, amoe-
boid or a non-proteolytic model of migration prevails 
when the surrounding matrix is characterized by rela-
tively low stiffness (“soft” matrix). For example, amoe-
boid migration of tumor cells in the lymphatic and cir-
culatory systems is considered as migration in a soft 
matrix [47, 48].

Condeelis and Segall [64] elucidated some features 
of cell migration on the example of two different tu-
mor lines, MTC and MTLn3, under in vitro and in vivo  
conditions. MTLn3 cells that have a high metastatic po-
tential and migrate probably by the amoeboid mecha-
nism of invasive growth are characterized by a higher 
level of expression of epidermal growth factor recep-
tors (EGFRs) than MTC cells with a low metastatic po-
tential. Their migration is associated with the presence 
of blood vessels and collagen-containing fibers in the 
surrounding matrix. Tumor cell chemotaxis towards 
blood vessels is believed to be mediated by the signal-
ing pathways of EGFR [64].

The amoeboid mechanism of invasion has a number 
of distinctive features. It is characterized by a weak in-
teraction between cells and the surrounding matrix, as 
well as a lack of or weak focal contacts. The possibility 
to retain the rapid and non-focal assembly of recep-
tors at the sites of cell contacts with the extracellular 
substrate has been noted. Integrins are not important 
in this type of invasive growth. Important aspects are 
the absence of proteolysis at the sites of cell-matrix 
interactions and the lack of expression of proteolytic 
enzymes that destroy the extracellular matrix [1, 2, 15, 
62, 65]. In vitro studies have demonstrated that, in the 
case of an amoeboid type of invasive growth, it is likely 

due to these properties that tumor cells are capable of 
moving at the highest speed in cultures (20 μm/min) 
[1, 20, 21].

Amoeboid-mesenchymal and 
mesenchymal-amoeboid transitions
We have already noted the existence of a degree of 
plasticity and the possibility of a “shift” from one mi-
gration type to the other (from the mesenchymal type 
to the amoeboid one and vice versa) upon individual cell 
invasion. These events are apparently due to the ap-
pearance of changes in the activity of certain cell mole-
cules and the need to adapt to tissue microenvironment 
conditions (Fig. 1).

These changes are described as amoeboid-mesen-
chymal and mesenchymal-amoeboid transitions [2, 
22]. Tumor cells using the mesenchymal type of mi-
gration can be changed in a certain way and shift to 
the amoeboid type of movement under conditions of 
a weakened signal and mechanical pathways that are 
directly involved in the stabilization of the interactions 
between extracellular matrix structures and malig-
nant cells [22, 40, 47, 66]. However, the available data 
were obtained primarily by means of experiments. 
The following mechanisms leading to the transition of 
cells from the mesenchymal to the amoeboid type of 
invasive growth (mesenchymal-amoeboid transition) 
have been described: 1) reduction in or complete abo-
lition of pericellular proteolysis due to application of 
protease inhibitors; 2) reduction in the activity of inte-
grin receptors and their interactions with surrounding 
stromal elements by their antagonists; 3) increase in 
and stabilization of the activity of small GTPase RhoA 
and its ROCK effector [16, 40]. A study by S. Berton’s 
group provided an interesting fact indicating that the 
p27 protein, despite a great variety of functions, plays 
an important role in the control of cell motility. In par-
ticular, a lack of this protein under in vitro conditions 
induces the mesenchymal-amoeboid transition in cells 
in a 3D matrix [66].

Some authors studying the mechanisms of inva-
sive growth upon individual cell migration indicate 
the possibility of an amoeboid-mesenchymal transi-
tion that is the reverse process to the mesenchymal-
amoeboid transition. There is a hypothesis according 
to which the mechanism of amoeboid-mesenchymal 
transition most likely relies on the same molecular 
basis, and that the only reliable process that deter-
mines the possibility of the described transformation 
is an imbalance in the activity of members of the small 
GTPase family and predominance of the Rac activ-
ity over the RhoA activity. It should be noted that the 
mechanisms that could underlie the described chang-
es remain unclear [47].
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COLLECTIVE-INDIVIDUAL TRANSITIONS
Tumor cells within a single tumor can simultaneously 
move both collectively and individually. In this case, 
the transition from individual to collective migration 
is an important step towards increasing the invasive 
and metastatic potential of malignant neoplasms. For 
example, breast tumor cells detached from the solid 
mass gain the ability to invade lymphatic vessels [26]. 
Currently, two mechanisms are distinguished: epithe-
lial-mesenchymal and collective-amoeboid transitions 
by which individually migrating tumor cells are pro-
duced (Fig. 1) [13, 67]. In turn, the latter, in particular 
cells that have undergone EMT, are capable under cer-
tain conditions of gaining an epithelial phenotype and 
forming tumor multicellular complexes. This pheno-
type inversion was called the “mesenchymal-epithelial 
transition” [15, 17].

Epithelial-mesenchymal transition
Lately, there has been vigorous discussion of the epi-
thelial-mesenchymal transition as a mechanism dur-
ing which the tumor cell detaches from the epithelial 
layer and gains motility (Fig. 1), the so-called “locomo-
tor phenotype,” which promotes invasive growth and 
metastasis [68–71]. The development of this process as 
a key factor of cancer progression was shown in vit-
ro using specific tumor lines as well as experimental 
models; however, establishment of the EMT develop-
ment and identification of tumor cells and their main 
characteristics under in vivo conditions is a complex 
task [72].

EMT is the basis of many processes of morphogenesis 
[71]. It is believed that under normal conditions (dur-
ing embryogenesis) EMT can be induced by the HGF 
(hepatocyte growth factor) secreted by fibroblasts. 
HGF binds to specific c-Met receptors located on the 
membrane of epithelial cells. The binding to receptors 
activates a signaling pathway involving some proteins 
of the small GTPase system (Cdc42, Rac, RhoA, RhoC) 
that regulate the intensity of actin microfilament po-
lymerization and the contractility of actin-myosin fila-
ments, which determines the intensity of lamellipodia 
formation and tension of the matrix-attached cell. In 
this case, there is significant rearrangement of the 
whole actin-myosin cytoskeleton and loss of E-cadherin 
intercellular contacts. During carcinogenesis, epithelial 
cells are subjected to a morphological transformation 
that is phenotypically similar to EMT but develops in 
the absence of the relevant HGF ligand. This transfor-
mation in malignant tumors can be induced by trans-
fection of various oncogenes. During transformation, 
tumor cells can leave the epithelial layer and move like 
fibroblasts, thereby gaining the ability of invasion and 
metastasis [73].

During EMT, the following major events occur: ma-
lignant epithelial cells lose their apical-basal polarity 
due to disruption in tight intercellular junctions and 
loss of cellular adhesion molecules (such as E-cad-
herin and integrins); the cellular actin cytoskeleton is 
changed and subjected to remodeling with the forma-
tion of stress fibers that are collected in certain cell 
parts near the cell membrane, where specific cellular 
protrusions begin subsequently to form; degradation 
of the underlying basal membrane of the epithelium 
occurs, which results in the fact that tumor cells lack-
ing intercellular contacts become capable of invasive 
growth and penetration into the surrounding stromal 
matrix and begin active migration [69, 71].

EMT was found to be rarely equally pronounced 
in the entire tumor tissue. More likely, this process is 
characterized by a varying intensity of the transition 
of cells from the epithelial to the mesenchymal pheno-
type. In this regard, some researchers describe the so-
called partial EMT, in which most cells in the invasive 
front are involved (Fig. 1). Partial EMT is a state when 
cells have already gained the properties necessary for 
successful migration, but continue to retain cell-cell 
contacts. This phenotype was called the hybrid “epi-
thelial-mesenchymal” phenotype and was linked to the 
features characteristic of collectively moving tumor 
cells [69, 74, 75].

Taddei et al. have indicated that EMT develops due 
to the induction of programs associated with the acti-
vation of key transcription factors, such as TWIST1, 
Snail, Slug, and ZEB1/2 [76, 77]. This results in dis-
ruption in strong cadherin junctions and activation 
of polar cell migration and proteolysis of extracel-
lular matrix components by various secreted prote-
ases, with the functions of integrin receptors being 
retained [10, 17, 77, 78]. The role of the transcription 
factor Prrx1, which determines the ability of breast 
cancer cells for invasive growth, was experimentally 
established [79].

It was shown that ZEB1 and ZEB2 proteins with a 
zinc finger domain are able to directly bind to promot-
ers, thereby inducing the expression of mesenchymal 
marker genes and suppressing the expression of E-cad-
herin and other epithelial markers [80, 81].

Similarly, Snail and Slug are able to suppress the 
expression of the E-cadherin gene via direct binding 
to its promoter, as well as production of epithelial pro-
teins such as desmoplakin and claudin, and activate 
the expression of vimentin and matrix metalloprotein-
ases, thereby increasing cell migration [82]. A team of 
researchers led by Sanchez-Tillo found that the tran-
scription factor Snail does not occur in normal epithelial 
cells and that its detection in cells of the tumor invasive 
front can be considered as a predictor of poor survival 
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of cancer patients [83]. It is believed that ZEB1/2, Snail, 
and Slug are induced by TGF-β, inflammatory cyto-
kines, and hypoxia [84].

Collective-amoeboid transition
Based on experimental data, a number of researchers 
indicate the possible existence of a so-called collec-
tive-amoeboid transition (Fig. 1), when tumor masses 
invading surrounding tissues in the form of collective 
multicellular groups dissociate into single migrating 
cells that use the amoeboid movement [40]. This event 
has been shown to become possible with the applica-
tion of inhibitors of integrin receptors of the β1 fam-
ily, since these molecules play a key role both in the 
formation of cell-cell contacts and in the interactions 
between tumor cells and surrounding tissue compo-
nents [16, 40, 85].

Mesenchymal-epithelial transition
There are actually no studies devoted to the investi-
gation of the mechanisms underlying the mesenchy-
mal-epithelial transition. However, the possibility of 
such a phenomenon is recognized. In this case, it is said 
that often, e.g. in breast and prostate cancer, the tis-
sue structure in distant metastatic foci is similar to the 
primary tumor structure [15, 86]. According to Friedl 
and Gilmour [17], several assumptions can be made 
based on these data. First, invasion and metastasis 
can occur without EMT. Second, detection of single 
disseminated cells during a routine pathologic exam-
ination of tumor tissue samples seems to be a rather 
complex task, and identification of these cells during 
EMT is actually impossible. And, third, tumor cells 
temporarily use the EMT mechanisms for intravasa-
tion and spread to distant organs and tissues, where 
they return to the epithelial phenotype. This trans-
formation is described as the mesenchymal-epithe-
lial transition (MET) [15, 17]. MET has been induced 
experimentally, and individually moving cells formed 
multicellular complexes, but the molecular mecha-
nisms of MET under physiological conditions remain 
unknown [17]. Nguyen et al. [5] demonstrated that the 
selective inhibitor PD173074 of the fibroblast growth 
factor receptor 1 (FGFR1) inhibits the MAPK signal-
ing pathway regulating the activity of the AP-1 pro-
tein, which, in turn, induces the development of MET. 
Investigation of the possibility of using the PD173074 
inhibitor as a drug, which was conducted on specif-
ic tumor cell lines, revealed a distinct suppression of 
tumor growth, migration ability, and invasion. In this 
case, a decrease in the expression of Snail and the 
matrix metalloproteinase 3, 10, 12 and 13 genes and 
an increase in the expression of the E-cadherin gene 
were observed [5].

CLASSIFICATION OF INVASIVE  
GROWTH TYPES ON THE EXAMPLE  
OF BREAST CANCER
For many years, our research team has studied the 
features of breast cancer progression depending on 
intratumoral heterogeneity. Particular attention has 
been paid to the phenotypic diversity of the primary 
tumor in invasive carcinoma of no special type, which 
accounts for the bulk (80%) of all histological types of 
breast cancer.

Despite the considerable structural diversity of 
the primary breast tumor, five main types of mor-
phological structures can be distinguished: alveolar, 
trabecular, tubular and solid structures, and discrete 
groups of tumor cells (Fig. 2). The alveolar structures 
are tumor cell clusters of round or slightly irregular 
shape. The morphology of the cells that form this type 
of structures varies from small cells with moderate 
cytoplasm and round nuclei to large cells with hyper-
chromatic nuclei of irregular shape and moderate cy-
toplasm. The trabecular structures are either short, 
linear associations formed by a single row of small, 
rather monomorphic cells or wide cell clusters consist-
ing of two rows of medium-sized cells with moderate 
cytoplasm and round normochromic or hyperchro-
matic nuclei. The tubular structures are formed by a 
single or two rows of rather monomorphic cells with 
round normochromic nuclei. The solid structures are 
fields of various sizes and shapes, consisting of either 
small cells with moderate cytoplasm and monomor-
phic nuclei or large cells with abundant cytoplasm and 
polymorphic nuclei. Discrete groups of cells occur in 
the form of clusters of one to four cells with variable 
morphologies [87, 88].

According to the data accumulated to date, it may 
be assumed that different morphological structures 
of breast tumors correspond to certain types of in-
vasion. Therefore, alveolar, trabecular, and solid 
structures that are characterized by the presence of 
cell-cell contacts may be referred to morphological 
manifestations of collective migration, while discrete 
groups of tumor cells may be referred to manifesta-
tions of individual migration. Interestingly, the first 
batch of data obtained in a study of the expression 
of cell adhesion genes fully confirms this hypothesis. 
For example, there was a decrease in the activity of 
the genes of cadherins, which are responsible for cell-
cell contacts, in the order: solid – alveolar and tra-
becular structures – discrete groups of tumor cells. In 
this case, the number of expressed genes of integrins 
involved in the adhesion of tumor cells to the extra-
cellular matrix was reduced in the order: solid and 
alveolar – trabecular structures – discrete groups of 
tumor cells [89].
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TYPES OF INVASIVE GROWTH IN TUMOR 
PROGRESSION AND THERAPY EFFICACY
Invasive growth and the development of drug resist-
ance are related processes that play the most important 
role in tumor progression: in particular in metastasis. It 
is very likely that the same signaling pathways are in-
volved in cell migration and the development of tumor 
resistance to therapy [67, 90].

Migrating tumor cells (regardless of the movement’s 
type) are more resistant to chemotherapy and radio-
therapy than non-moving cells [90]. This is largely due 
to the fact that migrating cells temporarily lose their 
ability to divide. It is also the fact that moving tumor 
cells display increased activity of anti-apoptotic genes, 
which causes resistance to chemotherapeutic drugs 
aimed at induction of programmed cell death [91]. In 
addition, cells in the EMT state are known to also ex-
hibit chemoresistance [92]. This drug resistance is due 
to induction, during EMT, of the synthesis of the ABC 
family proteins responsible for the efflux of chemo-
therapeutic drugs out of the cell. The main transcrip-
tion factors that trigger EMT and, at the same time, 
positively regulate the activity of ABC transporters 
include TWIST1, Snail, etc [92–94].

Recently obtained data indicate strong association 
between collective migration and resistance to radio-

therapy and chemotherapy [67, 90]. According to our 
own research, breast tumors containing both alveolar 
and trabecular structures, as well as demonstrating 
significant morphological diversity, are characterized 
by increased drug resistance [95, 96]. Interestingly, the 
contribution of the trabecular structures to chemore-
sistance is probably explained by the high activity of 
ABC transporters in tumor cells of a given morphologi-
cal variant. In contrast, resistance of breast tumors con-
taining the alveolar structure is explained by other, yet 
unidentified, causes [96].

Invasive growth and its phenotypic diversity are as-
sociated, both directly and through the development 
of drug resistance, with metastasis. Circulating tu-
mor cells, which are responsible for the development 
of future metastases, are a result of the invasion and 
subsequent penetration of tumor cells into lymphatic 
or blood vessels. Not only single migrating tumor cells, 
but also cell groups can have the intravasation ability. 
There is an assumption that collective migration much 
more often leads to metastasis compared to individual 
migration. Pioneering studies in animal models have 
demonstrated that metastases more often form after 
intravenous injection of tumor clusters rather than 
single tumor cells [97–99]. Furthermore, circulating 
tumor cell clusters have been found in the blood of pa-

Fig. 2. Intratumoral 
morphological heter-
ogeneity in invasive 
breast carcinoma. 
Diversity of invasive 
growth of breast can-
cer is shown, which 
can be classified into 
five main morphologi-
cal structures: alveo-
lar (Alv), trabecular 
(Trab), tubular (Tub), 
solid (Solid) struc-
tures, and discrete 
groups of tumor cells 
(Discr). Hematoxylin 
and eosin staining. 
Magnification of 200x

Discr

Tub

Alv

Trab

Solid
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tients with various cancers [100, 101]. It was assumed 
that collective intravasation is related to the VEGF-
dependent formation of dilated vasculature and the ac-
cumulation of intravasated tumor clusters [102]. Fur-
thermore, groups of tumor cells can enter circulation 
through damaged vessels [103] or by cooperation with 
cells in the EMT state and cancer-associated fibroblasts 
that disrupt the extracellular matrix by proteases [14, 
104]. The dependence of metastasis on collective migra-
tion is confirmed by the results of our own research. For 
example, the presence of alveolar structures in tumors 
in postmenopausal breast cancer patients is associated 
with a high rate of lymphogenous metastasis, whereas 
the risk of this type of progression in premenopause 
females increases with an increase in the number of 
different types of morphological structures [87, 105]. 
The latter dependence is also quantitative: lymphog-
enous metastases were detected more frequently in the 
case of a larger number of alveolar structures in breast 
tumors [87, 106]. Furthermore, patients with alveolar 
structures in tumors had a low metastasis-free survival 
rate (our own unpublished data).

The established relationship between the alveolar 
structures, as one of the manifestations of collective 
migration, and the rate of lymphogenous and hema-
togenous metastasis allows us to put forth the follow-
ing assumptions. Apparently, the cellular elements of 
the alveolar structures differ from tumor cells of other 
structures by a set of biological properties determin-
ing the metastatic phenotype. The clearer relationship 
between alveolar structures and lymphogenous metas-
tasis in the menopausal period suggests a certain role 
of estrogens, including also their production in situ, in 
that tumor cells of the alveolar structures gain the met-
astatic phenotype through the lymphogenous pathway 
[107].

Therefore, the data currently available on the fea-
tures of invasive growth in carcinomas of different 
localizations and, in particular, in breast cancer pres-
ent new opportunities for the investigation of tumor 

progression patterns and the search for additional key 
parameters of prognosis and, possibly, “control” of dis-
ease progression.

CONCLUSIONS
The significance of studies of the morphological man-
ifestations and molecular genetic mechanisms of the 
invasion and metastasis of malignant tumors is not in 
doubt. The results of numerous studies clearly demon-
strate that migration of tumor cells during invasive 
growth can occur both via single cells and via groups 
of cells. This diversity of cell migration types probably 
leads to the development of intratumoral heterogene-
ity that is represented, e.g. in breast cancer, by differ-
ent morphological structures: alveolar, trabecular, and 
solid structures and discrete groups of tumor cells. A 
number of biochemical and molecular genetic mecha-
nisms are known that enable malignant cells to invade 
surrounding tissues and gain the ability to spread far 
beyond the primary tumor site, giving rise to the devel-
opment of secondary metastatic foci in distant organs 
and tissues. However, despite the achieved progress, 
there remain unexplored questions concerning a pos-
sible relationship between different types of invasive 
cell growth and the parameters of lymphogenous and 
hematogenous metastasis, the features of disease pro-
gression, as well as the efficacy of the chosen therapy. 
A solution to these problems could be of great help in 
determining the disease prognosis and, possibly, devel-
oping new approaches to the management of cancer 
patients. 
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ABSTRACT Pseudomonas aeruginosa is one of the most widespread and troublesome opportunistic pathogens that 
is capable of colonizing various human tissues and organs and is often resistant to many currently used antibiot-
ics. This resistance is caused by different factors, including the acquisition of specific resistance genes, intrinsic 
capability to diminish antibiotic penetration into the bacterial cell, and the ability to form biofilms. This situa-
tion has prompted the development of novel compounds differing in their mechanism of action from traditional 
antibiotics that suppress the growth of microorganisms or directly kill bacteria. Instead, these new compounds 
should decrease the pathogens’ ability to colonize and damage human tissues by inhibiting the virulence factors 
and biofilm formation. The lectins LecA and LecB that bind galactose and fucose, as well as oligo- and polysac-
charides containing these sugars, are among the most thoroughly-studied targets for such novel antibacterials. 
In this review, we summarize the results of experiments highlighting the importance of these proteins for P. ae-
ruginosa pathogenicity and provide information on existing lectins inhibitors and their effectiveness in various 
experimental models. Particular attention is paid to the effects of lectins inhibition in animal models of infection 
and in clinical practice. We argue that lectins inhibition is a perspective approach to combating P. aeruginosa. 
However, despite the existence of highly effective in vitro inhibitors, further experiments are required in order 
to advance these inhibitors into pre-clinical studies.
KEYWORDS Pseudomonas aeruginosa, lectin, LecA, LecB, antibiotic resistance, biofilm, inhibitor.
ABBREVIATIONS IPTG – isopropyl-β-D-thiogalactopyranoside; PQS – Pseudomonas quinolone signal; IFN-γ – 
interferon-γ; Lea, Lex – Lewis oligosaccharides; TNFα – tumor necrosis factor α; ITC – isothermal titration calo-
rimetry; ELLA – enzyme-linked lectin assay; SPR – surface plasmon resonance.

INTRODUCTION
Pseudomonas aeruginosa is a widespread bacterium 
that can have both saprotrophic and parasitic lifestyles. 
It can colonize virtually every human tissue and cause a 
number of acute and chronic diseases, including acute 
pneumonia, bacteriemia, urinary tract infection, exter-
nal otitis, dermatitis, wound and burn sepsis, kerati-
tis, meningitis, brain abscess, endocarditis, and various 
bone and joint infections. P. aeruginosa is an opportun-
istic pathogen; it typically affects people with weak-
ened immune systems, being one of the most problem-
atic hospital-acquired pathogens.. According to current 
data, at least 10–15% of all hospital-acquired infections 
are caused by P. aeruginosa [1, 2]. Furthermore, P. 
aeruginosa often colonizes the lungs of patients with 
cystic fibrosis, the hereditary disease associated with 

insufficient chloride canal function and mucus accu-
mulation in lungs, reducing the lung function and the 
patient’s life expectancy [2].

One of the main challenges associated with the ther-
apy of P. aeruginosa infections is that the pathogen 
shows resistance to many antibiotics. Its resistance to 
antibiotics consists of several aspects. First, the patho-
gen controls the level of porins and membrane perme-
ability for antibacterials and expresses a large number 
of efflux pumps involved in the excretion of antibiotic 
molecules from the cell. Second, P. aeruginosa, simi-
lar to many other pathogens, can easily acquire spe-
cific antibiotic resistance genes (e.g., the genes coding 
for β-lactamases and aminoglycoside-inactivating en-
zymes) [2]. Finally, chronic infections caused by P. ae-
ruginosa are accompanied by biofilm formation. Bio-
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films are organized microbial communities submerged 
into the extracellular polymer matrix, which consists 
of polysaccharides, proteins, and DNA synthesized by 
these microorganisms [3, 4]. Inside biofilm, bacteria be-
come significantly more resistant to unfavorable envi-
ronmental conditions, as well as to antimicrobial agents 
and factors of the human immune system [3]. P. aeru-
ginosa forms difficult-to-remove biofilms in patients’ 
organs and tissues, as well as on implanted devices and 
catheters [3, 5]. One of the popular approaches to solv-
ing this problem suggests the design of new substances 
that would either inhibit or inactivate the virulence 
factors of pathogenic bacteria (toxins, adhesins, effec-
tor proteins modulating the metabolism and the im-
mune response of the host organism, secretion systems 
delivering these proteins to the target site, and factors 
facilitating communication between the bacteria and 
biofilm formation) rather than kill the pathogens by 
inhibiting their biosynthesis [6]. In other words, the 
strategy consists in disarming rather than killing the 
pathogen. Resistance to these antivirulent compounds 
is expected to develop in slower fashion, since they will 
not have a direct effect on bacterial viability but will 
only affect their ability to infect humans.

The P. aeruginosa lectins LecA and LecB are viewed 
as potential targets for such antiviral compounds. They 
are soluble proteins binding galactose (LecA) and fu-
cose (LecB) residues both individually and within oli-
go- and polysaccharides. These proteins are believed 
to be involved in the attachment of the pathogen to 
human cells, to be capable of epithelial tissue damage, 
and to play a crucial role in the formation of P. aerug-

inosa biofilms, thus acting as key virulence factors. In 
this review, we have summarized the results of stud-
ies focused on the role of lectins LecA and LecB in the 
pathogenesis and formation of biofilms, described cur-
rently known inhibitors of these proteins, and assessed 
the potential for using these proteins as targets to treat 
infections caused by P. aeruginosa.

P. AERUGINOSA LECTINS: GENERAL INFORMATION
Lectins LecA and LecB (also commonly known as 
PA-IL and PA-IIL) were isolated from P. aeruginosa 
in the 1970s as proteins capable of agglutinating hu-
man and animal erythrocytes [7–9]. Both lectins are 
small proteins 121 (LecA) and 115 (LecB) amino acid 
residues in size (12.8 and 11.9 kDa, respectively) [10, 
11]. LecA binds D-galactose and, with lower affinity, 
N-acetyl-D-galactosamine. L-fucose exhibits the high-
est affinity to LecB, but this lectin also binds mannose 
and a number of other saccharides. Although LecA and 
LecB have completely different amino acid sequenc-
es, their quaternary structures are similar: both lectins 
form homotetrameric complexes where each monomer 
has its own ligand-binding site. Thus, a single tetramer 
can bind four molecules of the corresponding carbohy-
drate [12, 13] (Fig. 1). In Pseudomonas genus, the lecA 
and lecB genes are unique to P. aeruginosa; however, 
homologs are found in such bacteria as Burkholderia 
and Photorhabdus.

Regulation of lectins synthesis (mostly for LecA) 
has been studied rather thoroughly. Synthesis of both 
lectins is induced when the bacterial culture reaches a 
stationary phase and is regulated by rhl and the Pseu-

Fig. 1. General view of LecA (A) and LecB (B) tetramers. Individual monomers are shown as polypeptide chain trace 
models of different colors, where flat arrows indicate β-strands. Calcium ions are shown as orange spheres, and lectin-
bound galactose and fucose are shown as green (carbon) and red (oxygen) spheres

А   B
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domonas quinolone signal (PQS), components of the 
quorum sensing system [14, 15]. The function of this 
system is based on the release of low-molecular-weight 
substances of different natures by these bacteria (in 
particular, acyl homoserine lactones and quinolones), 
which allows them to send signals about their presence 
to other bacteria. That is how bacteria “feel” that a cer-
tain population density level has been reached and trig-
ger the expression of virulence factors (such as LasA 
and LasB proteases, exotoxin A, alkaline protease, etc.) 
and biofilm formation [16]. The regulation of LecA ex-
pression is very similar to the regulation of the synthe-
sis of pyocyanin, an important toxin inducing oxidative 
stress and damage to the cells of the host organism [14, 
15, 17–20]. Interestingly, the level of produced LecA, 
as well as other virulence factors, increases when the 
pathogen comes into contact with certain molecules 
produced by the host organism under stress conditions: 
noradrenalin, IFN-γ, adenosine, and κ-opioid peptide 
dynorphin [19, 21–23].

P. aeruginosa lectins are mostly localized in the cell 
cytoplasm; a certain amount of them can be found 
on the outer membrane surface [24, 25]. LecB on the 
outer membrane surface is most likely bound to fu-
cose residues of glycolipids or glycoproteins [25, 26]. It 
has been demonstrated that LecB interacts with one 
of the main outer membrane porins of P. aeruginosa 

OprF and is not detected on the membrane of bacteria 
with mutations in the oprF gene [26]. However, taking 
into account the fact that these mutations significant-
ly change the overall properties of the P. aeruginоsa 
outer membrane [27], it is not inconceivable that other 
proteins can also be involved in anchoring LecB to the 
membrane. As opposed to LecB, localization of LecA 
remains virtually unstudied.

ROLE OF LECTINS IN PATHOGENESIS
The role of lectins LecA and LecB in the pathogene-
sis of the diseases accompanying a P. aeruginosa in-
fection is not yet unambiguously determined. Some 
data demonstrate that these lectins enhance adhesion 
of the bacteria to the substrate (e.g., human cells), are 
involved in the aggregation of bacterial cells, biofilm 
formation, and interaction between a bacterium and 
the host organism’s tissues, resulting in tissue damage. 
The presumed role of lectins has been schematically 
summarized in Fig. 2.

Adhesion
LecA and LecB lectins bind the oligosaccharides of 
many human and mammalian glycoproteins [28–34], 
thus naturally suggesting that lectins are directly in-
volved in the adhesion of P. aeruginosa to human tis-
sues [35]. Adhesion is a crucial stage in pathogenesis. 

А   B   C

Bacterial cell

Lectin

Glycoproteins

Matrix polysaccharide

Toxin (exotoxin A)

Epithelial cell

Fig. 2. Proposed functions of P. aeruginosa lectins: adhesion to host epithelial cells (A); attachment of bacterial cells to 
biofilm matrix polysaccharides and cross-linking of these polysaccharides (B); disruption of epithelial barrier function and 
increase in permeability for other virulence factors (C). Light gray arrow indicates cross-linked polysaccharides, dark 
gray arrows indicate polysaccharides attached to bacteria, red arrow depicts toxins permeation through the disrupted 
epithelium
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Adhesion of bacterial cells to the epithelial tissue sur-
face precedes colonization, which may subsequently 
lead to biofilm formation or pathogen invasion. How-
ever, the experimental data on the role of LecA and 
LecB lectins in P. aeruginosa adhesion are controver-
sial. Wentworth et al. [36] studied bacterial adhesion to 
a rabbit corneal epithelium culture. Addition of bac-
terial cell lysate was shown to increase the amount of 
adhered intact bacteria; this effect was partially in-
hibited by addition of galactose, mannose, and fucose. 
A conclusion was drawn that stimulation of adhesion 
is associated with the release of lectins from the cyto-
plasm of the lysed bacterial cells. Binding of bacteria 
to fibronectin, one of the most common human glyco-
proteins, was also inhibited by addition of saccharides: 
to the greatest extent, by adding sialic acid, N-acetyl-
glucosamine and N-acetylgalactosamine and to a lower 
extent, by adding galactose and fucose [37]. However, 
as opposed to the previous study, addition of LecA did 
not increase but reduced the amount of bacterial cells 
bound to immobilized fibronectin. P. aeruginosa strains 
with mutations in the lecA and lecB genes retain their 
ability to bind to mucins (glycoproteins secreted by 
epithelial cells) [38], while their ability to bind to A549 
human lung epithelial cells significantly deteriorates 
[39, 40]. It was also demonstrated that binding to A549 
cells is inhibited in a dose-dependent manner by lectin 
ligands, methyl-β-galactoside and methyl-α-fucoside 
[40], while binding to immortalized human airway epi-
thelial cells NuLi (derived from a healthy donor) and 
CuFi (derived from a cystic fibrosis patient) is inhibited 
by the addition of anti-LecB antibodies, but not control 
non-specific antibodies [41]. Contrariwise, Eierhoff et 
al. [42] demonstrated that interaction between lectin 
LecA and globotriaosilceramide (Gb3) is required for 
the invasion of P. aeruginosa inside H1299 human lung 
epithelial cells and inside artificial vesicles but plays 
no role in adhesion. Bacteria with mutation in the lecA 
gene bind to H1299 cells and artificial vesicles with the 
same efficiency as wild-type bacteria do. These con-
tradictions probably arose from the fact that different 
substrates were used to study adhesion (isolated gly-
coproteins, epithelial cells of different origin) and on 
whether lectins had an effect on the binding to a cer-
tain substrate or did not depend on the range of oligo-
saccharides present on the substrate surface.

It should also be mentioned that in addition to lec-
tins, P. aeruginosa adhesion to the cells of a host organ-
ism is also ensured by other factors, such as flagella and 
type IV pili [43, 44]. It is rather difficult to distinguish 
between the effects arising from the presence of dif-
ferent adhesins. Furthermore, it is known that func-
tional LecB is required to ensure normal assembly of 
P. aeruginosa pili and secretion of certain proteins [38]. 

Hence, although P. aeruginosa lectins play a crucial role 
in binding the pathogen to certain types of human cells, 
the mechanism underlying this process has not been 
fully elucidated; its role in in vivo infection remains 
uncertain; and the contribution of lectins in it can be 
either direct (interaction with glycan structures on the 
cell surface) or indirect (involvement in assembly, se-
cretion, and functioning of other adhesins, such as type 
IV pili).

Biofilms
Both lectins are involved not only in adhesion, but also 
in the formation of P. aeruginosa biofilms. Indepen-
dent research groups have used different experimen-
tal models to demonstrate that P. aeruginosa strains 
with mutations in the lecA and lecB genes form poorly 
developed biofilms without the well-defined architec-
ture that is typical of the biofilms of wild-type strains 
[25, 38, 45, 46]. Furthermore, addition of isopropyl-β-
D-thiogalactopyranoside (IPTG) or nitrophenylgalac-
toside (galactose derivatives capable of binding to LecA 
with a higher affinity than galactose) when P. aerugi-
nosa biofilms were grown on steel coupons inhibited 
biofilm formation to the level of the lecA mutant (the 
surface area of the biofilm was twice as low compared 
to that of wild-type biofilms grown without IPTG), 
while addition of galactosides to the already formed 
biofilms resulted in their dispersal. It is noteworthy 
that galactosides affected neither formation nor disper-
sal of the biofilm formed by the strain with a mutation 
in the lecA gene [45]. Identically, biofilms formed by P. 
aeruginosa with mutations in the lecB gene on cover 
slips were much thinner and had a smaller surface area 
than the wild-type biofilms [25, 46]. Similar to galacto-
sides, LecB ligand nitrophenylfucoside prevented bio-
film formation and partially dispersed wild-type bio-
films but not those of lecB mutant. It is an interesting 
fact that nitrophenylfucoside inhibited biofilm forma-
tion not only by the laboratory strain PAO1, but also by 
three clinical isolates [46].

Unfortunately, although these studies demonstrate 
that functional lectins genes are needed for the for-
mation of full-fledged biofilms, the direct function of 
lectins in this process remains unclear. The role of lec-
tins may possibly be associated with the aggregation 
of bacterial cells and microcolony formation. At least 
Diggle et al. detected no microcolony formation by the 
lecA mutant [45]. LecB lectin is needed for proper as-
sembly of type IV pili, which, in turn, are required for 
biofilm formation [38]. Lectins may potentially facilitate 
binding of polysaccharides of the biofilm extracellular 
matrix to bacterial cells or are required to cross-link in-
dividual chains of these polysaccharides. Cross-linking 
polysaccharide chains by multivalent lectins can po-
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tentially facilitate the formation of denser biofilms that 
would be more resistant to physical impact. Interest-
ingly, the extracellular polysaccharide Psl that is abso-
lutely required for the formation of P. aeruginоsa bio-
films contains mannose and, according to some sources, 
galactose, which are ligands of lectins LecB and LecA, 
respectively [47, 48]. Binding of this polysaccharide to 
bacterial cells is required to initiate the biofilm forma-
tion process [49].

Effect on epithelial cells
The direct effect of lectins on human airway and intes-
tinal epithelial cells was investigated in several studies. 
It has been demonstrated that addition of LecA signif-
icantly slows the growth of nasal polyp epithelial cells 
and reduces the number of ciliated cells. Furthermore, 
LecA causes formation of large vacuoles in the cells 
and, when added at large concentrations, even cell de-
tachment [50]. Incubation with LecA also significantly 
reduces the ciliary beat frequency [51, 52]. The effect 
of LecA on the ciliary beat frequency was attenuat-
ed by adding D-galactose. Ciliary beat was inhibited 
by LecB, and this effect was attenuated by adding fu-
cose [51–54]. In the norm, movements of airway epi-
thelium ciliated cells facilitate the removal of mucus 
and foreign particles trapped by it (including bacteri-
al cells) from the lungs. Inhibition of the ciliary func-
tion is most likely to be caused by binding of lectins to 
glycoproteins on the surface of epithelial cells and the 
response of epithelial cells to this event or directly by 
cilia cross-linking to one another [51]. However, these 
effects have been demonstrated only in in vitro models 
and it remains unclear how important they are in an 
airway infection in vivo.

LecA lectin has a negative effect on intestinal epi-
thelium. In particular, addition of LecA to Caco-2 and 
T-84 cell cultures significantly reduces the transepi-
thelial electrical resistance of the cellular monolayer 
and increases monolayer permeability for mannite; this 
effect is attenuated by N-acetylgalactosamine [21, 55, 
56]. The most likely reason is that lectin disrupts tight 
intercellular contacts [55]. Increased permeability of in-
testinal epithelium was observed in vivo using a mouse 
model of intestinal infection [21, 55, 56]. The fatality 
rate 48 h after LecA, in combination with exotoxin A or 
elastase, was injected into the cecum of mice previously 
subjected to 30% partial hepatectomy was 100%. This 
effect was not observed when LecA, exotoxin A, or 
elastase was injected as an individual substance. Injec-
tion of the clinical isolate of P. aeruginosa (but not the 
mutant incapable of LecA expression) caused a 100% 
mortality rate. Taking into account that intravenous 
injection of endotoxin A is fatal to mice, it is most likely 
that injection of LecA into the cecum renders epithe-

lium permeable to endotoxin A, which enters the blood 
flow.

LECTIN LIGANDS AND INHIBITORS
Lectins perform their functions by binding oligo- and 
polysaccarides, whether they are human or bacterial 
glycoprotein oligosaccharides or matrix polysaccha-
rides of P. aeruginosa biofilms. Specificity of lectins 
with respect to the saccharides being bound plays the 
key role in this process.

Lectin LecA preferentially binds to α-D-galactose 
and oligo- and polysaccharides containing terminal 
non-reducing residues of α-D-galactose, such as the 
B, Pk and P

1
 blood group antigens, melibiose and ga-

lactobiose, plant-derived galactomannans, etc. [28–30, 
57]. Similar to many other lectins, the galactose-bind-
ing site of LecA contains a calcium ion bound to protein 
carboxyl groups via coordination bonds. The galactose 
molecule is present in the binding site in its most stable 
4C

1
 conformation; the O3 and O4 atoms are involved 

in coordination bonds with an immobilized calcium 
ion; the O2, O3, and O4 atoms form additional hydro-
gen bonds with the amino acid residues of the protein; 
and the O6 atom forms hydrogen bonds with a water 
molecule that is firmly fixed by two hydrogen bonds 
in the binding site [12, 58] (Fig. 3A). The dissociation 
constant of the LecA–galactose complex is 88 μM [59]. 
The terminal residue of α-D-galactose plays the key 
role in binding of oligosaccharides by lectin LecA, while 
other oligosaccharide residues form few contacts with 
the protein [31, 58]. In this connection, the oligosaccha-
ride affinity to LecA may vary within a rather narrow 
range depending on the composition of the oligosac-
charide and the details of the glycoside bond connect-
ing the terminal galactose residue to the next residue 
in the oligosaccharide: the dissociation constants typi-
cally vary from 30 to 130 μM [31, 58]. In addition to 
α-D-galactose, LecA can also bind N-acetyl-D-galac-
tosamine (although with lower affinity) [7, 60], as well 
as adenine and acyl-homoserine lactones; however, an 
independent binding site is involved in the latter inter-
action [61, 62].

LecB has a broader specificity and higher affinity to 
its ligands. It can bind L-fucose and L-fucosylamine, 
L-galactose, D-arabinose, D-mannose, and D-fructose 
[63–65]. The dissociation constant of the LecB–L-fu-
cose complex is 2.9 μM; its interaction with other sac-
charides is weaker [65]. The reason for such high affin-
ity for lectin is that there are two immobilized calcium 
ions in the LecB ligand-binding site; coordination inter-
actions with these ions determine binding between sac-
charides and LecB (Fig. 3B). The optimal arrangement 
of the saccharide hydroxyl groups for coordinating 
two calcium ions by LecB corresponds to two hydrox-
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yl groups in the equatorial position and one hydroxyl 
group in the axial position. This fact makes a landmark 
contribution to LecB specificity: all the saccharides 
bound by LecB have this arrangement of hydroxyl 
groups in their most energetically favorable conforma-
tions [63, 65]. Like LecA, LecB interacts with oligosac-
charides having terminal non-reducing residues of the 
corresponding monosaccharides, in particular L-fucose. 
It has been demonstrated that LecB can bind oligosac-
charides of the A, B, H, Lea and Lex blood groups [28, 
32, 66, 67]. The terminal fucose residue makes the main 
contribution to the energy of interaction between the 
oligosaccharides and LecB, although the oligosaccha-
ride affinities can be increased 14-fold compared to 
that of fucose due to the composition and positions of 
other monosaccharide residues, which has been dem-
onstrated for Lea [32].

A large number of various LecA and LecB inhibi-
tors have been proposed over the past decade. Except 
for glycomimetic peptides [52], all of them contain resi-
dues of the corresponding saccharides as affine groups. 
These inhibitors include monosaccharide derivatives, 
multivalent glycoclusters and dendrimers of different 
chemical nature, and natural glycoproteins and poly-
saccharides.

Monovalent monosaccharide derivatives
Many monosaccharide derivatives bind to P. aerugi-
nosa lectins with a higher affinity than the original 

saccharides do. For example, even small hydrophobic 
substituents at the first oxygen atom increase the af-
finity of the corresponding saccharides both to LecA 
and LecB. The dissociation constant of the LecA–IPTG 
complex is almost threefold lower than that of the Le-
cA–D-galactose complex [59, 60], while the dissociation 
constant of the LecB–methyl-α-L-fucoside complex is 
sevenfold lower than that of the LecB complex with 
unmodified L-fucose [65].

The affinity of galactosides to LecA can be further 
increased by inserting simple aromatic substituents. K

d
 

of the complex between LecA and such compounds as 
phenylgalactopyranoside, p-nitrophenylgalactopyran-
oside (Table, compound 1), p-aminophenylgalactopy-
ranoside, p-tolylgalactopyranoside, naphthylgalacto-
pyranoside, etc. is 4–15 μM (let us remember that the 
K

d
 of unsubstituted D-galactose is almost 90 μM) [68]. 

This is associated with the formation of a contact be-
tween the hydrogen atom and the ε-carbon atom of 
LecA His50 and the aromatic ring π-system (Fig. 4). 
This interaction is known as the CH-π interaction, and 
its energy is ~ 1 kcal/mol. For the sake of comparison, 
the energy of interaction between LecA and D-galac-
tose is 6.0 kcal/mol. The mechanism of this interaction 
is similar to that of the hydrogen bond; however, it is 
not an electronegative atom with an unshared electron 
pair that acts as a hydrogen acceptor but the aromatic 
π-electron system [68]. Insertion of aliphatic substitu-
ents or aromatic ones separated from galactose by an 

Fig. 3. Detailed view of LecA (A) and LecB (B) sugar-binding sites. Lectins are shown as polypeptide chain trace mod-
els, where flat arrows indicate β-strands. Calcium ions are shown as orange spheres, and lectin-bound galactose and 
fucose are shown as green (carbon) and red (oxygen) spheres. The water molecule involved in galactose binding by 
LecA is shown as a red sphere, and the side chains of certain amino acid residues involved in sugar binding or calcium 
coordination are shown as sticks. Black dotted lines depict hydrogen bonds between the sugars and side chains of 
amino acid residues. The additional monomer of LecB is shown in gray (B); C-terminal glycine of this monomer is involved 
in the formation of the sugar-binding site of the neighboring monomer

А   B
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aliphatic linker preventing the formation of an CH-π 
interaction provides for a much lower increase in af-
finity [68–71].

Lectin LecB does not exhibit such a simple depen-
dence. Among monovalent ligands, oligosaccharide Lea 
(Table, compound 2) has the greatest affinity to LecB 
[32]. The K

d
 of the LecB–Lea complex is 210 nM, while 

that of the LecB–fucose complex is 2.9 μM. Although 
several attempts have been made to design ligands that 
would exhibit higher affinity than Lea, this objective 
has not been achieved. Various derivatives of disaccha-
ride α-L-Fuc-(1→4)-β-D-GlcNAc – the component of 
Lea – have been characterized by an affinity to LecB 
identical to that of Lea. An analysis of the crystalline 
structure of the complex has demonstrated that the in-
serted substituents are not involved in the formation of 
contacts with the protein [72]. A series of fucosylamides 
have been designed where the first oxygen atom of 
fucose is replaced with a nitrogen atom of the amide 
group carrying different appreciably bulky substitu-
ents of non-saccharide nature [73]. All the compounds 
were bound to LecB with dissociation constants of 
0.68–2.1 μM, which shows no improvement compared 
to Lea and even methylfucoside. The reason is that the 
amide group cannot interact with the conservative 
water molecule that participates in the ligand binding 
to lectin LecB. Finally, Hauck et al. [74] have designed 
several classes of derivatives of methyl-D-mannoside, 
another saccharide that binds to LecB with an affinity 
lower than that of LecB binding to fucose (K

d
 = 71 μM). 

Some amide and sulfonamide derivatives at the 6th po-
sition of mannose show a significant increase in affin-
ity. For example, K

d
 for one of sulfonamides is 3.3 μM. 

Although this value is 20-fold higher compared to the 
initial methylmannoside, no improvement compared to 
fucose and Lea was achieved.

Thus, there are no monovalent ligands with an af-
finity to lectins higher than that of unmodified mono-
saccharides by more than an order of magnitude. This 
is one of the reasons why researchers have focused on 
designing multivalent inhibitors.

Multivalent compounds
Lectins, irrespective of their origin (plant, animal, or 
bacterial), typically bind saccharides with an appreci-
ably low affinity [75]. This limitation can be overcome 
through the multivalence of both lectins and their lig-
ands. Multivalence implies that a single molecule or the 
molecular complex contains several identical binding 
sites. For example, lectins can be organized into ho-
momultimeric protein complexes, while glycoproteins 
(lectin receptors) can carry several identical glycan 
chains bound by lectins. This multivalence allows one 
to significantly increase the affinity and specificity of 

the interaction between lectins and glycans via several 
mechanisms. First, in some cases several sites of multi-
valent lectin can simultaneously bind several epitopes 
of a multivalent ligand. Such interaction is known as a 
chelate or bridging interaction. Second, even if simul-
taneous binding is impossible, the presence of several 
epitopes that can interact with lectin on a single ligand 
molecule increases the local concentration of these 
epitopes. During dissociation of the lectin complex with 
a single epitope, lectin has a high probability of binding 
to another identical epitope that is located nearby. This 
mechanism of ligand entrapment is known as statisti-
cal rebinding [76, 77]. These effects have recently been 
used increasingly often to design multivalent com-
pounds inhibiting the effect of lectins: glycoclusters, 
glycodendrimers, and glycopolymers [76, 78].

P. aeruginosa lectins were no exception. A large 
number of compounds belonging to different chemical 
classes, with different valences and different linkers 
between the saccharide and the core of the multivalent 
compound, have been designed for both lectins of this 
pathogen (in particular, for LecA). Glycoclusters based 
on trithiocyanuric acid [79], calixarenes, and resorci-
narenes [40, 70, 80–82]; linear and cyclic β-peptoids, 
porphyrin [81], fullerenes [83], and cyclooligosaccha-
rides [71]; polyphenylacetylene polymers functional-

Fig. 4. LecA – nitrophenylgalactoside complex. Nitrophe-
nyl-galactoside and side chain of LecA His50 are shown as 
sticks, and the black dotted line depicts CH-π interaction
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Some of the most effective inhibitors of P. aeruginosa lectins

No.
Chemical formula of the 
matrix (for multivalent 

compounds)

Chemical formula of the 
functional group 

Lectin 
target, 

reference
Valence

Affinity  
(ITC: K

d
;

ELLA: IC
50

)

Improvement of affinity 
as compared to monosac-

charide (calculated per 
monosaccharide – shown 

in parentheses)

1 LecA, [59] 1 ITC: 14.1 μM ITC: 6 (6)

2 LecB, [32] 1
ELLA: 0.51 

μM;
ITC: 0.2 μM

ELLA: 12 (12)
ITC: 14 (14)

3 LecA, [71] 4
ELLA: 57 

nM;
ITC: 79 nM

ELLA: 1210 (300)
ITC: 1114 (278)

4 LecA, [70] 4
ELLA: 7 μM;
SPR: 1.0 μM;
ITC: 90 nM

ELLA: 50 (12)
SPR: 58 (14)

ITC: 978 (244)

5 LecA, 
[40,80] 4 SPR: 500 nM

ITC: 176 nM
SPR: 143 (35)
ITC: 500 (125)

6 LecB, [40] 4 ITC: 48 nM ITC: 60 (15)

7 LecA, [59] 4 ITC: 0.1 μM ITC: 880 (220)

8 LecB, [46] 4 ELLA: 0.14 
μM ELLA: 79 (20)

9 LecA, [91] 2 ITC: 82 nM ITC: 1073 (537)

10 LecA, [89] 2

Inhibition of 
FITC-LecA 

binding, 
IC50: 2.7 nM;
ITC: 28 nM

Inhibition of FITC-LecA 
binding: 7407 (3703)

ITC: 3143 (1572)

11 LecA, [79] 3 ITC: 1.1 μM ITC: 80 (27)

12 LecB, [79] 3 ITC: 50 μM ITC: 0.6 (0.2)
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ized with galactose residues and gold nanoparticles 
[85]; dendrimers of peptide [59, 86] and non-peptide 
nature [87, 88]; and bivalent compounds [89–91] were 
proposed for use as multivalent inhibitors of LecA. The 
LecB inhibitors included synthetic oligomers based on 
pentaerythrityl phosphodiester [92], dendrimers based 
on lysins and cyclopeptides [93], those based on D- and 
L-oligopeptides [46, 94, 95], glycoclusters based on tri-
thiocyanuric acid [79] and calixarenes [40], as well as bi- 
and trivalent compounds functionalized by disaccha-
ride α-L-Fuc-(1→4)-β-D-GlcNAc instead of fucose [96].

Many of these compounds are characterized by a sig-
nificantly increased affinity to the corresponding lectin 
in isothermal titration calorimetry (ITC) experiments 
and efficiency in inhibition of lectin binding to immobi-
lized saccharides in enzyme-linked lectin assay (ELLA). 
For example, the K

d
 values of the complexes of LecA 

with galactosylated glycoclusters based on cyclic oli-
gosaccharides (table, compound 3) [71] and calixarenes 
(table, compound 4) [70], oligopeptide dendrimer (table, 
compound 7) [59], and the bivalent ligand selected dur-
ing screening of a library consisting of 625 compounds 
(table, compound 9) [91] were ~ 80–100 nM, which is 
almost 1,000-fold lower than the K

d
 of galactose. The 

bivalent ligand where two galactose residues are con-
nected by a rigid linker ~24 Å long is characterized 
by the highest affinity to LecA; its K

d
 is 28 nM (table, 

compound 10) [90]. According to the molecular model-
ing data, all these ligands can bind two monomers of a 
LecA tetramer, thus providing a chelate effect, which 
is probably responsible for such a significant increase 
in affinity. In the LecB tetramer, the distance between 
the fucose-binding sites in the adjacent monomers is 
much greater (~26–28 Å in LecA and at least 35–37 Å in 
LecB), and the increase in affinity due to the multiva-
lence in LecB inhibitors is significantly lower.

Despite the great variety of synthesized multivalent 
compounds, only relatively few studies have focused on 
their effect on bacterial cells, adhesion, or biofilm for-
mation. Oligopeptide dendrimers are capable of inhib-
iting biofilm formation. One of these dendrimers, Ga-
lAG2 (table, compound 7) with four galactose residues, 
virtually completely inhibits the formation of P. aeru-
ginosa biofilms on steel coupons and facilitates the 
dispersion of already formed biofilms. Unfortunately, 
attempts to optimize the amino acid sequence of the oli-
gopeptide only slightly improved its ability to disperse 
the biofilms rather than to inhibit their growth [59, 86]. 
Similar fucosylated peptide dendrimers were synthe-
sized as LecB inhibitors (Table, compound 8) [46, 94]. 
The tetravalent dendrimer FD2 effectively inhibited 
biofilm formation by the standard PAO1 strain and by 
three clinical isolates but not by the strain with a mu-
tation in the lecB gene. Similar to GalAG2, it facilitated 

the dispersion of already formed biofilms. Tetravalent 
glycoclusters based on calixarenes functionalized with 
galactose and fucose (table, compounds 5 and 6) proved 
also capable of inhibiting the formation of P. aeruginosa 
biofilms by PAO1 [40]. Interestingly, these glycoclus-
ters inhibited the biofilm growth not only of the PAO1 
strain, but also of the lecA and lecB gene mutants, thus 
demonstrating that these compounds can potentially 
affect other targets as well. These glycoclusters inhibit-
ed bacterial adhesion to A549 cells by 70 and 90% (gly-
cosylated and fucosylated glycoclusters, respectively). 
The inhibition was more significant compared to that 
observed when the lecA or lecB genes were inactivated, 
which also suggests that these compounds may affect 
other targets. Trivalent glycoclusters based on trithio-
cyanuric acid functionalized either by galactose or by 
fucose (table, compounds 11 and 12) are also capable 
of inhibiting biofilm formation. Although the affinity 
of these glycoclusters to the corresponding lectins is 
significantly lower, their effective concentrations sup-
pressing biofilm formation are the same as those for 
calixarenes (5 mM). Novoa et al. [91] demonstrated that 
the bivalent LecA ligand (table, compound 9) at a con-
centration of 0.05–5 μM can prevent the penetration of 
P. aeruginosa inside H1299 cells by 50–80%, although 
no dose dependence was revealed.

Natural compounds
The ability to bind P. aeruginosa lectins has been re-
vealed not only in chemically synthesized but also in 
many natural compounds. Unfortunately, most of these 
compounds have not been isolated into components 
and only a certain degree of assumption can be made 
regarding the nature of their active components. Fur-
thermore, their ability to interact with lectins has been 
typically demonstrated only using hemagglutination 
assay and western blot hybridization, without the use 
of more reliable quantitative procedures.

Hemagglutination assay and western blot dem-
onstrated that the proteins of pigeon and quail egg 
whites [97, 98], components of honey and royal jelly 
[99], human breast milk and milk from some other 
mammals [66, 100], and extracts from the seeds of 
some edible plants [101] can interact with P. aerugi-
nosa lectins.

Two independent research groups have demonstrat-
ed that hemagglutination induced by lectin LecA is in-
hibited by galactomannans, plant-derived polysaccha-
rides consisting of linear chains of poly-(1→4)-mannose 
with galactose residues bound to some mannose resi-
dues via the 1→6 glycoside bond [57, 102]. Furthermore, 
galactomannan from guar, rather than oat glucan and 
some other plant-derived polysaccharides, has inhib-
ited biofilm formation by the clinical isolate of P. aeru-
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ginosa [102]. The action of galactomannan, like that of 
peptide dendrimers, is probably based on the multiva-
lence effect.

IN VIVO LECTIN INHIBITION
The positive effect of inhibition of lectins LecA and 
LecB has been demonstrated both in in vitro and in 
vivo experiments: the use of lectin-specific monosac-
charides and synthetic inhibitors was studied using an-
imal models of the infection. Furthermore, single cases 
of using monosaccharides in clinical practice have been 
reported.

In the aforedescribed experiments on a model of 
intestinal infection in mice subjected to 30% partial 
hepatectomy, 107 CFU P. aeruginosa injected into 
the cecum caused 100% fatality, and so did a combi-
nation of lectin LecA and exotoxin A. However, 13% 
N-acetylgalactosamine added to the injection mixture 
reduced the fatality rate almost to zero in both cases 
[55]. The effect of the addition of simple saccharides 
(lectin ligands) was also observed in a mouse model of 
lung infection [39]. Intratracheal injection of P. aeru-
ginosa PAO1 increased the permeability of lung epi-
thelium and resulted in fluid accumulation in the lungs 
and bacterial dissemination in the organism. Infection 
with strains with mutations in the lecA or lecB genes 
had a much smaller effect on lung permeability and 
caused lower bacterial dissemination both in the lungs 
and blood of the infected mice, although their survival 
rates remained the same compared to mice infected 
with the wild-type strain. The addition of saccharides 
binding to LecA (N-acetylgalactosamine and methyl-
α-galactoside) or LecB (methyl-α-fucoside) at concen-
trations of 15–50 mM, but not glucose, reduced the 
negative effects caused by the injection of bacteria and 
bacterial dissemination in the lungs and blood. Further-
more, methyl-α-galactose and N-acetylgalactosamine 
led to a better survival rate among the infected mice. 
The effectiveness of synthetic lectins inhibitors, tet-
ravalent galactosylated, and fucosylated calixarene-
based glycoclusters (table, compounds 5 and 6) was 
studied in the same model of acute lung infection in 
mice [40]. As might have been expected, glycoclusters 
showed much higher effectiveness both in retaining 
the lung barrier function and in reducing the bacte-
rial dissemination in the lungs and spleen compared 
to monosaccharides at same concentrations (1–5 mM). 
Lung permeability for labeled albumin after glycoclus-
ters had been added was the same as after the injection 
of strains with mutations in the lectin genes [39]; the 
bacterial dissemination in lungs and spleen decreased 
by 1–3 orders of magnitude. The fucosylated glycoclu-
ster was more effective. Unfortunately, no data on the 
survival rate were available.

Several cases in which saccharide solutions were 
used to treat a P. aeruginosa infection in humans have 
also been reported. Steuer et al. [103] demonstrated 
the effectiveness of using D-galacose, D-mannose, and 
sialic acid solutions to treat external otitis caused by 
infection with P. aeruginosa, although in this case the 
effect could have been due to inhibition of some other 
adhesins besides lectins. A case of successful treatment 
of the upper airway infection in a child subjected to 
chemotherapy has also been reported [104]. The infec-
tion was resistant to antibiotics, while inhalation of ga-
lactose and fucose solutions resulted in the complete 
elimination of the pathogen. Finally, Hauber et al. stud-
ied inhalation of solutions of these saccharides to treat 
cystic fibrosis patients whose lungs were chronically 
colonized by P. aeruginosa [105]. A twice-daily inhala-
tion of the saccharide solution for 21 days significantly 
reduced bacterial counts in the patients’ sputum and 
inhibited TNFα expression. Unfortunately, no statis-
tically significant improvement in lung function was 
observed, which was related to the insufficient sample 
size.

Although the effect of using monosaccharides in the 
aforementioned studies was often rather small, recent 
data have demonstrated that these limitations can be 
potentially overcome by using multivalent compounds. 
The results of these studies have convincingly con-
firmed that positive results can be achieved in vivo by 
inhibition of P. aeruginosa lectins.

CONCLUSIONS
Lectins LecA and LecB seem to be among the virulence 
factors of P. aeruginosa: they contribute to the ability 
of this organism to colonize human tissues and organs 
and persist in them as biofilms, thus causing hard-to-
treat chronic diseases. Both lectins affect bacteria’s 
ability to attach to epithelial human cells, are the key 
components of bacterial biofilms, and can inhibit the 
ciliary movement and disturb the barrier function of 
epithelial tissue. Unfortunately, it remains unclear how 
important each of these lectin functions in in vivo in-
fection is. Taking into account the fact that lectin spec-
ificity differs, it cannot be ruled out that P. aeruginosa 
LecA and LecB play different roles in the infection of a 
human organism. However, regardless of the nature of 
lectins function, the use of corresponding monosaccha-
rides and multivalent glycoclusters in animal models of 
a P. aeruginosa infection has reliably demonstrated the 
positive effect of the inhibition of both lectins, which 
has also been confirmed by clinical data.

Among the variety of lectin inhibitors, the most 
promising ones are those where the multivalence effect 
is used to achieve a higher affinity to their targets. This 
is partially related to the multivalence of lectins: com-
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pounds bearing several affine groups can simultane-
ously bind two monomers from a single tetramer. The 
molecular modeling method has demonstrated that 
some compounds potentially possess this ability. It was 
found that some classes of multivalent compounds can 
inhibit the development of P. aeruginosa biofilms and/
or impede bacterial adhesion to epithelial cells. The 
positive effect of tetravalent calixarene-based glyco-
clusters in an in vivo acute model of lung infection was 
also demonstrated.

Most multivalent lectin inhibitors are synthetic gly-
codendrimers and glycoclusters. The cost intensity and 
complexity of synthesizing many of them can be a sig-
nificant obstacle in further advancement towards pre-
clinical and especially clinical trials. Furthermore, there 
is a high risk of adverse toxic effects and non-optimal 
pharmacokinetic properties. In this regard, natural 
neutral polysaccharides, such as the galactomannan or 
oligosaccharides produced by their hydrolysis, seem to 

have a higher potential. Plant-derived galactomannans 
are widely used in the food industry, are safe, and ex-
ceptionally inexpensive. However, the effectiveness of 
natural polysaccharides, as well as most synthetic gly-
coclusters and glycodendrimers, is yet to be confirmed 
using animal models of infection. We believe that, tak-
ing into account the encouraging results achieved in 
experiments with calixarenes, the highest priority ob-
jective is to further verify the effectiveness of natural 
and synthetic multivalent compounds (and probably 
their combinations with conventional antibiotics) in 
vivo in various models of infection. 
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ABSTRACT The NeuN protein is localized in nuclei and perinuclear cytoplasm of most of the neurons in the 
central nervous system of mammals. Monoclonal antibodies to the NeuN protein have been actively used in the 
immunohistochemical research of neuronal differentiation to assess the functional state of neurons in norm 
and pathology for more than 20 years. Recently, NeuN antibodies have begun to be applied in the differential 
morphological diagnosis of cancer. However, the structure of the protein, which can be revealed by antibodies to 
NeuN, remained unknown until recently, and the functions of the protein are still not fully clear. In the present 
mini-review, data on NeuN accumulated so far are summarized and analyzed. Data on the structure and proper-
ties of the protein, its isoforms, intracellular localization, and hypothesized functions are reported. The applica-
tion field of immunocytochemical detection of NeuN in scientific and clinical studies, as well as the difficulties 
in the interpretation of the obtained experimental data and their possible causes, is described in details.
KEYWORDS NeuN nuclear protein, neuron specific marker, neurons.
ABBREVIATIONS IHC – immunohistochemical analysis; NeuN – neuronal nuclear protein; shRNA – small hairpin 
RNA; MAP-2 – microtubule-associated protein 2; GFAP – Glial Fibrillary Acidic Protein; TUNEL – Terminal 
Deoxynucleotidyl Transferase-Mediated dUTP (2’-Deoxyuridine 5’-Triphosphate) Nick-End Labeling; BrdU – 
5-bromo-2’-deoxyuridine.

INTRODUCTION 
Studies of the neural tissue proteome and immuno-
cytochemical studies of nervous system organs have 
established that neurons contain a number of specif-
ic proteins, whose appearance in postmitotic cells is 
indicative of their neuronal differentiation. Some of 
these proteins are characteristic of only a number of 
specific neuronal types. Thus, tyrosine hydroxylase, an 
enzyme involved in the synthesis of catecholamines, 
can be detected in the population of catecholaminer-
gic neurons and monoenzyme neurons involved in the 
synthesis of catecholamines [1, 2], while choline acetyl-
transferase allows one to label cholinergic neurons [3]. 
Other specific proteins are present in the vast majority 
of neurons. One of them is the neuronal nuclear protein 
NeuN, which is often used as a marker of postmitotic 
neurons due to some of its properties (primarily nuclear 
localization) [4–7]. Monoclonal antibodies to the NeuN 
protein have been actively used in immunohistochem-
ical studies of neuronal differentiation to assess the 
functional state of neurons in norm and pathology for 
more than 20 years. Currently, they are also used in the 
differential morphological diagnosis of cancer [8–10]. 
However, the structure of the protein, which can be 
revealed by antibodies to NeuN, remained unknown 

until recently, and the functions of this protein remain 
not entirely clear.

The purpose of our study was to summarize and 
analyze data on the NeuN protein accumulated to date. 
Data on the structure and properties of the protein, its 
isoforms, intracellular localization, and hypothesized 
functions are reported. The application field of immu-
nocytochemical detection of NeuN in scientific and 
clinical studies, as well as the difficulties in the inter-
pretation of the obtained experimental data and their 
possible causes, is described in details.

NeuN protein expression in nervous system cells
The neuronal nuclear protein (NeuN) was discovered 
in 1992, when a research team managed to obtain 
monoclonal antibodies (A60 clone) to this hitherto un-
known nuclear protein [11]. Comprehensive immu-
nohistochemical (IHC) analyses have shown that the 
expression of the NeuN protein throughout the whole 
ontogeny is exclusively associated with the nervous tis-
sue. This marker has not been detected in tissues oth-
er than nervous ones. Moreover, the protein has never 
been detected in glial cells, which suggests it is a spe-
cific neuronal marker. Subsequent studies have shown 
that anti-NeuN antibodies can identify most types of 
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neurons in the whole nervous system with rare excep-
tions. Thus, Cajal-Retzius cells in the neocortex, some 
cerebellar cells (including Purkinje cells), inferior olive 
neurons, cells of the inner nuclear layer of the retina, 
γ-motor neurons in the spinal cord, and ganglion cells 
of the sympathetic chain are not immunohistochemi-
cally stained with antibodies to NeuN. There also ex-
ist conflicting reports on the expression of NeuN cells 
in the substantia nigra cells of the brain [12–14]. The 
causes behind the lack of NeuN immunoreactivity in 
certain types of neurons have not been established. For 
example, inferior olive neurons are believed to share 
a common origin with neurons in the base of the pons, 
but the latter demonstrate high NeuN immunoreactiv-
ity for almost the entire ontogeny, whereas the inferior 
olive neurons are NeuN-immunonegative in both the 
fetal and postnatal life periods [15]. Thus, NeuN immu-
noreactivity apparently reflects some other side of cell 
biology, rather than a close relationship in embryonic 
neurohistogenesis.

It is believed that NeuN emerges during early em-
bryogenesis in postmitotic neuroblasts and remains in 
differentiating and terminally differentiated neurons 
throughout the whole subsequent ontogeny. Antibody 
binding to the NeuN protein is predominantly associat-
ed with cell nuclei and, to a lesser extent, with the per-
inuclear cytoplasm [11]. It was shown that two hypoth-
esized isoforms of the NeuN protein (46 and 48 kDa) 
are present in both locations, but differ in their relative 
concentration in the nucleus and cytoplasm. Thus, both 
isoforms of the protein are approximately equally rep-
resented in the nucleus, and isoform with a molecular 
mass of 46 kDa only occasionally predominates, while 
the isoform with a molecular mass of 48 kDa always 
predominates in the cytoplasm. It is believed that NeuN 
isoforms differ in a short amino acid sequence, which is 
responsible for the localization of the different variants 
of this protein in the cell [16]. 

In the nucleus, NeuN is primarily located in the are-
as with low chromatin density, and it is absent in areas 
with dense packing of DNA [16]. Most of the intranu-
clear NeuN is bound to the nuclear matrix [17]. The re-
sults of chromatographic analysis of cerebral nuclear 
proteins demonstrate the ability of the NeuN protein 
to bind to DNA [11]. It remains not fully clear how spe-
cific this binding is and whether NeuN binds to DNA 
in vivo. The nuclear localization of the NeuN protein, 
its DNA binding properties that were demonstrated 
in vitro, as well as its solubility suggest that NeuN is a 
neurospecific regulatory molecule functioning at the 
level of the cell nucleus [11]. More recent studies [17] 
have confirmed the validity of this assumption. Howev-
er, the capability of binding to RNA rather than DNA is 
currently considered to be a more important property 

of NeuN [18]. Nevertheless, the fact that the expression 
of NeuN is associated with neuronal differentiation and 
persists throughout the whole cell life can be an indica-
tion that NeuN is a permanent regulator of the general 
presentation of the neuronal phenotype. In this case, 
the lack of NeuN expression in certain neuronal pop-
ulations implies the presence of alternative, but func-
tionally similar to NeuN regulatory molecules in these 
cells. This assumption is consistent with the general 
idea that a variety of alternative regulatory mecha-
nisms, providing comprehensive control of the differ-
entiation processes of nerve elements and formation 
of nervous system organs, should be present in such a 
complex system as the nervous system of vertebrates.

The accumulated so far experimental data provide 
evidence that the intensity of the immunocytochem-
ical reactions for NeuN in the nucleus and cytoplasm 
may vary both within the same type of neurons and 
between different types of neurons. Thus, an investi-
gation in NeuN distribution in the substantia nigra cells 
of the rat brain revealed that it is poorly expressed in 
some neurons, while in other neurons it is completely 
absent [12]. In humans, the population of neurons of the 
substantia nigra is also heterogeneous in terms of NeuN 
distribution. Both weakly immunopositive and immu-
nonegative cells have been detected [13]. The neurons 
of the substantia nigra differ both in their ability to be 
stained in an immunohistochemical reaction for NeuN 
and neuromelanin content in their cytoplasm. Neurons 
that contain neuromelanin and the NeuN protein; neu-
rons that contain neuromelanin, but give a negative 
reaction for the NeuN protein; and neurons that do not 
contain neuromelanin, but contain NeuN were detect-
ed. Interestingly, the concentration of the NeuN pro-
tein in substantia nigra neurons is significantly lower 
than that in the neurons of the red nucleus located an-
atomically close to the substantia nigra and other areas 
of the human brain [13].

Although NeuN expression in substantia nigra neu-
rons has been convincingly determined in laboratory 
animals and humans, we can state that, in general, no 
clear correlation between the intensity of NeuN im-
munoreactivity and a certain type of neurons has been 
established. Obviously, the differences in the intensity 
of the reaction for NeuN reflect the differences in the 
expression of this protein in a cell, which are associated 
with both the constitutive characteristics of the neu-
ron and its functional state. Thus, the intensity of the 
immunocytochemical reaction for NeuN consistently 
varies during the stimulation of primary neuronal cul-
ture cells [19]. Injuries to the nervous system can affect 
the expression of the NeuN protein in the cell in vari-
ous ways. For example, axonal injury leads to an almost 
complete loss of NeuN immunoreactivity in motoneu-
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rons of the facial nerve nucleus, while a transection of 
the rubrospinal tract only leads to a minor reduction in 
NeuN immunoreactivity in red nucleus neurons [20]. 
In the latter case, the less pronounced changes may be 
due to a more distal transection of axons having a suf-
ficient amount of collaterals.

The complexity associated with interpreting the re-
sults of immunohistochemical staining for the NeuN 
protein is associated with the fact that a negative re-
sult of the reaction may be due to several reasons. On 
the one hand, this may be due to the absence of NeuN 
protein expression in a cell or protein synthesis in such 
a small amount that it cannot be detected by immu-
nohistochemistry. On the other hand, there is exper-
imental evidence of the influence of NeuN protein 
phosphorylation on its ability to bind known antibodies 
to NeuN [16]. It has been shown that there are seven 
post-translational modifications (forms) of the NeuN 
protein characterized by varying degrees of phospho-
rylation. Enzymatic dephosphorylation experiments 
demonstrated that antibodies to the NeuN protein 
(clone A60) recognize only phosphorylated forms of the 
protein, and that at least one phosphate group in the 
NeuN molecule is required for proper formation of the 
antigenic determinant recognized by these antibodies 
[16]. Later on, it was suggested that the epitope for an-
tibody binding to a non-phosphorylated NeuN protein 
is involved in protein-protein interactions, and, there-
fore, it is masked and incapable of binding to antibodies 
[21]. This hypothesis is indirectly confirmed by the fact 
that the aforementioned epitope has proline-rich amino 
acid sequences that are considered to be the main ac-
tors in protein-protein interactions in the cell [22]. 

The structure and properties of NeuN/Fox-3 protein
For a long time, the nucleotide sequence encoding the 
NeuN protein remained unknown. In 2009, a research 
team in the USA [23] carried out a mass spectrometry 
analysis of peptides derived from trypsinization of the 
protein, reacting with antibodies to NeuN (clone A60). 
As a result, the primary structure of the Fox-3 protein 
was established. The protein consists of 374 amino acids 
and can exist in four isoforms generated by alterna-
tive splicing of the mRNA. Kim et al. [23] demonstrated 
that the protein that reacts with antibodies to Fox-3 in-
teracts with tissue antigens in the same way as known 
anti-NeuN antibodies. The character of intracellular 
structure staining upon reaction with anti-Fox-3 anti-
bodies is completely identical to the results of an immu-
nocytochemical reaction for NeuN. It was also shown 
that expression of the NeuN protein is tapered when 
using small hairpin RNAs (shRNA) against Fox-3. Fi-
nally, it turned out that Fox-3, similarly to NeuN, is ex-
pressed only in the nervous tissue. Based on these ex-

perimental data, the authors concluded that the NeuN 
protein is a product of the Fox-3 gene, which belongs to 
the Fox-1 gene family. This work [23] was performed 
at a high methodological level, using modern molecu-
lar-genetic, cytological, and histological methods and 
made a significant contribution to our understanding of 
the molecular nature of the antigenic determinant that 
binds A60 antibodies. Most authors, when investigating 
NeuN, share Kim’s opinion on the identity of the NeuN 
antigen and Fox-3 protein, as evidenced by the numer-
ous references to this work (89 references by December 
2014) in the articles refereed in databases belonging to 
the Web of Science service (Thomson Reuters).

Importantly, the same research team [23] reported 
the detected cross-reactivity of A60 antibodies to the 
NeuN protein with synapsin I, a member of the neu-
ron-specific phosphoprotein family associated with 
synaptic vesicles, which play a role in the synapto-
genesis and modulation of neurotransmitter secretion. 
Cross-reactivity is apparently due to the presence of a 
fragment consisting of 14 homologous amino acid resi-
dues in Fox-3 and synapsin I. A part of this fragment is 
probably involved in the formation of the epitope rec-
ognized by A60 antibodies. Importantly, the cross-re-
activity of the epitopes of synapsin and NeuN was ob-
served only when using the immunoblotting method, 
while anti-NeuN antibodies did not bind to synapsin I 
in an immunocytochemical study on paraffin sections. 
This may be associated with both the masking of the 
antigenic determinant due to fixation in formalde-
hyde and the pouring of paraffin over the material and 
low affinity of anti-NeuN antibodies to the synapsin I 
epitope, which is compensated by the high concentra-
tion of synapsin in the material under study in immu-
noblotting [21, 23]. 

Sequencing and identification of the gene encoding 
the NeuN protein naturally led to an investigation of 
the NeuN/Fox-3 functions in nervous system cells. It 
was shown that this protein plays a role in neurospe-
cific alternative splicing [24]. Subsequently, it has been 
experimentally established that regulated NeuN/Fox-3 
splicing greatly contributes to the regulation of neuron 
differentiation in the nervous system of vertebrates 
[25]. In this regard, it is suggested that the functions of 
the Fox-3 protein in a cell should be taken into account 
when using NeuN-immunostaining as a convenient 
neuronal marker. [21].

Using NeuN protein as a neuromarker
Although the structure of the antigenic determinant 
that binds A60 antibodies and the conditions of this 
binding are not fully understood, antibodies to the 
NeuN protein are widely used in scientific research 
and in histopathologic diagnosis. Thus, during the last 
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decade, the NeuN protein has been used as a universal 
neuron-specific marker for studying the differentiation 
of stem cells [7, 26–28]. The presence of some specific 
marker proteins, whose immunocytochemical detection 
allows for selective identification of cells belonging to 
the nervous system tissues, in postmitotic cells provides 
evidence of neuronal differentiation. Such proteins in-
clude, for example, β-tubulin III, MAP-2, doublecortin, 
synaptophysin, neurofilament proteins, neuron-spe-
cific enolase, the neural cell adhesion molecule, as well 
as the neurotransmitter synthesis enzymes (tyrosine 
hydroxylase, choline acetyl transferase), etc. [28 29]. 
The use of the NeuN protein as a neuronal differentia-
tion marker has several advantages. Firstly, the NeuN 
protein is expressed exclusively in the nervous tissue, 
while other neuronal differentiation marker proteins 
are also found in other cells. For example, MAP-2 is ex-
pressed not only in neurons, but also in skeletal mus-
cles, epithelial cells, etc. Astrocytes also give positive 
immunocytochemical reaction for neuron-specific eno-
lase, and synaptophysin was found not only in neurons, 
but also in neuroendocrine cells [29]. Secondly, NeuN is 
not found in immature neural progenitor cells as long 
as they are not out of the cell cycle [15, 19, 30]. In this 
context, some markers are less convenient, as they de-
tect both mature neurons and undifferentiated neu-
roepithelial cells (MAP-2), or only nerve cells at the 
late stages of differentiation (neurotransmitters syn-
thesis marker enzymes) [31]. Finally, the NeuN protein 
is the only one of these markers whose expression is 
primarily associated with the cell nucleus. In connec-
tion to this, detection of this protein, in contrast to cy-
toplasmic markers, does not depend on a small volume 
of cytoplasm, which is typical of neuroblasts and small 
neurons. In addition, nuclear localization of this mark-
er allows one to obtain discrete stained structures of 
specimens, which are available for binarization (image 
processing procedures required during the automated 
quantitative analysis of the objects) when being pho-
tographed. 

The reaction for NeuN is also used in pathohisto-
logical diagnosis in neurooncology [9, 31]. There is ev-
idence of NeuN expression in some cells of differenti-
ated neuronal tumors (neurocytomas, gangliocytomas, 
medulloblastomas) [30, 31]. For example, Wolf et al. 
[30] revealed NeuN immunoreactivity in the nuclei of 
some ganglioma cells and absence of such immunore-
activity in oligodendroglial cells, which can be used 
for the differential morphologic diagnosis of cancer. 
Inclusion of this marker into an antibody panel used 
for the diagnosis of neurocytomas can result in im-
proved reliability of diagnostics and differential di-
agnosis, at least in the case of central nervous system 
neuroblastomas [31].

Although NeuN is considered to be a convenient 
marker of postmitotic neurons and differentiated cells 
of neurogenic tumors, one should be careful when us-
ing the protein for identifying neural cells in vitro. 
As shown by Darlington et al. [32], NeuN immunore-
activity is present in the primary cell cultures of the 
murine, rat and human brain. But not only neurons 
are NeuN-immunopositive. It has been shown that 
some NeuN-immunopositive cells in these cultures 
express the glial fibrillary acidic protein (GFAP), an 
astrocyte marker. Moreover, NeuN is expressed by all 
GFAP-positive cells. The identified NeuN+/GFAP+ 
cells demonstrate astrocyte morphology, do not prolif-
erate (according to the results of BrdU labeling), and 
demonstrate no expression of other neuronal mark-
ers. Based on these data, we suggested that NeuN+/
GFAP+ cells identified in vitro are astrocytes rather 
than partially differentiated neuronal precursors at 
the stage of the beginning of synthesis of neuron-spe-
cific proteins as might have been expected as an al-
ternative. Apart from astrocytes, one of the fibroblast 
cell lines (3T3) proved to be immunoreactive to NeuN 
in vitro. The reason for the NeuN immunoreactivity 
of non-neuronal cells observed in cultures remains 
not fully understood. When working with paraffin 
sections, it was found that NeuN immunoreactivity is 
affected by some methodological techniques [33-36]. 
It was noted that long-term fixation in formalin (for 
several months or years) reduces NeuN immunoreac-
tivity as compared to the level observed after fixation 
of the same materials for several days or weeks. Fur-
thermore, thermal unmasking of the antigen is usual-
ly required for A60 antibody binding [15, 36]. At the 
same time, decalcification of the objects in a formic 
acid solution does not lead to a deterioration of the re-
action for NeuN [35]. Obviously, NeuN immunostain-
ing involves specific protocols that are standardized 
for use with paraffin sections [29, 37, 38] but are likely 
to require further improvement and standardization 
in the case of in vitro studies. 

Another application of anti-NeuN antibodies is as-
sociated with the identification of pathological changes 
in existing neuronal populations. Various pathological 
processes accompanied by a weakening or disappear-
ance of NeuN immunoreactivity in neurons have been 
reported in several studies. Thus, complete disappear-
ance of NeuN immunohistochemical staining of neu-
ronal nuclei and cytoplasm at the area of ischemic 
damage to the striatum in a rat brain [39, 40] has been 
noticed. Termination of NeuN protein synthesis by cer-
tain striatal neurons in Huntington’s disease has also 
been observed [41]. It has been shown that the NeuN 
nuclear protein disappears from damaged or dying py-
ramidal neurons in the hippocampus [42]. A decrease in 
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NeuN immunoreactivity in hypoxia and brain injury 
was also reported [43-45]. 

It is important to note that in some studies the loss 
of NeuN immunoreactivity was explained by neuronal 
death. Thus, Davoli et al. [44] compared NeuN-im-
munostaining with TUNEL staining in ischemia and 
found that NeuN immunoreactivity was significantly 
reduced 24 hours after exposure, which correlates with 
the increase in the number of apoptotic cells (detect-
ed by TUNEL). Based on these data, it was suggested 
that the decrease in NeuN immunostaining is associ-
ated with neuronal death in the damaged area of the 
brain. On the other hand, it was subsequently shown 
that the loss of NeuN-staining is not always associat-
ed with neuronal death and may be effected by other 
agents; for example, temporarily suspended synthesis 
of this protein by neurons due to damage (but without 
viability loss). When using a moderate ischemia model 
(30 min ischemia), it was found that neurons lose NeuN 
immunoreactivity 6 h after exposure, while retaining 
the integrity of the cell and intact nucleus; i.e., they do 
not exhibit typical signs of cell death [45]. According to 
the authors, the loss of immunoreactivity in this case is 
associated with the loss of the antigen’s ability to bind 
anti-NeuN antibodies, rather than a reduction in NeuN 
protein synthesis in neurons. In contrast, in the case of 
axotomy, a sharp decrease in the amount of the NeuN 
protein in neurons was shown [20]. Therefore, the loss 
of neuronal NeuN immunoreactivity is indicative of 
damage, but it cannot be definitive evidence of neu-
ronal death (expected or actual). This fact should be 

borne in mind when interpreting the results of quanti-
tative immunohistochemical studies. 

CONCLUSION
In conclusion, despite the many years of intensive stud-
ies of the NeuN protein, a number of issues related to 
its structure and functions remain open. Thus, antigen-
ic determinants that bind anti-NeuN antibodies and the 
conditions required for effective interaction between 
antibodies and the antigen both in vivo and in vitro re-
main poorly studied. The entire range of functions of 
the NeuN protein in cells has not been determined. It 
is unclear what processes in cells lead to the changes in 
the intensity of the reaction for NeuN/Fox-3 or loss of 
NeuN immunoreactivity, as well as post-translation-
al modifications in this protein, which are observed in 
some cases. Despite this, NeuN has been successfully 
used for more than 20 years as a reliable marker of 
postmitotic neurons in studies of neuronal differenti-
ation and in the assessment of neuronal status both in 
norm and pathology. In recent years, there has been 
an increase in the number of studies aimed at investi-
gating the properties of the NeuN/Fox-3 protein. New 
data should deepen our understanding of the structure 
and functions of this protein and facilitate the objective 
interpretation of research results using antibodies to 
the NeuN protein.  

This work was supported by the Russian Scientific 
Foundation (the project No 14-15-00014).
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ABSTRACT This review describes the main factors affecting the in vitro development of mouse ovarian follicles 
under conditions of three-dimensional alginate hydrogel system. The factors discussed include concentration of 
alginate hydrogel, presence of additives (collagen, fibrin) influencing substrate rigidity; culture conditions; com-
position of culture media; substances that act like antioxidants (salts of ascorbic acid, glutathione) and contribute 
to the improvement of lipid metabolism (L-carnitine), hormones and growth factors. The methods for follicle 
group cultivation in alginate hydrogel and cocultivation of different cell populations with follicles encapsulated 
in alginate hydrogel are covered in the present article.
KEYWORDS alginate, hydrogel, follicle, ovary, mice.
ABBREVIATIONS 2D – two-dimensional; 3D – three-dimensional; FSH – follicle-stimulating hormone; hCG – hu-
man chorionic gonadotropin; LH – luteinizing hormone; BSA – bovine serum albumin; FCS – fetal calf serum; 
ITS – insulin, transferrin, selenium; EGF – epidermal growth factor.

INTRODUCTION
Researchers show great interest in designing a system 
that would allow in vitro producing mature oocytes. For 
various reasons, a woman may require mature oocytes 
produced in vitro from ovarian tissue. For example, 
ovariectomy is used in hormone-dependent breast can-
cer to reduce secretion of sex hormones [1]. Radio- and 
chemotherapy are used to treat other cancer types and 
also have a negative effect on ovarian status. Chemo-
therapeutic agents make ovarian cells degrade via the 
apoptotic pathway. Both the stroma and the follicular 
ovarian systems are involved in this process [2] by de-
creasing the number of primordial follicles, reducing 
the ovarian reserve and causing infertility [3]. Ovarian 
tissue cryopreservation is currently offered to patients 
with an eye to returning this tissue to the organism af-
ter successful treatment [4]. This procedure is associat-
ed with a number of challenges, since both harvesting 
the ovarian tissue and autografting require surgical 
intervention and hormonal stimulation to initiate fol-
licle growth and maturation. All these manipulations 
may have a negative effect on the debilitated condition 
of the female patient, including increasing the risk of 
cancer recurrence.

In vitro culturing of ovarian tissue followed by pro-
duction of mature fertilizable oocytes that can be sub-
jected to cryopreservation and subsequently used in 

assisted reproductive technology programs is a way 
out of situations such us this one. The methods for in 
vitro culturing of ovarian tissue and individual follicles 
are currently being actively developed using various 
animal models, including dog [5] and rhesus macaque 
[6] models; however, mouse ovarian tissue is used most 
commonly [7–11]. Although encouraging results have 
recently been obtained [7, 8, 10], many questions re-
garding the regulation of follicle growth and oocyte 
maturation under in vitro conditions are far from being 
solved. Regulation of follicle growth and oocyte mat-
uration in vivo depends on hormones secreted by the 
pituitary gland and ovarian cells, growth factors, as 
well as other substances whose role remains to be elu-
cidated. Furthermore, follicle growth largely depends 
on the mechanical properties of the surrounding ovar-
ian tissue. All these conditions need to be provided to 
successfully culture follicles in vitro.

Many researchers culture individual follicles isolated 
from the ovary either mechanically or enzymatically. A 
larger number of follicular cells (including theca cells) 
are preserved when the mechanical method is used, 
which contributes to better follicle growth in vitro [12, 
13].

Individual follicles can be cultured in 2D (planar, 
two-dimensional) or 3D (spatial, three-dimensional) 
systems. 3D systems have a number of advantages 
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over 2D ones. The main drawback of 2D systems is 
that the microenvironment of the cultured fragment 
shows poor correlation to the in vivo conditions. In 
two-dimensional culturing, cells of the follicle and the 
surrounding stroma migrate within the plane, folli-
cles lose their shape, and oocytes are deprived of the 
normal cellular environment. Functioning of 2D sys-
tems can be regulated only by varying concentrations 
of chemical agents (growth factors, hormones, etc.) in 
the culture medium, while 3D culturing technologies 
allow one to perform regulation by selecting the opti-
mal physical parameters of 3D microenvironment of 
the explant.

Agarose, collagen, matrigel, or alginate derivatives 
are used as substrates when designing 3D culture sys-
tems [14]. Alginate hydrogels resulting from dissolution 
of alginic acid salts (alginates) are advantageous over 
other substances: it is sufficient to add a solution con-
taining the binding agent (Ca2+ or Mg2+ ions) to induce 
their polymerization. Exposure to neither high temper-
atures nor UV radiation fatal to living cells is needed. 
Furthermore, alginates are of vegetative origin (they 
are derived from brown algae), so they can be employed 
in projects with the limitation to use only systems with 
animal-free components. Figure 1 shows the scheme of 
formation of alginate hydrogel due to polymerization 
of sodium alginate induced by calcium ions. Hydrogels 
having different structures and densities and thus ex-
hibiting different mechanical properties can be pro-
duced by varying concentrations of calcium and mag-
nesium salts used in polymerization, alginate solution 
concentration, and polymerization duration.

Mechanical environment surrounding the follicle
Mechanical strains emerging in follicular cells play a 
crucial role in normal follicle growth and oocyte mat-
uration. Studies by several independent groups of re-
searchers focused on gene expression in mouse ovarian 
follicles have demonstrated that cultivation of follicles 
in less concentrated, and therefore softer, alginate sub-
strates better simulates the in vivo conditions of follicle 
growth and maturation than cultivation in more rigid 
alginate substrates [9, 15, 16].

The number of transcripts of the Gdf9, Bmp15, Tcl1 
and Zp3 genes in oocytes increased as follicles were cul-
tivated in the presence of 0.25% alginate hydrogels (0.25 
g sodium alginate dissolved in 100 mL of the solution) 
as compared to 1.5% alginate hydrogel (1.5 g sodium al-
ginate dissolved in 100 mL of the solution). The high 
expression level of these genes is typical of normal in 
vivo oogenesis. Furthermore, cultivation of follicles in 
softer alginate hydrogels (0.25%) significantly increased 
oocyte and follicle size compared to cultivation in more 
rigid alginate hydrogel (1.5%) [9].

A group of U.S. researchers have demonstrated 
that cultivation of follicles in rigid alginate hydrogels 
(1.5%) that reduce the follicle growth and develop-
ment rates compared to cultivation in softer alginate 
hydrogels (0.5%) results in excessive expression of 
such genes as Star (regulating the extracellular trans-
port of cholesterol required for sex hormone synthe-
sis), Cyp11a1 (responsible for conversion of cholesterol 
to pregnenolone), and Hsd3b1 (encoding hydroxy-δ-
5-steroid dehydrogenase). Moreover, the expression 
level of the Lhcgr gene, the gene encoding luteinizing 
hormone and chorionic gonadotropin, was enhanced 
by cultivation in 0.5% alginate hydrogel as compared 
to 1.5% hydrogel. The expression level of the Cyp19a1 
gene responsible for conversion of androstendione to 
estradiol also increased between day 0 and day 8 of 
follicle cultivation in granulosa cells. This process was 
more efficient in 0.5% alginate hydrogel: the Cyp19a1 
expression level increased 34-fold, cultivation in 1.5% 
hydrogel resulted in an only 15-fold rise. As a result, a 
considerably lower level of estradiol secretion was ob-
served in follicles cultured using the more rigid sub-
strates [15].

It is also of special interest to compare the levels of 
gene expression for ovarian follicles developed in vivo 
and cultured in vitro in alginate hydrogel [16]. Follicles 
containing two granulosa cell layers (double-layered 
follicles) were isolated from the ovaries of 12-day-old 
sexually immature mice, encapsulated in 0.25% alginate 
hydrogel and cultured for 4 days. The gene expression 
levels in follicular cells after cultivation in alginate hy-
drogel and in multilayered follicular cells isolated from 
the ovaries of 16-day-old mice were compared. The iso-
lated follicles were 150–180 μm in diameter and corre-
sponded to the size of follicles cultured in vitro. It was 
found that ovarian follicles cultured in 0.25% alginate 
hydrogel and those developing in vivo had similar ex-
pression patterns, including expression of such genes 
as Fshr (encoding FSH receptor), Inha (responsible for 
the formation of inhibin α-subunit), Igf1 (insulin-like 
growth factor 1 having an effect on follicle growth), 
Zp2 (encoding one of zona pellucida glycoproteins), and 
Lhcgr. 

Fig. 1. Scheme of alginate hydrogel formation

Sodium alginate
Са2+

    Са2+ 
  extra
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Although soft alginate hydrogels provide better 
results for follicle cultivation than the more rigid mi-
croenvironment, cultivation in hydrogels with a low 
alginate concentration is associated with a number of 
technological challenges. Destruction of hydrogel drops 
occurs quicker in less concentrated solutions, since few-
er cross-links are formed between alginate molecules 
and the structure is weaker. Alginate solutions with a 
low concentration show promise for cultivation tech-
nologies where follicle is encapsulated into the hydro-
gel and the culture medium is replaced in such a way 
that hydrogel is not damaged. 

In vitro reconstruction of the cortical-
medullary structure of the ovary
During in vivo growth, a follicle migrates from the 
rigid area of the ovary (cortex) to the less rigid area 
(medulla) [17]. Thus, mechanical strains are gradual-
ly reduced in follicular cells under natural conditions. 
Two different methods that use alginates and allow one 
to reconstruct the cortical-medullary structure for an 
individual follicle have been designed: cultivation in 
fibrin–alginate or alginate–collagen hydrogel.

In order to simulate the conditions of variable me-
chanical strains [17–20], methods for culturing folli-
cles in fibrin–alginate hydrogel were developed; this 
hydrogel is formed by simultaneous polymerization of 
alginate and fibrin (alginate polymerization is induced 
by calcium ions (Са2+), while fibrin polymerization is in-
duced by thrombin and blood coagulation factor XIII). 
A growing follicle releases lytic enzymes (proteases) 
that destroy the polymerized fibrin. The mechanical 
strains existing around the follicle being cultured in 
fibrin–alginate hydrogel are reduced, resulting in a 
further increase in follicle size [18]. Fibrin–alginate hy-
drogel based on 0.25% alginate significantly enhances 
estradiol and progesterone secretion by follicles and oo-
cyte size increases to a much greater extent than when 
the standard 0.25% alginate hydrogel without fibrin 
additive is used [20].

The alginate–collagen system is another way to pro-
vide a dynamic environment of the follicle character-
ized by different rigidity levels. This type of cultiva-
tion suggests that collagen is located in the center of 
a drop with a follicle encapsulated in it, while alginate 
hydrogel is present at the periphery. Collagen is a much 
softer substrate compared to alginate hydrogel; hence, 
the resulting system is heterogeneous in terms of its 
rigidity and imitates the follicular microenvironment in 
the ovary under in vivo conditions: the cortex is more 
rigid, while the medulla is softer [21]. Figure 2 shows 
the scheme of alginate–collagen drop structure with an 
encapsulated follicle.

The method for follicle encapsulation in the dou-
ble-layered alginate–collagen system using the micro-
fluidics technology has recently been developed. This 
technology makes it possible to produce drops consist-
ing of different substances taken at desired ratios due 
to the directed microflows of different fluids that are 
generated in a pre-made chip according to a particular 
scheme [22]. This technology can be used to produce 
drops of desired size, including those corresponding to 
the volume of an individual follicle, which simplifies 
the further cultivation stages [21].

Table 1 lists the main types of follicle culture systems 
and parameters characterizing the efficiency of these 
systems, such as the survival rate and the percent of 
oocytes that reached metaphase II (MII). The best re-
sults were achieved by using follicles with an initial di-
ameter of more than 130 μm; follicles less than 100 μm 
in diameter are not used in these studies, although the 
number of follicles of this size in the ovary is sufficient-
ly large. A certain minimal volume of cellular microen-
vironment seems to be needed for successful follicle 
growth and oocyte maturation in alginate hydrogels.

Composition of follicle culture media
A two-stage culture system is usually used to culture 
follicles encapsulated in alginate hydrogel. At the first 
stage, cultivation is carried out in the medium facili-
tating follicle growth, IVC (In vitro culture medium). 
At the second stage, follicles are placed into the in vit-
ro maturation medium (IVM). Table 2 shows the main 
types of media used to culture follicles encapsulated 
inside alginate hydrogels and their derivatives.

α-MEM complete medium supplemented with dif-
ferent additives is typically used for follicle growth and 
maturation. To stimulate follicle growth, the medium is 
supplemented with insulin, selenite, transferrin (ITS), 
bovine serum albumin (BSA) or fetal calf serum (FCS), 
and follicle-stimulating hormone (FSH). Substances 
exhibiting antioxidant properties (ascorbic acid) or en-
hancing lipid metabolism (L-carnitine) are sometimes 
added to the culture medium.

Fig. 2. Scheme of alginate–collagen system structure. 
Follicle is located in the transient zone of mechanical forces 
between the cortex (the more rigid region) and medulla 
(softer region). During development follicle transits into 
the medulla

granulosa cells
oocyte
theca cells
alginate hydrogel (cortex)

collagen (medulla)
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The oocyte maturation medium is always supple-
mented with human chorionic gonadotropin (hCG) to 
stimulate ovulation. Growth factors, including epider-
mal growth factor (EGF) facilitating normal meiosis, 
are also added to this medium in most studies [30].

No unified culturing procedure has been developed 
thus far, although most researchers use the two-stage 
culturing procedure, which allows one to stimulate fol-
licle growth and subsequently induce oocyte matura-
tion in them. The first-priority aim of further studies 

focused on in vitro production of fertilizable oocytes is 
to investigate whether it is reasonable to supplement 
the two-stage culture systems with various additives 
capable of inducing follicle and oocyte growth and de-
velopment or not.

Regulation of lipid metabolism in folliculogenesis
Significant attention during in vitro follicle culturing 
is typically given to carbohydrate metabolism. In most 
cases, carbohydrates are added to the medium as an 

Table 1. Development of the procedures for cultivation of mouse ovarian follicles in alginate hydrogels of different com-
positions (according to [23] with modifications)

Hydrogel composition
Cultivation 
duration, 

days

Initial 
follicle 

size, μm

Survival 
rate, %

MII phase 
reached, % Additional observations Source

2% alginate (cortex), 0.5% alginate 
(core) vs 2% alginate (cortex), 0.5% 

type I collagen (core)

More than 
9 100–130 No data 

available
No data 

available

The antral follicle stage is 
reached more often when 

collagen is used
[21]

Alginate, 0.25% vs 1.5% 8 130–150 No data 
available 86 vs 63.8

The expression levels of 
the main folliculogenesis 

genes are higher for softer 
substrates

[9]

0.25% alginate–fibrin 8 130–150 No data 
available

No data 
available

Follicle destroys fibrin by 
proteases, thus reducing 

mechanical strain
[18]

0.25% alginate–fibrin 12 No data 
available 75 88 Formation of 2-cell embryos 

after fertilization of oocytes 
derived from follicles in vitro

[20]

0.25% alginate 12 100–130 78 59 Investigation of gap junctions 
in follicular cells [24]

Alginate, 1.5% vs 0.5% 2–8 150–180 82.7 vs 
84.3

No data 
available

Soft substrate (0.5%) 
facilitates follicle growth as 
compared to the more rigid 

substrate (1.5%) 

[15]

0.25% alginate–fibrin 12 100–130 77–81 75–82 No data available [19]

Alginate, 0.7, 1.5, 3% 8–12 100–130 
150–180 

31–66
46–91

No data 
available

Investigation of estrogen 
secretion by follicles [25]

Different culture systems (both 
individual alginate hydrogel 

and its complexes with various 
peptides):

1.5% alginate solution 
1.5% alginate–type I collagen 

solution
1.5% alginate–fibronectin solution

1.5% solution of alginate with 
tripeptides (arginine, glycine, 

aspartic acid)
1.5% alginate–type IV collagen 

solution
1.5% alginate–laminin solution

8 
100–130 

vs
150–180 

64 vs 69
65 vs 67

70 vs 72
72 vs 62

72 vs 48

63 vs 61

40
44

71
65

50

71

Cultivation in complexes of 
alginate with type I collagen 

and tripeptides resulted 
in follicle growth; the use 
of hydrogels containing 

fibronectin, tripeptides or 
laminin stimulated formation 

of oocytes at the MII phase

[26]

Alginate 1.5% 8 150–180 93 71 
Birth of live pups after 

oocytes derived in vitro from 
follicles were fertilized

[27]

Alginate, 0.25, 0.5, 1, 1.5% 12 100–130 74–85 56–67

Investigation of the effects of 
substrate rigidity: softer sub-

strates contribute to oocyte 
development

[28]



52 | ACTA NATURAE |   VOL. 7  № 2 (25)  2015

REVIEWS

energy substrate: α-МЕМ containing sodium pyruvate 
is the main component of most follicle culture systems. 
Both the carbohydrate trophic pathway and the lipid 
β-oxidation pathway are essential for proper oocyte 
and embryo development. However, only sporadic 
studies focused on lipid metabolism during follicle and 
embryo cultivation [7, 31]. Lipid metabolism via the 
β-oxidation pathway requires carnitine, which facili-
tates lipid penetration into the mitochondria by being 
involved in the formation of the so-called carnitine tun-
nel [32].

ATP is formed during lipid metabolism in mitochon-
dria due to β-oxidation of fatty acids. Fatty acids are 
activated on the outer surface of the mitochondrial 
membrane at the first stage of lipid metabolism. ATP, 
coenzyme A (HS–CoA), and Mg2+ ions are involved in 
activation. The reaction is catalyzed by acyl–CoA syn-
thetase enzyme:

Fatty acid Acyl–CoA synthetase

Fatty acid Acyl–CoA synthetase

The reaction yields acyl–CoA, which is the active 
form of the fatty acid. At the second stage of lipid 
metabolism, the activated fatty acid is supposed to 
penetrate into the mitochondria. Carnitine palmitoyl-
transferase I (CPT1B) is the key and simultaneously 
the limiting factor of this process; this enzyme requires 
carnitine for functioning [31]. The third stage of lipid 

metabolism takes place in the mitochondrial matrix, 
where ATP molecules are synthesized via the citric 
acid cycle and the electron transport chain [31]. 

Inhibition of carnitine palmitoyltransferase I was 
shown to prevent normal meiotic division [31, 33]; 
hence, a conclusion can be drawn that L-carnitine must 
be used for normal oocyte development and matura-
tion in vitro. The experiments involving mouse folli-
cles cultured in alginate substrate [7] demonstrate that 
supplementation of oocyte maturation medium with 
L-carnitine increases the number of normally develop-
ing embryos produced by fertilizing oocytes grown in 
vitro using L-carnitine.

Activation of all the metabolic systems (both the 
carbohydrate and lipid ones) is crucial for stimulating 
oocyte maturation. Hence, one should expect that there 
will be further studies focused on the use of L-carnitine 
and other cofactors stimulating lipid metabolism and 
that new efficient procedures for follicle cultivation 
giving rise to mature oocytes will be developed.

Effect of oxidative stress on follicle 
growth and maturation
Mammalian ovarian follicles are typically cultured in a 
conventional carbon dioxide incubator with a 5 vol. % 
CO2

/air ratio. Thus, the culturing atmosphere is char-
acterized by the following ratio between the gases (vol. 
%): 5 CO

2
, 20 О

2
, and 75 N

2
 [34]. At this ratio between 

Table 2. Comparison of the media used to culture mouse follicles in alginate hydrogel

Composition of follicle growth medium Composition of oocyte matu-
ration medium

MII phase 
reached, % Source

αMEM, 3 mg/mL BSA, 1 mg/mL fetuin, 10 mIU/mL FSH, 5 μg/mL 
insulin, 5 μg/mL transferrin, and 5 ng/mL selenite Not used No data 

available [11]

αMEM, 3 mg/mL BSA, 1 mg/mL bovine fetuin, 5 μg/mL insulin, 5 
μg/mL transferrin, ng/mL selenite (ITS), 0.01 IU/mL recombinant 

human FSH, 50 μg/mL sodium ascorbate
Not used No data 

available [29]

αMEM, GlutaMax (3 mM), penicillin and streptomycin (100 IE/mL), 5 
mg/mL human serum albumin, insulin (5 μg/mL), transferrin (5 μg/
mL), selenite (5 ng/mL), ascorbic acid (50 μg/mL), FSH (0.01 IE/mL)

Not used No data 
available [10]

αMEM, 5% ETS, 0.01 IU/mL LH, 0.1 IE/mL FSH, 1 mM L-carnitine αMEM, 10% ETS, 1.5 IU/mL 
hCG 51 [7]

αMEM, 1% ETS αMEM, 10% ETS, 1.5 IU/mL 
hCG, 5 ng/mL EGF 88 [20]

αMEM, 0.01 IU/mL recombinant FSH, 3 mg/mL BSA, 1 mg/mL 
bovine fetuin, 5 μg/mL insulin, 5 μg/mL transferrin, 5 ng/mL 

selenite

αMEM, 10% ETS, 1.5 IU/mL 
hGC, 5 ng/mL EGF 59 [24]

αMEM, 0.01 IU/mL recombinant FSH, 3 mg/mL BSA, 1 mg/mL 
bovine fetuin, 5 μg/mL insulin, 5 μg/mL transferrin, 5 ng/mL 

selenite

αMEM, 10% ETS, 1.5 IU/mL 
hCG, 5 ng/mL EGF 75–82 [19]

αMEM, 0.01 IU/mL recombinant FSH, 3 mg/mL BSA, 1 mg/mL 
bovine fetuin, 5 μg/mL insulin, 5 μg/mL transferrin, 5 ng/mL 

selenite

αMEM, 0.25 pg/mL EGF, 
0.045 IU/mL hCG

No data 
available [25]

αMEM, 0.01 IU/mL recombinant FSH, 3 mg/mL BSA, 5 μg/mL 
insulin, 5 μg/mL transferrin, 5 ng/mL selenite

αMEM, 1.5 IU/mL hCG, 
5 ng/mL EGF 40–71 [26]
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the gases in the culturing atmosphere, the partial 
pressure of oxygen in tissues being cultured is approx-
imately 140 mm Hg [6], while the partial pressure of 
oxygen in the peritoneal cavity is approximately 40 mm 
Hg [35], which corresponds to 5 vol. % O

2
 in the atmos-

phere inside the culture incubator.
The viability of follicles cultured at reduced oxygen 

concentration increases due to the low level of reactive 
oxygen species (ROS) formed during cultivation. ROS 
are actively formed when mammalian ovarian follicles 
are cultured at increased partial pressure of oxygen, 
thus inducing oxidative stress in cells that has a nega-
tive effect on follicle growth and development [36].

It has been demonstrated in a number of studies [10, 
37] that cultivation at low oxygen concentrations (5 vol. 
% compared to 20 vol. % O

2
) in an incubator atmosphere 

increases the viability and improves growth of mouse 
ovarian follicles.

Special attention should be paid to oxygen concen-
tration in an incubator atmosphere at early stages of 
cultivation of follicles (primordial, primary, and early 
secondary ones). Under in vivo conditions, these folli-
cles reside in the ovarian cortex, whose degree of vas-
cularization is much lower than that in the medulla. 
As a result, early follicles actually exist under extreme 
hypoxic conditions. Similar conditions need to be re-
produced to culture them in vitro. Thus, when early 

secondary mouse follicles 100–120 μm in diameter are 
cultured in 2.5 vol. % oxygen atmosphere, their growth, 
survival rate, and production of vascular endothelial 
growth factor A (VEGFA), lactate, inhibin B, and an-
ti-Müllerian hormone reliably increase as compared 
to cultivation in an atmosphere containing 20 vol. % O

2
 

[11]. 
On the other hand, it has been demonstrated that 

cultivation at elevated oxygen concentrations yields 
higher quality oocytes both during follicle cultivation 
[38] and when oocyte–cumulus complexes mature in 
vitro [39]. Low oxygen concentration may disturb ac-
tivity of motor proteins, including dynein and dynac-
tin, regulatory factors responsible for mitotic spindle 
formation, and proteins regulating the cell cycle in oo-
cytes [38]. Furthermore, reduced oxygen concentration 
in the culture medium impairs mitochondrial function, 
which, in turn, reduces ATP production. This very pro-
cess may result in impaired function of all the groups 
of proteins mentioned above. Follicle cultivation and 
maturation at low oxygen levels may also desynchro-
nize nuclear and cytoplasmic maturation of oocytes [38].

The ambiguity of data on the optimal oxygen con-
centration in a culture atmosphere makes further re-
search relevant, since quality of the embryos devel-
oping from oocytes depends on which conditions were 
selected. Multistage culture systems combining the use 

Table 3. Main follicle coculture systems

Cocultivation type Experimental scheme Source 

1. Non-contact cultivation  
of a large number of follicles

granulosa cells
oocyte
theca cells
alginate hydrogel

[8]

2. Follicles in the embryonic  
fibroblasts-conditioned medium

granulosa cells
oocyte
theca cells
alginate hydrogel
embryonic fibroblasts

conditioned medium

[43]

3. Follicles in the pre-conditioned 
medium

granulosa cells
oocyte
theca cells
pre-conditioned medium

H
2
O

[13]
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of different oxygen concentrations at different culture 
stages might be developed. The three-stage culture 
system shows promise. Ultra-low oxygen concentra-
tions should be used at the first stage (when culturing 
early follicles). At the second stage (when culturing lat-
er antral follicles), oxygen concentration in the incuba-
tor atmosphere should be increased. Oxygen concen-
tration in the incubator atmosphere should probably 
be additionally increased at the third stage (when the 
oocyte–cumulus complexes isolated from the culture 
mature). However, the number of culturing stages 
and the percentage of oxygen in the culture medium 
at each stage have not been determined yet. It may 
also be possible that better results are achieved not by 
changing oxygen concentration in the culturing atmos-
phere stepwise but by gradually increasing it during 
the entire cultivation procedure.

The level of reactive oxygen species in follicles be-
ing cultured can also be reduced in a different way: 
by supplementing the culture medium with antioxi-
dants. To reduce the level of formation of reactive ox-
ygen species during follicle cultivation, the medium 
can be supplemented with various antioxidants, such 
as quercetin [40], ascorbic acid [29, 41], 7,8-dihydrox-
yflavone [42], and glutathione [29]. Meanwhile, it has 
been demonstrated that the positive effect of sodium 
ascorbate on follicle growth is caused by its ability to 
stimulate the formation of contacts between follicu-
lar cells and the extracellular matrix rather than by 
antioxidant properties of this substance. Cultivation of 
mouse follicles encapsulated in alginate hydrogel in the 
presence of glutathione increased neither their surviv-
al rate nor growth compared to the follicles cultured 
in the medium supplemented with sodium ascorbate. 
The antioxidant activity of both ascorbic acid and glu-
tathione is most likely to have no significant effect on in 
vitro folliculogenesis [29].

The use of coculture procedures
Natural conditions of follicle growth and maturation in 
vitro are imitated by supplementing the culture medi-
um with hormones (FSH, hCG, LH), [7, 16, 17], growth 
factors [20, 25], and other components [7, 10, 29]. Nev-
ertheless, in vivo follicle growth conditions cannot be 
imitated in a laboratory so far. In addition to hormones, 
follicle’s granulosa and theca cells produce a large 
amount of growth factors so that a specific area locally 
enriched in hormones is formed. This area is most fa-
vorable for follicle growth and development and oocyte 
growth in them.

Some researchers use a fundamentally different ap-
proach (follicle group cocultivation) to produce a follicle 
culture medium supplemented with numerous growth 
factors and hormones. It is expected that ovarian com-

ponents during cocultivation of several follicles will 
stimulate mutual growth and development by enrich-
ing the environment in paracrine factors secreted at 
concentrations required to ensure normal growth of 
follicles. There are currently three main types of co-
culture: non-contact coculture of a large number of 
follicles within one drop of alginate hydrogel [8], cocul-
ture of follicles with embryonic fibroblasts [29, 43], and 
coculture of follicles in a conditioned medium [13, 43]. 
Table 3 lists the schemes of the most common follicle 
coculture systems.

When performing direct coculture, several follicles 
are placed in an alginate hydrogel drop; however, fol-
licles do not contact with one another and some space 
for growth is left between them. Follicles ‘communi-
cate’ by releasing paracrine factors into the environ-
ment surrounding the follicles. The best results were 
achieved by culturing 10 follicles per group [8]. 

Follicles are cocultured with embryonic fibroblasts 
as follows: follicles encapsulated in alginate hydrogel 
are placed onto a monolayer of inactivated mouse em-
bryonic fibroblasts that condition the coculture medi-
um by various paracrine factors. Follicles with smaller 
diameter (starting with 80–90 μm) can be grown un-
der these conditions more successfully than in feeder 
layer-free culture systems, which support growth of 
follicles larger than 100 μm in diameter.

When culturing follicles in a conditioned medium, 
various cell cultures (mouse embryonic fibroblasts, 
ovarian cell components) are grown preliminarily; the 
culture medium is then collected and follicles encap-
sulated in alginate hydrogel are placed in it. This me-
dium contains various paracrine factors, including the 
required growth factors that diffuse into the hydrogel, 
thus forming favorable conditions for follicle growth.

Each of these three main methods has its own ad-
vantages and drawbacks. When using non-contact co-
cultivation of a large number of follicles, it is extremely 
difficult to control growth and maturation of each indi-
vidual follicle. Death of a single follicle in the group will 
also reduce the growth rates of the remaining follicles. 
Meanwhile, the non-contact cocultivation of follicles 
is a technologically simple method that allows one to 
achieve rather good results during cultivation. There 
are a number of difficulties associated with using the 
feeder layer of inactivated embryonic fibroblasts to 
be cocultured with follicles. In particular, the optimal 
equilibrium between the compositions of culture me-
dia needs to be maintained, since the medium needs to 
contain various substances to ensure normal growth 
and development of follicles and embryonic fibroblasts. 
Furthermore, the applicability of this method in medi-
cal practice is also an open question, since fetal cells are 
used during cocultivation in this type of systems. Cul-
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tivation of follicles in a pre-conditioned medium is also 
associated with technological challenges. This coculture 
system implies several stages, and contamination of the 
culture medium needs to be avoided at each stage. Fur-
thermore, it is difficult to standardize the process of 
medium conditioning by proliferating cell population 
as each batch of the conditioned medium may contain 
different concentrations of active substances.

CONCLUSIONS
The technologies for cultivation of mammalian ovari-
an tissue become more and more advanced and better 
correlate with in vivo conditions. Taking into account 
the significant number of various aspects, researchers 
have successfully achieved better cultivation results: 
the produced oocytes mature in most cases and folli-
cle growth until later stages is observed more often. 
New components for supplementing culture media to 

ensure better growth and maturation of follicles are 
likely to be discovered in future. Further research will 
also focus on in vitro ovarian reconstruction, which will 
allow one to culture follicles under optimal conditions. 
A high-performance follicle culture system can be de-
signed with allowance for numerous factors (mechan-
ical strain, follicular metabolism, gas concentration in 
the culture environment, hormonal background, effect 
of paracrine factors, etc.). Hence, studies using a com-
bination of all the factors required for normal follicle 
growth and development can be expected in the near 
future; these conditions will allow one to produce oo-
cytes characterized by fertilizability and developmen-
tal competency.  

This study was supported by the Russian Science 
Foundation (project № 14-50-00029).
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ABSTRACT The human lactate dehydrogenase isoform A plays an important role in the anaerobic metabolism 
of tumour cells and therefore constitutes an attractive target in the oncology field. Full-atom models of lactate 
dehydrogenase A (in complex with NADH and in the apo form) have been generated to enable structure-based 
design of novel inhibitors competing with pyruvate and NADH. The structural criteria for the selection of po-
tential inhibitors were established, and virtual screening of a library of low-molecular-weight compounds was 
performed. A potential inhibitor, STK381370, was identified whose docking pose was stabilized through addi-
tional interactions with the loop 96-111 providing for the transition from the open to the closed conformation.
KEYWORDS Docking, inhibitor, lactate dehydrogenase, molecular modeling.
ABBREVIATIONS LDH – lactate dehydrogenase, LDH-A – lactate dehydrogenase isoform A, 88N - inhibitor name 
presented in the 4ajp crystal structure.

INTRODUCTION
Lactate dehydrogenase (LDH) catalyzes the 
NADH-driven conversion of pyruvate to lactate at 
the final stage of anaerobic glycolysis. In view of tu-
mor energy metabolism, involving glycolysis activation 
and inhibition of respiratory chain activity (known as 
the Warburg effect) [1], human LDH has emerged as 
a promising tumor promoting factor and a therapeu-
tic target. Glycolic rates in tumor cells could be ele-
vated by an increased level of lactate dehydrogenase 
isoform A (LDH-A) [2, 3]. Thus, selective inhibition of 
LDH-A can arrest ATP production and promote tu-
mor cell death [4–6]. Another point to bear in mind 
is distinguishing between LDH-A and LDH-B (heart 
muscle LDH) that exhibit high structural similarity [7]. 
Available X-ray structures of human LDH-A, as well 
as knowledge of the active site configuration and the 
catalytic mechanism, provide a means for discovery 
and structural optimization of inhibitors.

LDH-A is comprised of four subunits, each of which 
has an active site. Initial binding of the coenzyme 
NADH by subunit is followed by binding of pyru-
vate. This is mediated by the Arg168 side chain that 
forms twin hydrogen bonds with the carboxyl group 
of pyruvate [8]. In the reaction mechanism hydride ion 
is transferred to the carbonyl carbon of pyruvate from 

NADH and proton is donated to the carbonyl oxygen 
from His192. The loop 96-111 is essential for catalysis, 
closing over the active site of LDH-A after the coen-
zyme and substrate are bound. Being the rate-limiting 
step, loop closure favors hydrogen bond formation be-
tween pyruvate and Arg105 to stabilize the transition 
state [9]. The structure of human LDH-A crystallized 
as a ternary complex in the presence of NADH and ox-
amate (PDB ID 1i10) shows that transition of the loop 
96-111 from the open to the closed form may not nec-
essarily occur following substrate binding [7]. Two of 
the eight subunits remain in the open conformation in 
the asymmetric units (D and G). A recent study of the 
crystal structures of the apo form and NADH binary 
complexes of human LDH-A (PDB ID 4l4r and 4l4s, re-
spectively) demonstrated that the binding of NADH 
only induces small-scale local changes in the loop struc-
ture [10].

Despite a great deal of research into the structural 
and physico-chemical properties of LDH-A, only a few 
classes of LDH-A inhibitors have been described, with 
most compounds having low potencies [11]. The refer-
ence substrate-like inhibitor of LDH is oxamate, with a 
dissociation constant of 26 μM against human LDH-A 
[12]. N-substituted oxamates also inhibit different LDH 
isoforms in the micromolar range [13, 14]. Recently, 
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AstraZeneca and ARIAD Pharmaceuticals unveiled 
new LDH-A inhibitors: derivatives of malonic and nic-
otinic acids [15, 16]. These compounds were obtained 
by linking of molecular fragments recognized by the 
substrate-binding and coenzyme-binding sites. These 
fragments were identified using high-throughput 
screening of compound databases, involving molecular 
modeling at certain points. A crystal structure of hu-
man LDH-A in complex with one of the most efficient 
inhibitors (PDB ID 4ajp) was determined, with the loop 
96–111 in the closed conformation. Interestingly, the 
effective binding does not require loop transition to the 
closed form, since several enzyme-inhibitor complexes 
of LDH-A were solved with the loop in the open config-
uration [17–19]. 

Virtual screening and molecular modeling of protein 
interactions may assist in the identification of putative 
inhibitors in large compound libraries. However, such 
a modeling should take into account the mobility of the 
loop 96–111 that can affect binding efficiency. The ob-
jective of this study was to select an appropriate crystal 
structure of LDH-A, build the full-atom model on its 
basis, and verify the validity of the model for struc-
ture-based inhibitor screening and design.

EXPERIMENTAL SECTION 
Human LDH-A models have been constructed based on 
the crystal structure 1i10 [7] using the AmberTools 1.2 
and Amber 10 packages (http://ambermd.org) [20]. 
Hydrogen atoms were added to the protein and ligands, 
and then the protein molecule was solvated in a TIP3P 
water box with a minimum distance of 12 Å between 
the solute and the box edge (crystallographically re-
solved water molecules were retained). Chloride ions 
were added to charge neutrality. The energy minimiza-
tion of the obtained system was performed using 2,500 
steps of the steepest descent, followed by 2,500 steps 
of conjugate gradient, with positional restraints of 
2 kcal/(mol × Å2) on heavy atoms of protein and ligands. 
To describe the protein molecule, the ff99SB force field 
was employed [21]. The parameters for NADH were 
obtained from the AMBER parameter database [22]; 
for oxamate the parameters of the GAFF force field 
were used [23]. Water molecules and chloride ions were 
removed from the optimized structure to produce the 
Model 0 of LDH-A. Models 1 and 2 for docking simula-
tion were obtained by removing oxamate and oxamate 
with NADH from Model 0, respectively.

The structures of pyruvate and known inhibitors of 
LDH were modeled using the ACD/ChemSketch 8.17 
software [24]. Virtual screening for LDH-A inhibitors 
was performed among low-molecular-weight com-
pounds from the Vitas-M library [25]. Compounds were 
protonated using OpenBabel 2.3.0 [26], and their 3D 

structures were generated with CORINA 3.4 [27]. Using 
the ACD/Spectrus DB 14.0 software [28], pyruvate and 
oxamate derivatives conforming to the Lipinski’s rule 
of five [29] were retrieved from the library.

Molecular docking into the active site of Models 1 
and 2 with fixed amino acid coordinates was done us-
ing Lead Finder 1.1.15 [30]. The energy grid maps were 
computed for subunit A to overlap the binding site of 
oxamate (Model 1) or both binding sites of oxamate 
and NADH (Model 2). Minimum grid box was creat-
ed around mentioned ligands (whose coordinates were 
derived from Model 0), and then the sides were moved 
away from the box center by a value of 6 Å to include 
neighbourhood area. The energy of ligand binding was 
estimated accounting for van der Waals interactions, 
hydrogen bonding, electrostatics, and entropy chang-
es due to desolvation and restriction of torsion angles. 
Docking runs were performed in the XP (extra preci-
sion) mode. RMS deviation values of the docking poses 
of inhibitors were calculated using reference coordi-
nates obtained from the 1i10 and 4ajp structures (sub-
unit А). An automated structural filtration was applied 
to modeled complexes to sort out ones exceeding the 
distance of 4.5 Å between the carboxyl carbon of the 
ligand and the guanidinium carbon of Arg168.

Visualization, superimposition, and analysis of 
structures were performed using VMD 1.8.6 [31] and 
Swiss-PdbViewer 4.1.0 [32].

RESULTS AND DISCUSSION 

Crystal structure selection
The Protein Data Bank contains the following human 
LDH-A structures: the apo form (PDB ID 4l4r), the bi-
nary complex with NADH (4l4s), and complexes with 
inhibitors in the open (4jnk, 4m49, 4qo7, 4qo8) and 
closed (1i10, 4ajp) conformational states. To analyze the 
conformational space of the flexible loop 96–111, we 
superimposed individual subunits of these structures 
onto the subunit A of the 1i10 structure using Сα-at-
oms. The analysis shows that in the open conformation 
state the loop can be variously arranged, even with-
in one tetramer (Fig. 1A). The superimposition of the 
subunits of the apo form 4l4r yielded a RMS deviation 
value of 2.09 Å for the Сα-atoms of the loop. By contrast, 
in the closed state the loop appears to be stabilized in a 
unique configuration, with a slight shift in the subunit 
E of the 1i10 complex (Fig. 1B).

The conformational variability of the loop 96–111 in 
the open state complicates the choice of an appropriate 
structure for modeling and virtual screening. Recent 
work on LDH-A conformations advocated the use of 
ensemble docking, whereby the pose of a putative in-
hibitor is calculated for various protein structures, fol-
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lowed by an analysis of the generated complexes [33]. 
However, this approach processes large datasets and 
complicates the establishing criteria for the selection of 
potential inhibitors.

At the same time, the closed conformation of LDH-A 
favors structure-based inhibitor design due to the 
well-defined position of the loop 96–111. The predic-
tion accuracy of closed-state models could be tested by 
docking substrates and known inhibitors. Therefore, 
the closed structures of human LDH-A 1i10 and 4ajp 
were of concern. The 1i10 structure at 2.30 Å resolution 
is complexed with NADH and oxamate, and the 4ajp 
structure at 2.38 Å resolution is complexed with the 
highly potent inhibitor 88N occupying the substrate- 
and coenzyme-binding sites. The 1i10 structure was 
chosen for further modeling due to high resolution and 
the presence of coordinates of all residues within the 
tetramer.

Construction of full-atom enzyme models 
Hydrogen atoms were added to the tetrameric LDH-A 
molecule derived from 1i10. The His192 residue was 
protonated on the Nδ1 and Nε2- atoms of the imidazole 
ring, whereas other ionizable residues in the active 
site (Arg98, Arg105, Arg168) were modeled in the 
standard charged form. Energy minimization of the 

solvated system was performed to adjust the posi-
tions of the added hydrogens. Following the remov-
al of the bound ligands (NADH and/or oxamate) and 
water molecules, two LDH-A models were generated 
for docking simulations. Model 1 with NADH in the 
active site is designed for docking of compounds that 
compete with pyruvate, and Model 2 in its free form 
can be used for docking of compound competing with 
both pyruvate and NADH.

The models were validated by docking human 
LDH-A inhibitors for which complex’s structure is 
known (Fig. 2). Oxamate, a substrate-like inhibitor, was 
docked into the active site of Model 1. The RMS devi-
ation value of the predicted pose of oxamate from that 
of the 1i10 structure was 0.24 Å (Fig. 3A). The docking 
simulations of substrate binding demonstrated that the 
pose of pyruvate is similar to that of oxamate, provid-
ing catalytically important interactions with Arg105, 
Arg168, His192, and the NADH nicotinamide ring. 
Docking of inhibitor 88N into the active site of Model 
2 yielded a 1.65-Å deviation from the crystallograph-
ic position in 4ajp (Fig. 3B). Known LDH-A inhibitors 
were correctly oriented in the model active site with a 
RMS deviation value of within 2 Å with regard to the 
reference pose, which lends credence to the use of the 
docking algorithm applied.

Fig. 1. Open (A) and closed (B) conformations of human LDH-A according to X-ray crystallography. The loop 96–111 is 
colored yellow, and the positions of NADH and oxamate are colored by atom types. The ensemble of open conforma-
tions of the loop 96–111 was obtained by superimposition of separate subunits of the structures 4jnk (A, C, D), 4m49 
(A–D), 4l4r (A, H), 4l4s (A, H), 4qo7 (A, C, D), 4qo8 (A, C, D) using the Сα-atoms. The ensemble of closed conforma-
tions was generated by superimposing subunits of the structures 1i10 (A–C, E, F, H) and 4ajp (A–D)

A B



60 | ACTA NATURAE |   VOL. 7  № 2 (25)  2015

RESEARCH ARTICLES

observed. The above-listed hydrogen bonds, electro-
static contacts, and hydrophobic interactions with the 
loop 96–111 are present in modeled complexes with 
pyruvate, oxamate, and inhibitor 88N and could be 
used as structural criteria for the selection of potential 
LDH-A inhibitors among screened compounds.

Virtual screening for inhibitors
The LDH-A models were evaluated by screening 83 
pyruvate and oxamate derivatives (α-keto acids and 
their salts) retrieved from Vitas-M library using the 
Lipinski’s rule. This rule defines physico-chemical pa-
rameter ranges associated with drug-like compounds 
(molecular weight ≤ 500, log P ≤ 5, hydrogen bond do-
nors ≤ 5, hydrogen bond acceptors ≤ 10). When docked 
into the active site of Models 1 and 2, compounds were 

Fig. 3. Poses of known inhibitors in the active site of 
human LDH-A as predicted by molecular docking. (A) The 
docking pose of oxamate in Model 1 containing NADH, 
ΔGcalc = –4.8 kcal/mol. (B) The docking pose of 88N in 
Model 2, ΔGcalc = –9.6 kcal/mol. Orange denotes the 
coordinates of compounds in the crystal structures 1i10 
and 4ajp

NADH

А

B

Fig. 2. Substrates and inhibitors of human LDH-A

pyruvate L-lactate oxamate

STL122184 STK381370

88N

Accounting for loop 96–111 interactions
Computer-aided screening with the generated LDH-A 
models should take into consideration interactions 
between substrates/inhibitors and the loop 96–111, 
which stabilized the closed conformation state. To iden-
tify hydrogen bonding and hydrophobic interactions 
that are formed upon loop closure, we compared struc-
tures of the apo form 4l4r and those of the enzyme-in-
hibitor complexes 1i10 and 4ajp.

In the complex 1i10, oxamate, a competitive ana-
logue of pyruvate, forms hydrogen bonds with the 
Arg105 guanidinium group. This interaction with the 
loop is well known, since it plays an essential role in sta-
bilizing the transition state during substrate conver-
sion. There is also another hydrogen bond between the 
3’-OH-group of the NADH nicotinamide and the back-
bone oxygen of Ala97; hydrophobic contact between 
the С2’- and С3’-atoms of the NADH nicotinamide and 
the side-chain Сβ-atom of Arg98; electrostatic inter-
action between the pyrophosphate of NADH and the 
guanidinium group of Arg98 (see Table). In the complex 
4ajp, the carboxyl groups of inhibitor 88N interact with 
Arg105 in the same fashion as oxamate. In addition, one 
carboxyl group is hydrogen-bonded to the side chain 
of Gln99. The С21-atom of the methylene group and 
the С27-atom of the benzene ring form hydrophobic 
contact with the Сβ-atom of Arg98. Interestingly, no 
short-range interaction between the polar groups of 
the inhibitor and the guanidinium group of Arg98 is 



RESEARCH ARTICLES

  VOL. 7  № 2 (25)  2015  | ACTA NATURAE | 61

Table. Interactions of the loop 96–111 with nicotina-
mide of NADH, oxamate (OXM), and inhibitor 88N in the 
closed conformation. Distances to NADH and oxamate are 
averaged over subunits A–C,F,H of the 1i10 structure, 
distances to the 88N inhibitor are averaged over subunits 
A–D of the 4ajp structure

Interaction
Distance, Å

1i10 4ajp

Ala97:O ∙∙∙ NADH:O3’ 2.88

Arg98:CB ∙∙∙ NADH:С2’ 3.71

Arg98:CB ∙∙∙ NADH:С3’ 3.56

Arg98:NH1 ∙∙∙ NADH:P 4.0

Arg105:NH2 ∙∙∙ OXM:O
carboxyl

2.86

Arg105:NE ∙∙∙ OXM:O
carbonyl

2.93

Arg98:CB ∙∙∙ 88N:С21 4.38

Arg98:CB ∙∙∙ 88N:С27 4.45

Gln99:NE2 ∙∙∙ 88N:O
carboxyl2

2.72

Arg105:NH2 ∙∙∙ 88N:O
carboxyl1

3.14

Arg105:NE ∙∙∙ 88N:O
carboxyl2

3.04Fig. 4. Flow-chart of virtual screening of a low-molecu-
lar-weight compound library against human LDH-A

Commercial  
library 

 > 1.1mln compounds

Lipinski’s rule  
of five

83 compounds

Docking Model 1, 
filtration

Docking Model 2, 
filtration

16 compounds 57 compounds

STL122184 STK381370

Expert  
analysis

additionally filtered to sort out ones that do not form 
twin hydrogen bonds with Arg168 of the active site 
(this strong two-point interaction is involved in the 
binding of pyruvate and oxamate and should be com-
mon to substrate-like inhibitors). Via an expert anal-
ysis of modeled complexes, compounds capable of 
forming additional interactions with the protein (hy-
drogen bonds and hydrophobic contacts) were then 
selected. At this point, structural criteria for potential 
LDH-A inhibitor were at least one (for Model 1) or two 
(for Model 2) interactions with the loop 96–111 listed 
in Table. Two compounds were eventually selected: 
STL122184 (ΔGcalc = –4.9 kcal/mol) and STK381370 
(ΔGcalc = –7.9 kcal/mol) for Model 1 and 2, respectively 
(Fig. 2, 4).

STL122184 (N-ethyloxamic acid) was recently 
shown to compete with pyruvate for binding to LDH-A 
from mouse skeletal muscle (K

i
 = 140 μM) [34]. When 

docked, STL122184 forms twin hydrogen-bonded con-
tacts with the guanidine group of Arg168, hydrogen 
bonds with Arg105, and forms a hydrophobic contact 
between the ethyl moiety and the Ile241 side chain 
(Fig. 5A). Interestingly, STK499896 (N-isopropylox-

amiс acid) and STK501930 (N-propyloxamiс acid), 
close structural analogs of STL122184, were discarded 
because of no hydrogen bonding with Arg168 and an 
unfavourable interaction of hydrophobic substituent 
with the backbone of Thr247, respectively. Experimen-
tal testing of these compounds against mouse LDH-A 
also showed low inhibitory potencies [34, 35].

STK381370 remains yet to be tested for inhibitory 
activity. This putative inhibitor of LDH-A forms all the 
necessary interactions listed for Model 2: twin hydro-
gen-bonded contact with Arg168, hydrogen bonds with 
Arg105, and a hydrophobic contact with the side chain 
of Arg98 (Fig. 5B). In addition, the polycyclic moiety of 
STK381370 may form hydrogen bond with the side-
chain of Asn137 and a hydrophobic contact with Val30.

CONCLUSIONS
The flexibility of the loop 96–111, which forms part of 
the active site of human LDH-A, dramatically contrib-
utes to substrate binding. An analysis of X-ray crys-
tal structures revealed the conformational variability 
of the loop in the open state. After LDH-A proceeds 
to the closed state, the loop conformation is stabilized 
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by hydrogen bonds and hydrophobic contacts formed 
by Ala97, Arg98, Gln99, and Arg105 with bound sub-
strates and inhibitors.

On the basis of the crystal tetrameric structure 1i10, 
we constructed full-atom models of human LDH-A (in 
complex with NADH and in the apo form) that showed 
promise in virtual screening of a low-molecular-weight 
compound library. The established criteria for the se-

lection of putative inhibitors were hydrogen bonds and 
hydrophobic contacts with the loop 96–111. They en-
abled us to identify a potential inhibitor, STK381370, 
whose docking pose was stabilized through additional 
interactions with Arg105 and Arg98.  

This work was supported by RFBR  
(grant № 14-08-01251).

NADH

A B

Fig. 5. Positions of potential inhibitors in the active site of human LDH-A revealed by virtual screening of a commercial 
compound library. (A) The docking pose of STL122184 in Model 1. (B) The docking pose of STK381370 in Model 2. The 
Arg98 and Arg105 residues of the mobile loop 96-111 are shown
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ABSTRACT Ribosomal RNA (rRNA) maturation is a complex process that involves chemical modifications of the 
bases or sugar residues of specific nucleotides. One of the most abundant types of rRNA modifications, ribose 
2’-O-methylation, is guided by ribonucleoprotein complexes containing small nucleolar box C/D RNAs. Since 
the majority of 2’-O-methylated nucleotides are located in the most conserved regions of rRNA that comprise 
functionally important centers of the ribosome, an alteration in a 2’-O-methylation profile can affect ribosome 
assembly and function. One of the key approaches for localization of 2’-O-methylated nucleotides in long RNAs 
is a method based on the termination of reverse transcription. The current study presents an adaptation of this 
method for the use of fluorescently labeled primers and analysis of termination products by capillary gel elec-
trophoresis on an automated genetic analyzer. The developed approach allowed us to analyze the influence of the 
synthetic analogues of box C/D RNAs on post-transcriptional modifications of human 28S rRNA in MCF-7 cells. 
It has been established that the transfection of MCF-7 cells with a box C/D RNA analogue leads to an enhanced 
modification level of certain native sites of 2’-O-methylation in the target rRNA. The observed effect of syn-
thetic RNAs on the 2’-O-methylation of rRNA in human cells demonstrates a path towards targeted regulation 
of rRNA post-transcriptional maturation. The described approach can be applied in the development of novel 
diagnostic methods for detecting diseases in humans.
KEYWORDS small nucleolar box C/D RNAs, RNA post-transcriptional modifications, RNA 2’-O-methylation, 
reverse transcription termination.
ABBREVIATIONS rRNA – ribosomal RNA; PTC – peptidyl transferase center; snoRNA – small nucleolar RNA; 
snoRNP –small nucleolar ribonucleoprotein; FAM – 5(6)-carboxyfluorescein; M-MLV – Moloney murine leu-
kemia virus; dNTP – deoxynucleoside triphosphates; RT – reverse transcription; PAGE – polyacrylamide gel 
electrophoresis; pre-rRNA – precursor of ribosomal RNA.

INTRPODUCTION
The RNAs of all living organisms undergo post-tran-
scriptional modifications and contain not only the ca-
nonical, but also the modified nucleotides necessary 
for the proper functioning of sophisticated biological 
complexes. Post-transcriptional modifications signifi-
cantly influence the formation of the RNA secondary 
structure and function [1, 2].

One of the most abundant types of non-coding RNA 
modifications in mammals is the 2’-O-ribose methyla-
tion of nucleotides [3]. The position of many 2’-O-meth-
ylation sites in rRNA is conserved, and the majority 
of the modifications have been found in most evolu-
tionary-conserved and functionally important regions 
of rRNA that play the key role in different stages of 

translation [4]. A change in the overall pattern of rRNA 
methylation and the lack of modified nucleotides can 
result in aberrations in ribosome assembly and function 
[5, 6]. For instance, it has been demonstrated that the 
blockage of nucleotide modification in the ribosomal 
peptidyl transferase center (PTC) causes changes in the 
secondary structure of 25S rRNA in yeast, impairs the 
translational activity of ribosomes and, in some cases, 
enhances cellular sensitivity to translational inhibitors 
[2, 7].

Modifications are considered to promote the stabili-
zation of the rRNA functional structure due to the in-
fluence on inter- and intramolecular interactions [2]. 
So far, the main function of modifications is believed to 
be participation in ribosome maturation and assembly: 
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rRNA modification may serve to some extent as an ad-
ditional quality criterion of newly synthesized rRNA, 
contributing to the selection of only ‘’proper’’ rRNAs 
for integration into ribosomes [8].

Ribose 2’-O-methylation of rRNAs and small nuclear 
RNAs in mammalian cells is known to be performed by 
ribonucleoprotein complexes containing a small nucleo-
lar box C/D RNA (snoRNPs) [9]. Furthermore, box C/D 
RNA, being complementary to the region of the target 
RNA, is directly involved in the process of recognition 
of the target nucleotide for 2’-O-methylation; the fifth 
nucleotide from the box D is subjected to modification 
(Fig. 1) [10, 11].

It has been recently shown that several types of 
cancer cells exhibit enhanced expression of box C/D 
RNAs, as well as of fibrillarin, the key protein of 
snoRNPs, which functions as a methyltransferase [12, 
13]. It has been established that various types of breast 
cancer cells can differ in the methylation level of sev-
eral rRNA nucleotides [14]. Differences in the expres-
sion of certain box C/D RNAs have been detected in 
various types of leukemia [15]. It has been mentioned 
earlier that aberrations in rRNA maturation and ri-
bosomal protein synthesis in human cells can result in 
pathological changes [16, 17]. Thus, snoRNAs are able 
to participate in oncogenesis, and the change in the 
rRNA 2’-O-methylation profile may have a diagnostic 
value. Therefore, the development of novel approaches 
for the analysis of rRNA and other long cellular RNA 
structures that enable a quantitative evaluation of the 
modification level of certain nucleotides in such RNAs 
is of great interest. 

The current paper presents an adaptation of the 
method for the determination of 2’-O-methylated 

nucleotides in RNA to the use of 5’-fluorescently la-
beled primers with further analysis of reverse tran-
scription (RT) termination products on an automated 
DNA-analyzer. Using the proposed approach, we have 
analyzed the influence of synthetic box C/D RNAs on 
the changes in the 2’-O-methylation profile of rRNA in 
human cells. It has been established that transfection 
of human breast adenocarcinoma MCF-7 cells with 28S 
rRNA-directed synthetic box C/D RNAs leads to an in-
crease in the 2’-O-methylation level of certain nucleo-
tides within the target RNA. 

EXPERIMENTAL

Analysis of human 18S and 28S rRNA 
2’-O-methylation profiles
Nucleotide numbers of human rRNAs are presented 
according to GenBank: U13369 (7935–12969 nt) for 28S 
rRNA and X03205 for 18S rRNA.

Reverse transcription was carried out with primers 
containing 5’-terminal [32P] or 5(6)-carboxyfluorescein 
(FAM) label: 18-2 – 5’-TAATGATCCTTCCGCAG-
GTTC-3’ (complementary to the region 1849–1869 nt 
of 18S rRNA); FAM-28-2.2 – 5’-ATTGGCTCCTCAGC-
CAAGCA-3’ (4608–4627 nt of 28S rRNA) and FAM-
4491 – 5’- GACGGTCTAAACCCAGCTCA-3’ (4491–
4510 nt of 28S rRNA). A reagent mixture containing 
3.0 μg of total cellular RNA and 1.4 pmol of primer was 
incubated at 70°С for 3 min and cooled to 4°С; then 
reverse transcription buffer containing 50 mM KCl, 
50 mM Tris-НСl (рН 8.3), 4 mM MgCl

2,
 and10 mM DTT, 

and also 3 AU/μl of M-MLV reverse transcriptase (Bio-
san, Novosibirsk, Russia) was added to the solution. The 
mix of dNTP was added separately to a final concentra-
tion of 2.0, 1.0, 0.1, or 0.04 mM. The reaction mixture 
was incubated at 40°С for 2 h. The RT products were 
precipitated with 75% ethanol, dried, and dissolved in 
deionized water.

The sequencing of the 18S rRNA region was con-
ducted using the method of reverse transcription in 
the presence of ddNTP. In order to do this, 3.0 μg of 
total cellular RNA and 1.4 pmol of primer 18-2 were 
incubated at 70°С for 3 min and cooled to 4°С. One type 
of ddNTP was then added to the reaction mixture: 
ddATP to a final concentration of 5.0 μM, ddСTP – 
2.5 μM, ddGTP – 5.0 μM or dTTP – 5.0 μM. The final 
concentration of the dNTP corresponding to the type 
of ddNTP in the solution was 25 μM; the concentration 
of the other dNTP – 100 μM. The obtained solution was 
mixed with reverse transcription buffer (see above), 
2.0 mM MnCl

2
, 10 мМ DTT and 3 AU/μl of M-MLV re-

verse transcriptase. The mixture was incubated at 40°С 
for 90 min.Fig. 1. Structure of box C/D RNA and its interaction with 

a target pre-rRNA
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Analysis of the products of reverse 
transcription of human ribosomal RNA 
The separation of fluorescently labeled products of 
the reverse transcription of rRNA was performed on 
an ABI3100 Genetic Analyzer (Applied Biosystems, 
Genomics Core Facility, Siberian Branch of the Rus-
sian Academy of Sciences). The data were analyzed 
using Peak Scanner Software version 1.0 (Applied Bi-
osystems, USA). The relative change in the yield of RT 
products was determined on the basis of the peak area 
normalized to the total area of the peaks with relative 
intensities changing within the limits of 20%. The pre-
sented data are the average results of at least three in-
dependent experiments.

Synthesis of artificial box C/D RNAs
The analogues of box C/D RNAs were obtained via in 
vitro transcription according to [18, 19]:
28A4518 (98 nt)
5 ’ - G A C U C A G C A U G C G U G U U C A U G C U -
AUGAUGAAAAAGUCAACUUAGGCGUGGUU-
GUGGCCUAAAACUAACCUGUCUCUGAUG-
GCAGAGGCAUGCUGAGUC-3’;
RNA3 (77 nt)
5’-GGGUGCAGAUGAUGUAAAAUAGCGAC-
GGGCGGUGCUGAGAGAUGGUGAUGAACGGU-
CUAAACCCAGCUGAUGCACCC-3’;
RNA5 (77 nt)
5’-
GGGUGCAGAUGAUGUAAAAUAGCGACGGGCG-
GUGCUGAGAGAUGGUGAUGAACGACGGUCU-
AAACCCUGAUGCACCC-3’;
RNA5mC (77 nt)
5’-
GGGUGCAGACAGCACAAAAUAGCGACGGGCG-
GUGCUGAGAGAUGGCAGCAGACGACGGUCU-
AAACCCUGAUGCACCC-3’;
RNA5D/N (77 nt)
5’-
GGGUGCAGAUGAUGUAAAAUAGCGACGGGCG-
GUGCUGAGAGAUGGUGAUGAACGACGGUCU-
AAACCAGUCUGCACCC-3’;
RNA5mD (77 nt)
5’-
GGGUGCAGAUGAUGUAAAAUAGCGACGGGCG-
GUGAAAAGAGAUGGUGAUGAACGACGGUCU-
AAACCAAAAUGCACCC-3’.

Ribosomal RNA recognition motifs are underlined; 
conserved elements (boxes C and D) are in bold.

Transfection of MCF-7 cells with synthetic 
RNAs. Isolation of total cellular RNA
MCF-7 cells (from the Russian cell culture collection 
of vertebrates, Institute of Cytology, Russian Acade-

my of Sciences, St. Petersburg) were cultured in MDM 
medium with 10 mM L-glutamine and 40 μg/ml of gen-
tamicin in the presence of 10% fetal bovine serum in 5% 
СО2

 at 37оС.
Synthetic analogues of box C/D RNAs (10-6 M) were 

pre-incubated with Lipofectamine (Invitrogen, USA) at 
a concentration of 0.06 mg/ml at 20оС for 15 min. MCF-
7 cells were transfected with the RNA/lipofectamine 
complex (the final concentration of RNA in the me-
dium was 7 × 10-8 M). Control cells were incubated in 
the medium with Lipofectamine (6 μg/ml) only. After 
24 h of incubation, total cellular RNA was isolated us-
ing Trizol Reagent (Invitrogen, USA) according to the 
manufacturer’s protocol. The integrity of total RNA 
was assessed by electrophoresis using the Lab-on-chip 
platform for nucleic acid analysis (Agilent Bioanalyzer), 
and the samples with RIN values not less than 8.0 were 
further used in the experiments. The 2’-O-methylation 
profile of rRNA was analyzed as described above.

RESULTS AND DISCUSSION

Modification of the method of reverse 
transcription termination
The method of reverse transcription termination is 
based on the ability of 2’-O-methylated nucleotides 
to cause the arrest of reverse transcriptase at dNTP 
concentrations less than 1 mM [20]. The location of 
2’-O-methylated nucleotides in the analyzed RNA can 
be excluded from the length of RT termination prod-
ucts [21] (Fig. 2). Unlike the conventional technique, 
which assumes the reaction of reverse transcription 
with the radioactively labeled primer and separation 
of cDNA products in a polyacrylamide gel with further 
autoradiography, the approach we have developed is 
based on the use of fluorescently labeled primers and 
analysis of cDNA by capillary gel electrophoresis on an 
automated genetic analyzer.

The possibility of applying such an approach in the 
determination of 2’-O-methylated sites in RNA has 

Fig. 2. Method of reverse transcription termination

RNA

Primer

cDNA

Reverse  
transcription
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been studied by conducting the reverse transcription 
of 18S and 28S rRNA from MCF-7 cells with [5’-32P]- 
or 5’-FAM-labeled primers. Figure 3 depicts the com-
parison between the typical results of the conventional 
method utilizing radioactively labeled primers and the 
method adapted to the analysis of fluorescently labeled 
cDNA products on an automated genetic analyzer. It 
can be seen from fig. 3A,B that the sets of cDNA prod-
ucts are in good agreement with each other in length 
and relative yield.

In order to determine precisely whether there is a 
correspondence between the detected products of RT 
termination and the location of specific nucleotides in 
the RNA template, we separated Sanger sequencing 
products of the 18S rRNA region (Fig. 3A, lower inser-
tion).

Reproducibility of the results was assessed by using 
the data of three independent experiments of total cel-
lular RNA reverse transcription with primers specific 
to various regions of 18S and 28S rRNAs, followed by 
separation of the cDNA products on a genetic analyzer. 
It has been established in a series of experiments that 
the main products of RT termination of the same re-
gions of the rRNA template correspond to each other 
in the retention time (± 1 nt) and intensities of cDNA 
signals (± 10%) (data not shown).

Using the proposed method, we analyzed the sets of 
human 28S rRNA RT termination products at different 
concentrations of monomers in the reaction mixture. In 
addition to conventional conditions of the RT experi-
ment that utilizes low dNTP concentrations (0.001–0.1 
mM) in the reaction mixture [21], we also conducted the 
reaction at a high concentration of monomers (2.0 mM). 
Figure 4 demonstrates that decreased dNTP concen-
trations in the reaction mixture lead to a higher yield 
of cDNA products 84, 149, 171, and 235 nt in length 
that correspond to known sites of 2’-O-methylation: 
Cm4426, Gm4362, Gm4340, and Um4276, respectively 
(Fig. 4B,C). The reverse transcriptase terminates di-
rectly at a modified nucleotide (Gm4362, Gm4340 and 
Um4276) or at the 3’ neighboring nucleotide to the 
2’-O-methylated (Сm4426). Moreover, it has been es-
tablished that specificity of termination at 2’-O- meth-
ylated nucleotides can be achieved upon increasing 
dNTP concentration to 2.0 mM. For instance, at 2.0 mM 
of dNTP, the yield of the termination products that do 
not correspond to the 2’-O-methylated nucleotides of 
the RNA template decreases substantially compared to 
a reaction conducted at 0.1 mM dNTP (Fig. 4B,D).

The advantage of the new approach is the possibility 
of quantitatively assessing the yield of RT termination 
products. Furthermore, the separation of termination 

Fig. 3. Comparison of the 
products of 18S rRNA re-
verse transcription termina-
tion with 5’-[32P]-labeled 
or 5’-FAM-labeled primer 
18-2 (0.04 mM dNTP). A – 
5’-FAM-labeled products 
of RT termination separated 
by capillary gel electro-
phoresis on an automated 
DNA analyzer (upper 
insertion); products of 18S 
rRNA RT with ddGTP and 
ddCTP (lower insertion). B 
– 5’-[32P]-labeled products 
of RT separated on 12% de-
naturing PAGE. Lane 0.04 – 
products of RT termination 
at 0.04 mM dNTP. Lanes G, 
A, C and U –RT of 18S rRNA 
with ddCTP, dTTP, ddGTP 
and ddATP, respectively

cDNA length, nt

cDNA length, nt
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products on an automated genetic analyzer enables to 
obtain more complete information on the location of 
termination sites in the RNA template due to the anal-
ysis of longer RNA regions compared to the conven-
tional separation of cDNA in denaturing PAGE. The 
proposed approach can be applied for the identification 
of modified nucleotides in native RNAs, verification of 
the location of modification sites in synthetic RNAs, 
and for solving other tasks related to the analysis of the 
structures of long RNA molecules by the reverse tran-
scription method as well.

The influence of box C/D RNA analogues on the 
profile of 2’-O- methylation in human rRNA
The approach we have proposed can be used to study 
the influence of small nucleolar box C/D RNA an-
alogues on the processing of target rRNAs in human 
cells. Earlier, J. Cavaille et al. demonstrated the pos-
sibility of directing 2’-O- methylation of rRNA using 
DNA constructs encoding box C/D RNAs [22]. We have 
designed and obtained synthetic analogues of human 
small nucleolar box C/D RNAs containing altered 
guide sequences (Fig. 1). We chose human rRNA nu-
cleotides located within or in close vicinity to ribosomal 

PTC: G4499, U4502 and A4518 of 28S rRNA [23–25] as 
the targets for artificial box C/D RNAs. The analogues 
of small nucleolar box C/D RNAs were constructed 
to contain all the necessary components for directing 
2’-O-methylation in a defined target nucleotide: con-
served regions of boxes C and D (snoRNP protein rec-
ognition domains) and a sequence complementary to a 
region within the target rRNA (Fig. 5). 

The box C/D RNA analogue named 28A4518 has a 
structure appropriate for guiding 2’-O-methylation 
of A4518 of 28S rRNA. Figure 6C demonstrates that 
transfection of RNA 28A4518 into human MCF-7 cells 
does not lead to the formation of a new termination 
product, 109-nt-long cDNA, corresponding to the tar-
get nucleotide. The absence of a nucleotide modifica-
tion in the target rRNA has been discussed by us previ-
ously [18]. In particular, we assume that the observed 
absence of target nucleotide 2’-O-methylation may be 
an indication of the low content of the modified rRNA 
in cells due to its robust degradation. As shown in the 
studies by B. Liu and M.J. Fournier et al., 2’-O-meth-
ylation of several nucleotides that comprise ribosome 
active centers in yeast induces degradation of target 
rRNAs and impedes cell growth [23, 27, 28].

Fig. 4. Analysis of cDNA products corresponding to the native sites of 2’-O-methylation in 28S rRNA. А – 2’-O-methyl-
ated nucleotides in 28S rRNA and lengths of corresponding termination products of RT with primer FAM-4491. B–D – 
analysis of FAM-labeled products of RT termination separated on an automated DNA analyzer. RT of 28S rRNA isolated 
from MCF-7 cells was conducted with the following concentrations of dNTP in the reaction mixture: B – 0.1 mM, C – 1.0 
mM, D – 2.0 mM
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Despite the absence of termination at the target 
nucleotide for RNA 28A4518, the transfection of cells 
with the synthetic analogue led to changes in the level 
of 2’-O-methylation of known sites of modification. 
Figure 6B,C demonstrates the increase in the yield of 
termination products that correspond to 2’-O-methyl-
ated Gm4362, Gm4198, and Um4197 . A comparison of 
the cDNA product intensities has shown that the trans-
fection of cells with RNA 28A4518 causes a 1.5-fold in-
crease in the termination efficacy at Gm4362, while 
the yield of the 428-429-nt-long product (Gm4198 and 
Um4197) increases 2.2 times. The increase in the yield 
of RT products corresponding to the arrest of reverse 
transcriptase at 2’-O-methylated nucleotides indi-
cates a higher modification level of these nucleotides in 
transfected cells.

A change in the modification level of rRNA nucle-
otides can be associated with an increase in the local 
concentration of the components of the complexes 
that perform 2’-O-methylation of nucleotides during 
the maturation of the rRNA nucleolar precursor (pre-
rRNA). Gm4362, Gm4198, and Um4197 nucleotides of 
28S rRNA are located at a considerable distance (more 
than 150 nt away) from the sequence complementary 
to the box C/D RNA (Fig. 5). An increase in the 2’-O-
methylation level of the mentioned nucleotides can be 
associated with their spatial proximity in the structure 
of pre-rRNA with the nucleotide targets of box C/D 
RNA and migration of the methyltransferase complex 
components from the box-C/D-RNA/rRNA duplex to 
the nearest rRNA nucleotides. The possible influence 
of synthetic RNAs on the secondary structure of rRNA 
and interaction with independent trans-factors, such as 
helicases, that control the stages of rRNA maturation 
in eukaryotic cells, also cannot be excluded [29].

We have also observed an increase in RT termina-
tion at known sites of 2’-O-methylation when study-
ing the influence of other box C/D RNA analogues on 
human cells. In particular, the analogues RNA3 and 
RNA5 have been designed to direct 2’-O-methylation 
of G4499 and U4502 of 28S rRNA, respectively. The 
transfection of MCF-7 cells with RNA3 or RNA5 did 
not induce the modification of the target nucleotide 
but enhanced the 2’-O-methylation level of Cm4506 
of 28S rRNA (Fig. 7C,D). The data shown in fig. 7 and 
table indicate a 40- and 7-fold increase in the yield of 
the 121-nt-long cDNA product after transfection of 
MCF-7 cells with synthetic RNA3 and RNA5, respec-
tively. This cDNA product forms as a result of M-MLV 
revertase termination at 2’-O-methylated Cm4506 of 
28S rRNA during the elongation of primer FAM-28-2.2. 
The detected increase in the yield of the termination 
product indicates an enhanced 2’-O-methylation level 
of Cm4506. 

In order to determine the structural features of box 
C/D RNA analogues that influence the level of native 
2’-O-methylation of rRNA, we obtained the analogues 
of box C/D RNA5 with substitutions in box C(C’) or 
D(D’) sequences: RNA5mC, RNA5D/N, and RNA5mD. 
All the listed analogues had the same guide sequence 
targeted to U4502 of 28S rRNA (Fig. 5, Table). In 
RNA5mC, the sequences of boxes C (AUGAUGU) and 
C’ (GUGAUGA) had been substituted with (ACAG-
CAC) and (GCAGCAG), respectively. RNA5D/N con-
tained the only substitution in box D structure (AGUC), 
while RNA5mC had both the D and D’ sequences 
(CUGA) changed to (AAAA). 

It has been established that the substitutions in the 
structures of boxes D and C substantially decrease the 
efficacy of box C/D RNA analogue action. For instance, 

Fig. 5. Design of the artifi-
cial analogues of box C/D 
RNAs. Conserved elements of 
snoRNA analogues – boxes C 
(C’) and D (D’) – are colored 
in green. Target nucleotides 
in rRNA are arrowed with 
the number of a nucleotide 
denoted according to [26]. 
Known sites of 2’-O-methyla-
tion in 28S rRNA are colored in 
red. The rectangles contain the 
designation of box C/D RNA 
analogues complementary to 
a specific region in the corre-
sponding rRNA

G4499 28S rRNA

U4502 28S rRNA

A4518 28S rRNA

RNA3

RNA5

28A4518
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a substitution of only the box D sequence in the struc-
ture of RNA5 led to a 2-fold decrease in the relative 
yield of the termination product, while simultaneous 
substitution of both D and D’ boxes or both the C and 
C’ boxes decreased the yield to the level of the control 
cells (Fig. 7D–G, Table). The obtained data led us to as-
sume that boxes C and D are the key elements in the 
structure of artificial box C/D RNAs that influence the 
level of rRNA 2’-O-methylation when transfected into 
human cells. A single pair of boxes C/D in the structure 
of synthetic RNA is sufficient to influence rRNA modi-
fication. Elimination of the functional elements – boxes 
C and D – abolishes the action of snoRNA analogues 
on the structure of rRNA in transfected cells (Fig. 7, 
Table).

Fig. 6. Influence of artificial 
box C/D RNA analogues 
on the yield of rRNA RT 
termination products. A – 
2’-O-methylated nucleotides 
in 28S rRNA and lengths of 
corresponding termination 
products of RT with primer 
FAM-28-2.2. RT products of 
rRNA isolated from control 
MCF-7 cells (B) and from 
MCF-7 cells transfected with 
analogue 28A4518 (C). RT 
was conducted at 0.04 mM 
dNTP

cDNA length, nt

cDNA length, nt

Target 
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A

B

C

nt nt nt
nt nt
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The obtained data enabled us to conclude that box 
C/D RNA analogues influence post-transcriptional 
processing of ribosomal RNAs when penetrating into 
human cells. Despite the fact that transfection of box 
C/D RNA analogues into MCF-7 cells did not cause de 
novo 2’-O-methylation of rRNA target nucleotides, the 
analogues enhanced the level of native 2’-O-methyla-
tion in 28S rRNA.

It has been recently shown that in a series of tumor 
cell lines an increase in the level of several box C/D 
RNAs is accompanied by an increase in fibrillarin, the 
key component of the nucleolar methyltransferase 
complex [12]. Moreover, the 2’-O-methylation profile 
of rRNA can vary in cancer cells of different origins 
[14]. In this regard, it is suggested that the regulation 



RESEARCH ARTICLES

  VOL. 7  № 2 (25)  2015  | ACTA NATURAE | 71

of ribosomal RNA maturation can affect oncogenic 
transformation of cells and be implicated in the con-
trol of cancer cell life cycle [30, 31]. Therefore, the ob-
served effect of synthetic RNAs on 2’-O-methylation 
of rRNAs in human cells sheds light on perspectives for 
developing systems for the regulation of rRNA post-
transcriptional maturation that can lay the ground-
work for the development of novel therapeutic ap-
proaches. The proposed approach for the analysis of 
2’-O-methylated nucleotides in RNAs can be used both 
to detect artificially directed RNA modifications and 
search for diagnostically significant differences in the 
profile of RNA modifications in human cells. 

CONCLUSIONS
This paper presents an adaptation of the reverse tran-
scription termination method for determination of 
the location of 2’-O-methylated nucleotides in RNA 
and analysis of 5’-fluorescently labeled cDNA prod-
ucts by capillary gel electrophoresis on an automated 
DNA-analyzer. Using the proposed approach, we have 
analyzed the influence of synthetic analogues of small 
nucleolar box C/D RNAs on the 2’-O-methylation pro-
file of human 28S rRNA in MCF-7 cells. It has been 
demonstrated that the transfection of cells with syn-
thetic analogues of box C/D RNAs leads to enhanced 
RT termination at known 2’-O-methylation sites of 

Fig. 7. Influence of artificial box C/D RNA analogues on the 2’-O-methylation level of Cm4506 of 28S rRNA in human 
cells. A – location of primer FAM-28-2.2, 2’-O-methylated nucleotides in 28S rRNA and target nucleotides for box C/D 
RNA analogues. (B–G) – 5’-FAM-labeled products of 28S rRNA RT termination ( 0.04 mM dNTP) isolated from control 
MCF-7 cells (B) and MCF-7 cells transfected with RNA3 (C), RNA5 (D), RNA5mC (E), RNA5D/N (F), and RNA5mD 
(G). Red arrow points to the location of the RT termination product that corresponds to Cm4506 of 28S rRNA. The127-
nt-long product of RT termination corresponds to m3U4500 of 28S rRNA
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rRNAs, indicating a significant increase in the modi-
fication level of certain nucleotides within the target 
rRNAs. Moreover, the conserved elements in the struc-
ture of snoRNAs – boxes C and D – play the key role in 
the action of synthetic RNAs.

Today it is believed that post-transcriptional modi-
fications of different nucleotides in rRNA are indepen-
dent processes. For instance, directed 2’-O-methylation 
of unmodified nucleotides of rRNA does not affect the 
modification outcome of other nucleotides [28, 32]. Our 
data demonstrate that box C/D RNAs that contain a 
guide sequence targeted to a defined nucleotide and do 
not induce 2’-O-methylation of the target nucleotide 
can influence the modification level of other nucleo-

Yields of the RT termination product corresponding to Cm4506 of 28S rRNA in MCF-7 cells transfected with box C/D 
RNA analogues

Name of box С/D 
RNA analogue

Alteration in box С/D RNA structure 
compared to RNA5

Yield of the RT termination 
product corresponding to 

Cm4506 28S rRNA**

Relative yield of the RT 
termination product ***, %

RNA5 – 1100 ± 154 100

RNA3 3-nucleotide shift to the 5’-end of rRNA in 
the complementary region 6500 ± 780 590

RNA5mC box С (AUGAUGU) → (ACAGCAC);
box С’ (GUGAUGA) → (GCAGCAG) 170 ± 25 15

RNA5D/N box D (CUGA) → (AGUC) 570 ± 86 50
RNA5mD Boxes D and D’ (CUGA) → (AAAA) 150 ± 25 13
Control* – 150 ± 25 13

* Control cells were incubated with lipofectamine alone.
** Values of peak areas normalized to the total area of the peaks of RT termination products (±SD).
*** Relative yields of the RT termination product corresponding to Cm4506 28S rRNA compared to the yield of the same 
product of the RT of 28S rRNA isolated from MCF-7 cells transfected with RNA5.

tides of rRNA. It is possible that the effect we observed 
reflects the functioning of a novel, native mechanism 
of coherent regulation of rRNA post-transcriptional 
modification. The implementation of such a mechanism 
can help modulate the 2’-O-methylation level of some 
nucleotides while affecting the modification of others 
that are brought together in the spatial structure of the 
nucleolar precursor of rRNA. 

This work was supported by the Russian Foundation 
for Basic Research (grants № 13-04-01058  

and 14-04-31468) and the Interdisciplinary Integration 
Project of SB RAS № 84 (2012–2014).
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ABSTRACT B cells play a crucial role in the development and pathogenesis of systemic and organ-specific auto-
immune diseases. Autoreactive B cells not only produce antibodies, but also secrete pro-inflammatory cytokines 
and present specific autoantigens to T cells. The treatment of autoimmune diseases via the elimination of the 
majority of B cells using the monoclonal anti-CD19/20 antibody (Rituximab) causes systemic side effects and, 
thus, requires a major revision. Therapeutic intervention directed towards selective elimination of pathogenic 
autoreactive B cells has the potential to become a universal approach to the treatment of various autoimmune 
abnormalities. Here, we developed a recombinant immunotoxin based on the immunodominant peptide of the 
myelin basic protein (MBP), fused to the antibody Fc domain. We showed that the obtained immunotoxin pro-
vides selective in vivo elimination of autoreactive B cells in mice with experimental autoimmune encephalo-
myelitis. The proposed conception may be further used for the development of new therapeutics for a targeted 
treatment of multiple sclerosis and other autoimmune disorders.
KEYWORDS multiple sclerosis, autoantigens, B cells, immunoglobulins, immunotoxins.
ABBREVIATIONS MBP – myelin basic protein; MS – multiple sclerosis; ЕАЕ – experimental autoimmune encepha-
lomyelitis; CFA – complete Freund’s adjuvant; ELISA – enzyme-linked immunosorbent assay.

INTRODUCTION
Multiple sclerosis (MS) is a chronic autoimmune neuro-
degenerative disease that affects the central nervous 
system, in which the major autoantigens are proteins of 
the myelin sheath of nerve fibers [1]. More than 200,000 
people are affected by multiple sclerosis in the Rus-
sian Federation [2]. Despite the advances in the treat-
ment of MS made in recent years, the existing thera-
peutics do not provide full recovery to the patient [3]. 
Modern approaches to the treatment of MS, including 
the introduction of recombinant antibodies and oth-
er low-molecular-weight agents specifically acting on 
components of the immune system, are prohibitively 
expensive for the budgets of developed countries and, 
taking into account the need for long-term care, en-
danger the entire rehabilitation system. Furthermore, 
the levels of disability of patients do not provide expec-
tations for a positive prognosis in the social sphere. It 

is important to note that the current methods used in 
MS include primarily nonselective immunosuppressive 
drugs, which often cause systemic complications [4].

It has been considered for a long time that CD4+ 
T cells play a crucial role in the pathogenesis of MS. 
However now it is obvious that the B cell response un-
doubtedly plays an important role in the disease’s de-
velopment. Autoreactive B cells not only produce auto-
antibodies, but they are also able to effectively function 
as antigen-presenting cells that in turn activate T cells 
[5]. In addition, B cells can secrete proinflammatory cy-
tokines and enhance pathological self-destructive pro-
cesses [6]. Therapy directed at a specific population of 
lymphocytes is, in the long term, a versatile remedy for 
a wide range of B cell disorders. Currently, elimination 
of autoreactive B cells is accomplished by administra-
tion of the monoclonal anti-CD19/20 antibody, Ritux-
imab (Rituxan, MabThera), which is extensively used 
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in the therapy of lymphomas and autoimmune diseases 
[7–12]. Clinical use of this drug is limited to a great ex-
tent and occurs in exceptional circumstances, since it 
leads to the elimination of most B cells in the body and, 
consequently, a wide range of side effects [13]. In this 
regard, the problem of developing drugs for specific 
therapy of multiple sclerosis and other autoimmune 
diseases remains rather topical.

The main approach to the treatment of multiple 
sclerosis is based on subcutaneous injection of an im-
munomodulating drug, glatiramer acetate (GA). GA is 
a polypeptide of 40–100 amino acid residues, compris-
ing a random combination of alanine, lysine, glutamate, 
and tyrosine in a ratio of 4.5 : 3.6 : 1.5 : 1, respectively. 
The GA structure mimics one of the major autoanti-
gens in MS, the highly positively charged myelin ba-
sic protein (MBP). The GA action presumably includes 
competition with fragments of the myelin basic protein 
for binding to MHC class II DR molecules, as well as 
induction of regulatory T cells (Th2/3 type) secreting 
anti-inflammatory IL-4 and IL-10 cytokines and the 
brain-derived neurotrophic factor [14]. It should be 
noted that the extent of GA therapy efficacy is highly 
fluctuant, up to full patient resistance to drug therapy 
[14].

In this paper, we suggest and successfully imple-
ment an approach to the development of recombinant 
polypeptides capable of specific depletion of abnormal 
lymphocytes in vivo. As a target for precise delivery of 
cytotoxic agents, we chose the surface immunoglobulin 
of autoreactive B cells (B cell receptor, BCR), which is 
a unique receptor that differentiates a certain, clon-
ally homogeneous population of B cells from other cells 
of the organism. A number of studies have already 
demonstrated the high efficacy of targeted elimina-
tion of lymphocytes by BCR-specific immunotoxins in 
vitro [15, 16]. A high titer of autoantibodies specific for 
MBP has been previously shown in the serum of MS 
patients [17–19]. One of the most appropriate animal 
model of multiple sclerosis is experimental autoimmune 
encephalomyelitis (EAE) induced in SJL/J strain mice 
[20, 21]. Upon developing EAE in SJL/J mice, MBP-
specific autoantibodies are also produced. Based on a 
previously generated library of recombinant MBP epi-
topes and using the enzyme-linked immunosorbent as-
say (ELISA), a comparative analysis of the specificity 
of the serum autoantibodies derived from MS patients 
and various EAE animals for different epitopes of the 
autoantigen was performed [22]. Based on the obtained 
data, the [QDENPVVHFFKNIVTPRTPPPSQ] MBP82–

105
 immunodominant fragment was chosen as a highly 

specific ligand for surface BCRs of autoreactive B cells. 
Further, we developed a chimeric protein consisting of 
the MBP

82–105
 sequence fused to the antibody constant 

fragment that exhibits good pharmacodynamic param-
eters and, at the same time, can effectively induce the 
mechanisms of antibody-dependent cytotoxicity. In 
the present study, the therapeutic potential of the gen-
erated killer protein was studied in terms of selective 
depletion of autoreactive MBP-specific B cells in vivo 
in SJL/J strain mice with induced EAE.

EXPERIMENTAL

Development of the genetic construct 
encoding the immunoglobulin constant 
fragment fused with MBP82–105 
The nucleotide sequence encoding the MBP

82-105
 

fragment was produced by PCR amplification with 
the mutually overlapping outer and inner primers 
5’ATTAGGTACCCAAGATGAAAACCCCGTAGTC-
CACTTCTTCAAGA3’, 5’CGTAGTCCACTTCT-
TCAAGAACATTGTGACGCCTCGCACACC3’, and 
5’TAATGTCGACTCCCTGCGACGGGGGTGGTGTG-
CGAGGCGTCACA3’. The PCR product was treated 
with the restriction endonucleases EcoRI and BgIII and 
then ligated with the similarly prepared pFUSE vector.

Generation of clones producing 
recombinant molecules 
To generate a stable line of CHO cells producing the 
recombinant MBP

82–105
-Fc (pFUSE-MBP

82–105
-Fc) and 

Fc (pFUSE-Fc) molecules, CHO cells were transfected 
with appropriate genetic constructs. For this purpose, 
a day before transfection, CHO cells were split into 
wells of a six-well plate (Nunc) at a concentration of 0.5 
million/mL. Upon reaching 80% confluency, the cells 
were transfected by lipofection using a Lipofectamine 
LTX kit (Invitrogen) according to the manufacturer’s 
recommendations. After 72 h, a medium with a selec-
tive antibiotic zeocin was added to the cells. The anti-
biotic-resistant cells were transferred to 96-well plates 
(Corning). The resulting clones were tested for the 
production of recombinant molecules by ELISA using 
monoclonal anti-Fc-antibodies.

Isolation of Fc and MBP82–105-Fc molecules
Isolation of killer proteins containing the Fc-fragment 
of a class IgG2a antibody was carried out as follows. 
Initially, the supernatant of CHO cells transfected 
with plasmids containing the nucleotide sequences en-
coding the antibody constant fragment fused with a 
peptide sequence was collected. The collected super-
natant was centrifuged at 13,000 rpm for 10 min. After 
centrifugation supernatant was applied to an affinity 
chromatography column with the immobilized G pro-
tein (HiTrap Protein-G Sepharose, Amersham, USA) 
in PBS at a flow rate of 0.5 mL/min. The column was 
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then washed with 80–100 PBS volumes at a speed of 
2.5 mL/min to elute non-specifically adsorbed pro-
teins. The fraction was eluted from the column with a 
100 mM Glycine-HCl solution (pH 2.5) and immediately 
neutralized with a 2 M Tris base solution to pH 7.3–7.7. 
All chromatographic isolation stages were carried out 
on a DuoFlow BioRad system. Identification of Fc and 
MBP

82–105
-Fc samples and assessment of their purity 

were performed using denaturing polyacrylamide gel 
electrophoresis, followed by silver staining and an en-
zyme-linked immunoassay.

Induction and therapy of EAE in SJL strain mice.
The experiments were carried out at the Research and 
Production Department of the Branch of the Shemyak-
in-Ovchinnikov Institute of Bioorganic Chemistry, the 
Nursery for Laboratory Animals “Pushchino” (Russia, 
Pushchino), and at the Centre de Recherche des Cor-
deliers de Jussieu (CRC) (France, Paris) in compliance 
with all ethical standards. EAE was induced in SJL 
female mice at the age of 6 to 8 weeks with the SPF 
(specified pathogen free) status in accordance with the 
protocol [23] by a double injection of 100 μg of a mouse 
spinal cord homogenate (MSCH) in complete Freund’s 
adjuvant (CFA) containing tuberculin at a concentra-
tion of 4 mg/mL. On day 1, MSCH was injected sub-
cutaneously into two points along the spinal column 
and, on the 3rd day, into the sole of hind feet. Addi-
tionally, on the day of MSCH in PAF injections, the 
mice were intravenously administered with a solution 
of the pertussis toxin (Calbiochem, USA) at a dose of 
500 ng/mouse. Mice induced with EAE were divided 
into four groups of 10 animals, each: without injection 
(group without treatment); animals with a single in-
jection of 200 μg of GA (Teva); animals in the groups 
Fc and MBP82–105

-Fc were intravenously injected with 
50 μg of the drug on days 5 and 10 after EAE induction. 
The severity of the autoimmune disease was evaluat-
ed on a daily basis according to the following scale: 0 – 
norm; 1 – loss of tail tone; 2 – weakness or paralysis of 
the hind legs; 3 – strong limb paralysis; 4 – complete 
paralysis (inability to move); and 5 – death.

Flow cytometry
The spleen was isolated from the SJL/J mice of each 
experimental group. Next, the spleen was transferred 
to a Petri dish and homogenized to obtain a splenocyte 
suspension. The isolated splenocytes were resuspend-
ed in a DMEM medium, and 1 million cells were cen-
trifuged at 400 g for 10 min, then the precipitate was 
washed twice with PBS. The cells were added with a 
solution of the biotinylated MBP peptides (7-TQDEN-
PVVHFFKNIVTPRTPPPS or 12-DAQGTLSKIFKLG-
GRDSRSGSPMARR) in phosphate buffer containing 

1% BSA. The cells were incubated at +4 °C for 40 min, 
centrifuged (400 g, 10 min), and resuspended in physi-
ological buffer. The cell suspension was supplemented 
with the anti-B220-APC antibodies (eBioscience, USA) 
and Streptavidin-Pacific Blue™ conjugate, incubated 
(+4 °C. 40 min), centrifuged (400 g, 10 min), resuspend-
ed in FACS buffer (0.1% BSA, 0.02% sodium azide, 
50 μg/mL propidium iodide in phosphate buffer), and 
analyzed on a FACSDiva flow cytometer (Becton Dick-
inson, USA).

RESULTS AND DISCUSSION

Development of the genetic construct 
encoding the immunoglobulin constant 
fragment fused to the MBP peptide 
To develop highly selective cytotoxic proteins capable 
of targeted elimination of a population of autoreactive 
B cells with known specificity, we generated a genetic 
construct encoding the mouse antibody constant frag-
ment (Fc) fused with the MBP82–105

 fragment. For this 

Fig. 1. A map of the pFUSE-Fc vector, a plasmid contain-
ing cDNA coding for IgG2a Fc. (A) Amino acid sequences 
of full-size MBP and the MBP

82-105
 fragment (shown in bold) 

integrated into the pFUSE-Fc vector (B)

QDENPVVHFFKNIVTPRTPPPSQG - MBP82-105

pFUSE-mIgG2a-Fc2
(4212 bp)
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DAQGTLSKIFKLGGRDSRSGSPMARR
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purpose, the commercially available pFUSE plasmid 
vector containing the gene coding for the constant 
fragment of mouse IgG2a immunoglobulin (Invivogen) 
(Fig. 1) was used. The nucleotide sequence encoding the 
MBP

82–105
 (QDENPVVHFFKNIVTPRTPPPSQG) frag-

ment was amplified by PCR with overlapping primers. 
The resulting DNA fragments were inserted into the 
pFUSE-mIgG2a plasmid vector at the EcoRI and BgIII 
restriction sites.

To generate a stable CHO cell line producing the re-
combinant MBP

82–105
-Fc (pFUSE-MBP

82–105
-Fc) and Fc 

(pFUSE-Fc) proteins, CHO cell lines were transfected 
with the appropriate genetic constructs using lipofec-

tion. The transfected cells were selected on a medium 
supplemented with the zeocin antibiotic. The antibiotic-
resistant cells were cloned. The resulting clones were 
tested for the production of recombinant proteins by 
ELISA. The selected producer clones were used for pre-
parative production of a protein in 125 cm2 flasks for 
9 days. The Fc-containing proteins were successively 
purified from the growth medium by affinity chroma-
tography on a sorbent with the immobilized G protein 
and on a Superdex200 gel filtration column. According 
to the electrophoretic analysis, the sample’s homogene-
ity was beyond 95%. The presence of the MBP fragment 
in the isolated recombinant proteins was evaluated by 
Western blotting using the anti-MBP (Fig. 2B) and anti-
Fc (Fig. 2A) antibodies. Hybridization with anti-MBP 
antibodies confirmed that the fusion MBP

82–105
-Fc pro-

tein contained the immunodominant MBP fragment, 
whereas the control Fc lacked this fragment.

Depletion of autoreactive B cells in 
SJL mice with induced EAE
Experimental autoimmune encephalomyelitis was in-
duced in SJL strain mice to generate a population of 
autoreactive B cells specific for MBP. For this purpose, 
animals received two subcutaneous injections of a 
mouse spinal cord homogenate in a complete Freund’s 
adjuvant emulsion. Additionally, on the same days, the 
animals were intravenously injected with a pertussis 
toxin solution to enhance the development of EAE. 
Group (1), which included non-immunized mice, was 
used as a negative control. Further, mice with induced 
EAE were divided into four experimental groups of 10 
animals each: (2) without treatment; (3) animals with a 
single injection of 200 μg of GA (Teva) (GA group); an-
imals in two groups were intravenously injected twice 
with Fc (4) and MBP

82–105
-Fc (5) (table).

The development of EAE symptoms in all groups 
was evaluated on a five-grade scale, starting with the 
seventh day after EAE induction and until the end of 
the experiment.

EAE symptoms in mice of all groups began to de-
velop on days 14–15 after induction, and the disease 

Fig. 2. Schematic representation of the developed recom-
binant Fc and MBP

82-105
-Fc proteins (A). WB analysis of re-

combinant Fc and MBP
82-105

-Fc using anti-Fc and anti-MBP 
antibodies
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Table. Experimental groups

Group Number of mice EAE Injections Number of injections Day of injection Dose μg/mouse

1 5 – – – – –
2 10 + – – – –
3 10 + GA 1 1 200
4 10 + Fc 2 5 and 10 50
5 10 + MBP

82-105
-Fc 2 5 and 10 50
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peaked on days 17–19. On day 23, SJL mice with identi-
cal EAE clinical scores were selected from each experi-
mental group (Fig. 3A). The splenocyte cultures derived 
from these mice were analyzed for B cells specific for 
the immunodominant and C-terminal MBP fragments. 
For this purpose, the cells were incubated with the 
MBP

81–103
 and MBP

146–170
 peptides conjugated with bio-

tin. A conjugate of anti-B220-antibodies with the APC 
fluorophore (eBioscience) was used to visualize B cells. 
In turn, the biotinylated MBP peptides bound to the 
surface BCRs were detected by adding the conjugate of 
streptavidin with the Pacific Blue™ fluorophore (eBio-
science). Samples were analyzed by flow cytometry on 
the FACSDiva device (BD). As can be seen from Fig. 
3B, C, a mouse from the control group lacked a popula-
tion of B cells specific for MBP, whereas a significant 

population of B cells specific for both MBP peptides 
was detected in the culture of splenocytes obtained 
from an animal from the group without treatment. As 
expected, intravenous injections of control Fc without 
MBP peptides did not lead to any change in the popula-
tion of MBP-reactive B cells. In the case of a single GA 
injection, the population specific for MBP

81–103
 disap-

peared in the cell culture but there was a population 
of B cells with surface BCR specific for the C-terminal 
MBP

146–170
 fragment. This observation once again con-

firms that the therapeutic effect of GA is aimed at the 
population of B cells specific for the immunodominant 
MBP

81–103
 epitope [24]. Administration of the fusion 

MBP
81–103

-Fc protein resulted in the complete depletion 
of B cells specific not only for the MBP

81–103
 fragment, 

which is a part of the administered immunotoxin, but 

Fig. 3. Plots representing the EAE development scores in mice from all experimental groups (A). FC analysis of isolated 
splenocytes for the presence of B cells specific for the fragments MBP

81-103
 (B) and MBP

146-170
 (C)
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also for the MBP
146–170

 fragment. Therefore, the pro-
file of the population of B cells specific for MBP in the 
splenocytes culture of mice subjected to MBP

81–103
-Fc 

protein therapy coincided with the profile of healthy 
animals. The obtained results suggest that the MBP

81–

103
-Fc immunotoxin, along with the selective depletion 

of B cells specific for the immunodominant MBP
81–103

 
fragment, also inhibits the formation of B cells specific 
for the MBP

146–170
 fragment.

CONCLUSIONS
In the last decade, antigen-specific therapy has gained 
increasing relevance in the development of drugs for 
the treatment of patients with multiple sclerosis and 
other autoimmune diseases. By the animal model, we 
tested one of the most topical current approaches to 

the treatment of multiple sclerosis – the selective de-
pletion of autoreactive B cells. A highly selective B cell 
killer protein was generated on the basis of the immu-
noglobulin constant fragment fused with the immu-
nodominant MBP sequence. Administration of this re-
combinant immunotoxin to SJL/J mice with induced 
EAE led to complete elimination of the population of B 
cells specific for MBP fragments. These findings lead 
to the conclusion that the suggested concept could be 
successfully implemented in the development of drugs 
for targeted therapy of multiple sclerosis and other au-
toimmune disorders. 

This work was supported by the Russian Ministry of 
Education (project №RFMEFI60714X0061).
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ABSTRACT IRR (insulin receptor-related receptor) is a receptor tyrosine kinase belonging to the insulin recep-
tor family, which also includes insulin receptor and IGF-IR receptor. We have previously shown that IRR is 
activated by extracellular fluid with pH > 7.9 and regulates excess alkali excretion in the body. We performed a 
bioinformatic analysis of the pH-sensitive potential of all three members of the insulin receptor family of var-
ious animal species (from frog to man) and their chimeras with swapping of different domains in the extracel-
lular region. An analysis using the AcalPred program showed that insulin receptor family proteins are divided 
into two classes: one class with the optimal working pH in the acidic medium (virtually all insulin receptor and 
insulin-like growth factor receptor orthologs, except for the IGF-IR ortholog from Xenopus laevis) and the sec-
ond class with the optimal working pH in the alkaline medium (all IRR orthologs). The program had predicted 
that the most noticeable effect on the pH-sensitive property of IRR would be caused by the replacement of the 
L1 and C domains in its extracellular region, as well as the replacement of the second and third fibronectin re-
peats. It had also been assumed that replacement of the L2 domain would have the least significant effect on the 
alkaline sensitivity of IRR. To test the in silico predictions, we obtained three constructs with swapping of the 
L1C domains, the third L2 domain, and all three domains L1CL2 of IRR with similar domains of the insulin-like 
growth factor receptor. We found that replacement of the L1C and L1CL2 domains reduces the receptor’s abil-
ity to be activated with alkaline pH, thus increasing the half-maximal effective concentration by about 100%. 
Replacement of the L2 domain increased the half-maximal effective concentration by 40%. Thus, our results 
indicate the high predictive potential of the AcalPred algorithm, not only for the pH-sensitive enzymes, but also 
for pH-sensitive receptors.
KEYWORDS receptor, alkaline pH, phosphorylation.

INTRODUCTION
The insulin receptor (IR) family consists of IR, insu-
lin-like growth factor receptor (IGR-IR), and the insu-
lin receptor-related receptor (IRR). All three receptors 
are highly homologous receptor tyrosine kinases with 
a single transmembrane segment, which exist as ho-
mologous dimers linked via cystine bridges [1, 2]. This 
property makes the members of the IR family differ-
ent than other tyrosine kinase receptors, which form 
non-covalent dimers only after activation. As they ma-
ture, both monomers are proteolyzed in the near-mem-
brane zone of the extracellular portion. As a result, a 
receptor molecule consists of two pairs of covalently 
bound alpha and beta subunits.

All three receptors contain the leucine-rich L1 and 
L2 domains in the extracellular N-terminal portion of 
the alpha subunit with the C domain (furin-like cyste-

ine-rich region) located between them. These domains 
are followed by three fibronectin repeats: FnIII-1, 
FnIII-2, and FnIII-3 [3]. The tyrosine kinase domain is 
located in the cytoplasmic portion of the beta subunit. 
The degree of homology between IGF-IR and IRR is 
somewhat higher than that between IR and IRR [2]; 
hence, it is believed that duplication and separation of 
the genes encoding IGF-IR and IRR were evolutionari-
ly later processes compared to separation of the insulin 
receptor gene [2].

Since receptors are pre-dimerized, binding of the 
peptide ligand to the extracellular portion of IR or IGF-
IR causes changes in conformation, which result in au-
tophosphorylation of the tyrosine residues located in 
the cytoplasmic tyrosine kinase domain. As opposed to 
its homologs, IRR has no ligands of peptide or protein 
nature. Meanwhile, we found that IRR is activated at 
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pH of the extracellular fluid higher than 7.9 [4, 5]. In 
vivo experiments using mice with IRR gene knockout 
demonstrated that this receptor is involved in the regu-
lation of renal excretion of excess alkali in the form of 
bicarbonate [6, 7]. Mapping of the regions determining 
the pH sensitivity of IRR has shown that several extra-
cellular domains are responsible for receptor activation 
[5, 8], which ensures positive cooperation in activation 
(the Hill’s coefficient being ~ 2.4) [5, 9].

The following question is of obvious fundamental in-
terest: what is the reason for such striking differences 
between the functions of IR and IGF-IR receptors, on 
the one hand, and IRR, on the other hand. In this study, 
we used the bioinformatic approach to perform a com-
parative analysis of the pH sensitivity of IRR receptor 
and other receptors belonging to the insulin receptor 
family. The AcalPred program [10], which was de-
signed to predict pH values (either acidic or alkaline) 
that would be optimal for enzyme function based on its 
primary structure, allowed us to divide the IR family 
into two types: the “acid-dependent” proteins (almost 
all IR and IGF-IR orthologs) and the “base-dependent” 
proteins (all IRR orthologs). This approach has made it 
possible to estimate the relative contribution of indi-
vidual domains in the extracellular portion of IRR. The 
predicted properties of IRR chimeras and the IGF-IR 
receptor were verified in vitro by determining their 
pH sensitivity.

EXPERIMENTAL

The sequences of insulin family receptors
All the sequences of ectodomains of the insulin family 
Bos taurus (BosTau), Canis familiaris (CanFam), Cavia 
porcellus (CavPor), Coturnix japonica (CotJap), Danio 
rerio (DanRer), Equus caballus (EquCab), Felis catus 
(FelCat), Gallus gallus (GalGal), Gasterosteus aculea-
tus (GasAcu), Homo sapiens (HomSap), Macaca mu-
latta (MacMul), Microcebus murinus (MicMur), Mono-
delphis domestica (MonDom), Mus musculus (MusMus), 
Ochotonas princeps (OchPri), Oryctolagus cuniculus 
(OryCun), Pan troglodytes (PanTro), Rattus norvegicus 
(RatNor), Scophthalmus maximus (ScoMax), Sus scro-
fa (SusScr), and Xenopus laevis (XenLae) were taken 
from the material accompanying this article [11]. Since 
the genes of the IR and IGF-IR receptors in Danio rerio 
are duplicated, additional symbols, either а or b, were 
used for them.

Production of chimeric receptors
The sequences encoding human chimeric receptors 
were produced by polymerase chain reaction us-
ing the following primers: for L1C(IGF-IR) IRR-HA, 
5'-CATCCCTTGTGAAGGTCCTTGCCCTAAA-

GAGTGCAAGGTAGGC and 5'-cccGGtACcTGT-
CACCTCCTCCAGTCGGTA, then 5'-gggGGTAC-
CGAATTCATGAAGTCTGGCTCCGGAGGAG; for 
L2(IGF-IR) IRR-HA, 5'-CACAAGTGCGAGGGGCT-
GTGCCCGAAGGTCTGTGAGGAAGAAA and 5'-cccGG-
TACCCGTCACTTCCTCCATGCGGTAA, then 5'-ggg-
GGTACCGAATTCATGGCAGTGCCTAGTCTGTGG. 
The correct sequences of the resulting constructs was 
verified by sequencing.

Transfection of eukaryotic cells 
and receptor activation
HEK293 cells were grown on a DMEM medium con-
taining 10% of a fetal bovine serum, 1% of penicillin/
streptomycin and 2 mM L-glutamine under standard 
conditions (37°C and 5% CO2

). The cells were trans-
fected with pcDNA3.1 plasmids encoding IRR-HA or 
chimeric receptors using Unifectin-56 (UnifectGroup) 
according to the manufacturer’s recommendations. In 
36-40 hours after transfection, the cells were left in a 
serum-free growth medium for 2–3 h under standard 
conditions. In order to test receptor activation and plot 
the activation curves, the receptor-expressing HEK293 
cells after “starvation” in the serum-free medium were 
incubated in phosphate-buffered saline containing 
60 mM Tris-HCl with the target pH value for 10 min 
at room temperature. The buffer was subsequent-
ly removed, and the cells were immediately lysed in 
1× SDS-PAGE buffer.

Western blot and construction of activation curves
SDS-PAGE (8%) and Western blot analysis were car-
ried out using the standard protocol described in [12]. 
The total amount of receptors was determined using 
rabbit serum against the cytoplasmic portion of IRR 
(anti-IR/IRR); rabbit serum against phosphorylated 
IRR (anti-pIR/IRR) was used to detect the phospho-
rylated form. Anti-IRR antibodies were produced and 
characterized at our laboratory [5]. HRP-conjugated 
goat anti-rabbit antibodies (Jackson ImmunoResearch) 
were used as secondary antibodies. The resulting blots 
were scanned; specific signals were processed using the 
ImageJ software. The signal transmitted from antibod-
ies to phosphorylated IRR was normalized with respect 
to the signal transmitted from the antibody against the 
C-terminal portion of the IRR receptor. The normalized 
signals for each pH value (n ≥ 3) were further processed 
in the GraphPad Prism 5 software using Hill’s equation 
(One site – Specific binding with Hill slope analysis). 
As a result of the interpolation analysis, the Hill’s co-
efficient and the half-maximal effective concentration 
of hydroxyl ions for the activation curve of chimeric 
proteins were calculated using the GraphPad Prism 5 
software.
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RESULTS AND DISCUSSION
Receptor tyrosine kinase IRR exhibits a unique proper-
ty to be activated in an alkaline extracellular medium. 
This property makes IRR stand out both among oth-
er members of the insulin receptor family and among 
most tyrosine kinase receptors that are activated by 
peptides or proteins. We wondered whether it was 
possible to predict this unique property of the IRR re-
ceptor using modern bioinformatic approaches. The 
recently described AcalPred program was originally 
developed for predicting pH values (either acidic or al-
kaline) that would be optimal for enzyme functioning 
based on its sequence. This program is now available 
online and is the most reliable option among the previ-
ously reported algorithms for predicting pH values op-
timal for enzyme functioning [10]. As a result, the rel-
ative probability of the fact that the protein “prefers” 
to function either in an alkaline or acidic medium was 
determined; the overall probability is equal to 1. This 

algorithm was developed for soluble enzymes: there-
fore, we used sequences of the ectodomains of IR fam-
ily receptors from about 20 various organisms, from 
frog to man, and analyzed them using the AcalPred 
software (complete names of the organisms and their 
abbreviations are given in the Experimental section). 
We provide the results of an analysis of ectodomains of 
the human insulin receptor family as an example. Thus, 
human IR was classified as an “acidic” protein with a 
probability of 0.95 and as an “alkaline” protein, with 
a probability of 0.05. Human IGF-IR belongs to “acid-
ic” proteins with a probability of 0.92 and to “alkaline” 
proteins with a probability of 0.08. Finally, there is a 
probability of 0.25 that human IRR is an “acidic” pro-
tein and 0.75 that it is an “alkaline” protein.

Figure 1A shows the estimated probability that a 
protein is classified as an “alkaline” one for the rest of 
the ectodomains from different organisms. Figure 1B 
provides a graphic interpretation of this table; separa-

  IR IGF-IR IRR

XenLae 0.10 0.70 0.59

GalGal 0.12 0.17

MonDom 0.13 0.22 0.85

OryCun 0.06

MicMur 0.02
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RatNor 0.06 0.07 0.88
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FelCat 0.04
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Fig. 1. A – Sequence analysis of insulin receptor family ectodomains using the AcalPred program. The relative probabili-
ties of activation of insulin receptor family ectodomains from various species at alkaline pH are shown in table. Full names 
of the species are given in the Experimental section. B – The graphical representation of the aforedescribed probabili-
ties. The red line highlights the notional boundary value prediction – 0.5. Proteins with a predicted probability of alkaline 
sensitivity greater than 0.5 are shown as “alkaline” (in the red zone), and proteins with the probability less than 0.5 are 
indicated as “acidic” proteins (in the blue zone)
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tion is made at a probability of 0.5 (“alkaline” proteins 
are placed above the line, while the “acidic” proteins 
are shown below the line). It is an interesting fact that 
the insulin receptor family is subdivided into two class-
es: a) IR and IGF-IR (except for frog IGF-IR), which 
are supposed to be “acidic” proteins; b) IRR orthologs, 
which are “alkaline” proteins. These results indicate 
that the AcalPred program can have a broader applica-
tion than just analyzing the pH dependence of enzymes 
and can be used to predict alkaline activation and regu-
lation of tyrosine kinase receptors. In particular, it is 
possible that the frog IGF-IR receptor, which was clas-
sified as an “alkaline” protein, can potentially be sensi-
tive to a weakly alkaline environment.

To evaluate the applicability of the AcalPred pro-
gram for the analysis of the pH-sensitive properties of 
receptor tyrosine kinases, we experimentally compared 
certain properties of previously produced chimeric hu-
man IR and IRR proteins with replacement of some 

domains of the extracellular portion (Fig. 2A) [8, 9, 13]. 
Chimeric sequences were produced by replacing the 
first two L1C domains, the third L2 domain, all three 
L1CL2 domains, and the first fibronectin repeat FnIII-1 
or the second and third fibronectin repeats in the IRR 
ectodomains with identical regions of the IR receptor.

An analysis of these sequences using the AcalPred 
program has demonstrated that replacement of the 
first two L1C domains or the second and third fibro-
nectin repeats FnIII-2 and FnIII-3 is crucial for protein 
“alkalinity” (Fig. 2B). Replacement of the first fibronec-
tin repeat FnIII-1 has a weaker effect; and replacement 
of the third L2 domain does not worsen the expected 
sensitivity to alkaline pH (Fig. 2B). These data show 
overall agreement with our experimental findings. 
Thus, it has been demonstrated that the substitutions 
with the strongest effect are the ones in the first two 
L1C domains or the second and the third fibronectin 
repeats FnIII-2 and FnIII, which are believed to form 

Fig. 2. A – Schematic representation of the resulting chimeric proteins. IRR domains are shown in white; IR, in striped; 
and IGF-IR domains, in gray. L1 and L2 – L-domains, C – furin-like cysteine-rich domain, FnIII-1 and FnIII 2 & 3 – the first 
or second and third fibronectin repeats. B – Sequence analysis of the ectodomains of the chimeric receptors described 
above using the AcalPred program. The relative predicted probabilities that the ectodomain is an “alkaline” protein are 
shown in table. Predicted probability values above 0.5 are shown in red (“alkaline” proteins), and those less than 0.5 
are shown in blue (“acidic” proteins)
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for Western blot analysis. Antibody to the phosphorylated IRR was used for detecting phosphorylated receptors; the 
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signals for each pH (n ≥ 3) were calculated using the GraphPad Prism 5 software with One site – Specific binding with Hill 
slope interpolation. On each plot, the Y axis shows the percentage of the maximum average activation at pH 9.4
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the main site of pH sensitivity in the IRR receptor [13]. 
The substitution of the L2 domain in IRR for an identi-
cal sequence from IR had a small but still noticeable ef-
fect on the sensitivity of IRR to alkaline pH [9], while no 
changes were predicted by AcalPred. The substitution 
of the first fibronectin repeat FnIII-1 for an identical 
IR fragment resulted in an effect stronger than that of 
the replacement of the L2 domain, comparable to the 
effect of L1C substitution but weaker than the effect 
of a replacement of the second and third fibronectin re-
peats FnIII-2 and FnIII-3 [9, 13], which showed agree-
ment with the result predicted by the program. We can 
conclude that the AcalPred program has a predictive 
potential in analyzing chimeric receptors; however, it 
should be taken into account that the resulting param-
eters describe the probability rather than provide an 
accurate assessment of the pH dependence. In other 
words, the results are qualitative rather than quanti-
tative.

In evolutionary terms, IRR is structurally more 
similar to the IGF-IR receptor than to insulin receptor. 
Hence, in addition to analyzed IRR receptor where the 
L1CL2 domains were substituted for identical regions 
of the IGF-IR receptor [8], we produced two chime-
ric proteins where the L1C or L2 IRR domains were 
replaced with the corresponding domains of the IGF-
IR receptor (Fig. 2A). Next, we checked the response 
of the resulting receptors to increased pH of the ex-
tracellular medium. These proteins were expressed in 
HEK293 eukaryotic cells. The cells expressing chimeric 
receptors were treated with a buffer with pH 7.3 or 9.0. 
Same as IRR, L1C_IGF-IR, L1CL2_IGF-IR, and L2_
IGF-IR chimeras were activated in response to alkaline 
pH (Fig. 3A).

We plotted the curve showing the degree of acti-
vation of each chimeric receptor as a function of pH 
in a range from 7.3 to 9.4. The activation curves were 
recorded for all three chimeric proteins: L1C_IGF-IR, 
L1CL2_IGF-IR, and L2_IGF-IR (Fig. 3B). The Hill’s 

coefficient (H) and half effect of hydroxyl ions (EC50
) 

were calculated for each receptor using the GraphPad 
Prism 5 software, which allows one to estimate the pH 
sensitivity of various chimeric receptors and coopera-
tion of their interaction with an agonist. An analysis of 
the curves has demonstrated that when two L1C do-
mains or one L2 domain are replaced, the Hill’s coef-
ficient remains virtually unchanged. Thus, the Hill’s 
coefficient for L1C_IGF-IR was 2.4 ± 0.6 and 2.5 ± 0.4 
for L2_IGF-IR and L2_IGF-IR, respectively, while 
2.4 ± 0.4 for IRR. Meanwhile, replacement of the L1C 
domain increased the ЕС

50
 value by more than 100%, 

while substitution of the L2 domain increased it by ap-
proximately 40% (Fig. 3B and table). Replacement of 
all three L1CL2 domains in the chimeric construct re-
sulted in the strongest effect: the Hill’s coefficient de-
creased to 1.6 ± 0.3, while ЕС

50
 rose by more than 100%, 

up to 9.8 ± 2.6 μM (almost identically to the values in 
the chimeric construct with the first two L1C domains 
replaced) (table) [8]. Such a decline in the Hill’s coef-
ficient may be associated with the change in structure 
and mutual arrangement of pH-sensitive sites inside 
the ectodomain as the first three domains are replaced. 
Interestingly, replacement of the L1C and L2 domains 
in chimeric IRR receptors for the corresponding do-
mains of insulin receptors led to more significant nega-
tive changes than insertion of IGF-IR domains [9]. 
Thus, replacement of L1C portions had the greatest 
negative effect, while the least effect was observed 
when the L2 domain was substituted.

CONCLUSIONS
In this study, we used the bioinformatic approach to 
the analysis of the pH-sensitivity of the IRR receptor. 
The AcalPred algorithm elaborated to predict the op-
timal pH for the activity of soluble enzymes can also 
be used to describe the pH-sensitive properties of the 
members of the insulin receptor family. Moreover, 
this program can be employed to predict the contribu-
tion of individual structural fragments of the recep-
tor to its pH-sensing function. It should be mentioned 
that the program mostly provides a qualitative result, 
while the quantitative conclusions may not be accu-
rate enough. 
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Hill’s coefficient (H) and half effect of hydroxyl ions (EC
50

)
for the designated receptors

Receptor Hill’s coefficient, 
H

Half effect,  
EC

50
, μM

IRR 2.4 ± 0.4 4.1 ± 0.4 

L1C_IGF-IR 2.4 ± 0.6 9.9 ± 1.5 

L2_IGF-IR 2.5 ± 0.4 5.8 ± 0.5 

L1CL2_IGF-IR 1.6 ± 0.3 9.8 ± 2.6 
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ABSTRACT The aim of the present study was to evaluate T-cadherin expression at the early developmental stages 
of the mouse embryo. Using in situ hybridization and immunofluorescent staining of whole embryos in combina-
tion with confocal microscopy, we found that T-cadherin expression is detected in the developing brain, starting 
with the E8.75 stage, and in the heart, starting with the E11.5 stage. These data suggest a possible involvement 
of T-cadherin in the formation of blood vessels during embryogenesis.
KEYWORDS T-cadherin; embryogenesis; angiogenesis; in situ hybridization.
ABBREVIATIONS T-cad – T-cadherin; PBS – phosphate-buffered saline.

INTRODUCTION
T-cadherin was first discovered in a chick embryo 
brain over 20 years ago [1]. In early studies, Ranscht 
demonstrated [1] that expression of T-cadherin in de-
veloping somites correlates with migration of neural 
crest cells from the neural tube. Neural crest cells are 
the transient multipotent population of cells that fur-
ther give rise to a variety of tissues, including craniofa-
cial bones and cartilages, smooth muscle cells, melano-
cytes, peripheral neurons, glia, etc. More recent studies 
by the same laboratory have revealed that migratory 
neural crest cells and motor neuron axons growing to 
their targets choose their pathway through the rostral 
part of the somites, avoiding, along their pathway, the 
caudal part of the somites where cells express T-cad-
herin. In vitro experiments, using soluble T-cadherin 
or T-cadherin as a substrate, demonstrated that T-cad-
herin inhibits the development of neurites and growth 
of motor neuron axons. This suggested that T-cadherin 
functions as a guidance molecule for growing axons and 
migrating neural crest cells [2, 3]. Like other guidance 
molecules, ephrins and their receptors [4], T-cadherin 
in the developing nervous system acts as a “repulsive 
molecule” and negatively regulates axon growth and 
cell migration.

It should be noted that the T-cadherin expression 
level in an adult brain is higher than that in an embry-
onic brain [5]. Our laboratory found that T-cadherin 
in an adult organism is expressed not only in the nerv-
ous system, but also in the cardiovascular system [6, 
7]. Immunohistochemical staining of aorta sections re-
vealed the presence of T-cadherin in all layers of the 
vascular wall (intima, media, and adventitia), endothe-
lium, smooth muscle cells, and pericytes. A high level of 
T-cadherin in the adventitia was detected in the vasa 
vasorum walls [6]. We also observed elevated T-cad-
herin expression in blood vessels in various patholo-
gies: upon development of atherosclerotic lesions and 
post-angioplasty restenosis, which are conditions as-
sociated with pathological angiogenesis in humans [6, 
7]. Furthermore, overexpression of T-cadherin in the 
arterial wall after balloon angioplasty in rats was found 
to correlate with late stages of the neointima formation 
and to coincide with the phase of active migration and 
proliferation of vascular cells. Expression of T-cadherin 
in the vasa vasorum of the adventitia of damaged blood 
vessels suggests its involvement in the regulation of an-
giogenesis or repair of vascular wall damage [7].

The formation of the nervous and cardiovascular 
systems during embryogenesis is known to occur in 
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parallel, whereby nerves and blood vessels are often 
located in close proximity to each other. Nerve and vas-
cular cells secrete neurotrophic and angiogenic factors, 
respectively, which promote their survival and deter-
mine the direction of growth and migration [8]. The 
regulatory mechanisms of directed axonal growth and 
nerve cell migration are well studied [4, 9, 10], while 
there is much less data on the factors and mechanisms 
regulating directed growth of blood vessels. Guid-
ance molecules that are involved in the regulation of 
the formation of the nervous and vascular systems in-
clude proteins such as semaphorins and their receptors 
(plexins and neuropilins), netrins and their receptors 
(DCC/neogenin and Unc5), slit ligands and their recep-
tors (Robo), and some other proteins [10]. Data on the 
expression of T-cadherin in the cardiovascular system 
during embryogenesis have yet to be reported. It is un-
known whether T-cadherin is expressed in the devel-
oping heart and blood vessels during embryogenesis, 
or whether its role is limited to the regulation of the 
trajectory of axon growth and migration of neural crest 
cells.

In this regard, we analyzed the expression of T-cad-
herin at different stages of a mouse’s development us-
ing in situ hybridization and immunofluorescent stain-
ing of whole embryos in combination with confocal 
microscopy. Expression of the T-cadherin mRNA was 
detected starting with the E8.75 stage in the developing 
brain and starting with the E11.5 stage in the heart, 
which coincides with the processes of active growth 
and formation of blood vessels due to vasculogenesis 
and angiogenesis in the cardiovascular system and 
brain.

EXPERIMENTAL

Production of dated pregnancy in mice
Mouse embryos derived from F1 CBA/C57Bl6 hybrids 
were used in this study. Mice were maintained un-
der standard, 14-hour light conditions. In the evening 
hours, males were introduced to females, and, the next 
morning, mated mice were detected by the presence 
of vaginal plugs. The day of vaginal plug detection was 
considered as half of the first pregnancy day.

Generation of mouse embryos at the 
postimplantation stages of development
Postimplantation embryos were recovered according 
to a standard protocol described by Monk [11]. Females 
were sacrificed by cervical dislocation. The abdominal 
cavity was opened, and the uterus with deciduomas 
was removed and placed in a Petri dish with cold phos-
phate buffered saline (PBS, Sigma-Aldrich). Next, the 
uterine horns were incised along the antimesometri-

al edge, exposing the decidual capsules with embryos 
and separating them from the mesometrial wall. The 
deciduomas were transferred into a clean Petri dish 
containing cold PBS. The decidual capsule was incised, 
capturing its mesometrial end, and the embryo was 
gently pushed into the solution. After that, the embryo 
was released from the amniotic sac by preparation 
needles and transferred to a clean Petri dish with PBS 
for washing. Embryos were fixed in 4% formaldehyde 
(PRS Panreac) in PBS at +4 °C overnight.

Immunofluorescent staining of mouse 
embryos with antibodies to T-cadherin
After fixation, embryos were washed 5 times for 20 
min each in PBS containing a 0.2% Triton X-100 de-
tergent (Sigma-Aldrich). To prevent nonspecific stain-
ing, the samples were placed into 1 : 10 normal goat 
non-immune serum (Sigma-Aldrich) and incubated at 
+4 °C on a shaker overnight. Then, the embryos were 
incubated in a 1 : 25 solution of the rabbit monoclonal 
antibody to mouse T-cadherin (BioDesign). As a con-
trol, non-immune rabbit IgG immunoglobulins (Abd 
Serotec) were used in a concentration equivalent to 
the concentration of specific antibodies. Incubation 
was carried out at room temperature under constant 
shaking for a day. Antibodies were washed in a 0.2% 
solution of Triton X-100 in PBS (three times for 20 min 
each at room temperature) and following that (in the 
fourth change of solution) on a shaker at +4 °C over-
night. After washing, the embryos were placed in a 
solution of goat secondary antibodies conjugated with a 
fluorochrome Alexa Fluor® 594 where they were kept 
on a shaker at room temperature for a day. Cell nuclei 
were additionally stained with a fluorescent dye DAPI 
(Sigma-Aldrich) in 1 : 1000 dilution for 30 min, then 
washed 3 times for 20 min each in 0.2% Triton X-100 in 
PBS, and left in the same solution at +4 °C on a shaker 
overnight. The next day, the embryos were mounted 
on a Aqua-Poly/Mount medium (Polysciences). The 
prepared samples were analyzed using a Leica SP5 
confocal multiphoton microscope and Leica Applica-
tion Suite Advanced Fluorescence 2.2.0 software (Leica 
Microsystems).

Purification of plasmids for in situ hybridization
Purification and isolation of plasmids were performed 
using a commercial EndoFree® Plasmid Maxi Kit (Qia-
gen) according to the manufacturer’s protocol.

Linearization of plasmids for in situ hybridization
In situ hybridization with RNA probes to T-cadherin 
(sense and antisense) and Krox20 was performed on 
mouse embryos according to the previously developed 
technique [12].
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To identify the expression of the T-cadherin mRNA 
in mouse embryos by in situ hybridization, the pFL-
CI plasmid (ImaGenes, Germany) with the inserted 
EST-sequence (expressed sequence tag) of the T-cad-
herin cDNA was used. The Bluescript KS plasmid with 
the inserted EST sequence of the Krox20 cDNA was 
used as a positive control. ESTs are short cDNAs used 
for detection of gene expression and are available in the 
GenBank database.

For the linearization, the plasmid DNA was treated 
with restriction enzymes: Not1 (Fermentas) for Krox20 
and BamH1 (Fermentas) for T-cadherin. The composi-
tion of a linearization reaction mixture was as follows: 
10× buffer, deionized water (Sintol), the plasmid (4 μg), 
and a restriction enzyme (Not1 or BamH1). The mix-
ture was incubated at + 37 °C for 12 h. After incuba-
tion, DNA was purified using a commercial GFX PCR 
DNA kit and a Gel Purification Kit (GE Healthcare) ac-
cording to the manufacturer’s protocol. Linearized and 
non-linearized plasmids were analyzed by electropho-
resis in 1.2% agarose gel.

Synthesis of a RNA-containing probe 
for in situ hybridization
The reaction mixture for the synthesis of a digoxi-
genin-labeled RNA-containing probe included: 5× 
transcription buffer, RNase free deionized water, a 
linearized plasmid, a mixture of nucleotides labeled 
with DIG (10 mM ATP, 10 mM CTP, 10 mM GTP, 
6.5 mM UTP, 3.5 mM DIG-11-UTP, pH 7.5, Roche), a 
RNase inhibitor (Merck Biosciences), and RNA poly-
merase. The mixture was incubated at +37 °C for 2 h. 
T3 RNA polymerase (Fermentas) was used to synthe-
size a RNA-containing probe from a linearized plasmid 
containing the Krox20 sequence. T7 RNA polymer-
ase (Promega) was used to synthesize the RNA probe 
for the T-cadherin sense sequence (negative control) 
from the linearized plasmid, and T3 RNA polymerase 
(Fermentas) was used to synthesize the antisense RNA 
probe for detection of the T-cadherin mRNA. The re-
sulting RNA probes were purified on a commercial 
RNAspin Mini column (GE Healthcare) according to 
the manufacturer’s protocol.

Hybridization of mouse embryos in situ
Hybridization of mouse embryos was performed with 
the RNA probe (antisense) synthesized on the T-cad-
herin gene template. The antisense RNA probe (reverse 
sequence) enables detection of expression at the tran-
scriptional level. The sense probe (direct sequence) does 
not bind to the mRNA in the cell, since it is non-com-
plementary to the mRNA and is used as a negative con-
trol. The RNA probe synthesized on the Krox20 gene 
template, whose expression level is high in the central 

nervous system cells of mouse embryos at these stages 
of development, was used as a positive control.

Hybridization was performed in E8.75, E9.5 and 
E10.5 mouse embryos.

Embryos were fixed in 4% formaldehyde (PRS 
Panreac) in PBS, which also contained 1% Tween-20 
(Sigma-Aldrich), at +4 °C overnight, then washed 
(2 × 5 min) with cold PBS, and fixed sequentially in 
solutions of increasing concentrations of methanol (25, 
50, 75, and twice with 100%). After that, the embryos 
were frozen and stored for subsequent studies at –20 
°C. Immediately prior to hybridization, the embryos 
were rehydrated in solutions of decreasing concentra-
tions of methanol (75, 50, and 25%), washed three times 
in PBS, and treated with proteinase K at room tem-
perature (Qiagen, at a concentration of 10 μg/mL in 
PBS). Then, the embryos were washed in PBS, fixed 
in 4% formaldehyde (PRS Panreac) in PBS for 20 min, 
and washed twice for 5 min in PBS. Next, the embryos 
were gradually transferred into a hybridization buffer 
containing 50% formamide (Sigma-Aldrich), 5× SSC 
buffer (stock solution: 20× SSC buffer containing 3 M 
NaCl, 0.3 M sodium citrate, pH 7.0), 0.1% Triton X-100 
(DiaEm), 50 μg/mL heparin (Sigma-Aldrich), 1 mg/mL 
RNA from type IV yeast (Sigma-Aldrich), 5 mM EDTA 
(Applichem), 2% blocking solution (Roche), and 0.1% 
CHAPS (3-[(3-cholamidopropyl)-dimethylammo-
nio]-1-propanesulfonate) (Sigma-Aldrich). The em-
bryos were incubated at room temperature in a (1 : 1) 
mixture of a hybridization buffer and PBS and then in 
the hybridization buffer. The embryos were left in the 
hybridization buffer at +65 °C overnight. In the morn-
ing, the embryos were placed in a fresh hybridization 
buffer, added with a RNA probe (0.5 μg of the probe 
per 1 mL of buffer), and incubated at +65 °C for 24 h. 
After that, the embryos were washed in the hybridi-
zation buffer (3 times for 30 min at + 65 °C) and then 
in a (1 : 1) mixture of the hybridization buffer and a 
MABT buffer at +65 °C for 30 min. The MABT buffer 
composition: 100 mM maleic acid (Sigma-Aldrich), pH 
7.5, 150 mM NaCl, and 0.1% Tween-20 (Sigma-Aldrich). 
Next, the embryos were washed 3 times with the 
MABT buffer for 10 min at room temperature, placed 
in a blocking solution (2% blocking solution (Roche) 
containing 20% sheep serum (Abd Serotec) and MABT) 
at room temperature for 2 h, and then incubated in a 
10% sheep serum solution containing 1 : 200 diluted 
anti-digoxigenin antibodies conjugated with alkaline 
phosphatase (Roche) at +4 °C for 12 h. After incubation 
with antibodies, the embryos were washed in MABT 
at room temperature and then in an NTMT buffer 
until staining. The composition of the NTMT buff-
er (per 1 mL): 100 mM Tris-HCl (Sigma-Aldrich), pH 
9.5, 50 mM MgCl2

 (Sigma-Aldrich), 100 mM NaCl, 0.1% 
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Tween-20 (Sigma-Aldrich), 4.5 μL of NBT (4-nitro-blue 
tetrasodium chloride, Vector Laboratories), and 3.5 μL 
of BCIP (5-bromo-4-chloro-3-indolylphosphate, Vec-
tor Laboratories). The staining reaction was stopped 
by repeated washing in PBS. Then, the embryos were 
fixed in 4% formaldehyde (PRS Panreac) in PBS at 
room temperature for 2 h. Images of the embryos were 
produced using a stereomicroscope (Olympus SZX 16, 
AxioCam HRc camera, Carl Zeiss) and the Axio Vision 
3.1 software.

RESULTS
We evaluated the expression of T-cadherin at the 
E8.75–E11.5 stages of early embryonic mouse devel-
opment using in situ hybridization and immunofluo-
rescent staining of whole embryos in combination with 
confocal microscopy.

Expression of T-cadherin in the 
embryonic mouse brain
Expression of T-cadherin mRNA was detected in the 
developing brain, starting with the E8.75 stage, in par-
ticular, in the diencephalon and prosencephalon – in 
the inner lining of the telencephalon cavity (Fig. 1). 
The T-cadherin mRNA was also detected in the region 
of optic vesicles, at the transition of the diencephalon 
to the developing thalamencephalon. In the negative 
control (sense probe), nonspecific diffuse background 
staining in the prosencephalon was observed that was 
different from specific staining using the positive con-
trol and the antisense probe for T-cadherin.

At the E9.5 stage, expression of the T-cadherin 
mRNA was detected in the prosencephalon, thicken-
ing olfactory placode, base of the optic vesicles, parietal 
bend region, and at the transition of the myelenceph-
alon to the spinal cord (in the occipital bend region) 
(Fig. 2).

At the E10.5 stage, expression of T-cadherin mRNA 
was observed in the mesencephalon and developing 
ependymal roof of the diencephalon and its lateral 
parts (Figs. 3 and 4). Specific staining was also found in 
the choroid plexus of the telencephalon (Fig. 3).

No specific staining was found in the negative con-
trol. The specific staining pattern typical of the Krox20 
gene was observed in the positive control (Figs. 3 and 4).

The T-cadherin protein was detected by immuno-
fluorescent staining with anti-T-cadherin antibodies 
in whole mouse embryos in combination with confocal 
microscopy. T-cadherin was detected starting with the 
E9.5 stage, with specific staining being observed in the 
linings of the developing brain (Fig. 5), including the 
base of the developing optic vesicles.

The T-cadherin expression level in the inner lining 
of the brain was high, starting with the E11.5 stage: 
intense specific staining was observed in the dienceph-
alon region, developing eyecup, as well as in the mesen-
cephalon and metencephalon region (Fig. 6).

Therefore, these data indicate that T-cadherin ex-
pression at the mRNA level begins with the E8.75 stage 
and is detected in different parts of the embryonic 
brain. The T-cadherin protein is detected in embryos, 
starting with the E9.5 stage. The maximum intensity of 

Fig. 1. In situ hybridiza-
tion of mouse embryos 
at the of E8.75 stage. 
Expression of T-cadherin 
mRNA (T-cad): 1 – in the 
mesencephalon region; 
2 – in the base of the 
developing optic vesicle; 
3 – in the inner lining of 
the telencephalon; 4 – in 
the myelencephalon; 5, 
6 – in the optic vesicles. 
No specific staining in the 
negative control (con-
trol). Magnification of 
3.2, 5, and 6×

Control 

T-cad

T-cad

T-cad

1

2

3

4

5

6
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T-cadherin expression was detected in the inner lining 
of the brain.

Expression of T-cadherin in the embryonic heart
In the mouse embryo heart, T-cadherin is expressed 
starting with the E11.5 stage (Fig. 7). No expression of 
either T-cadherin mRNA or T-cadherin in the devel-
oping heart was detected at the E8.75, E9.5 and E10.5 
stages (Fig. 8).

DISCUSSION
The obtained data indicate that T-cadherin mRNA 
in the developing brain is expressed starting with the 
E8.75 stage – in the inner lining of the telencephalon 
cavity and diencephalon. No expression of T-cadher-
in was detected until this stage. Active formation and 
growth of blood vessels are known to occur in the brain 
bend regions at the early developmental stages [13]. 
Probably, expression of T-cadherin at the E9.5 stage 

Fig. 2. In situ hy-
bridization of mouse 
embryos at the E9.5 
stage. Staining of 
brain regions cor-
responds to the 
localization of T-cad-
herin mRNA (T-cad). 
Expression is ob-
served in the base of 
the developing optic 
vesicles, in the pari-
etal and occipital bend 
regions. Small arrows 
indicate the base of 
the developing optic 
vesicle. Control – the 
negative control. 
Magnification of 3.2, 
5, and 6×

T-cad

T-cad

T-cad

Control

Fig. 3. In situ hy-
bridization of mouse 
embryos at the 
E10.5 stage. Intense 
expression of T-cad-
herin (T-cad) in the 
developing tectum 
and the lateral regions 
of the diencephalon. 
The arrow indicates 
specific staining of the 
choroid plexus in the 
telencephalon region. 
No specific staining in 
the negative control 
(control). Magnifica-
tion of 3.2, 5, and 6×

T-cad

T-cad

Control
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in these regions of the developing brain is associated 
with intensive angiogenesis and potential involvement 
of this protein in the regulation of directional growth 
of blood vessels in the same manner as it occurs during 
the growth of motoneuronal axons to their targets in 
the nervous system.

Later, at the E9.5 stage, the T-cadherin mRNA was 
identified in the prosencephalon, olfactory placode, 
base of the optic vesicles, and region of the parietal 
and occipital bends. The active formation and growth 
of blood vessels are known to occur in the brain bend 
regions at this stage, which suggests possible involve-
ment of T-cadherin in vascularization of these struc-
tures [13]. Noteworthy, T-cadherin expression at the 
mRNA level in the optic vesicle region was detected at 
the E8.75 stage. We suppose that expression of T-cad-
herin at the base of the developing optic vesicles is as-
sociated with the epithelialization of the structures of 

Fig. 4. In situ hybridization of 
mouse embryos at the E10.5 
stage. T-cad – specific staining 
of T-cadherin in the tectum (in 
the occipital bend region) and 
inner lining of the telencephalon; 
control – no specific staining in 
the negative control; Krox20 – 
staining of central nervous system 
structures in the positive control. 
Magnification of 3.2×

T-cad Control Krox20

Fig. 5. Immunofluorescent staining of mouse embryos at 
the E9.5 (-1-) and E12.5 (-2-) stages. Specific staining (red 
fluorescence) corresponds to T-cadherin expression in the 
linings of the brain at both stages; expression of T-cadher-
in in the developing optic vesicle in the E9.5 embryo. Blue 
fluorescence corresponds to nuclei additionally stained 
with DAPI. Magnification of 5×

1 2

Fig. 6. Immunofluorescent staining of mouse embryos at the E11.5 stage. Specific staining (red fluorescence) corre-
sponds to expression of the T-cadherin protein. Blue fluorescence corresponds to nuclei additionally stained with DAPI. 
1 – specific staining in the diencephalon region, as well as in the region of the developing eyecup; 2 – specific staining in 
the mesencephalon and metencephalon region; 3 – the same region as in 2 – at another optical plane level. Magnifica-
tion of 5×

1 2 3
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T-cad, DAPI DAPI

1 2

Fig. 7. Immunofluorescent staining of mouse embryos at 
the E11.5 stage. Specific staining (red fluorescence) cor-
responds to expression of the T-cadherin protein (T-cad). 
Blue fluorescence corresponds to nuclei additionally 
stained with DAPI. 1 – specific staining reflecting T-cad-
herin expression in the heart region; 2 – control staining 
with antibodies to immunoglobulin G. Magnification of 5×

Fig. 8. Lack of 
T-cadherin mRNA 
in the developing 
heart of mouse 
embryos at the 
E8.75–E10.5 
stages (1, 2, 3). 
Arrows and the 
selected area 
indicate the 
developing heart 
region. Magnifi-
cation of 5× (1, 
2) and 6× (3)

1 2 3

the future eyecups; otherwise, T-cadherin could be 
involved in the choroid formation. However, further 
research is necessary to exactly determine the role of 
T-cadherin in the formation of these structures.

Later, at the E10.5 stage, intense staining corre-
sponding to T-cadherin mRNA was detected in the 
mesencephalon, developing ependymal roof of the di-
encephalon, and its lateral parts. Specific staining was 
also found in the region of the choroid plexus of the 
telencephalon. The stained areas morphologically cor-
responded to the areas of the choroid plexus formation 
in the walls of the developing brain ventricular system.

The in situ hybridization results of T-cadherin ex-
pression detection at the protein level were confirmed 

by immunofluorescent staining of whole mouse em-
bryos. Confocal microscopy combined with an image 
analysis enabled us to detect the T-cadherin protein in 
the linings of the developing brain, starting with the 
E9.5 stage. Expression of T-cadherin was also identi-
fied at the base of the developing optic vesicles, which 
corresponds to the in situ hybridization data. T-cad-
herin expression in the developing eyecups indicates 
the possible involvement of this protein in the choroid 
development.

Antibody staining of embryos revealed intense ex-
pression of T-cadherin in the inner lining of the brain, 
starting with the E11.5 stage. In particular, intense spe-
cific staining was observed in the diencephalon region, 
developing optic eyecup, as well as in the mesencepha-
lon and metencephalon region. We suppose that T-cad-
herin is involved in the formation of the brain ventricu-
lar system, more specifically the choroid plexus in the 
ventricular walls, since the active formation of brain 
vessels is known to occur at this stage of embryonic de-
velopment [13].

Therefore, the use of in situ hybridization and im-
munofluorescent staining in combination with confo-
cal microscopy enabled us for the first time to detect 
T-cadherin in mouse embryos and identify the stage at 
which T-cadherin expression at the mRNA and protein 
level starts, as well as the morphological regions where 
the protein is expressed. In different parts of the devel-
oping brain T-cadherin expression at the mRNA level 
was detected starting from the E8.75 stage. Expression 
of the T-cadherin protein was detected starting from 
the E9.5 stage. The highest T-cadherin expression was 
observed in the inner lining of the brain, which sug-
gests a possible involvement of T-cadherin in the for-
mation of the choroid plexus in the ventricular walls of 
the developing brain.
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In situ hybridization and immunofluorescent stain-
ing of whole mouse embryos revealed T-cadherin ex-
pression at the protein level in the heart, starting with 
the E11.5 stage. No expression of either T-cadherin 
mRNA or T-cadherin protein in the developing heart 
was observed at the E8.75, E9.5 and E10.5 stages.

Expression of T-cadherin in the embryonic heart, 
which was first identified at the E11.5 stage, reflects 
apparently the active formation and growth of the 
heart and its parts, as well as its vascularization [14].

Presumably, T-cadherin mRNA synthesis is activat-
ed between the E10.5–E11.5 stages of mouse embryo 
development; then, rapid and intense accumulation of 
the T-cadherin protein occurs. It is likely that T-cad-
herin is also involved in the formation of synaptic con-
tacts in the developing cardiac conduction system.

Earlier, T-cadherin deficient mice were generated 
in the Ranscht laboratory [15]. These mice were viable 
and fertile, which typical for a wide range of knockout 
animals and indicates possible compensatory mecha-
nisms implemented in embryogenesis. However, based 
on experiments in various animal models reproduc-
ing human cardiovascular diseases, T-cadherin was 
found to play an important role in the restoration of 
blood supply upon injury. By using an ischemia-rep-
erfusion model, T-cadherin was demonstrated to per-
form the cardioprotective function, since the infarc-
tion size in the control mice was significantly less than 
that in T-cadherin-deficient animals [16, 17]. Based on 
a hindlimb ischemia model in these mice, T-cadher-
in was found to be necessary for a complete revascu-

larization of ischemic muscles [18]. The present study 
suggests the role of T-cadherin as a guidance molecule 
regulating vascular growth during embryogenesis and 
is consistent with the results obtained in experimental 
animal models.

CONCLUSIONS
The data on T-cadherin in the developing mouse brain 
and heart indicate that the onset of T-cadherin ex-
pression coincides with active formation and growth 
of blood vessels due to vasculogenesis and angiogenesis 
in the cardiovascular system and the brain [19]. These 
results suggest a role for T-cadherin as a molecule reg-
ulating the formation and directional growth of blood 
vessels during embryogenesis. As it was previously 
demonstrated, the mechanism by which T-cadherin 
regulates neuronal growth in the developing nervous 
system is based on homophilic recognition between 
T-cadherins on the contacting cells and their subse-
quent “repulsion” [2, 3]. Earlier, using in vivo and in 
vitro angiogenic models we had found that the same 
mechanism of homophilic interaction is used for the 
regulation of blood vessels growth [20]. We suggest 
that a similar mechanism involving T-cadherin could 
be utilized for the regulation of blood vessels growth in 
embryogenesis. 
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INTRODUCTION
A proton is the simplest neurotransmitter [1]; its ef-
fect is mediated by acid-sensing ion channels (ASICs). 
ASICs are voltage-insensitive channels that belong 
to the superfamily of degenerin/epithelial sodium 
channels (DEG/ENaC) and are activated in response 
to acidification of an extracellular medium. Currently, 
four genes (accn1–4) encoding six different ASIC sub-
units are known: ASIC1a and ASIC1b, which are prod-
ucts of alternative splicing of the accn2 gene; ASIC2a 
and ASIC2b, which are products of alternative splic-
ing of the accn1 gene; as well as the ASIC3 and ASIC4 
subunits [2]. A functionally active channel can be both 
homo- and heterotrimeric [3], with only the ASIC1a, 
ASIC1b, ASIC2a, and ASIC3 subunits being able to 
form functioning homomeric channels.

In the central nervous system, the ASIC1a, ASIC2a, 
and ASIC2b subunits are mainly expressed in the hip-
pocampus, amygdala, cerebellum, striatum, cerebral 
cortex, and olfactory bulbs [4–10]. In the peripheral 

ABSTRACT Acid-sensing ion channels (ASICs) are widely distributed in both the central and peripheral nerv-
ous systems of vertebrates. The pharmacology of these receptors remains poorly investigated, while the search 
for new ASIC modulators is very important. Recently, we found that some monoamines, which are blockers of 
NMDA receptors, inhibit and/or potentiate acid-sensing ion channels, depending on the subunit composition 
of the channels. The effect of 9-aminoacridine, IEM-1921, IEM-2117, and memantine both on native receptors 
and on recombinant ASIC1a, ASIC2a, and ASIC3 homomers was studied. In the present study, we have inves-
tigated the effect of these four compounds on homomeric ASIC1b channels. Experiments were performed on 
recombinant receptors expressed in CHO cells using the whole-cell patch clamp technique. Only two compounds, 
9-aminoacridine and memantine, inhibited ASIC1b channels. IEM-1921 and IEM-2117 were inactive even at a 
1000 µM concentration. In most aspects, the effect of the compounds on ASIC1b was similar to their effect on 
ASIC1a. The distinguishing feature of homomeric ASIC1b channels is a steep activation-dependence, indicating 
cooperative activation by protons. In our experiments, the curve of the concentration dependence of ASIC1b 
inhibition by 9-aminoacridine also had a slope (Hill coefficient) of 3.8, unlike ASIC1a homomers, for which the 
Hill coefficient was close to 1. This finding indicates that the inhibitory effect of 9-aminoacridine is associated 
with changes in the activation properties of acid-sensing ion channels.
KEYWORDS ion channels; ASIC; 9-aminoacridine; memantine; patch clamp; potentiation; inhibition.
ABBREVIATIONS ASIC – acid-sensing ion channel; CNS – central nervous system; PNS – peripheral nervous sys-
tem; GFP – green fluorescent protein; IC50 – half maximal inhibitory concentration.

nervous system, the ASIC1b and ASIC3 subunits 
predominate. They can be found in the sensory neu-
rons of the spinal cord dorsal roots and trigeminal and 
vagus nerves. It is worth noting that only ASIC3 can 
produce a sustained current in response to decrease 
in pH. This subtype of proton-activated channels, as 
well as ASIC1b, is responsible for the perception of pain 
stimuli accompanying an inflammation, fractures, tu-
mors, hematomas, and postoperative wounds, and it is 
also involved in mechanosensation [11, 12]. In the cen-
tral nervous system, ASICs are involved in important 
physiological processes such as synaptic transmission, 
synaptic plasticity, memory, learning [13], anxiety and 
depression [14], drug addiction [15], and chemosensa-
tion [16].

Despite the widespread occurrence of proton-acti-
vated channels in CNS and PNS, the pharmacology of 
these receptors remains little-studied. For example, it 
is known that only ASIC1a and ASIC3 homomers can 
be specifically inhibited by psalmotoxin-1 (PcTx1), a 
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toxin from the venom of the South American taran-
tula Psalmopoeus cambridgei [17], and the APETx2 
toxin from the venom of the sea anemone Anthopleura 
elegantissima [18], respectively. The psalmotoxin-1 
specificity is lost as its concentration increases: at con-
centrations above 3 nM, it can also inhibit ASIC1a/2b 
heteromers, and at concentrations greater than 
100 nM, it causes potentiation of ASIC1b [19]. The most 
known blocker of acid-sensing ion channels, amiloride 
[20], affects all types of ASICs, as well as other sodium 
channels of the DEG/ENaC family [21]. All attempts 
to synthesize more specific amiloride-based struc-
tures with one or two amidine groups have not yield-
ed the desired results [22, 23]. Synthetic compound, 
2-guanidine-4-methylquinazoline (GMQ) is able to 
activate selectively ASIC3 homomers via interaction 
with a ligand-binding domain, which differs from the 
proton-binding domain [24]. Thus, to date there are a 
few pharmacological tools differentiating subtypes of 
proton-activated ion channels, and the search for new, 
specific inhibitors/activators is the actual problem.

Recently, we have demonstrated that four blockers 
of NMDA-receptors (Fig. 1A) (9-aminoacridine [25], 
IEM-1921 [26, 27], memantine [28], and IEM-2117 [29, 
30]) can differently modulate acid-sensing ion channels, 
depending on their subunit composition [31]. For ex-
ample, 9-aminoacridine (9AA), IEM-2117, and meman-
tine inhibited, to varying degrees, ASIC1a homomers, 

while IEM-1921 had no effect even at a concentration 
of 1000 μM. The responses of ASIC2a, on the contrary, 
were potentiated by IEM-1921, IEM-2117, and me-
mantine and were unaffected by 9AA. The effect of 
the tested compounds on ASIC3 was more complex be-
cause currents through these channels have peak and 
sustained components. IEM-1921 and 9-aminoacridine 
potentiated the sustained component but inhibited the 
peak component. IEM-2117 and memantine potenti-
ated both components of the response. In this case, 
IEM-2117 was the most active potentiator and it also 
activated ASIC3 channels in a neutral pH (7.4), causing 
a sustained current.

In the present work, we studied the effect of four 
compounds mentioned above on a homomeric chan-
nel formed by the ASIC1b subunit, which is a product 
of alternative splicing of the accn2 gene. This channel 
is interesting because of its very specific activation 
curve with a high Hill coefficient (nH

) equal to 4.8 [32]. 
Analysis of the effects of potentiators/inhibitors on 
this receptor may help test the hypothesis of a possible 
mechanism of ligand action via increasing/reducing af-
finity of protons for the proton binding site of ASICs. 
We have demonstrated that the effect of hydropho-
bic monoamines on ASIC1b is similar to their effect on 
ASIC1a, except that the concentration-dependent inhi-
bition curve of 9AA has a much greater Hill coefficient 
compared to that for ASIC1a.

Fig. 1. Effect of hydrophobic monoamines on ASIC1b. A, chemical structures of the tested compounds. B, representa-
tive examples of currents in the control (black) and in the presence of 1000 µM tested compounds (red)
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EXPERIMENTAL
CHO cells (Chinese hamster ovarian epithelial cell 
culture) were cultured in a CO

2
 incubator at 37 °C 

and 5% CO
2
. The cell growth medium consisted of a 

DMEM/F12 (Dulbecco’s Modified Eagle’s Medium) so-
lution supplemented with 10% fetal bovine serum and 
1% streptomycin/penicillin. Transfection of cells with 
plasmids was performed using the Lipofectamine 2000 
reagent (Invitrogen, USA) according to the manufac-
turer’s protocol. The plasmid carrying the rASIC1b-
pECFP-C1 construct was courtesy of A. Starushchen-
ko. CHO cells were seeded on glasses with an area not 
exceeding 25 mm2 and uniformly distributed on the 
bottom of a Petri dish with a diameter of 35 mm. For 
the expression of homomeric ASIC1b channels, the 
cells were transfected with the plasmid (0.5 μg) carry-
ing the ASIC1b gene, together with the plasmid (0.5 μg) 
encoding the fluorescent protein GFP. Electrophysi-
ological experiments were performed 36–72 h after 
transfection. Transfected cells were detected by green 
luminescence using a Leica DM IL microscope (Leica 
Microsystems, Germany).

The currents caused by fast acidification of the 
medium were recorded using the whole cell patch 
clamp technique. For this purpose, an EPC-8 amplifier 
(HEKA Electronics, Germany) was used; the signal was 
filtered in the frequency band of 0–5 kHz, digitized at 
the sampling rate of 1 kHz and recorded on a personal 
computer using the Patchmaster software from the 
same manufacturer (HEKA Electronics, Germany). 
All experiments were performed at room tempera-

ture (23–25 °C). The micropipette solution contained 
100 mM CsF, 40 mM CsCl, 5 mM NaCl, 0.5 mM CaCl

2
, 

5 mM EGTA, and 10 mM HEPES (pH was adjusted to 
7.2 by adding CsOH). The extracellular solution con-
tained 143 mM NaCl, 5 mM KCl, 2.5 mM CaCl

2
, 10 mM 

D-glucose, 10 mM HEPES, and 10 mM MES (pH was 
adjusted to 7.35 by adding NaOH). All solutions were 
filtered through micropore cellulose membranes using 
a vacuum glass filter (Sartorius AG, Germany).

Solutions with low pH values, which were used to 
activate channels, were prepared from the extracel-
lular stock solution by adding HCl. The monoamines 
were synthesized earlier, under a reques from our 
laboratory, by V.E. Gmiro at the St. Petersburg Insti-
tute of Experimental Medicine. To prepare a stock so-
lution with a monoamine concentration of 5 × 10–2 M, 
a sample weight of its crystalline form was dissolved 
in bidistilled water. Further, the required volume of 
the stock solution was added to working solutions with 
different pH values. When preparing monoamine solu-
tions, the pH of the resulting mixture was checked for 
each preparation. If a shift was detected, then the pH 
was adjusted to the required value using a 0.1 N HCl 
solution or a 0.2 N NaOH solution. For fast drug appli-
cation the ALA-VM8 manifold system (ALA Scientific 
Instruments, USA) was used. The interval between test 
applications was 60 s.

All data are presented as a “mean ± standard de-
viation” calculated from at least five experiments. The 
statistical significance of the effects was evaluated us-
ing the paired t-test with p = 0.05 (the value of the re-

Fig. 2. Changes in the response kinetics in the presence of 1000 µM memantine (A) and 1000 µM 9AA (B). The gray 
trace shows the response in the presence of an inhibitor. The response is normalized by the amplitude to the control 
level. Memantine, a weak inhibitor, increases the rate of desensitization. Contrary, 9AA broadens the response. C, 
examples of the currents evoked by modest (red) and strong (black) acidifications. As in the presence of 9AA (B), re-
sponse to modest acidification has a low amplitude and slow kinetics
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sponse amplitude in the presence of a test compound 
relative to the control). The response shape was ana-
lyzed by measuring the current rise time from 10 to 
90% of the maximum amplitude and calculating the 
response decay time constant using a least squares ex-
ponential fitting.

To simplify evaluation of the changes in the response 
kinetics under the influence of the test compounds, the 
currents were normalized by the amplitude (Fig. 2). For 
this, the ratio of the control current in response to pH 
and the current in the presence of a test compound was 
calculated. The current with the smaller amplitude was 
multiplied by the obtained ratio, thereby producing re-
sponses with equal amplitudes.

RESULTS
Reducing the pH of the extracellular medium from 
the initial level of 7.35 resulted in transient currents 
in cells carrying the ASIC1b plasmid. Threshold cur-
rents exceeding the noise level by more than 2 times 
(40–100 pA) were observed for a solution with pH= 6.8. 
When the solution pH was reduced to 6.5 (Fig. 3A, B), 
currents up to 1 nA were detected. This sharp increase 
in the response is related to the high slope of the activa-
tion curve (nH

 = 4.9 ± 0.2; pH
50

 6.3 ± 0.2, n = 5) (Fig. 3A). 
These results are consistent with previously published 
data [32]. The classical blocker of acid-sensing ion 
channels, amiloride, (30 μM) blocked 53 ± 7% (n = 6) of 
the currents evoked by application of a solution with 

Fig. 3. Correlation between the activation properties of ASIC1a and ASIC1b and their inhibition by 9AA. A, pH-depen-
dencies of the response amplitude for ASIC1a (black dots) and ASIC1b (red dots) activation. B, representative ex-
amples of ASIC1b channel currents evoked by different pHs. The interval between applications is 60 s. C, concentration 
dependencies of ASIC1a (black dots) and ASIC1b (red dots) inhibition by 9AA. D, representative examples of ASIC1b 
currents at pH=6.2 in the presence of different 9AA concentrations
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pH=6.2. The kinetics of the response decay due to re-
ceptor desensitization (τ = 0.67 ± 0.12 s, n = 5) was also 
consistent with the previously published data.

None of the four tested compounds caused currents 
in the neutral medium even at high concentrations 
(data are not shown).

IEM-1921 and IEM-2117
Since ASIC1b and ASIC1a are two alternative splice 
variants of the same accn2 gene, it can be assumed that 
the effect of the compounds on ASC1b will be similar to 
those on ASIC1a. However, this assumption was correct 
only for some of the compounds. As in the case of ASI-
C1a, a phenylcyclohexyl derivative IEM-1921 exhib-
ited no activity on ASIC1b channels at concentrations 
ranging from 10 to 1000 μM. The effect of IEM-2117 
was the same (Fig. 1B), although, in the case of ASIC1a, 
it acted as a weak inhibitor: 1000 μM of the compound 
caused 34 ± 10% (n = 7) decrease of the response.

Memantine
The only clinically used blocker of NMDA receptors 
[33], memantine, had no effect on ASIC1b homomers 
at concentrations below 100 μM. However, at higher 
concentrations, memantine behaved as a weak inhibi-
tor. Thus, memantine at a concentration of 300 μM in-
hibited 19 ± 6% (n = 5) of the current, and application 
of 1000 μM resulted in 44 ± 16% (n = 5) decrease in the 
response amplitude (Fig. 1B). Since a saturating con-
centration of the compound was not achieved, it was 
impossible to measure the IC50

 parameter. Apart from 
the inhibitory effect, 1000 μM memantine induced a 
decrease in the response decay time constant from 0.50 
± 0.12 s (n = 6) to 0.15 ± 0.02 s (n = 5) (Fig. 2A). Earlier, 
we had observed a similar change in the response shape 
for ASIC1a homomers.

9-Aminoacridine
9AA was the most potent inhibitor of ASIC1b chan-
nels. 1000 μM 9AA reduced the response amplitude by 
86 ± 10% (n = 7) upon simultaneous application with 
a solution with pH 6.2 (Fig. 1B). IC

50
 was 440 ± 20 μM 

(n = 7) (Fig. 3C). An interesting feature of the 9AA ef-
fect on ASIC1b channels was a sharp increase in the 
inhibitory effect upon a slight increase in the com-
pound concentration; i.e., the Hill coefficient was high 
(3.8 ± 0.5, n = 5) (Fig. 3C). The curve of ASIC1b sen-
sitivity to the agonist is also characterized by a high 
Hill coefficient (see above). On the contrary the curves 
of ASIC1a activation and its inhibition by 9-amino-
acridine had a Hill coefficient of 1.2 ± 0.3 (n = 5) and 
1.3 ± 0.3 (n = 5), respectively.

9AA significantly changed the shape of the 
ASIC1b response to acidification (Fig. 2B). In the 

presence of 1000 μM 9AA, the response kinetics be-
came slower and the current rise time increased from 
0.15 ± 0.02 s (n = 5) in the control to 0.48 ± 0.12 s (n = 5). 
The response decay time constant also increased sig-
nificantly (τ = 0.67 ± 0.12 s, n = 5 in the control and 
τ = 1.2 ± 0.2 s, n = 5 in the presence of 9AA). This effect 
may be caused by asynchronous activation of channels, 
which is typical of the action of low agonist concentra-
tions. Indeed, a similar difference was observed upon 
ASIC1b activation by acidification to pH 6.5 and 5.5 
(Fig. 2C); i.e., it may be proposed that channel affinity 
for protons decreases in the presence of 9AA. There-
fore, in the presence of 9AA, the amplitude and shape 
of the response to the solution with pH 6.2 become simi-
lar to those of the response to the solution with pH 6.5.

Since the effect of 9-aminoacridine on ASIC1a ho-
momers was previously characterized by a pronounced 
pH-dependence (weakening of inhibition as the acti-
vating pH value decreased), we decided to analyze this 
effect on ASIC1b channels, too. Under conditions of a 
relatively low proton concentration (pH 6.5), an almost 
complete response inhibition (92 ± 3%, n = 7) was ob-
served. Upon stronger acidification (pH 5.0), the effect 
decreased to 28 ± 8% (n = 5) (Fig. 4). This fact agrees 
with the hypothesis of reduction of proton affinity for 
the receptor as a possible mechanism of 9AA action.

DISCUSSION
As it might be expected, the effect of hydrophobic 
monoamines on ASIC1b homomers largely resembles 
their effect on ASIC1a homomers. The phenylcyclo-
hexyl derivative IEM-1921 had no effect on the activ-
ity of both channels. Memantine and 9AA exerted a 
pronounced inhibitory effect upon simultaneous ap-
plication with an acidic solution. Similar to the case 
of ASIC1a, memantine not only reduced the response 
amplitude, but also greatly decreased the current de-
cay time constant. 9AA was found to be the most po-
tent inhibitor: at a concentration of 1000 μM, it caused 
86 ± 10% (n = 7) of the response via ASIC1b and 
77 ± 9% (n = 6) of the response via ASIC1a. The effect 
of 9AA was characterized by a pronounced pH-depen-
dence in both cases: the inhibitory effect considerably 
decreased at the saturating agonist concentration. Only 
IEM-2117 exhibited some subunit specificity and did 
not inhibit ASIC1b homomers. Despite the small differ-
ences in the effect of the tested compounds on the two 
related homomers, it may be concluded that alternative 
splicing has no direct effect on the action of hydropho-
bic monoamines.

At this stage, it is impossible to draw definitive con-
clusions about the action mechanism of the studied 
compounds on ASIC channels. Probably, there are dif-
ferences in the action mechanisms between memantine 
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and 9AA, since these compounds differently change 
the shape of the response to acidification (Fig. 2A, B). 
The effect of memantine (decrease in the decay time 
constant) resembles the effect of open channel block-
ers or desensitization promoters. The effect of 9AA is 
probably associated with a change in the affinity for 
protons. The arguments in favor of this hypothesis are 
(1) the correlation between the Hill coefficients for acti-
vation of channels and their inhibition by 9AA (Fig. 3A, 
C) and (2) the analogy between the change in the re-
sponse shape in the presence of 9AA and upon channel 
activation by slight acidification (Fig. 2B, C). More ex-
act conclusions about the mechanisms and sites of the 
binding of hydrophobic monoamines to ASICs require 
further research.

CONCLUSIONS
In this paper, in addition to earlier results, we have 
demonstrated that classical blockers of NMDA recep-
tors can modulate the activity of all functionally active 
ASIC homomers and that the specificity of the effect 
depends on the subunit composition of a receptor. Im-
portantly, all the tested compounds have very simple 
chemical structure comprising one amino group and 

a hydrophobic “core.” This structure differs from the 
amidine-containing derivatives of amiloride and other 
known modulators of acid-sensing ion channels. This 
fact makes it possible to assign hydrophobic mono-
amines to a new class of ASIC ligands. Furthermore, 
it suggests that ASICs can serve as targets for many 
clinically used drugs (e.g., tricyclic antidepressants and 
some psychotropic compounds), as well as endogenous 
monoamines and their derivatives. The latter sugges-
tion is crucial in understanding the physiological role 
of proton-activated ion channels in the CNS. As men-
tioned above, ASICs have a high expression level in all 
of the most vital parts of the brain. However, the range 
of pH where these channels are activated is atypical of 
normal physiological processes. Therefore, there is a 
high probability of existence of endogenous activators/
modulators of these channels. The search for those en-
dogenous amines seems promising. 
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the Russian Academy of Sciences “Molecular and Cell 
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Fig. 4. Dependence of the 9AA effect on the ASIC1b activation level. Representative examples of currents through 
ASIC1b are shown for different pH values in the presence and absence of 500 µM 9AA. Insets show superimposed cur-
rents at a larger scale. At pH=6.5 (lower inset), inhibition is almost complete. At more acidic pH, which causes strong 
ASIC activation (right inset), inhibition becomes modest
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ABSTRACT Gram-positive bacteria cause a wide spectrum of infectious diseases, including nosocomial infec-
tions. While in the biofilm, bacteria exhibit increased resistance to antibiotics and the human immune system, 
causing difficulties in treatment. Thus, the development of biofilm formation inhibitors is a great challenge in 
pharmacology. The gram-positive bacterium Bacillus subtilis is widely used as a model organism for studying 
biofilm formation. Here, we report on the effect of new synthesized 2(5Н)-furanones on the biofilm formation 
by B.subtilis cells. Among 57 compounds tested, sulfur-containing derivatives of 2(5H)-furanone (F12, F15, and 
F94) repressed biofilm formation at a concentration of 10 µg/ml. Derivatives F12 and F94 were found to inhibit 
the biosynthesis of GFP from the promoter of the eps operon encoding genes of the biofilm exopolysaccharide 
synthesis (EPS). Using the differential fluorescence staining of alive/dead cells, we demonstrated an increased 
bacterial sensitivity to antibiotics (kanamycin and chloramphenicol) in the presence of F12, F15, and F94, with 
F12 being the most efficient one. The derivative F15 was capable of disrupting an already formed biofilm and 
thereby increasing the efficiency of antibiotics.
KEYWORDS antibacterial activity, biofilms; 2(5H)-furanones; Bacillus subtilis.
ABBREVIATIONS MIC – minimum inhibitory concentration; MBIC – minimum biofilm inhibitory concentration.

INTRODUCTION
It has now been established that in nature most bacte-
ria exist in the form of specifically organized biofilms. 
Biofilms are a community of differentiated microbial 
cells tightly adhered to a substrate that are embedded 
in a polysaccharide matrix (EPS). This form of exist-
ence provides bacteria with a series of advantages un-
der the influence of negative environmental factors 
and of the host organism. This leads, on one hand, to an 
increased efficiency of biotechnological processes and, 
on the other hand, to enhanced resistance to antimicro-
bial agents, antiseptics and disinfectants, and refracto-
riness to treatment, which results in an increased inci-
dence of nosocomial infections and creates difficulties 
in microbiological diagnostics of infectious diseases [1–
3]. Therefore, biofilms represent a serious problem and 
require the development of drugs that disrupt bacterial 
biofilms and inhibit their formation on medical devices. 
Bacilli, gram-positive spore-forming rods, e.g., Bacillus 
anthracis and Bacillus cereus, which cause anthrax and 
severe foodborne toxicoinfections, also form biofilms on 

various surfaces [1]. B. subtilis cells are widely used as a 
model for studying bacillus biofilms [1].

Nowadays, bacterial biofilms are treated by coat-
ing surfaces with silver particles, immobilized enzymes 
disrupting the biofilm matrix, as well as various low-
molecular weight substances that act as inhibitors of 
biofilm formation genes [4]. Among these substances, 
a special place belongs to compounds of the 2(5H)-fu-
ranone series [5] that were firstly isolated from the red 
alga Delisea рulchra. Furanone derivatives have been 
shown to possess antimicrobial activity against a great 
number of gram-positive and gram-negative bacteria 
and inhibit biofilm formation [5, 6].

EXPERIMENTAL

Furanones
Figure 1 depicts the structures of the studied com-
pounds: F12 – 5-hydroxy-4-[(4-methylphenyl)sulfo-
nyl]-3-chloro-2(5H)-furanone [7], F15 – 4-benzyl-sul-
fonyl-5-hydroxy-3-chloro-2(5H)-furanone [8], and 
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F94 – 1,3-bis[3-chloro-5-(1,3-dichloropropane-2-ylox-
y)-2(5H)-furanone-4-ylsulfonyl]propane [9]; the com-
pounds were synthesized according to the known tech-
niques.

Strains and culture conditions
The following strains were used in the study: B. subtilis 
168 [10]; B. subtilis K511 [11] carrying the gfp gene un-
der the control of the promoter of the epsA gene, which 
is active during biofilm formation in B.subtilis.

The strains  Salmonella typhimurium TA100 
(HisG46, rfa, uvr-, pkm 101, bio-) [12] and S. typhimu-

rium TA1535/pSK1002 [13] were used to test the com-
pounds for mutagenicity.

All the bacterial strains were maintained and cul-
tured in a LB medium (1.0 g/L of tripton; 0.5 g/L of 
yeast extract; 0.5 g/L of NaCl; pH 8.5) [14]. Biofilm for-
mation was determined using a BM medium (Basal me-
dium), which is a modified SMM medium [15] supple-
mented with peptone to a final concentration of 7 g/L.

Biofilm staining with crystal violet
Biofilm formation was assessed in 96-well plastic 
plates (Cellstar Grenier bio-one No. 655 180) by stain-

Table 1. Minimum furanone concentrations inhibiting B.subtilis 168 growth and biofilm formation; cyto- and genotoxic 
properties of the compounds

Furanone
Minimum inhibitory 
concentration (MIC), 

μg/ml

Minimum biofilm 
inhibitory concentra-

tion (MBIC), μg/ml

CC
50 

for MCF-7 
cells, μg/ml

Genotoxicity of compounds (excess over 
the control, times/cell number) 

Ames test* SOS chromotest*

F12 25 10 36.9 2.4
(109 ± 25.2) 0.69

F15 25 10 65.7 3.1
(133 ± 25.4) 0.61

F94 50 10 83.9 0.9
(41 ± 4.4) 1.09

Control** – – – 1.0
(45 ± 3.5) 1.00

Positive 
control*** – – – 8.2 (369 ± 15.6) 22.71

*Genotoxicity was evaluated at a 10 μg/ml concentration of furanones (corresponds to their MBIC values).
**Amount of dimethyl sulfoxide added in the form of a furanone solution.
***Sodium azide (3 μg/ml) and mytomycin C (0.1 μg/ml) were used in the Ames test and SOS chromotest, respectively.

Table 2. The effect of furanones on the thickness of a B. subtilis biofilm

Furanone
Biofilm thickness, μm

Cultivation with preliminary added furanones,  
96 h

Addition of furanones to the formed biofilm with 
further incubation for 24 h

Control 10 ± 1.6 10 ± 1.3
F12 4 ± 0.4 6 ± 0.3
F15 2 ± 0.3 4 ± 0.2
F94 4 ± 0.6 8 ± 0.7

Fig. 1. Structures of furanones that inhibit B.subtilis biofilm formation at a concentration of 10 µg/ml

F12 F15 F94
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ing with crystal violet. Bacteria were cultured in 
BM at 37 оС without shaking in wells containing 200 
μl of the bacterial culture with an initial density of 
3 × 107 CFU/ml. After 72 h of incubation, the culture 
liquid was removed and the plates were washed once 
with phosphate-buffered saline (PBS) pH 7.4 and dried 
for 20 min. Then, 150 μl of a 0.1% crystal violet solution 
(Sigma-Aldrich) in 96% ethanol was added per well and 
the plates were further incubated for 20 min. The un-
bounded dye was washed off with PBS. The bound dye 
was eluted in 150 μl of 96% ethanol, and the absorbance 
at 570 nm was measured on a Tecan Infinite 200 Pro 
microplate reader (Switzerland). Cell-free wells that 
were subjected to all staining manipulations were used 
as a control.

Determination of the minimum 
inhibitory concentration
The minimum inhibitory concentration (MIC) of fura-
nones was determined by broth microdilution method 
in the BM medium in 96-well plastic plates. The con-
centrations of furanones after serial dilutions were in 
the range of 0.1–500 μg/μl. The wells were seeded with 
200 ml of the bacterial culture (3 × 107 CFU/ml) in the 
BM medium and incubated at 37 °C. The minimum in-
hibitory concentration was determined as the lowest 
concentration of furanone for which no visible bacte-
rial growth was observed after 24 h of incubation. The 
minimum biofilm inhibitory concentration (MBIC) was 
determined as the lowest concentration of furanone 
that completely inhibited biofilm formation after 72 h 
of growth.

Determination of the geno- and 
cytotoxicity of furanones
The mutagenicity of furanones at the MBIC concen-
tration was evaluated in the Ames test [12]. We used 
the dimethyl sulfoxide (DMSO) solvent as a negative 
control and sodium azide (NaN

3
) as a positive control. A 

tested compound was considered to be mutagenic if the 
number of revertant colonies in the experiment was 
more than 2 times higher than that in the control (sol-
vent). The DNA-damaging activity of the compounds 
was evaluated in the SOS chromotest using the S. ty-
phimurium TA1535/pSK1002 strain [13]. The over-
night bacterial culture was diluted 10 times with a LB 
medium and grown in the presence of the study com-
pounds for 4 h. Next, the cells were collected by centri-
fuging and the β-galactosidase activity was determined 
according to [16]. Cytotoxicity of the compounds was 
determined using the MTS test (Promega) on MCF-7 
cells, and the median cytotoxicity concentration СС

50
 

(the concentration required to reduce cell activity by 
50%) was calculated.

Fig. 2. The effect of furanones on the fluorescence inten-
sity of GFP expressed from the eps operon promoter in 
B. subtilis K511 cells. Cells were grown in the presence 
of F12 (B), F15 (С), and F94 (D) at a concentration of 
10 μg/ml (corresponds to MBIC) for 72 h. Cells grown in 
the absence of furanones were used as a control (A). The 
scale bar is 10 μm

A

B

C

D
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RESULTS AND DISCUSSION
Earlier, we identified halogen- and sulfur-con-
taining derivatives of 2(5H)-furanone that in-
hibited B. subtilis biofilm formation [6]. Addi-
tional screening of 56 substances enabled the 
identification of two more furanones (F15 and F94) in-
hibiting the biofilm formation at a concentration of 10 
μg/ml (Table 1). F2 and F8 (5-hydroxy-4-[(4-methyl-
phenyl)sulfonyl]-3-chloro-2(5H)-furanone and 3,4-di-
chloro-5-[(1,3-dichloropropane-2-yloxy)]-2(5H)-fura-
none, respectively), which were characterized in 
reference [6], increased the activity of the genetic com-
petence system of B. subtilis and were not included in 
further research. F15 and F94 did not increase the ac-
tivity of the transcription factor ComA, which activates 
the system of genetic competence development in Ba-
cilli (not shown).

In order to establish the influence of furanones on 
the expression level of the eps operon encoding bio-
film EPS synthesis genes, B. subtilis K511 cells car-
rying the gfp gene under control of the epsA gene 

promoter were grown in a BM medium in the pres-
ence/absence of furanones for 72 h and analyzed 
using a fluorescent microscope (Fig. 2). Detection of 
GFP in the cells in the absence of furanones indi-
cated expression of the eps operon and production of 
EPS, which is the biofilm matrix basis (Fig. 2A). GFP 
was not identified in the presence of furanones F12 
and F94, suggesting the repression of EPS produc-
tion and, as a consequence, the repression of biolfilm 
formation in the presence of these compounds (Fig. 
2B, D). Apparently, the molecular targets for these 
compounds are the regulatory pathways of organism 
adaptation to stress conditions. Indeed, F12 was dem-
onstrated to inhibit the activity of the transcription 
factors Spo0A and TnrA [6]. On the contrary, GFP 
was also detected in the presence of F15, although in 
substantially lower amounts compared to the control; 
therefore, no suppression of the eps operon occurred. 
It is possible that F15 inhibits the biofilm formation 
through a different pathway, without involvement of 
the eps operon regulation. 

Fig. 3. The effect of 
furanones on biofilm 
formation by B.subtilis 
cells and the sensitiv-
ity of B.subtilis cells 
adhered to the culture 
plate surface to anti-
biotics. B.subtilis 168 
cells were grown for 
72 h to form a biofilm 
in the absence (A, 
B, C) or presence of 
furanones (D, G, J) at 
a concentration of 10 
μg/ml (corresponds 
to MBIC). Then, 
chloramphenicol (Cm) 
(E, H, K) or kanamy-
cin (Km) (F, I, L) was 
added. After 24 h of 
incubation with an 
antibiotic, the number 
of viable cells was ana-
lyzed by staining the 
cells with propidium 
iodide and fluorescein 
diacetate. The scale 
bar is 10 μm

А Control B    Cm  C    Km

D   F12 E   F12+Cm F   F12+Km

G    F15 H     F15+Cm I    F15+Km

J    F94 K    F94+Cm L    F94+Km
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Fig. 4. Furanones 
disrupt a biofilm and 
increase the efficiency 
of antibiotics against 
biofilm-embedded 
B.subtilis cells. B.sub-
tilis cells were cultured 
for 72 h to form a biofilm 
(A, B, C). Then, fura-
nones were added to 
a final concentration of 
30 μg/ml (threefold 
excess of MBIC) (D, G, 
J) in the presence of 
chloramphenicol (Cm) 
(E, H, K) or kanamycin 
(Km) (F, I, L). After 24 
h of incubation with an 
antibiotic, the number of 
viable cells was analyz-
ed by staining the cells 
with propidium iodide 
and fluorescein diace-
tate. The scale bar is 
10 μm

A Control B Cm C Km

D F12 E   F12+Cm F   F12+Km

G F15 H F15+Cm I F15+Km

J F94 K F94+Cm L  F94+Km

Furanones increase the sensitivity 
of adhered cells to antibiotics
Antimicrobial agents are known to be ineffective 
against bacteria in the biofilm mode of existence. Pre-
sumably, the repression of biofilm formation should 
increase the efficiency of antimicrobial agents. Poten-
tial synergism between furanones and antibiotics was 
studied using the chessboard method, where the fura-
none and antibiotic (kanamycin and chloramphenicol) 
concentrations were varied from 0.1 to 2.0 MIC [17]. 
However, no compound exhibited synergism with an-
timicrobial agents with respect to plankton cells (FIC = 
1.2 ± 0.21).

In order to investigate whether furanones increase 
the sensitivity of surface-adhered bacteria to antibiot-
ics, Bacilli were grown in a BM medium in the presence 
of furanones at a 10 μg/ml concentration (MBIC) for 
72 h, then antibiotics (chloramphenicol and kanamy-
cin) were added to a final concentration of 10 μg/ml 
(established MIC values were 2.5 μg/ml). After 24 h of 
cultivation, the culture liquid was removed, the biofilm 

was washed once with PBS, and differential fluores-
cent staining with propidium iodide and fluorescein di-
acetate was performed to identify dead and alive cells, 
respectively, in the layer of microbial cells adhered to 
the culture plate surface. The obtained specimens were 
analyzed using a Carl Zeiss Axio Imager 2.0 fluorescent 
microscope (Fig. 3).

The formation of a biofilm up to 10 μm thick was 
observed in the control sample (Fig. 3A, Table 2). In 
this case, addition of chloramphenicol (Fig. 3B) or ka-
namycin (Fig. 3С) resulted in the death of only a small 
fraction of the adhered cells. In contrast, in the culture 
grown in the presence of F15 (10 μm/ml), the biofilm 
thickness was 2 μm, and addition of an antibiotic re-
sulted in almost complete death of bacilli (Fig. 3H, I), 
while furanone itself had no bactericidal effect (Fig. 
3G). In case of F12 and F94 at the concentration of 10 
μg/ml, the effect was less pronounced. Thus, the pres-
ence of furanones in the culture medium inhibited 
biofilm formation on the culture dish surface and in-
creased the efficiency of the antibiotics, apparently due 
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to a longer exposure of bacterial cells to antimicrobial 
agents.

The possibility of bacterial biofilm disruption in the 
presence of furanones was also studied. For this pur-
pose, we grew B. subtilis cells in a BM medium for 72 
h, removed the culture liquid, and added a pure BM 
medium supplemented with furanones (30 μg/ml), ka-
namycin, and chloramphenicol. After 24 h, the residual 
biofilm was washed with PBS and differential fluores-
cent staining was performed (Fig. 4).

As in the previous experiment, antibiotics in the ab-
sence of furanones were found to be ineffective against 
the cells embedded in the biofilm matrix (Fig. 4B, C). 
Supplementation with F12 (30 μg/ml) caused signifi-
cant biofilm disruption after 24 h (Table 2), and addition 
of antibiotics caused the death of the vast majority of 
cells (Fig. 4D–F). In this case, the effect of F15 was less 
pronounced, while F94 caused almost no increase in the 
sensitivity of the cells to the antibiotics and did not lead 
to biofilm disruption (Fig. 3G–L).

Cyto- and genotoxic properties of 
compounds F12, F15, and F94
Determination of the cytotoxicity of F12, F15, and F94 
showed that their СС

50
 values were 7 times higher than 

the concentrations necessary to inhibit biofilm forma-
tion (Table 1). Although the SOS chromotest did not 

detect the DNA damaging activity of the compounds, 
the Ames test data indicated potential mutagenicity of 
F12 and F15.

CONCLUSIONS
Thus, the thio-containing compounds F12 and F15 
may be of interest for further development of fura-
none-based inhibitors of bacterial biofilms. However, 
the potential mutagenicity of these furanones revealed 
in the Ames test serves as a contraindication for their 
direct application and requires further modification of 
their structure. 
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INTRODUCTION
The oligonucleotide microarray technology is a rela-
tively new method which appeared in the mid-1990s 
and is based on hybridization of oligonucleotide probes 
with target nucleic acids [1]. This method allows a si-
multaneous analysis of a large number of nucleic acids 
sequences and is a powerful tool for clinical diagnosis 
[2], assessment of drug sensitivity [3], and toxicological 
studies [4]. It is also used in other scientific and practi-
cal fields of biology and medicine [5].

A DNA microarray is composed of a solid support 
with a large number of immobilized oligonucleotide 
probes with known sequences. These probes are ca-
pable of hybridizing with the complementary DNA or 
RNA fragments from a test sample. The use of fluores-
cent dyes is the most common method to detect the re-
sult of hybridization of the probes with the target DNA 
[6]. Radioisotopes [7], enzymes [8], and gold nanopar-

ticles [9] are also used as labels in the microarray tech-
nology. Along with optical and fluorescence detection, 
electrochemical detection [10] and surface plasmon res-
onance [11] are used. Over recent years, the microarray 
surface has extensively been studied by high-resolu-
tion microscopy. Scanning electron microscopy (SEM) 
was used to examine the surface of glass microarrays 
with biotin-labeled oligonucleotide probes that were 
detected using streptavidin-peroxidase polymers and 
silver reduction enhancement [12]. It was shown that 
the silver nanoparticles formed during amplification 
are adsorbed on the surface and are clearly distinguish-
able on the surface using this method. Scanning elec-
tron microscopy was used to record sandwich hybrid-
ization of a model single-stranded DNA composed of 
46 nucleotides. For that purpose, first-type oligonucle-
otide probes were immobilized on a support and DNA 
was detected using second-type oligonucleotide probes 
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ABSTRACT Oligonucleotide microarrays are considered today to be one of the most efficient methods of gene 
diagnostics. The capability of atomic force microscopy (AFM) to characterize the three-dimensional morphology 
of single molecules on a surface allows one to use it as an effective tool for the 3D analysis of a microarray for the 
detection of nucleic acids. The high resolution of AFM offers ways to decrease the detection threshold of target 
DNA and increase the signal-to-noise ratio. In this work, we suggest an approach to the evaluation of the results 
of hybridization of gold nanoparticle-labeled nucleic acids on silicon microarrays based on an AFM analysis of 
the surface both in air and in liquid which takes into account of their three-dimensional structure. We suggest 
a quantitative measure of the hybridization results which is based on the fraction of the surface area occupied 
by the nanoparticles.
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M type β-lactamases.
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labeled with gold nanoparticles [13]. A simple method 
of counting the number of particles per unit area was 
suggested, which provided high sensitivity and a better 
signal-to-noise ratio compared to those obtained with a 
fluorescent probe.

Atomic force microscopy (AFM), which is based on 
the operating principle of a profilometer, an instru-
ment used to measure surface irregularities, has ap-
proximately the same lateral resolution as SEM, but 
considerably surpasses SEM in vertical resolution. Fur-
thermore, AFM does not require a vacuum environ-
ment for sample examination and, thus, allows one to 
study samples under various conditions both in air and 
in liquid.

It should be noted that atomic force microscopy has 
gained considerable currency in the analysis of ad-
sorbed DNA and RNA molecules without the use of 
labels [14–16]. A number of studies have used AFM 
as a tool for imaging and analyzing biospecific inter-
actions, such as binding of bacterial cell fragments to 
antibodies in solution [17], binding of bacteriophages 
to the host cell [18], and other receptor-ligand interac-
tions [19]. The use of AFM to analyze the surface to-
pography of DNA microarrays has been reported. It 
facilitated the optimization of their preparation tech-
nology [20, 21]. The advantages of this method include 
the fact that there is no need for special preparation 
of the microarray surface and the relatively simple 
connection of a microarray to a microscope for further 
analysis (e.g., in most cases, one has to simply attach 
a support to a special magnetic disk). AFM analysis of 
the surfaces of DNA microarrays after their exposure 
to a sample solution led to a conclusion about hybrid-
ization of the probes with the complementary target 
DNAs [22] or gold nanoparticles incorporated therein 
[23]. In a number of studies, AFM made possible the 
development of quantitative criteria for the evaluation 
of target DNA hybridization on a microarray surface. 
A quantitative approach to an AFM analysis of DNA 
microarrays is extremely important, since it allows a 
quantitative comparison of the hybridization efficien-
cy, in particular under significantly lower (compared 
to conventional detection methods) concentrations of 
the target. For example, the layer height on the biochip 
surface evaluated using AFM-nanolithography was 
used as a quantitative criterion [24]. In the cases where 
hybridized targets are morphologically distinguishable 
on the surface, the amount of bound DNA targets [25] 
or the nanoparticles associated with them [26] per unit 
surface area may serve this criterion. In this work, we 
developed an AFM-based approach to study silicon 
oligonucleotide microarray surfaces after hybridiza-
tion, with the possibility of a quantitative analysis of 
its results. Allowance for the total area occupied by the 

targets (the nanoparticles associated with them) bound 
to the microarray surface is a special feature of the de-
veloped approach.

We assumed that the unique capability of AFM to 
visualize single targets (nanoparticles) on the micro-
array surface and provide information on their height 
and other sizes will provide an additional morpholo-
gy-based criterion for the selection of “true” targets 
and, thus, lower the threshold for the detection of tar-
gets, increase the signal-to-noise ratio, and also reduce 
the amount of material required to produce microar-
rays. Nucleic acids encoding bacterial CTX-M type 
β-lactamases, which are responsible for the develop-
ment of resistance to cephalosporins in Gram-negative 
bacteria (causative agents of infectious diseases), were 
used as model DNAs [27, 28].

EXPERIMENTAL
Gold nanoparticles were prepared according to the 
Frens method based on the reduction of chloroau-
ric acid with sodium citrate [29]. The size of the gold 
nanoparticles was assessed by SEM using a Supra-40 
scanning electron microscope (Carl Zeiss, Germany) 
equipped with an InLens secondary electron detector 
built in the microscope column.

Streptavidin (2 mg in 200 μl of 10 mM K-phosphate 
buffer, pH 7.2) was modified with 3.2 mg of mercapto-
succinic acid in the presence of 3 mg of carbodiimide 
at +4°C overnight to obtain streptavidin conjugated to 
gold nanoparticles. Thereafter, 10 μl of 10 mM EDTA 
was added, the mixture was stirred at room tempera-
ture for 30 min, and the resulting solution was dialyz-
ed against phosphate buffer with EDTA. The colloidal 
gold solution pH was adjusted to 7.0 using a freshly 
prepared Na2

CO
3
 solution, and then streptavidin mod-

ified with mercaptosuccinic acid was added. After in-
cubation at room temperature for 1 h, the solution was 
centrifuged (30 min, 11,000 rpm, 4°C). The supernatant 
was then removed, and the precipitate was dissolved in 
10 mM K-phosphate buffer with pH 7.2.

The 5’-TTTTTTTTTTTTTT-ATATCGCGGT-
GATCTGGCC-3’ probe was used to identify nucle-
ic acids encoding CTX-M type β-lactamases. The 
5’-TTTTTTTTTTTTTT-CTAGACAGCCACTCATA-3’ 
probe was used to control non-specific hybridization. 
These probes were modified with an amino group at 
the 5’-end.

Amplification of CTX-M type β-lactamase genes of 
870 bp with simultaneous inclusion of biotin was per-
formed by PCR as described in [30].

The surface of silicon plates was purified with ox-
ygen plasma using a RDE-300 reactive ion-etching 
instrument (Alcatel, France) for 30 min. Then, it was 
chemically modified [31]: silicon was treated with 
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a 10 mM solution of 3-glycidyloxypropyl trimethox-
ysilane (GPTMS) in dry toluene at 80°C for 12 h then 
washed and heated at 100°C for 10 min. The surface 
of the modified silicon was covered by oligonucleotide 
probes with the 5’-end amino group using 20 pmol/μl 
solutions in 0.25 M Na-phosphate buffer containing 
0.3 M Na

2
SO

4
. After immobilization, free protein bind-

ing sites on the silicon surface were blocked in a solu-
tion of 1% BSA and 1% casein in 10 mM K-phosphate 
buffer, pH 7.2, containing 0.15 M NaCl. Hybridization 
of 1 nM of biotin-labeled DNA was performed on an 
oligonucleotide microarray in buffer containing 0.05 M 
NaH

2
PO

4
, 0.5 M NaCl, and 0.005 M EDTA (pH 7.4) at a 

temperature of 45°C for 2 h. Washing was performed 
with 10 mM K-phosphate buffer (pH 7.2) containing 
0.15 M NaCl and 0.1% Tween 20. The microarray was 
then incubated with a solution of streptavidin conju-
gated with gold nanoparticles with a protein concen-
tration of 40 ng/ml at 37°C for 45 min and then washed.

In this work, we used a Nanoscope IIIa atomic force 
microscope (Digital Instruments, USA) in the tapping 
mode. Scanning was performed in air using fpN10 com-
mercial cantilevers (Mikromash, Estonia) and in liquid 
using NP-S1 cantilevers (Veeco, USA) with a scanning 
frequency of 2.1 Hz, 512 × 512 dots. Processing and 
analysis of images were performed using the Femto-
Scan Online software (Advanced Technologies Center, 
Russia).

RESULTS AND DISCUSSION
The hybridization analysis on silicon microarrays was 
performed using oligonucleotide probes immobilized 
on a silicon surface modified with γ-glycidyloxypro-
pyl trimethoxysilane (GPTMS). The structure of the 
oligonucleotide probe used to detect nucleic acids en-
coding CTX-M type β-lactamases and the structure of 
the control probe are provided in the Experimental sec-
tion. The hybridization reaction was carried out using 
a target DNA of 870 bp to which biotin molecules were 
incorporated during PCR. Biotin molecules in duplexes 
formed on the surface were detected using streptavidin 
conjugated with gold nanoparticles. We used spheri-
cal gold nanoparticles with a size of 27 ± 3 nm. After 
hybridization and detection of the duplexes using 
streptavidin conjugated with gold nanoparticles, the 
microarray surface was examined by AFM.

Figure 1 shows the AFM images of the microarray 
surface obtained in a buffer before and after hybrid-
ization with gold nanoparticle-labeled nucleic acids 
encoding CTX-M-3 β-lactamases. The microarray sur-
face with DNA duplexes is morphologically composed 
of tightly packed globules 5–10 nm in diameter that 
consist of silicon modified by γ-GPTMS and oligonu-
cleotides. Similar structures were previously observed 

in the case of other oligonucleotide microarrays on sil-
icon [22]. After hybridization with labeled DNA, nan-
oparticles, which are markers of hybridization prod-
ucts, appear on this surface. Their height is 30–50 nm 
(Fig. 1B). Images of the nanoparticles in a liquid medi-
um are unstable, blurred, and replete with numerous 
scan failures, which is manifested in the appearance of 
light bands. This is likely due to weak fixation of DNA-
bound nanoparticles on the surface, since only a small 
portion of the nucleic acid (18 nucleotides of 870) is in-
volved in hybridization. Due to the weak adhesion of 
nanoparticles to the surface, the nanoparticle height 
measured by AFM exceeded the value of 27 ± 3 nm 
obtained for these particles by SEM. Detection of gold 
nanoparticles, which are part of DNA duplexes, on the 
microarray surface is an important result, as it proves 
in situ binding of oligonucleotides to complementary 
DNA sites. It is advisable to perform a quantitative 
evaluation of DNA hybridization results after drying 
the microarray surface, to increase the stability of 
AFM images of gold nanoparticles.

Typical AFM images and the oligonucleotide mi-
croarray surface profile prior to hybridization, which 
were obtained in air, are shown in Fig. 2A–C. In this 
case, the microarray has a uniform surface consisting 
of globules of up to 10 nm in height, on which there are 
randomly shaped objects up to 330 nm in height (white 

Fig. 1. AFM images of microarray surfaces obtained in 
buffer before (A) and after (B) hybridization with the bio-
tin labeled target DNA and interaction with streptavidin 
conjugated to gold nanoparticles. On the right, vertical 
profiles of the microarray surfaces are shown along the 
line drawn in the corresponding image on the left
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structures in Fig. 2A). The globular surface in gener-
al reproduces the surface pattern observed in buffer 
(Fig. 1A). In this case, the high objects are probably im-
purities from buffer solutions and contaminants from 
the air, and they appear randomly during microarray 
preparation and DNA identification. AFM allows direct 
control of the total area of these structures, which is 
small compared to the microarray working surface.

Microarray surface images with DNA duplexes la-
beled with gold nanoparticles are shown in Fig. 2D–F. 
They demonstrate a large number of individual spher-
ical particles 10–30 nm in height and their small aggre-
gates composed of 10–15 particles. With allowance for 
the diameter of the used gold nanoparticles (27 ± 3 nm) 
and the possibility of their partial immersion into the 
oligonucleotide matrix during the hybridization of 
probes with target DNAs, the spherical particles ob-
served in AFM images may be interpreted as gold nan-
oparticles, which are markers of hybridized DNA mol-
ecules.

Figure 2G–I shows AFM images and the surface pro-
file of the microarray control region not covered with 
oligonucleotide probes, with hybridization with the 
DNA target followed by incorporation of gold nano-
particles being performed by the standard procedure, 
to control the hybridization specificity. In these imag-

es, a small amount (compared to Fig. 2D–F) of differ-
ently sized objects is observed on the background of 
γ-GPTMS modified silicon.

In order to interpret the results of the hybridization 
of probes with targets containing gold nanoparticles 
as labels, we developed a method for the quantitative 
analysis of AFM images of the microarray surface. It is 
based on the 3D-analysis of the microarray surface, i.e. 
on allowance for the heights and areas of the objects 
detected on the substrate surface after completion of 
all stages of the analysis. AFM provides information 
on the object’s height with a high accuracy of up to a 
tenth of a nanometer, which allows one to range the 
objects observed on the microarray surface according 
to their height. Thus, it becomes possible to detect the 
results of complementary hybridization based on the 
height of the nanoparticles used as labels. In this case, 
we can disregard the objects non-specifically bound to 
the microarray surface, which have a smaller height.

All of the observed objects were selected for the 
analysis of the AFM images shown in Fig. 2A D, G. 
The mathematical algorithm of this selection was a 
search for the zero background level in a histogram as 
the most probable height distribution of all 512 × 512 
dots in an AFM image and construction of the thresh-
old plane above which all parts of the surface were 

Fig. 2. AFM images and 
vertical profiles of the 
silicon microarray surface: 
(A–C) – immobilized 
oligonucleotide probes on 
γ-GPTMS modified silicon 
before exposure to an 
analyzed solution, (D–F) 
– after exposure to the 
analyzed solution of the tar-
get DNA and incorporation 
of nanoparticles into the 
duplexes, (G–I) – microar-
ray areas without oligo-
nucleotide probes on the 
surface, after their expo-
sure to the analyzed solu-
tion of the target DNA and 
streptavidin conjugated to 
gold nanoparticles
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taken as objects. This algorithm is integrated into the 
semi-automatic function of the software used for im-
age processing (see the method). All selected objects are 
characterized by a number of easily computed geomet-
ric characteristics, such as the height, area, volume, pe-
rimeter, form factor reflecting the object shape, etc. 
Figure 3 shows an example of automatic selection of 
objects in an AFM image containing gold nanoparticles.

The height range, within which the selected objects 
will be considered as labels, is selected individually in 
each task based on information on the used labels and 
the structural features of the microarray. We used the 
values 10 and 30 nm as the lower and upper limits of 
this filter. Selection of the upper limit (30 nm) was re-
lated to the known gold nanoparticle diameter distri-
bution of 27 ± 3 nm obtained by SEM. Due to the fact 
that objects higher than 30 nm were rarely observed in 
AFM images of microarrays after hybridization with 
DNA targets labeled with gold nanoparticles, we did 
not consider the possibility of a “vertical” arrangement 
of nanoparticle aggregates on the surface. Since the 
AFM-measured object height may be underestimated 
(due to surface deformation by cantilever) and also tak-
ing into account the possible partial immersion of a gold 
nanoparticle into the oligonucleotide (and GPTMS) ma-
trix, the lower limit (10 nm) of the range was selected 
empirically based on the analysis of the lower limit of 
the gold nanoparticle height distribution in the corre-
sponding AFM image. In principle, an algorithm can be 
developed for this step (selection of the height range 
filter) by selecting a threshold value for the fraction of 
objects observed within a given range with respect to 
the total number of objects observed on the surface. On 
surfaces with a small amount of impurities, this thresh-
old value will be close to one; i.e., most of the observed 
objects will represent nanoparticles (the selected range 
corresponds to a threshold value of 0.9).

Histograms of the object’s height distribution in the 
selected range are shown in Fig. 4 for the microarray 
working surface prior to hybridization (Fig. 4A), after 
hybridization (Fig. 4B), and also for the control surface 
of microarrays without immobilized probes, which is 
exposed to a solution with the target DNA under the 
same experimental conditions (Fig. 4C). The histo-
grams summarize data obtained from AFM images in 
three different fragments of each surface. For clarity, 
the histograms are shown on the same scale. The total 
area of the objects, which were selected based on their 
heights (si

), normalized to the total area of the AFM 
image S

i:
:k = Σs

i
/S and expressed as a percentage was 

used for a quantitative comparison of the hybridiza-
tion efficiency. In this way, accounting of nanoparticle 
aggregates will be more effective, because their area is 
proportional to the number of aggregated particles. The 

parameter k reflects the fraction of the area occupied 
by nanoparticle labels with respect to the total microar-
ray surface. In connection with the effect of broadening 
protruding objects by a cantilever of an atomic force 
microscope, it should be borne in mind that the k pa-
rameter is an upper estimate for the fraction of the 
area occupied by nanoparticles. Figure 5 shows k val-
ues and their related errors for the experiments. The 
fraction of the area occupied by gold nanoparticles 
upon complementary hybridization was estimated to 
be 8%; in the absence of complementary binding – 0.5%, 
whereas the background particle surface area did not 
exceed 0.2%. In this case, the signal-to-noise ratio was 
16 and 40, respectively. For reference, the signal-to-
noise ratio for fluorescence detection was 10 (for a tar-
get concentration of 1 nM) [13].

Our approach allows the use of a quantitative criteri-
on to assess the hybridization of oligonucleotide probes 
with target DNA and makes it possible to compare the 
efficiency of DNA identification on various microar-
rays. An important difference between our approach 
and conventional methods for detecting hybridization 
of a probe with the target DNA, as described in Intro-
duction (e.g., fluorescence and optical detection), is the 
possibility to visualize single target binding events. Due 
to this fact, the detection threshold for target DNAs 
can be significantly reduced compared to conventional 
methods, which require the presence of simultaneous 
signals from a large number of bound targets. For ex-

Fig. 3. Algorithm for object selection in the AFM image. 
Selected objects are outlined

800 nm

A total of 68



RESEARCH ARTICLES

  VOL. 7  № 2 (25)  2015  | ACTA NATURAE | 113

ample, in reference [13], where the hybridization effi-
ciency was assessed by direct counting of nanoparticles 
in SEM images, the minimum detection threshold was 
achieved by detection of one nanoparticle per square 
micrometer, on average, with the minimum detectable 
concentration being 1,000 times lower compared to that 
for detection using fluorescent labels.

It should be emphasized that the use of our approach 
(and the k parameter) is not limited to systems using 
nanoparticles as DNA markers. This approach can be 
applied to the detection of molecules or other targets 
without the use of labels. In this case, the k parame-
ter (or its equivalent, where the numerator is the sum 
of volumes rather than areas) will characterize the 
amount of bound material (target).

CONCLUSIONS
In this work, the AFM method was used to study oligo-
nucleotide microarrays for the identification of DNAs 
encoding bacterial CTX-M type β-lactamases. Incorpo-
ration of gold nanoparticles into DNA duplexes allows 
the use of AFM for effective detection of the hybridi-
zation of target DNA with oligonucleotide probes both 
in air and in liquid. In order to quantify the nucleic acid 
hybridization processes, we developed an approach to 
evaluate the results of hybridization using a three-di-
mensional analysis of AFM images of the microarray 
surface, which accounts for the height and area of the 
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gold nanoparticles used as labels. This method allows 
one to ignore particles that are non-specifically bound 
to the surface and differ from labels in height, as well 
as to take into account aggregates of target nanopar-
ticles, which increases the detection efficiency. In the 
case of the silicon microarrays studied in this work, 
the parameter k, corresponding to the fraction of the 
area occupied by nanoparticles after hybridization with 
labeled specific DNA, was equal to 8%, while the con-
trol values did not exceed 0.5%. The main advantage of 
AFM over other methods for detection of binding on 
oligonucleotide microarrays is its capability to gain the 

three-dimensional morphology of individual hybrid-
ized DNA molecules. The obtained information on the 
three-dimensional structure of an object allows the use 
of more accurate morphological criteria for the detec-
tion of hybridized DNA molecules. 
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ABSTRACT A direct correlation between the concentration of cell-free and cell-surface-bound circulating DNA 
(cfDNA and csbDNA, respectively) was demonstrated. Based on an inverse correlation between blood plasma 
DNase activity and the cfDNA concentration, blood DNases are supposed to regulate the cfDNA concentration. 
However, no correlation was found between the DNase activity in blood plasma and the csbDNA concentration, 
indicating that blood DNases are not involved in csbDNA dissociation from the cell surface. The possibility of 
DNA redistribution between cfDNA and csbDNA indicates that the total pool of circulating DNA (cfDNA + 
csbDNA) should be used for a correct analysis of marker DNA concentrations and data standardization.
KEYWORDS plasma, circulating DNA; DNase activity; prostate cancer.
ABBREVIATIONS cfDNA – cell free DNA; csbDNA – cell-surface-bound circulating DNA; PC – prostate cancer; 
PBS-EDTA – 10 mM phosphate buffer (pH 7.5) with 0.15M NaCl and 5 mM EDTA.

INTRODUCTION
The blood of healthy donors and cancer patients is 
known to contain constantly circulating extracellular 
DNAs. These circulating DNAs are found both in ap-
optotic bodies, nucleosomes, and the macromolecular 
protein complexes of plasma [1, 2] and on the surface 
of blood cells [1]. Previously, we demonstrated that 
the development of oncologic diseases such as breast 
cancer [3, 4] and lung cancer [5] is accompanied by an 
increase in the cfDNA concentration and a decrease in 
the csbDNA concentration. The relationships between 
these pools of circulating DNAs were not studied.

This article presents a study of the distribution of 
circulating DNAs between plasma and the surface of 
blood cells in prostate cancers.

EXPERIMENTAL
Blood samples of healthy males (n = 40) at the age of 
37–71 (47.4 ± 1.3) years, containing the prostate-spe-
cific antigen (PSA) at the concentration corresponding 
to the clinical norm (not exceeding 2.8 ng/mL), were 

received from the Central Clinical Hospital of the Sibe-
rian Branch of the Russian Academy of Sciences. Blood 
samples of newly admitted patients with prostate can-
cers at the age of 45–84 (70.2 ± 1.4) years were received 
from Municipal Clinical Hospital No.1; the PSA concen-
trations in a group of patients with benign hyperplasia 
(n = 25) and prostate cancer (n = 16) were 0–31.7 and 
0–103.1 ng/mL, respectively (increased in 36 and 81% 
of cases). The study was conducted in compliance with 
the principles of voluntarism and confidentiality, ac-
cording to the Fundamentals of Health Protection of 
Citizens in the Russian Federation. The disease stage 
was determined according to the TNM classification.

Collection and processing of blood and extraction of 
cfDNA from plasma, csbDNA from a PBS-EDTA elu-
ate, and csbDNA from a trypsin eluate from the sur-
face of blood cells were performed according to ref-
erence [5]. The extracellular DNA concentration was 
determined using an intercalating fluorescent dye Pi-
coGreen [5]. The detection limits for DNA calculated 
to the initial blood volume were 0.4 ng/mL of blood in 
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plasma, 2 ng/mL of blood in the PBS-EDTA eluate, and 
20 ng/mL of blood in the trypsin eluate. The integral 
DNase activity in the blood plasma of healthy donors 
and patients was determined by an enzyme-linked im-
munosorbent assay (ELISA) as described in reference 
[6]. The ELISA sensitivity, defined as the minimal, sta-
tistically significantly determined activity of DNase 1 
in a sample, was 0.004 U/mL of a sample. The variation 
coefficient at each point was not more than 4%.

Results were processed by the GraphPad Prism 5 
software using the non-parametric Mann-Whitney test 
and the Spearman correlation coefficient.

RESULTS AND DISCUSSION
Previously, we demonstrated that the blood of healthy 
donors, as well as that of patients with lung cancer [5] 
and stomach and colon cancers [7], contains constantly 
circulating DNAs that occur not only in blood plasma, 
but also in complexes bound to the surface of blood 
cells. A portion of csbDNA dissociates after the treat-
ment of cells with PBS-EDTA buffer and is apparent-
ly bound to phospholipids and other anions of the cell 
membrane through bridges of divalent metal ions [8] 
or low-affinity interactions and is eluted with 9 buff-
er volumes (compared to the plasma volume); another 
csbDNA portion is removed from the cell surface by 
treating cells with a 0.125% trypsin solution and, appar-
ently, is a part of the complexes with surface proteins 
of the blood cells [1].

The present study investigates correlation relation-
ships between the blood concentration of cfDNA and 
csbDNA in the norm and in prostate cancers (PCs). 

Since the cfDNA and csbDNA concentrations in pa-
tients with benign prostatic hyperplasia did not dif-
fer statistically significantly from their concentra-
tions in the blood of prostate cancer patients (data are 
not shown), these groups of patients were combined 
into one group of patients with PCs. The ratio of cfD-
NA concentration to total circulating DNA (cf + cs-
bDNA) concentration revealed a statistically signifi-
cant (P < 0.01) increase in the fraction of cfDNA in PCs 
(40 ± 4%) compared to the norm (22 ± 4%) (Fig. 1A).

The PBS-EDTA eluate from the surface of the blood 
cells (i.e., weakly bound csbDNAs) of healthy donors 
and PC patients was found to contain 4 ± 1 and 17 ± 3% 
of the total amount of circulating DNAs bound to blood 
cells, respectively (Fig. 1B), and these differences be-
tween healthy and sick males were statistically signifi-
cant (P <0.01).

The observed decrease in the csbDNA fraction and 
the simultaneous increase in the cfDNA fraction in the 
blood of PC patients may be due to the hydrolysis of 
csbDNAs by blood deoxyribonucleases. The data on 
DNase capability to hydrolyze nucleic acids bound to 
the cell surface are contradictory. Some authors believe 
that DNases can hydrolyze csbDNA [9], and according 
to others, DNases have little effect on the csbDNA con-
centration [8, 10].

The blood DNAse activity was determined using a 
previously developed enzyme-linked immunosorbent 
assay based on the hydrolysis of a DNA PCR fragment 
modified with fluorescein and biotin moieties [6]. An 
analysis of the cfDNA concentration and DNase ac-
tivity in blood plasma from healthy donors and can-

Fig. 1. Relative amounts of cfDNA and csbDNA (А) and csbDNA (B) in the blood of healthy donors and PC patients
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cer patients revealed an appreciable (on the Chaddock 
scale) inverse correlation between these parameters 
(R = –0.57, P < 0.01) (Fig. 2).

These data demonstrate that DNases, despite a sta-
tistically significant (P < 0.01) decrease in their activity 
in the blood of PC patients compared to healthy donors 
(Fig. 2), can hydrolyze cfDNA and apparently are one 
of the factors negatively regulating the cfDNA concen-
tration.

Investigation of the relationship between the blood 
plasma DNase activity and the csbDNA concentration 
demonstrated that the DNase activity is weakly cor-
related with the concentration of DNAs bound to the 
surface of blood cells via ionic interactions and is al-
most not correlated with the concentration of DNAs 

bound to cell surface proteins (R = –0.36, P < 0.01 and 
R = –0.28, P < 0.01, respectively). These data indi-
cate that DNases do not actually hydrolyze csbDNAs 
strongly bound to cell surface proteins, do not contrib-
ute noticeably to the fragmentation process of csbDNA 
and its dissociation from the cell surface, and that the 
cfDNA concentration cannot increase due to the hy-
drolysis of csbDNA strongly bound to the cell surface.

The data from in vitro experiments [11] and the re-
sults of a study of blood csbDNA (Fig. 1) demonstrate 
that the main portion of csbDNA is removed from the 
cell surface upon treating cells with trypsin; i.e., it is 
bound to cell surface proteins. Based on the data on the 
correlation between the csbDNA concentration of the 
PBS-EDTA eluate and the DNase activity, it may be 

Fig. 3. Relation between the plasma cfDNA concentration and the csbDNA concentration in PBS-EDTA eluate (А); rela-
tion between the PBS-EDTA eluate csbDNA concentration and the trypsin eluate csbDNA concentration (B)
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assumed that a portion of weakly bound csbDNAs can 
enter into an exchange with DNAs of the extracellular 
environment and blood plasma. An appreciable (on the 
Chaddock scale) direct correlation between the change 
in the plasma cfDNA concentration and the weakly 
bound csbDNA concentration (PBS-EDTA eluate) 
(R = 0.67, P < 0.01) in PC patients (Fig. 3A) confirms 
this supposition.

In addition, we found a direct correlation between 
the csbDNA concentration in the PBS-EDTA elu-
ate and in the trypsin eluate in PC patients (R = 0.65, 
P < 0.001) (Fig. 3B), which may indicate a redistribu-
tion of DNA between these fractions of csbDNA.

Therefore, these data indicate a possibility of partial 
exchange between blood cfDNAs and csbDNAs. Indi-
rectly, this fact is also confirmed by the data on the size 
of circulating DNA fragments. csbDNAs of the tryp-
sin eluate are mainly represented by high-molecular-
weight (approximately 10–20 kb) DNA, and cfDNAs 
and csbDNAs of the PBS-EDTA eluate contain, apart 
from high-molecular-weight DNA, 200–500 bp frag-
ments [3], which, apparently, can circulate as a part of 
one or another pool of circulating DNAs.

The causes of a decrease in the fraction of csbDNA 
in the total pool of circulating DNAs in the blood of PC 
patients are not known. It is likely that they are associ-

ated with a change in the structure of the cytoplasmic 
membranes of blood cells. Indeed, the development 
of oncologic diseases has been demonstrated to be ac-
companied by a change in the lipid ratio in blood cell 
membranes that leads to increased viscosity of the lipid 
bilayer, disruption of intermolecular protein-lipid in-
teractions, and, as a consequence, disorganization of 
the protein composition, malfunction of the membrane 
cation transport systems, and disorganization of cell 
surface architectonics [12].

The pool of csbDNAs is known to be a valuable 
source of diagnostic material [4]. The possibility of 
cfDNA and csbDNA exchange suggests that, in the fu-
ture, the most accurate diagnostic information could 
be obtained from an analysis of total blood-circulating 
DNA. Indeed, given that cfDNA and csbDNA can enter 
into an exchange (although the mechanisms of this pro-
cess are not yet known), it is more accurate to use total 
blood-circulating (cfDNA + csbDNA) DNA to measure 
relative marker concentrations. 

This work was supported by the Russian Foundation 
for Basic Research (grant № 13-04-01460), BOR 

(№ VI.62.1.4), and grants from the President of the 
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