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Letter from the Editors

Dear readers of Acta Naturae!
We are delighted to bring you the 

26th issue of the Acta Naturae journal.
We kept to the traditional arrangement of 

the material and are publishing a number of 
reviews, research articles, and materials in 
the Forum section. The last one was written 
by a group of authors under the guidance 
of the head of the expert group “Life Sci-
ences” of the Federal Targeted Program of 
Research and Development for 2014–2020, 
Andrey V. Lisitsa. The publication is devoted 
to the priority areas of development of the 
Russian scientific and technological complex 
and related issues of targeted funding of par-
ticular areas. The authors analyzed the vari-
ous directions followed by researchers based 
on research proposals and projects submitted 
to the Ministry of Education and Science of 
the Russian Federation in 2013–2014. Un-
doubtedly, this publication will be of inter-
est to the scientific community. The authors 
of the concept identified the following four 
lines of development: (1) personal genomics 
and post-genomic technologies; (2) possibility 
of integrating devices and materials with the 
body; (3) memory and brain plasticity; (4) bio-
active substances. Apparently, we can expect 
the announcement of appropriate competi-
tions in these topics in the future.

The reviews published in this issue are 
devoted to very topical areas of modern mo-
lecular biology and biomedicine. We publish 
a review by P.G. Georgiev et al. dedicated to 
optimizing conditions for the expression of 
recombinant proteins in eukaryotic systems. 
The review has both a fundamental and, ob-
viously, applied significance and is closely 
in line with the data of a research article by 
N.B. Gasanov et al. devoted to the optimi-
zation of the expression of protein genes in 
Chinese hamster cells. This journal is largely 
focused on the issues of molecular oncology. 
A review by M.P. Kirpichnikov et al. (issues 
of PARP1 inhibitor design) and research ar-
ticles by S.M. Deev et al. and O.E. Andreeva et 
al. deal with the issues of interaction between 

ligands and the HER2/neu receptor. We ad-
dress the problems of regenerative medicine 
(review by E.S. Petrova) and innate immu-
nity (article by T.V. Ovchinnikova et al.). We 
also do not ignore the issues of biochemistry 
and enzymology. In this regard, we recom-
mend the classic article by V.I. Tishkov et al. 
devoted to formate dehydrogenases. In re-
cent years, a number of authors have paid 
close attention to extracellular nucleic acids. 
There is evidence to suggest that these acids 
are important in the diagnosis of cancers at 
early stages. A review by P.P. Laktionova et 
al. is dedicated to extracellular nucleic acids 
in the urine. This issue also features articles 
concerned with topical issues such as HIV in-
fection (S.N. Kochetkov et al.) and nootropics 
(S.B. Seredenin et al.).

The journal, in 6 years of its existence, has 
gained a degree of popularity among the sci-
entific community. According to Thomson 
Reuters, the 2014 journal’s impact factor is 
1. This is a very good indicator for a Russian 
journal with a three-year history of open ac-
cess for readers in the PubMed system. We 
strive to maintain these gains. We expect to 
announce the acceptance of short commu-
nications, including medical reports. At the 
same time, we ask authors to be very me-
ticulous regarding the quality of submitted 
manuscripts and focus on important aspects 
of evidence-based medicine. We will also 
continue publishing articles in the field of 
classical biochemistry and molecular biology. 
The Editorial Council and Editorial Board 
recently adopted a decision to carry out pre-
liminary selection of articles from new sub-
missions. Therefore, we cannot guarantee 
complete reviewing of all submitted manu-
scripts. Some of them will be rejected at the 
stage of preliminary review by the Editorial 
Board.

We look forward to receiving your papers 
and guarantee a fair and impartial review. 

The Editorial Council
Editorial Board
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HIGHLIGHTS

Additivity of the Stabilization Effect of Single Amino Acid 
Substitutions in Triple Mutants of Recombinant Formate 
Dehydrogenase from the Glycine Max Soybean

A. A. Alekseeva, I. S. Kargov, S. Yu. Kleimenov, S. S. Savin, V. I. Tishkov
Recently, we demonstrated that amino acid substitutions A267M and 
A267M/I272V, as well as F290D, F290N, and F290S, in recombinant for-
mate dehydrogenase from the Glycine max soybean (SoyFDH) lead to 
a 30- to100-fold increase in the thermal stability of the enzyme. Substi-
tutions F290D, F290N, and F290S were introduced into double mutant 
SoyFDH A267M/I272V. Combinations of three substitutions did not 
lead to a noticeable change in k

cat
 and K

M
. The stability of the mutants 

was studied using thermal inactivation kinetics and DSC. The stability 
of the new mutant SoyFDHs was shown to be much higher than that 
of their precursors. The obtained results indicate the great synergistic 
contribution of single substitutions to enzyme stabilization.
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Regulation of Human 
Adenovirus Replication by RNA 
Interference
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N. A. Nikitenko, T. Speiseder, E. Lam, P. M. Rubtsov, Kh. D. Tonaeva, S. A. Borzenok, T. Dobner, V. S. Prassolov
Adenoviruses cause a wide variety of human infectious diseases. Currently, there are no selective anti-adenoviral drugs. 
Potential targets in developing therapeutic agents are human adenovirus early genes, such as the DNA poly-
merase gene E2B and E1A gene, which play an important role in viral DNA replication. The present paper suggests 
an approach to effective down regulation of the replication of human adenoviruses using RNA interference.

Model cell lines

Internalization and Recycling of the HER2 Receptor in 
Interaction of the Target Phototoxic Protein DARPin-
miniSOG with Human Breast Adenocarcinoma Cells

O. N. Shilova, G. M. Proshkina, E. N. Lebedenko, S. M. Deev
Elucidation of the mechanisms of interaction between target 
proteins and receptors of cancer cells is an important pre-
requisite for the development of effective methods of cancer 
therapy. The interaction of the recombinant phototoxin DAR-
Pin-miniSOG with human breast adenocarcinoma cells overex-
pressing the human epidermal growth factor receptor 2 (HER2) 
was studied. DARPin-miniSOG was found to bind specifically 
to the HER2 receptor and cause its internalization, followed by 
slow return of the receptor onto the cell membrane.
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Life Sciences in Russia:  
Priorities in 2014-2020

Yu. V. Miroshnichenko1*, M. A. Prostova2, A. V. Kvetinskaya3, A. V. Lisitsa1

1Institute of Biomedical Chemistry, Pogodinskaya Str., 10/8, Moscow, 119121, Russia
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ABSTRACT Life sciences are a priority in scientific development in Russia. The scientific interests of Russian 
research teams working in this area cover a range from the design of devices to sophisticated molecular bio-
logical experiments. The concept of implementation of the Life Sciences was developed based on proposals for 
research topics and projects submitted to the Ministry of Education and Science of the Russian Federation in 
2013–2014. The concept defines four major directions of developments: (1) personal genomics and post-genom-
ic technologies; (2) integrating devices and materials with the body; (3) memory and brain plasticity; and (4) 
bioactive substances.
KEYWORDS big data, biomaterials, implantable devices, sciences, neurosciences, postgenome technologies.
ABBREVIATIONS Programme – Federal Programme for Research and Developments in of Russian; Proposal – 
proposal for research topics and projects under the Federal Programme for Research and Developments in of 
Russian; Call – competitive offer for conducting applied research under the Federal Programme for Research 
and Developments in of Russian.

In accordance with the Or-
der of the President of 
the Russian Federation, 

applied research has been financed 
from the Federal Programme for 
Research and Developments in 
of Russia (hereinafter the Pro-
gramme). The Programme sup-
ports projects focused on achieving 
clear characteristics of the devel-
oped products, meeting a specific 
consumer of these products, and 
a business partner ready to co-fi-
nance the development and sell the 
product in the future [1].

The Expert Group for the Life 
Sciences (hereinafter the Expert 
Group), in collaboration with the 
Russian Ministry of Education and 
Science, Directorate of Scientific 
and Technical Programmes, and 
Technological Platforms "Medicine 
of the Future" and "BioTech2030," 
has established promising research 
directions for the Russian Federa-
tion. The directions were unified 

into The Concept of Life Sciences 
in 2014–2020 (hereinafter Concept).

The Concept was developed 
based on an analysis of proposals 
for research topics and projects 
collected by the Russian Ministry 
of Education and Science (here-
inafter Proposals) with alignment 
with modern research trends. The 
Expert Group identified effective 
research teams capable of con-
ducting advanced research and ob-
taining results in cooperation with 
a business partner. These research 
teams should have a significant 
history of publications as proof of 
experience and groundwork and 
be competent to prepare a design 
and technical documentation in ac-
cordance with the requirements of 
The Unified System of Technologi-
cal Documentation. Otherwise, the 
project results will be unsuitable 
for further practical use, which 
means ineffective spending of 
budget funds.

This article presents the basic di-
rections of Life Sciences and sum-
marizes examples encountered in 
the work of the Expert Group.

MECHANISMS USED BY THE EXPERT 
GROUP TO ANALYZE PROPOSALS 
The Expert Group is composed of 
researchers and engineers. Repre-
sentatives of technology platforms, 
the business community, univer-
sities, and state customers of the 
Programme were included in the 
Expert Group as well. Members 
of the group were chosen based 
on bibliometric indicators but also 
on their willingness to make quick 
decisions and remain permanently 
involved in the group’s activity, all 
of which was dictated by the large 
number of proposals (over 50 per 
month) submitted for considera-
tion. For example, the processing 
time by a scientist with a h-index 
above 40 exceeds the Programme’s 
allotted time. The following ten-
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dency was observed: the higher 
the expert’s h-index, the lower the 
expert’s activity is during the ana-
lytical assessment of proposals that 
are outside the scope of his narrow 
competence. Within the sphere of 
the expert’s competence, the only 
result of the expert activity in the 
vast majority of criticism of poten-
tial competitors.

One of the main activities of the 
Expert Group is selection and prep-
aration of topics for competitive 
calls to conduct applied research 
and experimental developments 
(hereinafter Call). Preparation of 
a Call is carried out on the basis of 
consideration of the Proposals reg-
istered in the information system of 
the Programme (http://tematika.
fcpir.ru). When submitting a Pro-
posal, the initiator should provide 
basic information about the proj-
ect, which includes substantiation 
of the project implementation and 
the need for funding from the fed-
eral budget; a list of publications 
reflecting the scientific level of the 
expected results and characterizing 
the technological background con-
ducted by the team in the field of 
research.

During the preparation of 
the Call, members of the Expert 
Group need to assess the possible 
risks associated with the subse-
quent implementation/non-ful-
fillment of work at the expense of 
federal budget funds. Therefore, 
a crowdsourcing mechanism was 
used. The Proposals that were 
deemed to be the most promis-
ing were posted on the web site 
of the Expert Group (http://rgls.
wikivote.ru/), which is used as 
a tool to discuss expert opinions. 
There, the Proposals were accom-
panied by a brief description of 
the planned activities, publications 
supporting scientific and techno-
logical experience, and draft of the 
project statement.

The validity and feasibility of the 
topic was proved by publications in 

journals with an impact factor of at 
least 0.8 for the last 5 years. Propos-
als that were not supported by re-
lated publications of Russian teams 
were excluded, since this situation 
indicated a lack of competencies in 
the Russian Federation required 
for implementation of the project. 
Also, we excluded Proposals whose 
project statement did not contain 
numerical indicators of achieved 
results, or lacked a comparison with 
experimental (published article or 
patent) and/or industry analogues 
(or the absence of analogues was 
indicated).

The Expert Group analyzed the 
Proposals received under the ar-
rangements 1.2 and 1.3 of the Pro-
gramme1 and rejected about 20% 
of them because of a lack of refer-
ences to applicants’ publications 
confirming the scientific potential 
in the area of the proposed research 
topic. PubMed search was used to 
reveal any experience of the initia-
tors in the field of life sciences.

Other Proposals were rejected 
because of a lack of the information 
necessary for an objective peer re-
view. Despite compliance with the 
formal requirements for prepara-
tion, consistent presentation, and 
seemingly outstanding ideas, their 
relation to experimental work and 
feasibility of the project imple-
mentation raised doubts. We may 
assume that these Proposals were 
prepared by persons not related to 
practical research. The amount of 
requested funds in many Propos-
als, including those satisfying the 
basic requirements, often exceeded 
the actual capabilities of the Pro-
gramme. In this regard, the Pro-
posal selection principles were de-
veloped and included in the main 
document (Concept) underlying the 
Expert Group’s activity.

1 The arrangement 1.2 means conducting ap-
plied research for the development of industries. 
The arrangement 1.3 means conducting applied 
research and developments aimed at creating 
products and technologies. 

According to these principles, 
promising topics were brought up 
for discussion by the Expert Group, 
and their initiators made a report to 
substantiate the key positions of the 
stated topic. The main decision cri-
teria were as follows: 1) compliance 
with modern international scientific 
trends, 2) result that has potential 
impact on the economy, 3) availabil-
ity of an industrial partner inter-
ested in the result, 4) availability of 
Russian research teams working in 
the particular field, and 5) support 
of a specific technology platform2.

Proposals were voted on by ex-
perts of the group and were numer-
ically scored. Seventy-two per cent 
of the Proposals picked up for dis-
cussion received a positive score. In 
this case, generalization of the ini-
tial topic formulation and objective 
were performed at the stage of pre-
paring the Call. This was done due 
to the requirement of the Russian 
Ministry of Education and Science 
for competition of several research 
teams. In other words, the Expert 
Group generated Call so that they 
could fit a rather broad interpreta-
tion of the requirements necessary 
to achieve the result. This approach 
enabled the participation of many 
teams in competitions held by the 
Russian Ministry of Education and 
Science and, thereby, expanded the 
possible range of participants from 
the scientific community to select 
the most competitive contractors. 
It’s worth noting that the selec-
tion of contractors was carried out 
without participation of the Expert 
Group.

Generally, 341 Proposals under 
the 1.2 arrangement (research) 
and 214 Proposals under the 1.3 ar-

2 The technology platform is a communication 
tool aimed at intensifying efforts to develop ad-
vanced commercial technologies, new products 
(services), attracting additional resources for 
research and development through the partic-
ipation of all stakeholders (government, busi-
ness, science and education), as well as improv-
ing the legal framework in the field of scientific 
and technological development and innovation 
(source: www.hse.ru). 
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rangement (research and develop-
ments) were processed in the period 
from November 2013 to the end of 
2014. On the basis of 152 Proposals 
(45% of the total), 21 research Calls 
were issued. On the basis of 125 
Proposals (59% of the total), 23 re-
search and development Calls were 
produced. The Proposal distribution 
is shown in Fig. 1.

THE CONCEPT ROLE IN THE 
SCIENTIFIC AND TECHNOLOGICAL 
DEVELOPMENT
The spectrum of Proposals submit-
ted to the Expert Group was used 
to formulate the strategic directions 
(Fig. 2). The selected directions 
were considered topical to the Pro-
gramme for the following reasons:

1) availability of recent publica-
tions on the topics of each area in 
peer-reviewed journals;

2) availability of Russian strong, 
dynamic research teams engaged 
in the appropriate areas, whose 
expertise is confirmed by publica-
tions; and

3) a set of particular products for 
a real sector of the economy1 are 
expected as a result of the imple-
mentation of projects in these areas.

The submitted Proposals may be 
divided into two categories: medical 
sciences and life sciences. Despite 
division is artificial, it was neces-

1 A real sector of the economy is a set of indus-
tries that produce tangible and intangible goods 
and services, excepting financial, credit, and ex-
change operations. This is a footnote

sary because the Expert Group 
should not implement tasks that are 
under the cognizance of the Minis-
try of Health of the Russian Feder-
ation. Therefore, the development 
of medical technology, medical 
devices, and pharmaceuticals was 
not included in the Concept. This 
separation is also due to the special-
ization of members of the Expert 
Group. Inclusion of researchers 
with a high h-index in the Expert 
Group naturally led to a shift in 
emphasis towards molecular and 
cellular biology.

The diagram in Fig. 2 depicts 
four sectors corresponding to the 
strategic directions of the Concept: 
Genomes, Integrability, Brain, and 
Bioactive substances. The first stra-
tegic direction of the Concept, Ge-
nomes, is dedicated to post-genomic 
technologies. It includes large-scale 
studies of genomes/transcrip-
tomes/proteomes that offer a se-
lection of strategies for individual 
diagnosis and/or therapy. The sec-
tor is characterized by priority is-
sues, such as the resistance of tu-
mors and infections to treatment, 
carcinogenesis, immune system 
disorders, and aging. It is important 
to emphasize that the prioritization 
within the sector is not related to 
the social significance of diseases 
but indicates models where post-
genomic research should demon-
strate its effectiveness.

Let us illustrate the logic of the 
application of the priorities of the 
Genomes sector with the example 
of carcinogenesis. A project whose 
stated aim was to reduce incidence 
and mortality from cancers or 
choice of individual chemotherapy 
would not match the Concept. The 
quality of implementation of these 
clinical problems should be moni-
tored by the relevant executive 
authority, i.e. by the Ministry of 
Health. On the other hand, a project 
aimed at decoding tumor genomes 
and identifying mutations specific 
to the Russian population is entire-

Fig. 1. The distribution of submitted Proposals: (A) research, (B) research and 
development

A
45%

20%

35%

Rejected (68)

Major revision (121)

Accepted (152)
21 Calls were generated

B
59%

23%

16%

2%

Rejected (50)

Major revision (34)

Accepted (125)

23 Calls were generated
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ly consistent with the Concept. In 
this case, the result of the project 
will be a verified database of spe-
cific mutations, i.e. a tool for solv-
ing the previously mentioned clini-
cal problems of oncological diseas. 
The quality of the result, in turn, 
will be evaluated by an industrial 
partner interested in the transition 
from applied research to the com-
mercial product. Since a database 
of oncogenes can be used to solve 
diverse problems, it will be the case 
of implementation of the principle 
of multi-disciplinary development, 
which is in line with world trends 

in the development of medical sci-
ences [2].

We emphasize that the Pro-
gramme is open also for clinical 
studies: the prescriptive way is 
provided for this purpose based on 
an agreement between the Rus-
sian Ministry of Education and Sci-
ence and another interested execu-
tive authority (in life sciences, it is 
primarily the Ministry of Health 
and Ministry of Agriculture of the 
Russian Federation). A Call is an-
nounced for a specific topic pro-
posed by a federal authority. Many 
scientific directions were excluded 

from the Concept due to the pres-
ence of a prescriptive way to form 
such Calls. These include devic-
es for diagnosis and treatment, 
medical technologies, clinical, pre-
clinical and epidemiological stud-
ies, and software and hardware 
for medicine and health. Also, the 
Concept did not include analytical 
instrumentation, biodiversity and 
bioremediation, monitoring and 
protection of the environment, and 
functional foods and GMOs. Studies 
in these areas are initiated by the 
relevant authorities, but not by the 
Expert Group.

Fig. 2.  The Concept of Life Sciences in 2014–2020. (1) Periods of the anticipated economic effect are depicted. (2) 
Personal genomics and post-genomic technologies. (3) Implantable devices and materials
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The Genomes sector (Fig. 2) 
also illustrates well the principles 
of practical implementation of the 
Concept. For example, a biobanking 
project cannot serve as a topic of the 
Call, because this is a large-scale in-
frastructure task. At the same time, 
any well-designed project to study 
biological material using genomic 
and post-genomic technologies will 
contribute to the standardization of 
the protocols of the sampling, trans-
portation and storage of materials. 
Similarly, the need for automation 
and unification of sample prepa-
ration stages will contribute to the 
development of microfluidic devic-
es. Finally, the results of applied 
research in the Genomes sector are 
expected to be used in the field of 
personalized medicine. According 
to a prognosis by Price Waterhouse 
Coopers, the personalized medicine 
market will be worth 42 billion US 
dollars by 2016.

For understanding the Concept’s 
structure it is important to account 
for the trends of modern biotech-
nology. A biotechnology compa-
ny has no access to the market of 
medical services or medical devic-
es, since this sector is occupied by 
large corporations. It is impossible 
to compete with corporations like 
Pfizer, AstraZeneca, Bayer, etc., 
since the entire federal budget of 
the Life Sciences is less than 1% of 
the pharmaceutical industry’s ex-
penditure on research and devel-
opment. However, there is no need 
for such competition, since growth 
in the biotechnology sector in the 
biopharmaceutics and biomedi-
cine areas in the XXI century is 
achieved through the development 
and improvement of technologies. 
Human genome mapping has led 
to the creation of 310,000 new jobs 
and created, with the investment of 
3.8 billion dollars, a market 10 times 
larger [3]. In this case, the genome, 
in terms of medicine, was in de-
mand in rather limited use. Today, 
genome mapping technologies are 

more interesting to IT companies 
than to physicians: for example, 
Google has launched its Baseline 
Study project [4].

What is the output of the Pro-
gramme in the area of Life Sci-
ences? It would be speculation to 
say that it is people’s health or the 
treatment of patients. It takes de-
cades to implement a real result of 
clinical application. This match-
es neither the time nor financial 
frameworks of the Programme. 
Any Proposal of this kind is auto-
matically qualified as not matching 
the format of the Programme and 
is rejected.

At the same time, Proposals of an 
exploratory kind also do not match 
the format of the Programme, 
which requires an application-
oriented deliverable. Things use-
ful for research may be such an 
intermediate result. In fact, the 
product is “a set of tubes” and the 
instruction on how to use this set 
to conduct scientific research. Ac-
tually, a high market growth rate 
is attributable to such reagent kits 
but not to “test kits for early can-
cer detection” or “medications for 
the cardiovascular system.” For ex-
ample, Luminex company provides 
dynamic capital growth of 30–40% 
(this means that if you bought 
the company shares for 100 thou-
sand rubles in 2014, you could sell 
them for 130–140 thousand rubles 
in 2015). Turning to the 2013 Lu-
minex financial statement (http://
investor.luminexcorp.com), we see 
that much of its growth (72%) came 
from orders for reagent kits, while 
plate reader sales and the sector 
of health services accounted for 
about 10 and 5%, respectively. In 
the letter case, innovative medical 
services are provided in the CLIA 
format (www.cdc.gov/clia/), which 
is the system of health services reg-
istration. Russia has no analogues of 
such a system.

The narrow window of oppor-
tunities available to Russia in the 

field of genomic and post-genomic 
technologies is based on the related 
concepts of “big data” and “omics-
science” (Fig. 2). The concepts are 
based on the paradigm of processing 
someone else’s information, rather 
than on generating original datasets. 
A fundamentally important contri-
bution to the development of post-
genomic data processing was made 
by Yandex company [5], which 
provided long-term “buoyancy” of 
Russian developments in the field of 
bioinformatics.

The second strategic direction of 
the Concept is “Integrability” (Fig. 
2). This sector represents a tenden-
cy to implant artificially created 
stuffs in to the human body. This 
sector includes cellular technolo-
gies, microelectronics, and micro- 
and nanoelectromechanical systems 
(MEMS and NEMS, respectively). 
An example of a development that 
would have been appropriate in the 
sector 3–4 years ago is a micro-de-
vice converting the heart’s motion 
energy into electrical energy [6]. 
Currently, the gap in the bio MEMS 
area is not critical for Russian sci-
ence, so the Expert Group considers 
projects from this area within the 
Concept.

Reprogrammed cells are of in-
terest as a part of projects on tis-
sue engineering, and this process 
should be performed on bioresorb-
able matrices formed by bioprint-
ing [7]. Within this task, the Expert 
Group gave up on stem cells and 
the development of prostheses for 
orthopedics and maxillofacial sur-
gery. Similar projects were sub-
stantially funded by the 2009–2013 
Programme and are currently 
funded under the federal targeted 
programme Pharma 2020. There-
fore, they were excluded from the 
Concept.

As in the sector of Genomes, in 
the sector of Integrability is marked 
by the basic technology – materials, 
where Russia can compete. Demand 
for this area depends on whether 
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researchers developing new ma-
terials can switch to a new format 
where a clinical problem, which is 
solved through creation of a high-
technology device, applies the re-
quirements to the properties of new 
materials. But not vice versa, when 
medical challenges are adjusted 
to the possibilities of creating new 
materials. This approach is relevant 
not only in materials science. The 
Concept means that advances in 
chemistry and physics are not what 
should define life sciences, but on 
the contrary, life sciences should 
specify the problem for nanotech-
nology, laser physics, high energy 
physics, as well as for electronics 
and circuit engineering. For profes-
sionals who are not biologists (e.g., 
materials scientists), this approach 
is a paradigm shift. In fact, they 
cannot be project leaders in life sci-
ences but should limit themselves 
to the role of subcontractors.

The third strategic direction of 
the Concept, “Brain,” was formed 
under the influence of the largest 
projects of our time: the American 
Connectome project [8] and the Eu-
ropean Brain project [9]. The hori-
zon of implementation of this key 
area is 20–30 years, i.e. the main 
experts living in this country will 
reach retirement age by the time of 
project implementation.

Investment into this research 
area in America, Europe, and Ja-
pan exceeds Russian expenses by 
more than 2 orders of magnitude. 
In the Russian Federation, there is 
experience of investment into the 
field of drug treatment of neurode-
generative diseases that is limited 
to two products: Dimebon (with-
drawn from clinical trials by Pfizer 
[10]) and Semax, which was not in-
teresting to major pharmaceutical 
companies, although the first pub-
lication dates back to 2000 [11].

The terms of memory and plas-
ticity were taken as the basis of 
the strategic Brain direction in the 
described Concept. Investigation 

of the brain’s properties will al-
low us to, if not close then, at least 
not widen the gap with more ad-
vanced countries. The direction be-
came part of the priority research 
problems set forth by the Russian 
Ministry of Education and Science 
[12]. Brain sector Calls are oriented 
toward the development of tools 
to study and manage the living 
brain activity. Currently, there is 
a Russian research group that has 
learned and implemented optoge-
netic techniques in freely moving 
animals [13]. The next step is the 
development of tools for simultane-
ous transmitting and recording of 
a signal upon studying the mecha-
nisms of memory and other cogni-
tive processes. The brain responses 
recorded for different activities of 
a freely moving organism will form 
a large data array requiring super-
computers with a new architecture 
[14]. Today’s markets in the field of 
eye-brain-computer neurointerfac-
es for game consoles and managing 
“a smart home” have already been 
formed [15, 16]. Brain activity read-
ing will also be crucial for assess-
ing the quality of presenting audio 
and video advertising (neuromar-
keting), training and coordinating 
co-working teams, and accelerated 
foreign language training [16].

The fourth strategic direction of 
the Concept is “Bioactive substanc-
es.” In Russia, there are a number 
of professional companies commit-
ted to the biotechnology market 
and with the necessary capabilities. 
These include Biocad, R-Pharm, 
Generium, Microgen, and Phar-
mEco, and others. Within the Pro-
gramme, biotechnology companies 
can be involved only in inventions 
that are based on the molecular 
mechanisms of interactions of pro-
teins, antibodies and peptides with 
living cell. Nontargeted drug deliv-
ery, creation of liposomal forms, de-
velopment of long-acting biopoly-
mer-based systems, gene therapy, 
investigation of small molecules, 

and screening of combinatorial li-
braries are areas of high patent ac-
tivity, which means that develop-
ments in these areas should either 
be implemented under the federal 
targeted programme Pharma 2020 
or be excluded from the priorities 
of scientific and technological de-
velopment.

DEMAND FOR APPLICATION-
ORIENTED RESULTS IN THE 
FIELD OF LIFE SCIENCES
The field of Life Sciences is a multi-
sided area that can be character-
ized as “an infinitely small point” 
between the public tasks of the 
scientific institutions of the Fed-
eral Agency for Scientific Organi-
zations and Ministry of Health and 
Ministry of Agriculture of the Rus-
sian Federation, as well as between 
the federal targeted programme 
Pharma 2020 supervised by the 
Russian Ministry of Industry and 
the programme Basic Research for 
Medicine of the Russian Academy 
of Sciences and grants of the Rus-
sian Foundation for Basic Research 
in the areas of medicine and biolo-
gy. This “small point”can be trans-
formed to the field of development 
of the scientific and technological 
potential when teams confirming 
their qualification by publications. 
In biomedical sciences, publication 
of well-cited papers in high impact 
factor journals is a basic skill [17].

The Proposals analyzed by the 
Expert Group reflect, to some ex-
tent, the current state of the Rus-
sian scientific community: the pres-
ence of great academic ideas but a 
lack of skills in structuring, plan-
ning, and achieving the desired re-
sult. It should be stressed that the 
Expert Group treats publications 
not as the assessment of the scien-
tific viability of the project idea but 
as proof that the project’s initiator 
is able not only to begin research, 
but also to bring it to conclusion.

The process of selection of the 
project topics under the Pro-
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gramme is based on crowdsourc-
ing combined with expert evalu-
ation of results. Formulation of 
the described strategic directions 
of the Concept depended on the 
number of Proposals received from 
the scientific community. The ex-
pert could not add an idea to the 
Concept if it did not have three or 
four Proposals in the information 
system. Most Proposals that were 
submitted and then discussed at a 
meeting of the Expert Group were 
not relevant due to the impossibil-
ity of constructive analysis of the 
submitted information.

The result of applied research 
of the Programme should be spe-
cific products capable of competing 
worldvide. This requires efficient 
interaction of the scientific commu-
nity with designers and engineers 
to transit from the searching sci-
ence format to the applied science 
format. Involvement of technology 
platforms with an internal system 
of topic consideration facilitates the 
formation of the researcher + engi-
neer + industrial partner = applied 
result.

Getting an applied result is eco-
nomically justified if there is an in-
terested business who is capable to 
use the result. Who is this industrial 
partner? The Programme is opened 
to companies that are consum-
ers of the technological result, e.g. 
Evrogen, Syntol, or DNA Technol-
ogy. The annual turnover of busi-
ness partners of Programme proj-
ects ranges from tens to hundreds 
of millions of rubles. So we are not 
talking about huge company, verti-
cal holdings, or about contribution 
to the development of entire indus-
tries. In life sciences, the market in 
the next 10–20 years will be a niche 
market and success in this market 
will depend on the capacity to mas-
ter intelligent production technolo-
gies.

Prediction of the develop-
ment of new market niches can 
be achieved by analyzing global 

databases, such as the database of 
the scientific publications Web of 
Science (WoS) and the Orbit pat-
ent database [18]. Keyword search 
reveals the dynamics of publica-
tion and quotation activity, i.e. 
provides an idea whether interest 
of the world scientific community 
in a given topic is growing or de-
clining. The dynamics of patent ap-
plications filed and patents issued 
indicates technological trends. The 
analysis provides an assessment of 
the potential for entering the real 
economy by comparing the num-
ber of patents owned by universi-
ties and companies.

The problem of automatic fore-
sight adoption is the dependence of 
the result on the way of formula-
tion of keyword search. The results 
of an analysis are equally uninfor-
mative in the case of both wide and 
too narrow search patterns. In this 
case, co-operation with experts 
who offer variants for correcting 
of keyword search, as exemplified 
in Fig. 3, turned out to be effective. 
The initial version of the Lot re-
ceived 20 out of 100 possible points. 
After correction of keyword search, 
the rating amounted to 55 out of 
100 points.

According to the results of an 
analysis of topics proposed by the 
Expert Group, it can be concluded 
that drugs, diagnostic tools, and 
other products for medical and 
agricultural purposes cannot be 
the Programme’s priority. The 
Programme, as a part of the Life 
Sciences area, offers a unique op-
portunity to develop something 
essential to the applicant for fur-
ther self-development.  Then, 
there is a chance that the develop-
ment will be in demand not only to 
the applicant but also from other 
groups working around the world. 
If practical implementation of the 
project results is not planned af-
ter its completion, that does not 
qualify to the current Programme 
requirements.

PERSPECTIVES OF THE CONCEPT
Comparing the Concept with a 
technological development over-
view published by the Massachu-
setts Institute of Technology [19], 
it is possible to identify coincidence 
of the strategic directions of the 
Concept with key trends: modeling 
the brain, predictive medicine, bio-
printing, BigData, digital medicine, 
and mobile health. This indicates 
that there are Russian researchers 
capable of capturing future trends. 
At the same time, most actively and 
successfully working in their fields 
specialists although “catch” break-
through direction, but do not admit 
implementation of a breakthrough 
without personal involvement and 
control.

In life sciences, the situation of 
self-setting the problem (appropri-
ate for the Russian Foundation for 
Basic Research and Russian Sci-
entific Foundation but unaccept-
able for the target method of Pro-
gramme implementation) can be 
solved through the mechanism of 
multiple “umbrella” Calls offered 
by the Ministry of Education and 
Science of the Russian Federation. 
These Calls are designed for sev-
eral winners (contractors). The Call 
topic, for which there is no compe-
tition, should be considered incon-
sistent. For example, if a single ap-
plication is filed for the Call, then 
this competition was likely created 
artificially, without regard for the 
possibility of further development 
of the proposed idea. Unfortunate-
ly, such examples appeared in 2014 
(in particular, competitions aimed 
at studying single cells (single-
cell-omics), creating non-invasive 
neurostimulators, and deciphering 
animal genomes).

The information system of the 
Programme continues to receive 
Proposals that are analyzed by ex-
perts of the group. The Concept will 
be changed based on newly received 
Proposals and the permanently 
changing picture of the develop-
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ment of modern science. On the ba-
sis of the analytical capabilities of 
some scientists to predict far in ad-
vance, it is possible to form general 
topics, since they become landmarks 
for submitting subsequent Propos-
als, to support in the framework of 
these topics not only (or even main-
ly) leading teams with an estab-
lished reputation, but also second-
tier groups that are ready to enter 
new areas. Selection among the lat-
ter is made based on the quality of 

Fig. 3. The effect of keyword search on the results of an analysis of the databases Web of Science (Fundamental re-
search) and Orbit (Promising development)
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Proposal preparation. The training 
of qualified second-tier profession-
als requires additional stabilizing 
efforts in the period of Programme 
execution, since the conditions of 
formation of research topics and 
projects should remain unchanged 
during the next few years.  

The authors thank N.G. Kurakova, 
head of the Department of 

Scientific and Technological 
Forecasting in the Field of 

Biomedicine of the Federal 
Research Institute for Health 

Organization and Informatics 
of the Ministry of Health of the 

Russian Federation, for assistance 
in working with the database of 
scientific publications Web of 

Science (WoS) and the Orbit patent 
database; V.V. Burov, Chairman 

of the Board of Directors of 
WikiVote!, for provision of an 
electronic platform for Expert 

Group activities.



14 | ACTA NATURAE |   VOL. 7  № 3 (26)  2015

FORUM

REFERENCES
1. Shatalova N. “The advantages of the new format. Changes 

in the Federal Targeted Programme did it good”. // Weekly 
newspaper of the scientific community “Search”. 2014. 
№ 29–30.

2. The Directive of the Government of the Russian Federa-
tion of 28.12.2012 № 2580-r “On approval of the Strategy of 
development of medical sciences in the Russian Federation 
for the period till 2025”.

3. Hood L.E., Omenn G.S., Moritz R.L., Aebersold R., 
Yamamoto K.R., Amos M., Hunter-Cevera J., Locascio L. // 
Proteomics. 2012. V. 18. № 12. P. 2773–2783.

4. Esakova P. “Google launched a project to study human 
genetics”. // Information Agency RBC. URL: http://top.rbc.
ru/society/25/07/2014/938993.shtml (accessed: 26.07.2014).

5. School of data analysis by Yandex. URL: https://yandex-
dataschool.com/ (accessed: 26.07.2014).

6. Dagdeviren C., Yang B.D., Su Y., Tran P.L., Joe P., Ander-
son E., Xia J., Doraiswamy V., Dehdashti B., Feng X. et al. // 
Proc. Natl. Acad. Sci. USA. 2014. V. 5. № 111. P. 1927–1932.

7. Bertassoni L.E., Cecconi M., Manoharan V., Nikkhah M., 
Hjortnaes J., Cristino A.L., Barabaschi G., Demarchi D., 
Dokmeci M.R., Yang Y. et al. // Lab on a Chip. 2014. V. 13. 
№ 14. P. 2202–2211.

8. Human Connectome Project. URL: www.humanconnec-
tomeproject.org/ (accessed: 26.07.2014).

9. Human Brain Project. URL: https://www.humanbrain-
project.eu/ (accessed: 26.07.2014).

10. “Medivation and Pfizer Announce Results from Phase 3 
Concert Trial of Dimebon in Alzheimer’s Disease”. // Pfizer 
16.01.2012. URL: http://www.pfizer.com/news/press-re-
lease/press-release-detail/medivation_and_pfizer_an-

nounce_results_from_phase_3_concert_trial_of_dime-
bon_in_alzheimer_s_disease (accessed: 18.06.2015).

11. Levitskaya N.G., Sebentsova E.A., Glazova N.Yu., 
Voskresenskaya O.G., Andreeva L.A., Alfeeva L.Yu., 
Kamenskii A.A., Myasoedov N.F. // Dokl. Biological Scienc-
es. 2000. V. 372. № 1–6. P. 243–246.

12. The list of priority scientific problems whose solution 
requires the use of the Federal centers for collective use 
of scientific equipment. URL: http://government.ru/or-
ders/10326 (accessed: 26.07.2014).

13. Doronina-Amitonova L.V., Fedotov I.V., Ivashkina O.I., 
Zots M.A., Fedotov A.V., Anokhin K.V., Zheltikov A.M. // 
Scientific Reports. 2013. V. 3: 3265.

14. Gorbunov V., Elizarov S., Korneev V., Latsis A. // Super-
computers. 2014. V. 17. № 1. P. 24–28.

15. Marsman J.B., Renken R., Velichkovsky B.M., Hooymans 
J.M., Cornelissen F.W. // Human Brain Mapping. 2012. V. 33. 
№ 2. P. 307–318.

16. Mokienko O.A., Chervyakov A.V., Kulikova S.N., Bobrov 
P.D., Chernikova L.A., Frolov A.A., Piradov M.A. // Fron-
tiers in Computational Neuroscience. 2013. V. 7. P. 168.

17. Girsh E. “The victory of molecular biology over common 
sense”. // Polit.ru. URL: http://polit.ru/article/2013/12/12/
hirsch_about_hirsch/ (accessed: 26.07.2014).

18. Bykova N. “Scientific review will be performed automat-
ically”. // Science & Technology of the Russian Federation. 
URL: http://strf.ru/material.aspx?CatalogId=223&d_
no=81544#.VYLyzEYppun (accessed: 26.07.2014).

19. MIT: 2013 Emerging Trends Report. // Special Issue. 
MIT Technology Review. Open Innovations Forum and Ex-
hibition. 2013. URL: http://oneglobalonline.com/k/docs/
MIT_Technology_Review_2013.pdf (accessed: 22.09.2015).



  VOL. 7  № 3 (26)  2015  | ACTA NATURAE | 15

REVIEWS

Regulatory Elements in Vectors for 
Efficient Generation of Cell Lines 
Producing Target Proteins 

O. Maksimenko, N. B. Gasanov, P. Georgiev*
Institute of Gene Biology, Russian Academy of Sciences, Vavilova str. 34/5, 119334, Moscow, 
Russia
*E-mail: georgiev_p@mail.ru 
Received 14.04.2015
Copyright © 2015 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT To date, there has been an increasing number of drugs produced in mammalian cell cultures. In order 
to enhance the expression level and stability of target recombinant proteins in cell cultures, various regulatory 
elements with poorly studied mechanisms of action are used. In this review, we summarize and discuss the po-
tential mechanisms of action of such regulatory elements.
KEYWORDS insulators, recombinant proteins, protein production in mammalian cells, UCOE, S/MAR, STAR.
ABBREVIATIONS AND TERMS RP – recombinant protein; CНO – Chinese hamster ovary cells; UTR – untranslated 
gene region; kbp – a kilobase pair, a unit of length of nucleic acids equal to 1,000 base pairs; S/MAR – DNA 
sequences corresponding to nuclear matrix-attachment regions; insulators – regulatory elements that block 
interaction between enhancer and promoter; UCOE –regulatory elements containing strong promoters of house-
keeping genes; STAR – regulatory elements protecting from HP1-dependent repression; MSX –L-methionine 
sulphoximine; МTX – methotrexate.

growth density of CHO cells in bioreactors were select-
ed using this cell line, enabling a significant increase in 
the product (target protein) yield alongside a reduced 
chance of human virus transmission [1, 4, 5]. Yet, the 
main problem in recombinant protein production in 
cultured cells is the extremely low product cost; there-
fore, there is a constant effort to reduce the expenses 
on obtaining high-producing cell cultures and elevate 
the yield of the protein product by enhancing the ex-
pression level of the target protein, cell culture density, 
and decreasing cell death. One of such approaches is 
vector improvement for obtaining transgenes, which 
can significantly reduce expenses in the generation of 
producing cell cultures. This paper presents an over-
view of the regulatory elements used in vector con-
structs for the generation of transgenic lines.

VECTOR CONSTRUCTS FOR GENERATION OF 
TARGET PROTEIN-EXPRESSING CELL LINES
The most widely used method in industrial biotechnol-
ogy is transfection with linearized plasmid DNA [3, 8], 
which allows one to obtain cell lines containing mul-
tiple copies of the expression vector that are usually 
integrated in one or, rarely, several genomic sites. The 
mechanism of vector construct integration into the ge-
nome has not yet been fully elucidated. Introduction of 

INTRODUCTION
Therapeutic proteins are major structural and regu-
latory molecules essential for a normal functioning of 
the human body. Part of recombinant proteins that are 
small in size and do not require additional modifications 
are produced in the most economical bioreactor –E.coli 
cells. However, the production of proteins in bacteria 
is associated with a number of limitations: disrupted 
folding of some proteins, absence of crucial modifica-
tions, and the inability to produce larger molecules [1, 
2]. Some of these limitations are avoided when using 
yeast cells, which can produce high-quality recombi-
nant proteins at sufficiently low cost. However, many 
recombinant human proteins require specific modifi-
cations that can only be obtained in higher eukaryotic 
cells [3]. Therefore, nowadays there is an increasing 
number of drugs obtained from mammalian cell cul-
tures grown in bioreactors, mostly Chinese hamster 
ovary (CHO) cells [4, 5]. CHO cells were first isolated 
in 1957 [6]. It soon became evident that these cells are 
ideal for biomass scaling during the generation of re-
combinant proteins at the bioreactor level, since they 
are undemanding vis-a-vis growth conditions. Several 
lines were obtained from the initial clone of CHO cells, 
among which the CНO-K1 line became the most com-
monly used [7]. Optimal conditions for providing high 
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linear DNA into the nucleus results in the activation of 
reparation systems that provide cross-linking of linear 
DNA ends through two main mechanisms: homologous 
recombination and ligation of nonhomologous DNA 
ends [9–11]. As a result, long linear DNA molecules are 
formed bearing several copies of the vector construct 
capable of integrating into the genome with some prob-
ability. Linear DNA can integrate a genomic region that 
already contains other copies of the same DNA through 
the mechanism of homologous recombination, which 
leads to an increase in the copy number of the con-
struct integrated in a specific genomic site [12]. Thus, 
one genomic site can bear up to several hundreds of 
integrated copies of a vector construct.

In order to enhance the producing capacity of clones, 
selective increase in the number of construct copies, 
which results in target protein expression, is used in in-
dustrial biotechnology [8]. This is achieved by decreas-
ing the functional activity of the reporter gene encoding 
enzyme dihydrofolate reductase (DHFR), which cata-
lyzes conversion of dihydrofolate to tetrahydrofolate 
and is essential for the synthesis of glycine, purines, and 
thymidine acid [13, 14]. DHF-auxotrophic cell lines can 
grow in media that necessarily contain glycine, as well 
as a source of purines (hypoxanthine) and thymidine. 
The derivative line CНO-DG44 with mutations of both 
alleles of the dihydrofolate reductase gene was obtained 
by random mutagenesis of the CHO-K1line quite a long 
time ago [15, 16]. It enabled to use dihydrofolate reduc-
tase as a selection gene for the generation of producing 
cell lines. Furthermore, in order to selectively increase 
the number of expression vector copies, which usually 
correlates with an increase in the target protein level, 
methotrexate (MTX) is used, which is able to selectively 
inhibit dihydrofolate to tetrahydrofolate conversion [2]. 
Treatment of transfected cell lines with MTX results in 
the survival only of cells with a significantly elevated 
level of dihydrofolate reductase. In most cases, this is 
caused by an increase in the copy number of the dhfr 
gene included in the construct and, as a result, of the 
gene encoding the target protein. Another frequently 
used selectable marker is the gene encoding glutamine 
synthetase (GS). The CHO-K1 cell line, which contains 
mutated allele of gs, is used when working with this 
marker. In this case, L-methionine sulphoximine (MSX) 
is used as a selective agent facilitating the selection of 
the most effective clones [2].

Clone selection can be conducted using other report-
er genes, as well. The most promising options are the 
ones that do not require selection of a mutant cell line. 
Fluorescent protein technology, which allows one to 
select cells with maximum expression of a target gene 
based on emission at a particular wavelength, can be 
considered [17, 18]. Such an approach can be used for 

the generation of stable cell lines, which, in contrast 
to mutant derivatives deficient in dhfr and gs, exhibit 
a higher proliferative potential and viability. Among 
the disadvantages of using fluorescent protein genes as 
selectable markers is the inability to amplify the copy 
number, which in most cases would lead to increased 
producing capacity of a cell clone.

Recently, the application of special robots capable of 
selecting individual cell clones with the most efficient 
expression of the target protein, which is identified us-
ing antibodies, has become widespread [4]. Alongside 
with other advantages, this technology enables to avoid 
using markers the expression of which does not always 
correlate with the target protein level.

Vector constructs have also been developed based 
on viruses, mobile elements, bacterial anti-phage pro-
tection system, and recombination systems in phages 
and yeasts [3, 19]. Application of such vectors in sev-
eral cases enables single insertions of a target gene into 
a specific genomic region, which is commonly used in 
gene therapy when generating transgenic cell lines and 
animals in order to obtain model systems for the study 
of gene expression regulation processes [20].

The main challenge in obtaining producing cell lines 
containing multiple expression vector copies is hetero-
chromatin formation of repeated sequences of vector 
constructs, which usually enhances upon cell prolifera-
tion. The main role in heterochromatin formation of a 
repeated DNA sequence is played by RNA interference 
and noncoding RNAs that can stimulate repressive chro-
matin zone formation at promoters, as well as methyla-
tion of CpG sites in promoter regions, which decreases 
the efficacy of transcriptional factor binding in such re-
gions [21–23]. This can result in a significant decrease in 
the target protein level after the obtainment of highly 
producing cell lines for some period. Moreover, hetero-
chromatin formation at repeated copies of a vector con-
struct can negatively affect the activity of adjacent cel-
lular genes, which often leads to a decreased viability 
of producing cell lines. Repression of transcription from 
integrated repeats of a vector construct is caused by the 
cellular response to the introduction of foreign informa-
tion, the expression of which should be suppressed, into 
the genome. Thus, application of regulatory elements 
capable of supporting efficient performance of the tar-
get protein gene alongside isolating regulatory elements 
of a vector construct from genomic regulatory elements 
seems to be extremely important.

USE OF PROMOTERS AND ENHANCERS 
FOR GENERATION OF CELL LINES 
PRODUCING TARGET PROTEINS
Strong viral promoters, such as the cytomegalovi-
rus (CMV) promoter and the early promoter of SV40, 
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as well as strong cellular promoters of housekeeping 
genes, such as β-actin and factor EF1α genes, are usu-
ally used for transgene expression [24].

Strong viral or cellular promoters contain a minimal 
promoter of approximately 100 bp, which serves as the 
transcription start site (TSS), and a strong enhancer 
located in close vicinity to the promoter. For instance, 
the most widely used CMV promoter bears a core re-
gion located between positions –62 and –1 bp from TSS 
and the enhancer (–544 through –63 bp) [25]. There are 
several motifs in the region of the minimal promoter 
that determine the association with various compo-
nents of the core transcription complex (TFIID): TATA 
[26], INR [27], DPE [28], BRE [29], DCE [30], and MTE 
[31]. However, such regions are not essential, since most 
strong promoters do not contain these elements or be-
long to the class of GC-rich promoters. One can assume 
the existence of a practically unexplored group of so-
called architectural proteins determining the capac-
ity of the core promoter to recruit the TFIID complex 
[32]. Unfortunately, the promoter architecture has not 
been studied deeply enough to determine, based on the 
sequence of a minimal promoter, its capacity to effec-
tively bind the core transcription factors necessary for 
the performance of a strong promoter.

One of the approaches in applying effective promot-
ers in biotechnology is identification of strong promot-
ers directly in the cell cultures that are further to be 
utilized for the generation of target protein-produc-
ing lines. Thus, total genome screening of the stron-
gest promoters in CHO cells that are most commonly 
used as the expression system in mammalian cells has 
been performed [33–35]. As expected, the most effec-
tive promoters appeared to be the promoters of house-
keeping genes, including some ribosomal genes. How-
ever, the pitfall of this approach is a significantly high 
chance that the promoters identified by a genome-wide 
analysis may perform effectively only when located in 
a certain genomic region (the position effect) or when 
containing a complicated regulatory region, which sig-
nificantly decreases the attractiveness of using such 
promoters in expression systems for obtaining target 
proteins from transgenic CHO cell lines.

One of the solutions to the position effect is us-
ing long regulatory sequences of actively transcribed 
housekeeping genes located on both sides of the cod-
ing region of the gene. Thus, a high expression level 
of target proteins (6–35 times the level of expression 
from a standard CMV promoter) has been obtained for 
vectors bearing a 12 kbp regulatory region or a 4 kbp 
3’-region of the Chinese hamster EF1α gene [36]. One of 
the problems in utilizing long regulatory sequences for 
target protein expression is the instability of large vec-
tors and decreased efficiency in generating multicopy 

lines that predominantly bear full constructs capable 
of expressing a target protein. The perspective model 
is the construct that includes long regulatory DNA re-
gions from terminal repeats of the Epstein-Barr virus, 
which provides an order increase in efficiency in ob-
taining stably transfected cells [37].

Artificial modification of promoters is another prom-
ising approach to enhance their activity. For instance, 
a strong CMV promoter has been demonstrated to un-
dergo negative regulation resulting in methylation of 
GC regions at transcription factor (TF) binding sites 
comprising promoters and, as a consequence, inhibition 
of TF recruitment to the promoter. As a result, the ac-
tivity of the CMV promoter is greatly decreased. Such a 
negative affect can be avoided by integrating between 
the enhancer and core elements of the CMV promoter 
a regulatory sequence that binds transcriptional factors 
suppressing the DNA methylation process [38]. An ef-
fective promoter consisting of two divergent core ele-
ments with a single CMV enhancer integrated between 
them has been developed based on two CMV promot-
ers [39]. This bidirectional promoter is able to express 
two divergent genes with approximately the same effi-
ciency, which plays an important role in the production 
of proteins consisting of two different subunits (e.g., 
monoclonal antibodies).

A novel means to increasing a target protein expres-
sion is artificial recruitment of effective transcription-
associated complexes to the promoter [40, 41]. For in-
stance, histone acetyltransferase p300 binds active 
enhancers and promoters and also participates in the 
stimulation of transcription [42]. Recruitment of p300 
to promoters significantly enhances efficiency in gen-
erating stable cell clones with a high level of a reporter 
gene expression [43]. It is worth mentioning that oppo-
site results have been obtained in similar experiments 
with the Brahma remodeling complex, which provides 
increased mobility of nucleosomes and is capable of 
positively/negatively regulating transcription depend-
ing on a particular gene.

In order to enhance reporter gene transcription and 
reduce transgene expression dependence on the sur-
rounding chromatin, strong cellular enhancers are used 
[44, 45]. One of the most frequently used enhancers is 
LCR (Locus Control Region), which controls the ex-
pression of human β-globin locus genes [46]. The main 
disadvantage of using enhancers for elevating trans-
gene expression is due to their specificity, i.e. the abil-
ity to function only in certain cell lines, which imposes 
certain restrictions on their use as a general regulatory 
element. The search for the enhancers most efficient 
in the cell lines that are used for the generation of 
proteins at an industrial scale seems to be a promising 
trend in this direction [47].
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PROSPECTIVE USE OF INSULATORS FOR 
ENHANCING THE EFFICIENCY OF TARGET GENE 
EXPRESSION IN PRODUCING CELL LINES
In order to increase the efficiency and stability of tar-
get protein expression, known insulators are used [41, 
48-51]. Insulators are regulatory elements that block 
interaction between the enhancer and promoter if in-
terposed between them [52, 53]. In addition, insulators 
do not directly affect an enhancer’s and promoter’s ac-
tivity, which means that the promoter can be activated 
by any other enhancer, and the enhancer, in its turn, is 
capable of activating any other promoter. In addition, 
some insulators can serve as boundary elements be-
tween transcriptionally active chromatin and hetero-
chromatin. The best-studied examples are insulators 
of fruit fly Drosophila and vertebrates. Initially, it was 
assumed that insulators determine the borders of tran-
scriptional domains within which gene expression does 
not depend on the negative effects of the surrounding 
genome [54, 55]. However, it has been later demonstrat-
ed that insulator proteins are considerably more flexi-
bly integrated into the gene regulatory system [52, 53].

Recently, certain insulator proteins have been shown 
to participate in the organization of specific, long-range 
interactions between distal regions of chromatin [56–
59]. Insulator proteins can support interactions between 
enhancers and promoters, boundaries of transcriptional 
domains which are usually located up to several hun-
dreds of kbp away [34, 60–62]. The obtained results 
allowed one to refer the class of insulator proteins to 
chromatin architectural proteins [32, 53].

To date, insulator architectural proteins (IAP) of 
Drosophila remain poorly described, which is largely 
due to the ease of generating transgenic lines of flies. 

The study of insulator properties in Drosophila trans-
genic lines showed that each insulator binds several 
IAP, which in turn determine the specificity of long-
range interactions [32, 53]. As a result, two identical 
insulators can provide sufficient specific ultra long-
distance interactions between regulatory elements in 
Drosophila transgenic lines [63, 64], which allowed re-
searcher to propose a model in which IAP associated 
with specific binding sites, comprising regulatory ele-
ments, create a code, which in turn determines how 
effective a long-range interaction established between 
these regulatory elements will be (Fig. 1A) [32].

Usually, transgenic Drosophila lines are obtained by 
injecting a vector that contains P element ends flanking 
the transgenic construct alongside the gene encoding 
transposase essential for construct integration into the 
genome [65]. Cases have been described of highly spe-
cific integration of the P element that includes an insu-
lator or a strong promoter into a certain genomic region 
containing the cognate endogenous regulatory element 
[66, 67]. Such highly specific integration of the P ele-
ment called homing can be explained by the recruit-
ment of IAP to the regulatory element that comprises 
the P element upon introduction of the construct into 
an embryo. This results in specific interaction between 
the P element and the cognate endogenous regulatory 
element, with further integration of transposon into a 
certain region at the chromosome (Fig. 1B).

Genome-wide studies of IAP-binding site distribu-
tion unambiguously demonstrated that insulators are 
not fixed boundaries between transcriptional domains 
[62, 68]. Two mechanisms of enhancer activity suppres-
sion by insulators have been described in Drosophila 
transgenic lines, cell cultures, and in vitro [53]. The first 

Fig.1. A – Model of establishing specific long-range interactions between regulatory elements. Several IAP (insulator ar-
chitectural proteins) bind with each element. As a result, two identical elements are capable of providing highly specific 
and efficient ultra long-range interactions between regulatory elements, but only weak contacts are formed upon partial 
overlap of IAP-binding sites in regulatory elements. Grey rectangles represent regulatory elements binding with IAP; 
colored ellipses depict combinations of IAP that specifically bind their own sites and interact with each other. B – Specif-
ic integration of a transgenic construct into a particular genomic region. The transgenic construct is presented as a circle. 
Black triangles correspond to P element end repeats; grey rectangle, –elements comprising a transgenic construct. 
Orange ellipses –regulatory elements that bind with IAP. Brown rectangle – a genome region

A B
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mechanism is based on the appearance of topological 
obstacles that block interactions between the enhancer 
and promoter. As a result of the formation of stable 
contacts between insulators, one of the interacting reg-
ulatory elements appears to be isolated in the indepen-
dent chromatin loop. Such a mechanism of insulator ac-
tion was found using artificial insulators that contained 
binding sites for proteins capable of effective interac-
tion with each other and formation of stable chromatin 
loops [69, 70], and using transgenic lines of Drosophila 
[71]. This mechanism manifests itself effectively only 
in the case when insulators are immediately adjacent 
to the suppressed elements (enhancers and promoters). 
When the size of the chromatin loop formed by insu-
lators is larger, such an enhancer blockage pathway 
is not utilized [72].The second, more common, mecha-
nism is based on the establishment of direct contacts 
between the proteins associated with the insulator and 
enhancer-promoter complex. For example, it has been 
demonstrated in transgenic lines of Drosophila that 
insulators may directly interact with promoters and 
enhancers [71, 73]. In such a case, when the insulator 
is located between the enhancer and promoter, insula-
tor proteins interfere with the establishment of proper 
contacts between the transcriptional complexes assem-
bled at the enhancer and promoter, which leads to par-
tial or complete inability of the enhancer to stimulate 
transcription from the promoter.

The mechanisms that determine the barrier func-
tion of insulators have been described in detail in Dro-
sophila and mammals. In particular, it was found that 
IAP help to recruit the protein complexes responsible 
for nucleosome remodeling and modification to insula-
tors [74-78], resulting in the formation of open chroma-
tin zones. At the same time, some insulators can recruit 
the protein complexes directly involved in transcription 
stimulation [75]. Due to the formation of nucleosome-
free DNA regions and recruitment of transcriptional 
complexes, insulators suppress the spread of repressive 
chromatin, which, nevertheless, does not exclude the 
possibility of direct interaction between insulators and 
silencers initiating heterochromatization.

To date, only a single DNA-binding insulator pro-
tein, CTCF, has been described in vertebrates [79, 80], 
which is probably due to the absence of convenient 
model systems for the study of insulators. CTCF is ca-
pable of supporting long-range interactions between 
distal areas of chromatin [60, 79–81]. Thus, CTCF is the 
first architectural protein characterized in a mammali-
an genome [32, 80].

Except for their key role in the formation of chroma-
tin architecture, CTCF protein domains remain poor-
ly studied and the mechanism of CTCF performance 
in maintaining long-range interactions has not been 

characterized yet. The main part of the protein con-
sists of 11 C2H2-type zinc fingers (ZF), with only four 
of them (4th to 7th) being essential for the recognition 
of the core DNA motif [82]. The remaining zinc fingers 
seem to recognize the specific nucleotide sequences 
stabilizing CTCF association with DNA. The most log-
ical suggestion is that a protein supporting long-range 
interactions is capable of effective di- and multimeri-
zation. Indeed, CTCF has been shown to be able to ho-
modimerize; however, the domain responsible for this 
activity has not been identified yet [83]. Evidence has 
been obtained that the C-terminal domain of CTCF also 
interacts directly with its own zinc fingers [84]. Howev-
er, such interaction cannot be highly specific, because 
CTCF zinc fingers bind many other transcription fac-
tors, as well: CHD8, Sin3A, and YB-1 [85-87]. 

The cohesin complex, which associates directly with 
CTCF [90], is suggested to play a significant role in 
the organization of long-range interactions [60, 80, 88, 
89]. The cohesin complex is recruited to chromatin by 
CTCF and facilitates the formation of long-range in-
teractions between CTCF genomic sites. This model is 
consistent with genome-wide studies demonstrating a 
high degree of colocalization of CTCF and cohesin sub-
units [91, 92]. However, a very slight decrease in bind-
ing of cohesins to chromatin has been shown in experi-
ments on CTCF inactivation, suggesting the implication 
of other transcription factors in the recruitment of the 
cohesin complex at chromatin [92-94]. Moreover, in-
activation of CTCF and cohesins leads to various dis-
ruptions of the chromatin architecture [95, 96], which 
can be attributed to independent functioning of these 
proteins.

The most well-studied vertebrate insulator, HS4, 
consisting of 1,200 bp and located at the 5’-end of the 
chick β-globin locus, is used in biotechnology (Fig. 2) 
[97, 98]. A core region of 250 bp has been found in this 
insulator, which exhibits the activity of the complete 
insulator and contains five fragments (FI, FII, FIII, 
FIV, FV), each of which has its own functional value. 
A site that binds CTCF, which is necessary and suf-
ficient for the manifestation of the enhancer-blocking 
activity of HS4, has been identified in the FII region 
of the insulator [99]. Proteins USF1 and USF2, which 
bind as heterodimers to the FIV region, are responsible 
for boundary formation between active chromatin and 
heterochromatin [100]. USF has been shown to recruit 
the protein complexes responsible for modification of 
the histones associated with transcription stimulation 
[100, 101]. The protein BGP1/Vezf1, which possesses a 
DNA-binding domain consisting of zinc fingers, associ-
ates with other regions of the HS4 insulator (FI, FIII, 
FV) [102]. The protein BGP1/Vezf1 protects GC-rich 
regions of the insulator from methylation, which af-
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fects the recruitment of insulator proteins to DNA and, 
therefore, results in insulator inactivation. According to 
the existing model, BGP1/Vezf1 terminates weak tran-
scription from the region of heterochromatin, which 
may play an important role in protection of the β-globin 
locus from the spread of inactive chromatin [103].

Since its discovery, insulator HS4 has been actively 
utilized for transgene expression in mammalian cell 
cultures [98]. Two complete copies of HS4 have been in-
tegrated into a vector for producing transgenic animals 
expressing a target protein in milk [104]. It was demon-
strated that the insulator substantially enhances the 
expression of target proteins, but it has no significant 
affect on the specificity of transgene expression only in 
the mammary gland, and does not provide a direct cor-
relation between the copy number of the construct and 
the level of target protein production [105].

Most effectively, HS4 insulator can be applied in 
vectors that for some reason have a limited size. Thus, 
a full-size 1.2 kbp insulator significantly reduces the ef-
ficiency of cellular transformation with lentiviral vec-
tors (probably due to the limitations imposed on the size 
of the viral particle). Therefore, HS4-duplicated core 
element of 250 bp, which contains the binding sites of 
all the identified transcription factors required for the 
manifestation of insulator activity, is used in vectors of 
this class [98, 106]. Insulators are also successfully used 
for protecting reporter gene expression in vectors de-
signed based on mobile elements [51] and retroviruses 
[107].

Despite the examples of successful use of a 1.2-kbp 
HS4 insulator or its core region [98, 108], abundant data 
have been obtained showing that HS4 does not have a 

positive effect on target gene expression. This can be ex-
plained by the fact that the cell cultures that were used 
in the experiments differed significantly in the set of 
transcription factors that bind with the HS4 insulator.

In conclusion, the following basic mechanisms 
for the protection of transgene expression using the 
HS4 insulator can be put forth: 1) formation of a nu-
cleosome-free DNA region that can disrupt the line-
ar spread of heterochromatin; and 2) recruitment of 
protein complexes that enhance nucleosome mobility, 
modify histones, stimulate transcription, protect CpG-
sites from methylation, and terminate weak transcrip-
tion. It has not been determined yet whether the HS4 
insulator is capable of guiding construct integration 
into transcriptionally active chromatin zones and di-
rectly interacting with the target gene promoter for 
further transcription stimulation. Apparently, the 
main disadvantage of HS4 and other insulators is the 
dependence of their activity on the set of particular 
transcription factors expressed in the cell line.

ENHANCING TRANSGENE EXPRESSION USING 
A/T-RICH SEQUENCES ASSOCIATED WITH 
NUCLEAR MATRIX PROTEINS (S/MAR)
In order to enhance transformation efficiency and im-
prove the stability of transgene expression, sequenc-
es of 300-5,000 bp, usually A/T-rich, which interact 
with a fraction of the nuclear matrix (S/MAR, scaffold 
matrix attachment region), as shown in experiments 
in vitro, have been widely used from the beginning of 
the 90s [108-110]. S/MAR regions possess a number of 
distinctive properties: they are A/T-rich regions, sensi-
tive to DNase I, and potentially tend to form left-hand-

Fig.2. Schematic representation of β-globin locus and adjacent sequences . Designations ρ, βH, βA, ε correspond to the 
genes β-globin locus; FR – folate receptor gene; OR – olfactory receptor gene. Arrows indicate the direction of gene 
transcription. HSA, 5’HS4, 3’HS – insulators; LCR, βA/ε – enhancers of β-globin locus. Insulator HS4 is represented 
schematically in detail. FI, FIII, FV –binding sites for protein Vezf1/BGP1. FII and FIV – protein CTCF- and heterodimer 
USF1/2-binding sites, respectively
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ed helix and triplex structures [111, 112]. It is assumed 
that it is the A/T-rich composition of these elements 
which leads to the destabilization of the double helix 
and ability of MAR to generate areas rich in various 
secondary structures [113, 114].

Based on the characteristics of the secondary struc-
ture, there is about an order of 50,000 elements pre-
dicted for the human genome that supposedly share 
the properties of S/MAR [115, 116]. A total of 1,500 re-
gions that have the most relevant characteristics of S/
MAR have been selected from this pool. Only several 
of them turned out to share a high level of homology 
with mouse orthologs, implying that the nucleotide se-
quence of S/MAR regions lacks distinctive, conserved 
elements.

The structure of S/MAR elements indicates that 
they might serve as recombination hotspots. Indeed, 
it was shown that disruption sites that occur due to in-
versions associated with human diseases are often lo-
calized in S/MAR-elements [117, 118], and integration 
of retroviruses into the genome occurs in close vicinity 
to S/MAR at a high frequency [119, 120]. According to 
some reports, S/MARs participate in the regulation of 
DNA replication [121-123]. It was found that S/MAR 
elements enhance transgene expression and reduce 
expression variability during the generation of stable 
cell lines [41, 124]. Expression of a gene surrounded by 
S/MAR elements has been experimentally established 
to be proportional to the gene copy number [125]. It is 
assumed that S/MAR elements can be functionally re-
garded as insulators that protect transgene expression 
from the positive/negative effects of the surrounding 
chromatin. 

Initially, it was thought that lamina are a major com-
ponent of nuclear matrix proteins [126]. Later, many 
other additional proteins, including transcription fac-
tors, were found in the nuclear matrix [127]. S/MAR 
often contain the binding sites of such transcription 
factors as SATB1, Fast1, CEBP, SAF-A, and SAF-B 
(proteins that preferentially bind to A/T-rich regions), 
NMP4 (matrix protein), CTCF and Hox family proteins 
[83, 116, 128-131]. Topoisomerase II also predominantly 
associates with A/T-rich regions within S/MAR [132-
134]. Reduced density of nucleosome distribution in 
S/MAR elements and increased concentration of his-
tone acetylation complexes is explained by the asso-
ciation of numerous transcription factors and ability of 
these elements to form secondary structures.

SATB1 is the most well-studied matrix protein in-
volved in many biological processes, such as differenti-
ation of T cells and epidermis [135–137]. SATB1 can be 
included in the class of architectural proteins capable 
of maintaining specific long-range interactions [135]. 
SATB1 forms homodimers and binds to A/T-rich se-

quences with two CUT domains and one C-terminal ho-
meobox. Apart from participation in chromatin domain 
formation, SATB1 recruits ASF1 (ATP-dependent fac-
tor involved in chromatin organization) and the ISWI 
complex (enhances nucleosome mobility) [128, 138].

SAF-A, another matrix protein, includes a DNA-
binding (SAF) and an RNA-binding (RGG) domain. It 
is interesting that Xist RNA, which regulates dosage 
compensation in mammals, also associates with the 
RGG domain. This interaction determines the localiza-
tion of Xist RNA on the X chromosome [139]. According 
to the existing model [140], SAF-A recruits Xist RNA to 
a S/MAR element located in the region of initiation of 
heterochromatin formation on the X chromosome. In-
teraction between the proteins SAF-A and SATB1 fur-
ther results in the formation of a loop between neigh-
boring S/MAR complexes, which ultimately leads to 
the spread of Xist RNA on chromosome X and its sub-
sequent inactivation.

According to the most commonly used model, 
S/MAR elements interact with the proteins of the nu-
clear skeleton (matrix proteins), resulting in the forma-
tion of chromatin loops where S/MAR serves as a core 
element [141]. Genes located within a chromatin loop 
formed by S/MAR are assumed to be protected from 
the negative influence of the surrounding chromatin 
[109]. Nevertheless, the structure of the nuclear matrix 
and role of S/MAR in the organization of the chromo-
some architecture still remain elusive. According to re-
cent concepts, the matrix presents labile conglomerates 
of proteins, which transiently interact with S/MAR 
protein complexes comprising the chromosomes [141].

Despite the lack of understanding of the mechanisms 
underlying S/MAR action, abundant experimental 
data has been obtained demonstrating the effectiveness 
of using these elements for enhancing the expression of 
target proteins in mammalian cell cultures [142]. For 
example, S/MAR of the lysozyme gene from the chick-
en egg causes a 5- to 10-fold increase in the level of 
monoclonal antibody expression in CHO cells [109, 143]. 
Later, other, more effective mammalian S/MARs were 
characterized [144]. S/MARs have been successfully 
used to increase the expression level of erythropoietin, 
as well as human growth factor TGF-β receptor type II 
[108]. Furthermore, S/MAR appears to function both 
within viral vectors [145] and vectors designed based 
on transposable elements [146]. S/MAR effectively 
protects transgene expression from repression (barrier 
activity) and also supports a higher level of transcrip-
tion from promoters within expression vectors (stimu-
latory activity) [144]. Several S/MARs are capable of 
increasing the efficacy of vector construct integration 
into chromosomes [147, 148]. Moreover, S/MAR pro-
teins are able to provide integration of new additional 



22 | ACTA NATURAE |   VOL. 7  № 3 (26)  2015

REVIEWS

copies of the vector construct in a region already con-
taining integrated construct copies. The best possible 
explanation for such a characteristic of S/MAR is that 
the interaction between architectural proteins (such 
as SAF-A and SATB1) provides a contact between 
S/MAR copies located in the genome and plasmid (an-
alogue of the homing phenomenon in Drosophila men-
tioned above). Apparently, the increased recombination 
activity provided by S/MAR elements enhances the 
efficiency of transgene integration into specific regions 
of the genome. Thus, the positive impact of S/MAR on 
transgene expression might be largely determined by 
directed integration of a vector construct into normally 
transcriptionally active S/MAR-containing areas. This 
implication is consistent with the finding that many 
of the studied S/MARs have a positive influence on 
gene expression only when integrated into the genome 
[125, 144]. In order to increase the amplification rate of 
a construct in cell clones, S/MAR was combined with 
the mammalian replication initiation region [149, 150]. 
Treatment of primary transfectants with MTX enabled 
to achieve large-scale amplification of a construct in 
cell clones, which led to a stable multifold increase in 
the production of the target protein [150].

In conclusion, it can be stated that S/MAR present 
regulatory elements that are less studied than insula-
tors. The most probable mechanisms of S/MAR action 
in enhancing transgene expression are 1) site-specific 
integration of S/MAR-bearing constructs into the re-
gions of transcriptionally active chromatin and am-
plification of the copy number of the integrated con-
struct, 2) association with S/MAR complex elements 
that guide transcriptionally active chromatin zones and 
thus suppress the spread of heterochromatin, and 3) 
immediate promoter activation by transcription factors 
that directly bind to S/MAR.

ENHANCING TRANSGENE EXPRESSION IN CELL 
CULTURES BY REGULATORY ELEMENTS BEARING A 
STRONG PROMOTER OF HOUSEKEEPING GENES
Between 2000 and 2002, a small company named Co-
braTherapeutics developed a technological platform 
based on regulatory elements isolated from housekeep-
ing genes, which are actively transcribed at all stages of 
development and in all cells of an organism, for obtain-
ing efficient cell lines producing recombinant proteins 
[45]. These regulatory elements were named ubiquitous 
chromatin opening elements (UCOE) since the promoter 
regions of the actively transcribed genes are character-
ized by a low density of nucleosomes, which is due to the 
presence of DNA-binding TF stimulating transcription. 
The best characterized UCOE are DNA regions that 
contain a pair of divergent gene promoters, HNRPA2B1 
and CBX3 or TBP and PSNB1, which are actively tran-

scribed in all cells of an organism [151]. The first exper-
iments used large regulatory elements of 12-16 kbp, 
which significantly increased the percentage of trans-
fected cells and provided high-level and stable trans-
gene expression for a long cultivation period [151, 152]. 
Thus, UCOE causes a 16-fold increase in the efficiency 
of the CMV promoter, which is highly susceptible to in-
hibition by RNA interference and methylation of CpG 
regions [152, 153]. It was shown that UCOE can main-
tain a high expression level of a transgene integrated 
into pericentromeric heterochromatin. UCOE are also 
effective as part of lentiviral vectors [154-159]. It can be 
assumed that UCOE are bound by transcription factors 
that recruit the complexes preventing methylation of 
CpG repeats and forming chromatin areas with reduced 
nucleosome density in the promoter regions comprising 
lentiviral vectors [155, 160].

It should be noted that, unlike other regulatory ele-
ments such as LCR and enhancers, which exhibit pro-
nounced cell specificity, promoters of housekeeping 
genes can function effectively in various cell lines. In 
experiments with various UCOE that were reduced 
in size in order to assess the possibility of using UCOE 
in expression vectors, more compact-size variants of 
UCOE (1.5 to 3 kbp) have been obtained. Such trun-
cated elements completely retain their activity during 
the generation of high-producing cell lines [152].

UCOE actively participate in the process of tran-
scriptional regulation, which implies the existence of 
direct interactions between the promoter regulatory 
elements responsible for the expression of the reporter 
gene located in the vector and the transcription factors 
associated with UCOE. Therefore, UCOE can effective-
ly act only on certain promoters and the functional ac-
tivity of these promoters does not manifest itself in cell 
lines [161]. Some studies have demonstrated that UCOE 
themselves can be used as promoters for providing sta-
ble expression of a reporter gene [162]. However, con-
tribution in transgene expression of the transcription 
initiated from promoters comprising UCOE is ambigu-
ous, and its role remains elusive. In particular, there are 
experimental data showing that UCOE do not always 
effectively enhance the expression of a target protein 
in CHO cells [162, 163]. Negative results obtained using 
UCOE can be explained by the fact that strong promot-
ers comprising UCOE induce transcription that in some 
cases is capable of triggering RNA interference and/or 
recruiting repressive complexes to the promoter that 
transcribes the reporter gene.

It was also demonstrated that a combination of 
two strong promoters may in some cases facilitate the 
generation of stable cell lines and enhance transgene 
expression [164]. Analysis of various combinations of 
two of the promoters CMV, SV40, RPL32, EF1-α and 
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β-actin showed that only the RPL32 promoter, inte-
grated before any other of the studied promoters, can 
significantly increase the efficiency of stable cell clone 
selection. It is worth mentioning that the direction of 
the RPL32 promoter should coincide with the direction 
of the promoter responsible for reporter gene expres-
sion, and core elements of the RPL32 promoter in this 
case are essential components of the system for provid-
ing a stimulating effect.

In general, combining strong promoters is a prom-
ising way to improve the efficiency of generating cell 
clones producing a target protein. Strong promoters 
bearing a combination of enhancer and core promot-
er recruit protein complexes, which in turn support a 
transcriptionally active state of chromatin. According 
to the data of genome-wide studies, promoters act as 
effective boundaries that are able to protect genome 
areas against the spread of repressive chromatin re-
gions [165, 166].Transcription factors that bind to prop-
erly matched promoter pairs can mutually reinforce 
each other’s activities. Apparently, the use of some pro-
moters can provide advantageous integration of a con-
struct into certain chromosome areas with the highest 
levels of transcription. A more complete understanding 
of the mechanisms of transcription activation will fur-
ther allow researchers to modify promoters in order 
to improve their performance when using them in ex-
pression systems.

ENHANCING THE TRANSGENE EXPRESSION LEVEL 
IN CELL CULTURES BY REGULATORY ELEMENTS 
PROTECTING FROM НP1-DEPENDENT REPRESSION
The Chromagenic company has developed a technolog-
ical platform based on a test-system which effectively 
allows the identification of regulatory elements capa-
ble of suppressing the spread of heterochromatin are-
as [45]. The test-system is based on the recruitment of 
the HP1 protein, which is responsible for heterochro-
matin formation, to a plasmid using the DNA-binding 
domain of the Lex protein [167]. The chimeric protein 
HP1-Lex binds to Lex-specific sites on the plasmid 
and recruits other components of the heterochroma-

tin complex, which launches the inactivation of the 
adjacent promoter. This results in repression of zeoR, 
which is responsible for resistance to the antibiotic Ze-
ocin, and the death of transfected cells when cultured 
in a selective medium with the addition of Zeocin. The 
screening aimed at detecting DNA fragments, integra-
tion of which between Lex binding sites and the zeoR 
promoter protects the promoter from HP1-dependent 
repression, enabled to find a series of regulatory ele-
ments 500 to 2,000 bp in length called antirepressors 
(STAR). Other known regulatory elements such as the 
insulator HS4, MAR, and UCOE lack that ability. A 
comparative analysis of various regulatory elements 
[168] has shown that STAR elements are most effective 
when using them for generating high-producing CHO 
cell lines. However, the mechanism of STAR element 
action remains unexplored. There is still no evidence on 
what transcription factors bind with elements of this 
class and provide them with functional activity.

CONCLUSION
To date, no universal regulatory element with a clear 
mechanism of action has been found that can be effec-
tively used in all types of vector constructs designed 
to generate cell lines producing various proteins at a 
high level. This is largely due to the complexity of the 
mechanisms that regulate promoter activity and also 
the absence of actual evidence on the original concepts 
of strict organization of genes with the same expres-
sion profile into transcriptional domains surrounded by 
special regulatory elements from a class of insulators 
or S/MAR. Clearly, some mechanisms must exist that 
suppress excessive transcription even for the strong-
est promoters. RNA interference is one of such mecha-
nisms. It is possible that a detailed understanding of the 
mechanisms of transcription activation and suppression 
will lead to the development of artificial promoters that 
allow researchers to obtain stable high levels of target 
gene expression in transgenic systems.  

The work was supported by the Russian Scientific 
Fund (grant № 14-24-00166).
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ABSTRACT The poly (ADP-ribose) polymerase 1 (PARP1) enzyme is one of the promising molecular targets for 
the discovery of antitumor drugs. PARP1 is a common nuclear protein (1–2 million molecules per cell) serving 
as a “sensor” for DNA strand breaks. Increased PARP1 expression is sometimes observed in melanomas, breast 
cancer, lung cancer, and other neoplastic diseases. The PARP1 expression level is a prognostic indicator and is 
associated with a poor survival prognosis. There is evidence that high PARP1 expression and treatment-resist-
ance of tumors are correlated. PARP1 inhibitors are promising antitumor agents, since they act as chemo- and 
radiosensitizers in the conventional therapy of malignant tumors. Furthermore, PARP1 inhibitors can be used as 
independent, effective drugs against tumors with broken DNA repair mechanisms. Currently, third-generation 
PARP1 inhibitors are being developed, many of which are undergoing Phase II clinical trials. In this review, we 
focus on the properties and features of the PARP1 inhibitors identified in preclinical and clinical trials. We also 
describe some problems associated with the application of PARP1 inhibitors. The possibility of developing new 
PARP1 inhibitors aimed at DNA binding and transcriptional activity rather than the catalytic domain of the 
protein is discussed.
KEYWORDS PARP1 inhibitors, poly (ADP-ribose) polymerase 1, antitumor agents.
ABBREVIATIONS PARP1 – poly (ADP-ribose) polymerase 1; BER – base excision repair; NER – nucleotide excision 
repair; MMR – mismatch repair; HR –homologous recombination; NHEJ –non-homologous end joining; SSB – 
single-strand break; DSB – double-strand break; TMZ – temozolomide; Topo I – topoisomerase 1; CT – clinical 
trial; PLD – potentially lethal damage.

INTRODUCTION
Modern drug discovery and design are based on mo-
lecular targeting. The poly (ADP-ribose) polymerase 
1 (PARP1) enzyme is one of the targets used in anti-
cancer drug design. It is involved in many cellular 
processes, from DNA repair to cell death [1]. Recent-
ly, recognition of DNA breaks by the PARP1 enzyme 
was demonstrated to be one of the earliest events that 
occur upon DNA damage. Once DNA strand breaks oc-
cur, in particular due to alkylating agents and radia-
tion, PARP1 binds to the break sites using the so-called 
“zinc fingers” located in the DNA-binding domain of 
PARP1 and simultaneously synthesizes oligo-(ADP-ri-
bose) or poly-(ADP-ribose) chains, which are covalent-
ly bound to various acceptor proteins or the PARP1 
molecule, by transferring an ADP-ribose moiety from 
NAD+. This leads to chromatin decondensation at the 
break site, facilitating access for repair enzymes. Modi-
fied poly-(ADP-ribosyl)ated chromatin proteins attract 
chromatin remodeling factors. One of the key mecha-
nisms of PARP1-dependent decondensation is based on 
the fact that an activated PARP1 facilitates the remov-
al of the H1 linker histone from transcription initiation 
sites. Removal of H1 leads to chromatin decondensa-

tion, which allows repair enzymes to attack the dam-
aged DNA sites. It should be noted that DNA repair 
with active involvement of PARP1 occurs only upon 
minimal genotoxic damage. Stronger damage triggers 
apoptosis, while more extensive DNA damage results in 
overactivation of PARP, leading to cell necrosis.

There is abundant data on the involvement of 
PARP1 in carcinogenesis. Loss of PARP1 leads to dis-
turbances in the DNA repair process and inhibition 
of the transcription of several genes involved in DNA 
replication and cell cycle regulation. Underexpression 
of PARPI leads to genome shuffling and chromosomal 
abnormalities and may contribute to overall genome 
instability. At the same time, increased PARP1 ex-
pression is observed in melanomas and lung and breast 
tumors [2–7]. In this case, the increased expression is 
considered to be a prognostic feature associated with a 
poor survival prognosis [8]. A high level of PARP1 ex-
pression was shown to correlate with a more aggressive 
phenotype of breast cancers (BCs) (estrogen-negative 
BC) [9]. PARP1 expression may correlate with tumor 
resistance to therapy [10]. This higher “malignancy” is 
apparently due to the fact that the increased PARP1 
expression facilitates damaged DNA repair and, there-
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by, overcoming the genetic instability characteristic of 
transformed cells.

There are various mechanisms of the pro-tumor ac-
tivity of PARP1. In some cases, they are mediated by 
various tumor-associated transcription factors. Car-
cinogenesis can be caused by PARP1-dependent de-
regulation of the factors involved in the cell cycle and 
mitosis, as well as the factors regulating the expression 
of the genes associated with the initiation and develop-
ment of tumors [11]. The relationship between PARP1 
and the NF-kB factor has been revealed. PARP1 was 
found to co-regulate the NF-kB activity and lead to 
increased secretion of pro-metastatic cytokines. The 
NF-kB signaling cascade is known to be essential for 
tumor growth [12]. Inhibition of PARP1 disables a pro-
invasive phenotype [13, 14]. PARP1 is known to control 
the expression of heat shock protein 70 (HSP70) [15, 
16], which significantly contributes to the survival of 
tumor cells and their resistance to antitumor agents 
[17]. PARP1 interacts with the p21 protein, which 
controls the cell cycle. This may also promote a tumor 
phenotype [18]. The p21 protein directly interacts with 
PARP1 during DNA repair, and p21 knockdown leads 
to an increased enzymatic activity of PARP1. Expres-
sion of p21 in tumors is often suppressed due to p53 
regulation [19], which may explain the possible role of 
PARP1 in carcinogenesis. PARP1 was also found to be 
involved in the hormone-dependent regulation of car-
cinogenesis. In prostate cancer cells expressing the an-
drogen receptor (AR), PARP1 is recruited to the sites of 
AR localization and stimulates AR activity [20]. Similar 
chromatin-dependent mechanisms with the participa-
tion of PARP1 are involved in the estrogen-dependent 
regulation of gene expression in breast cancer (BC).

Since PARP1 is a key enzyme regulating certain car-
cinogenic changes in the cell, it is regarded as an impor-
tant molecular target for designed antitumor agents 
and PARP1 inhibitors are considered to be promising 
anticancer drugs.

THE HISTORY OF PARP1 INHIBITOR DESIGN
Since the effect of radiation therapy and many chem-
otherapeutic approaches to cancer is determined by 

DNA damage, PARP1 inhibitors can be used to en-
hance conventional methods and act as chemosensitiz-
ers and radiosensitizers. In cells treated with anticancer 
agents, PARP1 inhibition suppresses the repair of po-
tentially lethal damage and may lead to the destruction 
of abnormal cells. Similarly, PARP1 inhibitors in some 
cases increase the efficacy of DNA-alkylating agents 
(e.g., Temozolomide) and topoisomerase I inhibitors 
(e.g., topotecan), as well as ionizing radiation. PARP1 
inhibitors are also effective in radiosensitization of tu-
mor cells. Along with the synergistic effect of PARP1 
inhibitors and other DNA-damaging antineoplastic 
agents, a direct toxic effect of PAPR1 inhibitors is ob-
served in some tumor cells.

The first generation of typical PARP1 inhibitors, 
nicotinamide analogues, was developed about 30 years 
ago based on observations that nicotinamide, a second 
product of the PARP1-catalyzed reaction, causes mod-
erate inhibition of the reaction (Fig. 1). In first-genera-

Fig. 1. Protein poly (ADP-ribosyl)ation reaction
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tion PARP1 inhibitors, the heterocyclic nitrogen atom 
at the third position was replaced by a carbon atom, 
which led to the development of a class of benzamide 
analogues [21]. Substitution at the third position led to 
improved drug solubility (Fig. 2). Investigation of the 
activity of 3-substituted benzamides (e.g., 3-aminoben-
zamide, 3-AB) provided a better understanding of the 
PARP1 function. These drugs turned out to have a cy-
totoxic effect on tumor cells when used concomitantly 
with genotoxic stress agents [22]. Despite the encour-
aging results in the investigation of first-generation 
PARP1 inhibitors, benzamides proved ineffective in 
practice. In preclinical trials in cell cultures, they had to 
be used at millimolar concentrations, which made them 
inappropriate for trials in animals. Furthermore, ben-
zamides inhibited other cellular pathways [23]. Nev-
ertheless, they provided the basis for developing more 
effective drugs. Virtually all currently used PARP1 in-
hibitors comprise the nicotinamide/benzamide phar-
macophore group.

In the 1990s, more effective second-generation 
PARP1 inhibitors were developed based on quinazoline 
analogues (in particular, 1,5-dihydroisoquinoline). This 
group of compounds includes isoquinolines, quinazolin-
ediones, phthalazinones, and phenanthridinones. Sec-
ond-generation PARP1 inhibitors were more effective 

and target-specific [24]. Some of these compounds be-
came the basis for further development of various drug 
groups (Fig. 3). In particular, the production of phenan-
thridinones led to the development of PJ-34, which was 
further used in clinical trials (CTs) [25]. An alternative 
approach (chemical synthesis based on the analysis of 
the structure and activity relationship, SAR) led to the 
identification of 3,4-dihydro-5-methyl-1-[2H]-isoquin-
olinone (PD128763) and 8-hydroxy-2-methylquinazo-
lin-4-[3H]-one (NU1025). Both of these compounds are 
~50 times more effective PARP1 inhibitors than 3-AB.

Later on, more potent inhibitors were developed on 
the analogy with existing ones. All of them contained a 
carboxamide group of the benzamide pharmacophore 
in the second aromatic ring. This was the modification 
that proved crucial for increasing the activity of inhib-
itors. The reasons explaining the relationship between 
these structural features and the increased activity 
became apparent after structural studies. Crystalliza-
tion of PARP1 inhibitors showed that the carboxamide 
group forms several important hydrogen bonds with 
Ser904-OG and Gly863-N in the catalytic domain of 
PARP1, which improves the interaction between the 
heterocycle of these inhibitors and the protein [26]. In 
this case, the amide group of more effective inhibitors 
(PD128763, 4ANI, and NU1025) is restricted in the het-

Fig. 3. Second-gen-
eration inhibitors. 
A nicotinamide phar-
macophore group is 
shown in red
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ever, the appearance of damages causes its immediate 
and significant (up to 500 times) activation. PARP1 finds 
DNA breaks, acting as a sensor and providing a rapid 
recruitment of repair proteins to the break site. PARP1 
controls several DNA repair pathways, including base 
excision repair (BER), nucleotide excision repair (NER), 
mismatch repair (MMR), and repair of double-strand 
breaks through homologous recombination (HR) and 
non-homologous end-joining (NHEJ) [39].

Inhibition of PARP leads to inactivation of the re-
pair system and retention of spontaneous single-strand 
breaks (SSBs) (Fig. 5A), which may induce the sub-
sequent formation of double-strand DNA breaks 
(DSBs). DSBs can be repaired in two ways, either by 
“error-free DNA repair” using HR, or by repair with 
possible replacement of the nucleotides in a sequence 
by NHEJ [40, 41]. In some tumor cells with disruption in 
the homologous recombination system (e.g., BRCA-mu-
tated cells), the NHEJ system can be turned on. How-
ever, the use of NHEJ in these tumors leads to destabi-
lization of the genome and, eventually, cell death due to 
rapid accumulation of genetic errors [42–44].

In 2005, there was a breakthrough in the research 
of PARR1 inhibitors. Two independent groups of re-
searchers demonstrated that BRCA1- and BRCA2-de-
ficient cell lines are sensitive to the direct action of 
PARP inhibitors. It was the first evidence that PARP1 

Fig. 4. Struc-
tures of 
third-generation 
PARP1 inhibi-
tors. A nicotina-
mide pharma-
cophore group 
is shown in red Rucaparib

     Niraparib

Veliparib Olaparib
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erocyclic ring. The significance of aromatic (π-π) inter-
actions between a phenolic group of PARP1 inhibitors 
and a phenolic group of Tyr907 of the PARP1 protein 
was also revealed. On the basis of the structural analy-
sis of NU1085 binding, several tricyclic lactam indoles 
and benzimidazoles were developed in which a carbox-
amide group was introduced in a favorable orientation 
by its inclusion into a 7-membered ring [27–30]. These 
compounds (for example, AG14361) are capable of 
forming crucial hydrogen bonds with Gly863, Ser904, 
and Glu988 of the PARP1 protein [31].

Further search led to the development of more 
potent third-generation PARP inhibitors, the first 
characterized representative of which was rucaparib 
(K

i
 = 1.4 nM) [32]. At present, a number of benzimida-

zole-based PAPP1 inhibitors of the third generation 
have been synthesized. Many of them (e.g., rucapar-
ib, iniparib, olaparib, veliparib, niraparib, talazoparib, 
CEP-9722, and E7016) are currently undergoing clini-
cal trials (see reviews [33–38], Fig. 4, table).

MECHANISMS OF ACTION OF PARP1 
INHIBITORS: DIRECT ANTITUMOR ACTION
PARP1 inhibition leads to failure of DNA repair. PARP1 
is known to bind to single-strand and double-strand 
DNA breaks in response to DNA damage [39]. In the ab-
sence of damage, the PARP1 activity is minimal. How-
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inhibitors can act as independent remedies in the case 
of tumors in which certain DNA repair pathways 
are disrupted [45, 46]. The tumor-associated BRCA1 
gene is known to play an important role in the repair 
of double-strand breaks through the HR mechanism. 
BRCA1-deficient cells are characterized by less effec-
tive HR, and DNA repair in these cells mainly occurs 
via the BER system. BRCA2 interacts with the RAD51 
protein and also plays a significant role in HR. Cells 
with mutations in the BRCA2 region responsible for 
binding to RAD51 exhibit hypersensitivity to DNA 
damage and chromosomal instability [47]. For example, 
10–15% of serious ovarian cancers are hereditary and 

caused by a mutation in the BRCA1 or BRCA2 gene. 
HR repair defects arising from mutations in RAD51, 
DSS1, RPA1, or CHK1 were shown to cause increased 
sensitivity of cells to PARP1 inhibition [48]. In the case 
of homologous recombination deficiency, inhibition of 
DNA damage repair leads to cell death due to the ina-
bility to fix all DNA damage.

The direct action of PARP1 inhibitors on tumor cells 
may also be explained by another mechanism. Because 
of inhibitor action, PARP1 is believed to remain bound 
to damaged DNA, and, therefore, it cannot dissociate 
from the DNA and “clear” the area for PARP1-de-
pendent repair enzymes (Fig. 5B).

A

DNA damage

Single-strand break

Inhibition or deletion  
of PARP

Repair

Repair
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to a double-strand 
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Fig. 5. Direct cytotoxic effect of PARP1 inhibitors. A – inhibition of PARP1 leads to inactivation of a repair system and 
preservation of spontaneously occurring single-strand breaks (SSBs), which causes formation of double-strand breaks. 
B – because of the action of PARP1 inhibitors, PARP1 remains bound to damaged DNA and, thus, cannot dissociate 
from it and clear the area for PARP1-dependent repair enzymes. C – in the presence of PARP inhibitors, mutant BRCA1 
is less accumulated at the DNA damage site, D – when double-strand breaks occur in HR-deficient cells, another NHEJ 
system is activated. As a result, repair errors occur that can lead to genomic instability and cell death
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The third model of the direct action of PARP1 inhib-
itors is based on the observations of Li and Yu [49], who 
showed that mutant BRCA1 is less accumulated at the 
DNA damage site in the presence of PARP1 inhibitors 
(Fig. 5C).

A fourth model of the direct action of PARP1 inhibi-
tors (Fig. 5D) was also proposed. According to this mod-
el, double-strand breaks in HR-deficient cells result in 
activation of another NHEJ system [44]. As previously 
shown, key proteins in this system (Ku70, Ku80, and 
DNA-PKcs) have PARP1-binding motifs and can be 
controlled via ADP-ribosylation [50, 51].

In clinical studies, olaparib monotherapy resulted 
in inhibition of tumors with mutations in BRCA1 or 
BRCA2 (breast cancer and ovarian cancer) [52, 53]. In 
this case, BRCA1- or BRCA2-deficient cells were 57 
or 133 times more sensitive to PARP1 inhibition, re-
spectively [46]. However, the efficacy of this therapy 
was low; a positive response was observed in less than 
50% of patients [54]. Therefore, it is very important to 
correctly identify the prognostic markers of PARP1 in-

hibitor therapy. Mutations in the RAD51, NBS1, ATM, 
ATR, Chk1, Chk2, Rad54, FANCD2, FANCA, 53BP1, 
PALB2, FANCC, and PTEN genes may serve these 
markers [39, 55–59].

Terminal mutations of the BRCA1 or BRCA2 gene 
in tumor cells lead to defects in the homologous DNA 
recombination system whose normal activity involves 
both BRCA proteins. In this case, tumor cells become 
extremely dependent on one of the five other repair 
systems, with PARP1 being involved in each of them. 
In the case of homologous recombination deficiency, 
PARP1 inhibition leads to cell apoptosis because of the 
impossibility to repair all DNA damage. This process is 
called “synthetic lethality.” Several studies have shown 

Fig. 6. The structure of iniparib

Iniparib

Table. Clinical trials of PARP1 inhibitors. Data were borrowed from reviews [42, 43]

Name Therapy Tumors CT phase
Rucaparib AG014699 Monotherapy BRCA mutant lung cancer, ovarian cancer 2

Rucaparib +temozolomide Solid tumors, melanoma 2
Rucaparib +carboplatin Solid tumors 1
Olaparib Monotherapy Solid tumors, BRCA, TNBC/HGSOC carriers 2
Olaparib +topotecan Solid tumors 1
Olaparib +dacarbazine Solid tumors 1
Olaparib +bevacizumab Solid tumors 1
Olaparib +paclitaxel Ovarian Cancer 2
Olaparib +paclitaxel Stomach cancer 2
Olaparib +cisplatin Solid tumors 1

Veliparib ABT-888 Monotherapy Solid tumors 1
Veliparib +topotecan Solid tumors 1
Veliparib +carboplatin Solid tumors 1
Veliparib +temozolomide Solid tumors, liver tumors, prostate cancer 2
Veliparib +cyclophosphamide Solid tumors and lymphomas 2
INO-1001 +temozolomide Melanoma 1
МK4827 Monotherapy Solid tumors and lymphoma 2
MK4827 +temozolomide Ovarian cancer/glioblastoma 1
MK4827 +doxorubicin Ovarian cancer/glioblastoma 1

CEP-9722 Monotherapy Solid tumors 1
CEP-9722 +temozolomide Lymphomas 1
BMN-673 Monotherapy Solid tumors 1

Iniparib (BSI-201) +gemcitabine
+carboplatin mTNBC 2

Iniparib +gemcitabine
+cisplatin Lung cancer 2

Iniparib +gemcitabine
+carboplatin mTNBC 3
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that administration of PARP1 inhibitors is a promising 
treatment in patients with tumors arising from defects 
in the BRCA genes.

MECHANISMS OF ACTION OF PARP1 
INHIBITORS: SYNERGISTIC ACTION
PARP1 inhibitors do not always have a direct cytotox-
ic effect on tumor cells. In these cases, the desired ef-
fect can be achieved by concomitant administration of 
PARP1 inhibitors and other DNA-damaging drugs.

SYNERGISTIC ACTION OF PARP1 INHIBITORS 
AND DNA METHYLATING AGENTS
As early as in the 1980s, it was shown by the exam-
ple of 3-AB that PARP inhibitors enhance the action 
of DNA-methylating agents [22]. DNA-methylating 
agents, such as dacarbazine (DTIC) and temozolomide 
(TMZ), are currently widely used in the treatment 
of brain tumors and melanomas. These drugs are ca-
pable of methylating DNA at the O6 and N7 positions 
of guanine and the N3.position of adenine. Removal 
of N-methylpurines (N7-MEG and N3-MEA) leads to 
the emergence of SSBs, while inhibition of PARP1 
inactivates repair of this damage [60]. Early studies 
demonstrated that PD128763 and NU1025 enhance 
TMZ-induced DNA damage and increase TMZ cy-
totoxicity 4–7 times when used at lower TMZ con-
centrations (50–100 times) [61]. Improved efficacy of 
TMZ (up to 6 times) in the presence of NU1085 was 
observed in 12 different human tumor lines, independ-
ent of their tissue origin and p53 status [62]. A series of 
benzimidazoles and tricyclic lactam indoles, including 
AG14361 at a concentration as low as 0.4 µM, enhances 
TMZ-induced inhibition of LoVo (human colon can-
cer) cell growth by a factor of 5.3 [30]. This synergistic 
action of inhibitors of PARP and Topo I was observed 

in numerous studies in vitro. It should be emphasized 
that PARP1 inhibitors were found to increase the cy-
totoxicity of TMZ primarily in the S-phase, which is 
indicative of the synergistic action mechanism. The in-
hibitors are most likely to cause accumulation of DSBs 
during replication [63, 64]. An enhanced antitumor ac-
tivity of TMZ in the presence of various PARP inhib-
itors in vivo was demonstrated in many experiments. 
Here are some examples. Combined treatment with 
NU1025 and TMZ increases the survival rate of mice 
with brain lymphomas [65]. The GPI 15427 inhibitor 
enhances the TMZ-induced inhibition of tumor growth 
and the antimetastatic activity in a B16 melanoma 
model [66]. Veliparib enhances the activity of TMZ in 
subcutaneous, orthotropous, and metastatic models of 
human xenografts, including lymphomas and ovarian, 
lung, pancreatic, breast, and prostate cancers [67]. In-
terestingly, both GPI 15427 and veliparib pass through 
the blood-brain barrier and enhance the antitumor ac-
tivity of TMZ in mice with intracranial melanomas, gli-
omas, and lymphomas [68]. In children tumor models, 
rucaparib enhances the antitumor activity of TMZ in 
neuroblastoma and medulloblastoma xenografts [69]. 
Complete tumor regression caused by treatment with 
TMZ and CEP-6800 was observed in mice bearing xen-
ografts U251MG (human glioblastoma) [70] and SW620 
(human colon cancer) [32, 71]. These and other data ob-
tained in experiments in vivo gave rise to clinical trials 
of PARP inhibitors together with DNA methylating 
agents (see table).

SYNERGISTIC ACTION OF INHIBITORS OF 
PARP1 AND TOPOISOMERASE I (TOPO I)
Topo I activity is known to be enhanced in some tumors 
[72]. Topo I inhibitors are used against various forms of tu-
mors. For example, topotecan is used in the treatment of 

Fig. 7 . Structural and functional organization of PARP1. The PARP1 structure is composed of three main functional do-
mains: N-terminal DNA-binding domain, internal automodification domain, and C-terminal catalytic domain [108, 109], as 
well as additional functional sites
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small-cell lung cancer, ovarian cancer, and cervical cancer. 
Irinotecan is used in the treatment of colon cancer. Topo 
I introduces temporary damage to DNA to remove the 
stress accumulated in the DNA during transcription and 
replication. Topo I inhibitors, e.g., camptothecins, stabilize 
the Topo I-DNA cleavage complex at a stage where DNA 
breaks occur. Repair of Topo I-induced damage involves 
BER/SSB. In this case, cells lacking the key BER protein, 
XRCC1, are hypersensitive to camptothecin. PARP en-
zymes are believed to be involved in this process, recruit-
ing XRCC1 to Topo I-dependent DNA breaks [73], which, 
in turn, recruit tyrosyl-DNA-phosphodiesterase (TDP 
1), which removes Topo I from DNA [74]. Furthermore, 
PARP1 is capable of interacting with Topo I and repairing 
Topo I-dependent SSBs [75]. Several studies have demon-
strated the potentiation of topoisomerase I inhibitors in 
the presence of PARP inhibitors [30, 32, 71]. Here are some 
examples. In 1987, Mattern M.R. et al. were the first to use 
PARP inhibitors as potential enhancers of Topo I inhibi-
tors. They showed that 3-AB increases the cytotoxicity of 
Camptothecin in L1210 cells [76]. Later on, the synergis-
tic action of Topo I and PARP1 inhibitors was extensive-
ly studied. It was shown in 12 human tumor cell lines that 
NU1025 and NU1085 enhance the cytotoxicity of topote-
can, regardless of the tissue origin of these lines and p53 
status [62]. CEP-6800 and GPI 15427 enhance the chemo-
sensitivity of colon cancer cell lines to Topo I inhibitors [70, 
77]. Encouraging results were also obtained in in vivo ex-
periments studying the combined effect of PARP and Topo 
I inhibitors. CEP-6800 increased the irinotecan-dependent 
inhibition of tumors in mice bearing HT29 xenografts by 
60% [70], while olaparib increased the toxicity of topotecan, 
so that its dose could be reduced by a factor of 8 [78]. These 
and other results of in vivo experiments gave rise to clini-
cal trials of a combined application of PARP inhibitors and 
Topo I inhibitors (table).

SYNERGISTIC ACTION OF PARP1 
INHIBITORS AND RADIOTHERAPY
Ionizing radiation causes various damage to DNA, 
modification of bases, SSBs, and DSBs; the latter are 
believed to be the most cytotoxic ones. Sensitization of 
cells which have been treated with PARP inhibitors to 
ionizing radiation is less significant than their sensitiza-
tion to chemical compounds and typically increases the 
cytotoxicity by less than two times. However, given the 
large number of patients subjected to radiation thera-
py, this combination may be reasonable. Early studies 
demonstrated that inhibition of PARP leads to radio-
sensitization of mammalian cells [79]. Later on, it was 
shown that various PARP inhibitors (ANI, NU1025, 
olaparib, and E7016) enhance the radiosensitization ef-
ficacy in various cell lines by a factor of 1.3–1.7 [80]. In 
some studies, PARP inhibitors selectively induced radi-

osensitization of actively replicating cells in the S-phase 
[24]. This suggested a mechanism by which PARP in-
hibition increases the sensitivity to ionizing radiation. 
The inhibition prevents the repair of SSBs, converting 
them into DSBs during the movement of the replication 
fork in the S-phase [81]. This hypothesis is supported 
by the observation that PARP inhibition leads to the 
formation of additional γH2AX and RAD51 foci (which 
is indicative of an increased frequency of homologous 
recombination repair (HRR) at the stalled replication 
fork). The ability of cells to recover after potentially 
lethal damage (PLD) is a predisposing factor for radi-
ation resistance in vivo. However, there is a chance for 
preservation of radioresistant tumor cells that can re-
produce the tumor after radiation therapy [82]. PARP1 
inhibitors (e.g., PD128763, NU1025, and AG14361) were 
shown to prevent recovery of tumor cells after PLD 
[63]. A number of studies have revealed the effective-
ness of radiosensitization by PARP1 inhibitors in vivo. 
The PD128763 inhibitor induced a threefold increase 
in the therapeutic activity of X-rays in mice bearing 
SCC7, RIF-1, and KHT sarcomas [83]. Preclinical stud-
ies demonstrated that veliparib significantly enhances 
the antitumor activity of ionizing radiation in xenograft 
models of human colon, lung, and prostate cancers [68, 
84, 85].

PARP1 INHIBITOR EFFECT IN COMBINATION 
WITH OTHER CYTOTOXIC DRUGS
There is some evidence of the ability of PARP inhibi-
tors to enhance the effect of other antitumor cytotox-
ins. For example, 6(5H)-phenanthridinone enhances the 
cytotoxicity of carmustine in mice lymphoma [86]. PJ34 
increases the cytotoxicity of doxorubicin in HeLa cells, 
presumably due to an increased level of topoisomer-
ase II [87]. A similar compound, INO-1001, enhances 
the antitumor activity of doxorubicin in xenografts of 
MDA-MB-231 and MCA-K lung cancer cells [88]. Re-
ports of the synergistic action of PARP inhibitors and 
platinum compounds, such as cisplatin and carboplatin, 
are contradictory. Nevertheless, some studies demon-
strated that PARP1 is activated by cisplatin-induced 
DNA damage [89], which gave rise to clinical trials of 
PARP inhibitors combined with cisplatin derivatives 
(table).

APPLICATION ISSUES OF EXISTING PARP1 INHIBITORS 
AND PROSPECTS FOR NEW INHIBITOR DISCOVERY
Almost all existing PARP1 inhibitors are nicotinamide 
mimetics, i.e. aimed at binding to the catalytic domain 
of PARP1 and competition with NAD+. In experiments 
in vitro, as well as in a variety of preclinical and some 
clinical trials, PARP1 inhibitors showed quite good re-
sults as antitumor agents. However, a number of prob-
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lems were uncovered in more systematic, controlled, 
extensive clinical trials of PARP1 inhibitors. First, 
compounds inhibiting NAD+ binding have a rather 
low specificity for PARP1 and also block other enzy-
matic pathways involving NAD+. It should be noted 
that NAD+ is a cofactor that interacts with many en-
zymes involved in a number of cellular processes, and, 
therefore, competition with NAD+ leads to high tox-
icity. Second, enzymatic PARP1 inhibitors activate 
viral replication and are contraindicated for patients 
infected with viruses such as the human T-cell lym-
photropic virus (HTLV) or Kaposi’s sarcoma-associated 
herpes virus (KSHV) [90–92]. Third, the safety issue in 
long-term administration of existing PARP1 inhibitors 
still remains open. Tumor cells are known to be able to 
rapidly acquire resistance to drugs used as a long-term 
monotherapy [93]. For these reasons, many PARP1 in-
hibitors did not pass long-term systematic clinical tri-
als. Trials of some PARP1 inhibitors were discontinued 
as early as at stages I and II due to high toxicity and 
some side effects. The history of iniparib (BSI-201) is 
illustrative in this respect. This drug was the most de-
veloped compared to the other PARP1 inhibitors and 
entered a phase III randomized clinical trial.

Phase III clinical trials of BSI-201 (iniparib) began 
in July 2009 to assess the efficacy of this drug in com-
bination with chemotherapy in female patients with 
metastatic triple-negative breast cancer (mTNBC). 
The study involved 519 females with mTNBC from 
109 centers in the USA. And as early as in 2013, Sa-
nofi-aventis announced the termination of clinical trials 
as no improvement in patients’ condition and overall 
survival of patients treated with iniparib and chemo-
therapy was observed compared to the control group 
(chemotherapy alone). A number of circumstances 
led to the failure of clinical trials of iniparib. The main 
cause for the failure was that preclinical experiments 
were not complete by the time of group recruitment 
for clinical trials; very little information on the iniparib 
action mechanism was gained. Iniparib had been ad-
mitted to phase I CTs before the results of preclinical 
studies were obtained [94, 95]. In this regard, one more 
fact is interesting: Bipar company, which designed in-
iparib and the project for Sanofi, did not disclose the 
compound structure for patent reasons. Later on, it 
occurred that, unlike all the other PARP1 inhibitors 

having a similar structure, only iniparib had a flexible 
carboxyl group capable of rotating around the amide 
bond, which significantly weakened binding of the in-
hibitor to PARP1 (Fig. 6). One of Sanofi's experts con-
fided that “If Bipar had provided us with the iniparib 
structure; we would probably have been able to assume 
that it would not be a good PARP1 inhibitor.” However, 
despite an insufficient description of the drug (known 
structure and pharmacodynamic data), the company 
included it in clinical trials, which cost Sanofi-aventis 
285 million dollars.

The quite high toxicity and some side effects caused 
by enzymatic PARP1 inhibitors in CTs necessitate al-
ternation in the strategy for new PARP1 inhibitor de-
velopment. Since PARR1 consists of several functional 
domains and exhibits accessory, along with enzymatic, 
activities, in particular DNA-binding and transcrip-
tional ones (Fig.7), PARP1 activity can be regulated 
by inhibiting these functional domains. In particular, 
drugs aimed at inhibiting PARP1 binding to DNA are 
being developed [96]. According to these authors, dis-
covery of compounds capable of preventing PARP1 in-
volvement in the transcription process may lead to the 
development of a new class of drugs with higher spec-
ificity and less severe side effects. More information 
about the role of PARP1 in transcriptional regulation 
can be found in [97–101]. The use of a transcriptional 
system, which was previously obtained by these au-
thors, in mononucleosome and polynucleosome systems 
enables the discovery and verification of transcription-
al inhibitors of PARP1.

In conclusion, it should be noted that PARP1 inhibi-
tors are of great interest and practical value not only in 
oncology, but also in the treatment of various inflam-
matory processes, cardiovascular and neurological dis-
eases, as well as age-related diseases. The therapeutic 
effect of PARP inhibitors in these processes was be-
yond the scope of this review (see reviews [102–107] 
for details). 
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ABSTRACT This paper reviews the recent research progress in the past several years on promoting peripheral 
nerve recovery using stem and progenitory cells. The emphasis is placed on studies aimed at assessing various 
stem cells capable of expressing neurotrophic and growth factors and surviving after implantation in the nerve 
or a conduit. Approaches to improving nerve conduit design are summarized. The contribution of stem cells to 
axonal regeneration and neural repair is discussed. The side effects associated with cell-based treatment are 
highlighted. From the studies reviewed, it is concluded that the fate of transplanted stem cells needs further 
elucidation in a microenvironment-dependent manner.
KEYWORDS nerve regeneration, nerve, cell therapy, stem cells.
ABBREVIATIONS PNS - peripheral nervous system; SC - stem cells; NGF - nerve growth factor; VEGF- vascular 
endothelial growth factor; BDNF – brain-derived neurotrophic factor; bFGF - basic fibroblast growth factor; 
HGF - hepatocyte growth factor; NF-3 - neurotrophin-3; MRI - Magnetic Resonance Imaging; GFP- green flu-
orescent protein; MSC - mesenchymal stem cells.

INTRODUCTION
Re-growth of peripheral nerve fibers could be induced 
using different approaches. Historically, enhanced 
nerve regeneration has been promoted by the adminis-
tration of drugs [1], physical factors (magnetic field) [2, 
3], and electrical stimulation [4–6]. Nerve surgery [7] 
and the microsurgical suture technique [8] have wit-
nessed impressive development in recent years. An-
other option is bioartificial structures (conduits) that 
could serve as an alternative to autologous nerve grafts 
aimed at bridging the defects in nerve continuity. How-
ever, these approaches have failed to produce an ef-
ficient tool for nerve repair. A possible explanation is 
that, despite extensive studies by A.Waller, S.Ramon 
y Cajal, and Doynikov B.S. in the field of nerve regen-
eration [9–11], the molecular mechanisms underlying 
posttraumatic processes in nerve fibers remain poorly 
understood and require further investigation.

Following crushing or transaction injuries, degener-
ation takes place at a distance from the site of the in-
jury, including axon degeneration, myelin breakdown 
and removal, and macrophage infiltration. All these 
events are collectively known as Wallerian degenera-
tion. Within hours of nerve injury, axonal regeneration 
occurs: re-growth of nerve fibers proceeds from the 
proximal nerve segment. Scar tissue forms at the site of 
the lesion, obstructing axonal guidance, which results 

in traumatic neuroma formation. In addition, the de-
generative processes lead to poor re-innervation of the 
target tissue or organ. These challenges emphasize the 
need for the development of new therapeutic strategies 
for stimulating nerve regeneration.

An important role in axonal re-growth is played by 
the humoral factors that provide a microenvironment 
for the guidance of axonal sprouts. This list includes 
growth and neurotrophic molecules, cytokines, and 
extracellular matrix proteins [12–14]. To study their 
effect on nerve repair, several models have been pro-
posed: targeted delivery of growth factors into the in-
jured nerve or conduit using microcapsules or osmotic 
minipumps (infusion pumps for continuous administra-
tion of test agents); application of nerve grafts or plas-
mids expressing neurotrophic and angiogenic factors 
[15–18].

A promising approach to fostering nerve regenera-
tion is cell therapy, whereby trophic and growth fac-
tors are provided by engrafted cells such as syngeneic 
Schwann cells (neurolemmocytes) [12, 13, 15]. Follow-
ing a traumatic injury, it is the Schwann cells that 
form the myelin sheath and produce such factors as 
NGF,VEGF,BDNF and other molecules that promote 
nerve repair. However, the production of viable donor 
Schwann cells in a desired concentration sometimes 
fails.



REVIEWS

  VOL. 7  № 3 (26)  2015  | ACTA NATURAE | 39

In the past decade, cell therapy for nerve defects has 
progressed to the use of embryonic stem cells, MSC, 
olfactory cells, stem cells of hair follicles, and other 
stem cells alongside donor Schwann cells. The find-
ings of these studies are reviewed in [19–25]. However, 
the growing body of studies carried out in Russia and 
abroad raises new questions that have to be addressed. 
The objective of this study was to review papers on 
nerve repair published over the last three years.

It is important to highlight the current challenges in 
this field: (i) selection of cells capable of production of 
neurotrophic and growth factors and long-term sur-
vival when engrafted at the lesion site or conduit, (ii)
investigation of the mechanisms behind the growth 
and regeneration of nerve fibers, (iii) improvement of 
conduits and their luminal fillers, (iv)development of 
efficient therapeutic strategies using stem cells, and (v)
evaluation of nerve regeneration following injury and 
cell therapy. Few studies ask questions with regard to 
the potential side effects brought about by treatment.

The effect of cell therapy on nerve reconstruction 
could be evaluated using different models. Cells are 
administered into the injured nerve or conduit bridg-
ing the proximal and distal stumps intravenously or 
intramuscularly [26]. Nerve defect models have been 
developed and successfully used: nerve crush with 
forceps [27–31], nerve ligation injury [32], and nerve 
transection followed by approximation [33]. Of particu-
lar interest are studies involving synthetic conduits for 
the repair of nerve gaps. Over the past several years, 
bioabsorbable materials for fabricating conduits and 
luminal fillers have become the focus of much research. 
Such materials will offer optimal microenvironments 
for graft survival [20, 34–36].

CELL TYPES USED IN CELL THERAPY 
FOR NERVE REGENERATION
Current research on nerve regeneration is generally 
performed on mesenchymal stem cells (MSC) derived 
from bone marrow [37], adipose tissue [24, 25, 38–42], 
umbilical cord stroma [43], and amniotic fluid [44]. The 
choice of bone marrow or fat tissue is guided by the fact 
that they provide an easy access and autologous source 
to stem cells for transplantation therapies. In addition, 
MSC have the capacity to modulate immune respons-
es. Recently, MSC were shown to display immunosup-
pressive activity [40, 45]. The analysis of the molecular 
mechanisms underlying the interaction between MSC 
and immune cells demonstrated that MSC suppress T 
and B lymphocytes and inhibit dendric cell maturation 
[46]. However, this is not in agreement with the find-
ings of McGrath et al. [37], who found that, in a rat sciatic 
nerve injury model, MSC combined with a fibrin glue 
conduit promote axon regeneration only when exposed 

to immunosupressive treatment with cyclosporine A. 
Three weeks postoperatively, macrophage and lympho-
cyte infiltration was decreased following cyclosporine 
A administration, which promoted axonal re-growth. 
Conflicting findings regarding the effects of MSC on im-
mune responses can be explained by the origin of stem 
cells and the route of delivery. In vitro studies demon-
strated that MSC derived from bone marrow, fat tissue, 
and umbilical cord have various effects on antibody pro-
duction by B-cells [47]. It is also shown that MSC from 
different sources differ in plasticity, neuronal differen-
tiation potential, and paracrine activity [48, 49].

Another study has noted the migratory capacity of 
MSC [50]. MSC enhance axon regeneration not only 
when delivered to the injured nerve or conduit bridging 
the nerve gap [26, 39, 51], but also when administered 
intravenously [27, 30, 52]. The MSC migration potential 
makes possible their detection at the site of sciatic nerve 
injury on day 7 post intravenous injection to mice and 
enhance functional recovery of the sciatic nerve [27].

Along with MSC, neuronal stem cells (NSC) are also 
used in cell therapy. Lin et al. [53] harvested spinal 
cord-derived NSC from 14- to 15-day rat embryos and 
cultured them for 7 days in a differentiation medium. 
When differentiated into cells with neuronal and glial 
phenotypes (the onset of βIII-tubulin or GFAP produc-
tion, respectively), they were implanted into sectioned 
distal tibial nerves. The engraftment restored function 
in the denervated rat gastrocnemius muscle. Similar 
experiments were performed in the past [54]; however, 
the novelty of the work by Lin et al. [53] lies in the time 
point at 7 d post transection they discovered optimal 
for cell transplantation. After several days post nerve 
injury, the acute phase of inflammation is over, pro-
inflammatory cytokines are fewer, and Schwann cells 
start to proliferate and produce trophic factors [53]. 
This milieu is attractive to implanted NSC rather than 
the nerve milieu immediately after a trauma.

In several studies, axon regeneration in mice was 
evaluated using NSC derived from the subventricular 
zone of adult mice [55]. This approach makes possible 
the survival of motor neurons in the spinal cord of the 
host undergoing retrograde degeneration after a sciatic 
nerve injury. In addition, it results in a 3-fold increase 
in the number of regenerating myelinated axon fibers 
distal to the site of nerve defect. It is suggested that 
NSC, as well as MSC, have immunomodulatory prop-
erties [55].

Researchers from the USA [56] and Japan [57] 
working independently carried out experiments with 
induced pluripotent stem cells (iPSCs) for neural tis-
sue engineering. For a brief time, iPSCs derived from 
somatic cells of an adult organism (in particular, skin 
fibroblasts) through gene activation were widely used 
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for cell therapy studies. This is because of the high pro-
liferative potential of these cells and their easy acces-
sibility. Bioabsorbable conduits seeded with these cells 
improve axon regeneration several fold versus controls 
[57]. This effect is much more pronounced when using 
bioabsorbale conduits seeded with iPSCs and bFGF-
loaded microspheres [58]. The use of NSC derived from 
human iPSCs showed that engrafted cells contribute 
in the distal segment of the injured nerve among nerve 
fibers [56]. The human nuclear antigen (NuMA) was 
utilized to detect the engrafted cells in histological ex-
aminations [56]. Concurrent identification of NuMA 
and the Schwann cell specific marker S100β allowed 
researchers to conclude that transplanted cells dif-
ferentiate into neurolemmocytes. More importantly, 
the mechanism by which axon growth is accelerated 
is linked to the contribution of the engrafted NSC cells 
to myelin sheath formation. There is evidence that in 
various nerve injury models iPSCs have the capacity to 
differentiate into different cell types: for example, neu-
rons positive for βIII-tubuline [59] or vascular smooth 
muscle cells [60]. Finally, allowing for the findings of 
these pioneering studies, it is concluded that the fate 
of iPSCs in the engrafted microenvironment is compli-
cated and requires further investigation.

Raheja et al. [33] attempted bone-marrow-derived 
mononuclear cells (BM-MNC) in a rat sciatic nerve in-
jury model. A month post inoculation, the outcome of 
nerve regeneration was found to be cell dose-depen-
dent. Unfortunately, the authors did not speculate on 
the possible reasons for this observation. Likely, this 
is the result of BM-MNC paracrine activity reported 
previously [61]. It cannot be ruled out that transplanted 
MNC are engaged in rapid clearance of myelin debris, 
thus enhancing regenerative outgrowth.

The search for more effective regenerative options 
led to the discovery of a new cell type derived from 
skeletal muscle – muscle-derived stem/progenitor cells 
[31, 62, 63]. Tamaki et al. [63] demonstrated that after 
implantation into the nerve stump these precursor cells 
are capable of differentiating into Schwann cells, en-
doneurial and perineurial cells, as well as blood ves-
sel cells (endotheliocyte, perycites, smoth muscle cells). 
Their availability and easy accessibility favor their use 
for autologous grafting, but there are findings report-
ing side effects associated with the use of these cells 
[62].

STUDYING THE MECHANISMS BEHIND 
THE EFFECT OF REGENERATIVE THERAPIES 
ON PERIPHERAL NERVE REPAIR 
The factors influencing the successful outcome of cell 
therapy on nerve repair are poorly understood and 
could be classified into the following: (i) differentiation 

toward the Schwann cell lineage, (ii) contribution to 
myelination of regenerating axons, (iii) production of 
trophic factors and extracellular matrix proteins that 
provide a milieu for axonal outgrowth, (iv) stimulation 
of proliferation and differentiation of endogenous cells, 
(v) stimulation of angiogenesis, and (vi) immunosupres-
sion in the injured nerve.

Differentiation of stem cells toward 
the Schwann cell phenotype
It remains debatable whether Schwann-like cells de-
rived from implanted stem cells can be successfully 
used. There is a hypothesis positing that transplanted 
stem cells can directly differentiate into Schwann cells 
and facilitate axonal myelination. By contrast, an al-
ternative hypothesis states that this cannot take place 
without prior in vitro transdifferentiation or predif-
ferentiation of stem cells. The term predifferentiation 
refers to the use of NSC or ENC. The term transdif-
ferentiation applies to the use of MSC. Although a 
more appropriate word would be transdetermination, 
proposed by V.E Okhotin et al. [64]. It is known that 
in situ MSC have the potential to differentiate along 
mesodermal lineages: bone, muscle, adipose tissue, etc; 
they are determined to differentiate into their particu-
lar cell types. Culturing of MSC in chemically defined 
media induces a switch in lineage commitment, known 
as transdetermination, toward neurolemmocytes, neu-
rons, astrocytes, and other cell types.

Tomita et al. [28] performed in vitro and in vivo stud-
ies of glial differentiation of MSC derived from human 
adipose tissue. It was established that following expo-
sure to glial growth factors MSC transdifferentiate into 
a Schwann cell phenotype. Lineage-committed MSC 
demonstrated a 7-fold higher survival rate after im-
plantation than multipotent MSC in a rat tibial nerve in-
jury study. In addition, transdifferentiated MSC (labeled 
with GFP) contribute to axon myelination: approximate-
ly 30% of engrafted cells were integrated in the myelin 
sheath of the regenerating axons. They were positive 
for GFP and P0, the marker of neurolemmocytes. The 
ability of MSC to differentiate toward a Schwann cell 
phenotype has been observed by others [65, 66].

Another hypothesis suggests that transdetermina-
tion of MSC into Schwann cells does not take place, and 
that rather they remain in their uncommitted state 
[67]. In contrast, therapy-associated axon growth is 
enforced by MSC production of trophic factors rather 
than their transdifferentiation [26, 67, 68].

Stem cell production of trophic factors 
and extracellular matrix molecules
In the past three years, many studies pertaining to 
nerve repair have been conducted with stem cells of 
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different origins: bone marrow, adipose tissue, umbili-
cal cord blood, etc. Stem cells have gained research in-
terest as a promising source of biochemical mediators 
[69]. The capacity for producing a broad spectrum of 
trophic factors, growth factors, and cytokines has been 
well established [27, 38, 70, 71]; however, in an age-de-
pendent manner in humans and animals [72, 73].

The most potent trophic factors secreted by MSC 
and used in regenerative therapies are NGF, BDNF, 
NF-3, and insulin-like growth factor-1 (IGF-I) [24, 27, 
29, 38, 51]. Furthermore, MSC produce angiogenic fac-
tors such as VEGF and platelet-derived growth factor 
(PDGF) [27, 38].

There is convincing evidence that adipose-derived 
stem cells release the brain-derived neurotrophic fac-
tor (BDNF) and promote axonal regeneration. It was 
found that antibody-based neutralization of BDNF has 
an inhibitory effect on axonal recovery [29]. Using an 
antibody assay, it was demonstrated that MSC intro-
duced into the conduit, which bridges the nerve defect, 
express bFGF [71].

Unfortunately, the mechanisms and cellular events 
governed by stem-cell-secreted factors are not fully 
elucidated. Fairbairn et al. suggest that these neuro-
trophic molecules target sensory and motor neurons 
[26]. Transplanted stem cells at the injury site medi-
ate a retrograde neuroprotective effect on adjacent 
motor and sensory neurons, thereby increasing axon 
numbers. MSC delivered to the injured nerve prevent 
neuronal loss in the dorsal root ganglia by producing 
BDNF, endothelial growth factor, hepatocyte growth 
factor, and the insulin-like growth factor [70].

A positive outcome in stem-cell-based therapy 
is observed 1 week following surgery [29]. It is know 
that peripheral nerve injury induces axonal degenera-
tion and demyelination in the distal stump [9, 74, 75]: 
nerve transection leads to complete degeneration of the 
nerve fibers of the distal segment of the injured nerve, 
whereas crush injury allows to preserve some axons. In 
this regard, it is tempting to speculate that the pres-
ence of implanted stem cells with paracrine activity at 
the site of the injury in the very early days promotes 
axonal survival rather than re-growth.

Stimulation of endogenous host cells 
Endogenous Schwann cells create a growth-permissive 
environment for nerve reconstruction. These are cells 
capable of producing trophic factors, cytokines and ex-
tracellular matrix proteins required for axonal mainte-
nance and regeneration [12–14]. Cell therapy is thought 
to activate endogenous Schwann cells. Incorporation of 
stem cells into the injured nerve or a bridging conduit 
upregulates the proliferation of local Schwann cells and 
secretion of bioactive molecules [51, 71, 76, 77]. The ad-

ministration of NSC enhances NGFandHGF expression 
in these Schwann cells [77]. Marconi et al. [27] investi-
gated the effect of a conditioned medium on cultured 
MSC and found that under in vitro conditions MSC 
produce a range of neuroprotective factors, except for 
the glial-derived neurotrophic factor(GDNF). Interest-
ingly, GDNF levels were detected in the injured nerve 
of mice treated with MSC. A possible explanation could 
be that endogenous Schwann cells are stimulated by 
engrafted MSC to express GDNF in the local milieu.

Improved axonal recovery in response to cell ther-
apy is associated with elevated angiogenesis. A recent 
study reported that the outcome of axonal regener-
ation depends on the vascular supply and perfusion 
[78]. Genetic studies showed that angiogenic factors 
enhance nerve reconstruction [16, 17]. Improved blood 
supply to the nerve with a lesion is due to the fibro-
blast growth factor, endothelial growth factor, placenta 
growth factor, and other angiogenic molecules released 
by MSC [38]. Adipose-derived stem cells seeded into a 
fibrin nerve conduit improve capillary formation in the 
tube and facilitate nerve regeneration by expressing 
VEGF-A and angiopoietin-1 [79].

Inhibition of connective tissue  
and scar formation
The inflammatory responses and fibrosis process-
es induced thereof impede axonal invasion. It is con-
sidered that regenerative strategies ameliorate these 
consequences. Marconi et al. [27] used a rat model of 
sciatic nerve crush injury to assess axonal degenera-
tion in the distal segment after administration of MSC. 
The expression of the T-lymphocyte marker CD3 
and the monocyte/macrophage marker CD11b+was 
down-regulated at the injured nerve on the 7, 14, and 
21 days post administration of MSC. The engrafted 
stem cells modulate the immune response and modify 
the microenvironment [46]. Hsu et al. [80] used a chi-
tosan-laminin scaffold filled in a silicone conduit and 
tested in a rat sciatic nerve injury model. In addition, 
this conduit was seeded with endogenous bone mar-
row-derived MSC. A histological analysis indicated 
that the area around the tube wall was characterized 
by prominent eosinophil and macrophage infiltration, 
whereas treatment with MSC reduced the extent of 
the inflammation within the injured region. The axon 
growth-enhancing effect of MSC seems to be due to an-
ti-inflammatory cytokines. The range of cytokines-pro-
duced MSC is reviewed in [81].

There is evidence that neural stem-cell-based ther-
apy is an option for mitigating the inflammatory re-
sponse in an injured nerve after surgery. It was shown 
that the levels of inflammatory cytokines (interleukin 
1 and 6) are decreased following NSC treatment [52]. 
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Unfortunately, understanding of the role of cytokines 
in axonal degeneration and recovery remains frustrat-
ingly poor: therefore, the use of stem cells requires fun-
damental research.

TISSUE-ENGINEERED CONDUITS FOR 
PERIPHERAL NERVE REGENERATION
In clinical practice, axonal regeneration across >3 cm 
gaps is achieved by autologous nerve grafting. Treat-
ment-associated adverse effects (neuromas) and lim-
ited accessibility of donor grafts prompted a search for 
conduits to replace autologous tissues (reviewed in [20, 
35, 80, 82, 83]). The classification of conduits to bridge 
nerve defects is well presented in the recent review pa-
per [35].

Current research is focused on resorbable constructs 
and luminal fillers for axonal guidance [84]. Candidate 
constructs should meet the following criteria: biocom-
patibile, porous, and biodegradable with nontoxic deg-
radation products.

Experimental conduits can be filled with collagen, 
fibrin, laminin, hydrogel, and keratin. There are strat-
egies to promote a favorable microenvironment in 
the conduit for axonal growth by localized release of 
growth factors (fibroblast growth factor, VEGF, neu-
rotrophins (NF-3, NGF), neuropoietic cytokines) and 
stem cell delivery. Growth factors guide axonal growth 
into implanted tubes and promote Schwann cell prolif-
eration, which creates a permissive microenvironment 
for nerve reconstitution.

Another important criterion for conduits is to sup-
port the differentiation and survival of supportive cells 
seeded within the lumen [59, 85].

Although conduits can be biocompatible, nontoxic 
and resorbable, however, they fail to promote stem 
cell survival. For example, polycaprolactone conduits 
are hydrophobic and prevent cell adhesion, whereas 
poly-(lactic-co-glycolic acid) conduits release inhibito-
ry byproducts for cell proliferation upon degradation 
[80]. Besides being a permissive conduit for survival of 
bone-marrow-derived MSC, the chitosan-laminin scaf-
fold has drawbacks. It was found that chitosan break-
down products cause chronic inflammatory damage 
[80].

Alongside the development of synthetic tubes to 
bridge nerve gaps, a search is currently underway for 
novel nerve guidance conduits. Blood vessels have been 
widely used as biologic tubes [52, 86]. Importantly, even 
in the past [74], successful outcomes were achieved 
with blood vessels as artificial nerve guides. A recent 
study evaluated the potential of using xenographic 
conduits to promote axonal re-growth [87]. As nerve 
guidance conduits, acellular nerve, artery, and dermis 
were assessed in a rodent model. The nerve, artery, and 

dermal tissue were decellularized, leaving extracellular 
matrix proteins. Histological evaluation of the extra-
cellular matrix content showed that all decellularized 
conduits were positive for collagen types I, III, and 
IV, fibronectin and laminin in various combinations. 
The artery conduit rich in collagen types I and IV and 
laminin but negative for collagen type III and fibronec-
tin outperformed the other two types of conduits and 
permitted axonal re-growth and myelination.

There are works with the use of acellular nerve 
conduits and stem cells. These conduits carry basal 
membranes and collagen fibers and enhance cell pro-
liferation, migration, and adhesion. Furthermore, they 
facilitate the survival of transplanted stem cells [22, 
67, 88, 89]. To ensure cell viability within an acellular 
conduit, it is important to consider the procedure used 
for decellularization. A variety of decellularization ap-
proaches for nerve gap repair are summarized in [22], 
where cold temperature preservation, chemical deter-
gent decellularization, and irradiation are discussed.

It has been demonstrated that acellular nerve xeno-
grafts combined with bone marrow stromal cells cause 
neither rejection nor inflammation and have axonal 
growth-promoting properties in a rat model [88]. After 
implantation, conduit-seeded cells differentiate into 
Schwann-like cells. Expression of NGF, BDNF, and 
other factors by these cells creates a microenvironment 
similar to endoneurium. Electrophysiological evaluation 
of nerve conductivity and morphological examination 
of regenerated nerves demonstrated that nerve regen-
eration and functional recovery was equal between 
xenogeneic and autologous acellular nerve graft trans-
plants (the autologous nerve grafting technique is the 
gold standard for peripheral nerve reconstruction) [88].

In summary, a wide spectrum of conduits has be-
come available. The outcome of engrafted stem cells is 
determined by conduit materials and scaffolds. More-
over, the survival and differentiation of cells seeded 
within a nerve conduit require further study. There is 
an opinion that the majority of transplanted cells fail 
to survive, which has prompted efforts to elevate cell 
viability.

STRATEGIES TO IMPROVE THE EFFICACY OF 
REGENERATION THERAPY FOR NERVE DAMAGE
In the past several years, new approaches have been 
introduced to enhance cell therapies for nerve recon-
stitution. For example, concomitant transplantation of 
MSC and adjacent cells has been reported [90]. Co-cul-
tivation of MSC and lemmocytes directs the differen-
tiation of MSC towards a Schwann cell lineage, with 
lemmocytes producing much higher levels of neuro-
trophic factors as compared with neurolemmocytes. 
The use of MSC in combination with Schwann cells for 
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conduit seeding proved to be more efficient for axonal 
regeneration than conduits seeded with either single 
cell suspension [90].

Laser irradiation has been a useful tool in axon re-
pair using a biodegradable conduit [91, 92]. The posi-
tive effect is likely due to inhibition of inflammatory 
responses in the injured nerve.

Using various models, the combination of biochemi-
cal mediators seeded on a nerve conduit has proved 
instrumental in promoting transplanted cell viability, 
thereby stimulating axonal growth. Luo et al. reported 
the use of MSC in combination with TGF-β1 to ame-
liorate the apoptotic cell death of transplanted cells 
[93]. As a consequence, enhanced angiogenesis and 
decreased immune response contribute to successful 
nerve repair [93]. A poly-lactic-co-glycolic-acid nerve 
conduit loaded with NSC and neurotrophin-3 (NF-3) 
improves engrafted cell survival. NF-3 provides a per-
missive microenviroment for NSC to survive and dif-
ferentiate mainly towards neurons [35]. Another study 
demonstrated the potential for combining stem cells 
with substance P for enhancing nerve recovery in the 
skin [94].

The combined use of bone-marrow-derived stromal 
cells and chondroitinase ABC (a bacterial enzyme used 
to treat herniated discs) was found superior to stem cell 
monotherapy in terms of augmenting nerve regenera-
tion and preventing implanted cell death [95]. A pos-
sible mechanism is that chondroitinase ABC digests the 
chondroitin sulfate which is involved in connective tis-
sue scar formation at the injured site.

EVALUATION OF THE DEGREE OF NERVE 
REGENERATION AFTER TREATMENT 
All experimental studies are concerned with the ap-
propriate evaluation of the extent of axonal outgrowth. 
In our opinion, morphometric parameters such as 
semithin transverse sections of nerves or conduits have 
emerged as a reliable diagnostic indicator of nerve re-
generation. This method has been widely applied in re-
generative studies [4, 32, 36, 51, 91, 94].

Immunostaining can also be carried out to quantify 
nerve fibers using antibodies to axonal markers such as 
βIII-tubulin [37, 79] or neurofilaments (NF) [36, 51, 57], 
the P0 protein [75] or the Schwann cell marker myelin 
[28]. A modern method based on calculating the area 
covered by structures containing Schwann cell or axo-
nal markers has been reported [51, 57].

Immunohistochemical techniques allow one to 
evaluate the degree of nerve regeneration by trans-
verse sections of the nerve. Longitudinal sections of the 
nerve can also be used for quantification. The length 
of regenerating axons is calculated using the neuro-
nal growth cone protein GAP-43 [27], PGP 9.5, a broad 

neural marker expressed in nerve fibers and the neu-
rons of the peripheral nervous system [68] and the axo-
nal marker βIII-tubulin [79].

Alongside a morphometric evaluation, physiological 
tests have been used for the assessment of regenerative 
success [28, 30, 42, 54, 67] and nerve conductivity [39, 
53, 60, 75, 96].

Another approach to assessing nerve recovery is to 
look at the retrograde degeneration of the motor neu-
rons and sensory neurons of spinal ganglia following 
the nerve injury [40, 52, 79, 97]. Using a sciatic nerve in-
jury rat model, a laminin-coated chitosan conduit seed-
ed with MSC was shown to suppress cell death of motor 
neurons in the lumbar spinal cord and improved axonal 
outgrowth several fold with regard to the non-seeded 
conduit [80]. It is also true that cell seeded polycapro-
lactone scaffolds attenuate retrograde degeneration of 
the neurons of spinal ganglia in rats with a sciatic nerve 
injury [70]. Of note, the neuroprotective effect is associ-
ated with conduits primed with stem cells pre-differ-
entiated towards a Schwann cell phenotype [70]. There 
is evidence to suggest that embryonic neural tissue al-
lografted into the injured site supports the survival of 
sensory neurons [98].

Nerve regeneration could be evaluated by measur-
ing the weight and the area of the innervated muscle 
and its structural characteristics. Complete functional 
nerve regeneration is impeded by structural changes in 
the target tissues after denervation. For example, sci-
atic nerve transaction leads to gastrocnemius atrophy. 
The extent of nerve repair was evaluated by weighing 
the innervated muscle, a histological analysis of muscle 
fibers, and immunohistochemical staining of pre-and 
postsynaptic terminals at nerve muscle synapses [34, 
54, 65, 86, 96, 99].

In 2012, a few papers were published concerning the 
use of in vivo MRI monitoring for assessing nerve re-
generation after injury and MSC transplantation [100, 
101]. An advantage of MRI is the capacity for tracking 
the fate of transplanted cells labeled with a superpara-
magnetic iron oxide nanoparticle [41, 102].

ADVERSE EFFECTS ASSOCIATED WITH CELL THERAPY
The possible adverse effects of cell therapy have been 
widely discussed [103–108]. Negative consequences 
include host immune response to non-self stem cells, 
tumor development, inflammation and connective tis-
sue scar formation, disturbance of gut microflora, etc. 
This issue of side effects following embryonic and adult 
stem cell delivery to the injured nerve has also been 
raised in [62, 85, 109].

A careful review of the literature published in the 
past several years suggests a paucity of studies ad-
dressing the issue of stem-cell-related tumorogenesis, 
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because embryonic stem cells were discarded for their 
highest tumorogenic capacity compared to all other 
stem cells. NSC can only be used after pre-differen-
tiation, for example, into neural and glial cells, which 
reduces tumor initiation.

The search for suitable stem cells could yield unex-
pected findings. Lavasani et al. [62] reported the use 
of murine muscle-derived stem/progenitor cells (MD-
SPC) for repairing nerve defects. It was shown that 
these cells are able to generate neurospheres and un-
dergomyogenic, neuronal, and glial differentiation, 
expressing lineage-specific markers. After differen-
tiation, MDSPC generate large neoplastic growths 11 
weeks post-implantation.

Simultaneously, MDSPC were implanted into gas-
trocnemius muscles, where they underwent normal 
myogenic differentiation into myocytes. This finding 
highlights the importance of microenvironment-spe-
cific transformation.

Successful outcomes seem to be restricted to the use 
of pre-differentiated stem cells, whereas uncommitted 
MSC can lead to detrimental consequences [85, 110]. 
The risk of tumor development should be assessed in 
long-term studies. Unfortunately, in the field of regen-
erative therapy such observations are scarcely found. 
Some follow-up studies have reported no side effects 
at 12 months post transplantation [56, 111].

Importantly, much attention has been focused on 
clarifying the relationship between MSC and derived 
tumor cells, because there are plenty of pathways im-
plicated in stem-cell-dependent tumor progression. 
There is evidence suggesting a role for the angiogenic, 
growth promoting, and immunosupressive effects of 
MSC in maintaining neoplastic growth [112, 113]. How-
ever, MSC are capable of tumor suppression [69, 114]. 
Long-term co-culturing of murine embryonic MSC 
derived from bone marrow with U251MGglioma cells 
changes the effect of MSC on tumor cells in a time-de-
pendent fashion: at the early stage of culturing MSC 
promote tumor cell division, followed by tumor cell di-
vision suppression [115]. The relationship between MSC 
and tumor cells is being investigated; however, current 
knowledge is limited. Further work is needed to reach 
an unambiguous conclusion.

Along with papers providing experiential evidence 
of the negative outcomes of cell therapy, there is a 
study that reports an insignificant or even unobserv-
able effect after cell therapy [116]. It is likely that the 
effect is short-term as previously described for stem 
cells evaluated in other experimental models [108,117]. 
These issues need to be explored in future.

CONCLUSION
Numerous studies pertaining to the development of 
new regenerative therapies for nerve reconstitution 
show the effectiveness of stem cell treatment for ax-
onal outgrowth and conductivity recovery. Unfortu-
nately, the mechanism by which endogenous and ex-
ogenous stem cells contribute to regenerative success 
or failure remains poorly understood. Further studies 
are also required to identify the factors mediating the 
interaction between implanted stem cells and host 
cells, such as Schwann cell, macrophages, vessel cells, 
loose connective tissue cells, and epi- and perineurial 
cells.

The most recent studies were based on MSC derived 
from different sources: bone marrow, adipose tissue, 
cord blood, etc. The intrinsic property of these cells to 
produce biochemical mediators could promote the re-
generative process after a traumatic injury. In addition, 
these cells permit autologous transplantation.

The findings obtained with experimental animals 
in the last decade have been extended to clinical tri-
als [118–121]. Importantly, in 2012, positive effects of 
cell-based therapy were first reported using an animal 
model of diabetic polyneuropathy [60,93].

Despite numerous published studies, the fate of 
transplanted stem cells and precursor cells remains 
an issue of limited knowledge [39, 85, 122]. This is par-
ticularly important given the application of the novel 
materials used as conduits to bridge a gap between 
proximal and distal nerve stumps. The conduit pro-
vides a permissive microenvironment for cell sur-
vival and differentiation of transplanted cells. Con-
duits alone fail to promote transplanted cell survival 
and engraftment without additional therapeutic ap-
proaches.

The search is still on for means of providing direc-
tional guidance to regenerating axons. The cell-based 
approaches recently reported raise a wide array of 
questions that need to be addressed. To ensure safe 
medical techniques, it is important to accumulate 
data on the pre-differentiation and trans-determina-
tion of engrafted cells, which would clarify the mech-
anisms whereby engrafted stem cells facilitate re-
generation. To reduce the side effects associated with 
cell therapies, the fate of implanted stem cells and 
precursor cells should be clearly defined for a period 
comparable with the lifespan of laboratory animals. 
The design of conduits and luminal fillers should be 
refined in terms of the microenvironment they pro-
vide for survival, differentiation, and functioning of 
implanted cells.  
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SOURCES OF URINARY CELL-FREE 
NUCLEIC ACIDS (FIGURE)
Cell-free nucleic acids (cfNA) may get urine as a result 
of renal cfNA transport from the blood or directly from 
the cells that came into contact with this biological fluid. 
The reviews [1, 2] summarize the mechanisms of gener-
ation and general properties of cell-free and circulating 
NA in the blood. Apoptosis is considered to be the main 
source of cfNA. NAs circulate in the blood as a part of 
complexes with biopolymers and may be packaged in 
membrane structures [1, 3]. Circulating DNA is highly 
fragmented, and the fragments’ size is proportional to a 
nucleosome [1]. The blood contains mRNA and ribosomal 
RNA, as well as non-coding RNA and miRNA, which 
can circulate both as part of nucleoprotein complexes 
and as part of membrane-coated microparticles, includ-
ing exosomes [4–6]. Transport of nucleic acids from the 
blood into the primary urine implies the transport of the 
components from the afferent artery into the renal cor-
puscle. Glomerular filtration of plasma, which is respon-
sible for this process, is limited by the permeability of 
the basal membrane and slit membranes between po-
docytes pedicles. For example, only complexes smaller 
than 6.4 nm in diameter [7] and with a molecular weight 
no greater than 70 kDa [8] can enter the nephron lu-

men; it corresponds to DNA of about 100 bp in size. The 
size of the pores in the glomerular barrier is about 30 Å; 
even though shut-like pores with a 110–115 Å radius 
have been detected, they are very rare [9]. Negatively 
charged molecules, such as polyanions in the basal mem-
brane and sialoglycoproteins in the lining on podocytes 
surface and between their pedicles [7], play an important 
role in the passage of substances through the juxtaglo-
merular apparatus. It is known that DNA [10–12] and 
RNA [13–15] are primarily present in the blood as part 
of supramolecular complexes, such as nucleosomes [1], 
RNA complexes with blood lipoproteins [16, 17], or larg-
er membrane-protected microparticles and exosomes 
[4] or apoptotic bodies. However, the size of a mononu-
cleosome exceeds the size of even the largest pores of 
the kidney barrier and, therefore, mononucleosomes in 
their classical configuration are unable to pass through 
the barrier.

The overall health of a patient can also affect the 
transport of nucleic acids from the blood. An increase in 
the amount of DNA in the urine of patients with acute 
pancreatitis [18] was reported as early as in 1967, and in 
2012 the urine of smokers was shown to contain more 
DNA than that of non-smokers (9.46 and 9.04 ng/mL 
for women, respectively; 4.96 and 2.93 ng/mL for men, 
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respectively) [19]. Murine experiments have demon-
strated that upon intraperitoneal administration of 
dying cells a portion of DNA avoids intracellular deg-
radation and phagocytosis, circulates in the blood as a 
polymer, and is partially excreted with urine in acid-in-
soluble form [20].

A study of the degradation products of [32P]-labeled 
DNA of phage λ introduced into the peritoneal cavi-
ty of mice showed that the majority of these products 
were re-used by the cells or were hydrolyzed into ac-
id-soluble fragments, and only ~3.2% were excreted in 
the urine over 3 days. A small portion of the introduced 
DNA (0.06%) was detected in the acid-insoluble fraction 
of urinary nucleic acid (length ≥15–20 bp).

It should also be stressed, however, that the ex-
cretion of “unprotected” purified DNA/RNA may be 
different from that of DNA/RNA from dying cells. 
Necrotic and especially apoptotic DNA is bound to 
proteins and is much better protected from nucleases 

than the purified DNA used in the model system. At 
the same time, DNA/RNA-binding proteins may have 
both positive and negative effects on the transportation 
of DNA/RNA through the kidney barrier. These as-
sumptions are supported by the introduction of human 
Raji lymphoma cells whose apoptosis has been induced 
by γ-radiation into the abdominal cavity of mice; the 
urine of the experimental animals contained human 
Alu-sequences that were absent in the urine of the con-
trol animals (which did not receive injections of Raji 
cells) [20].

Another proof of circulating DNA transport from 
the blood into the urine is the specific Y-chromosom-
al DNA detected in the urine of women who have re-
ceived blood from male donors [20]. Furthermore, the 
urine of women carrying a male fetus also contains spe-
cific Y-chromosomal DNA [20, 21]. The fetal DNA in 
the maternal urine was found to be considerably short-
er than that in her plasma [21]. Another confirmation 
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of polymeric DNA transport from the blood into the 
urine was obtained by analysis of cell-free DNA of can-
cer patients. It is known that 80–90% of pancreatic and 
intestine tumors carry mutant forms of the K-ras gene, 
which were found by Botezatu et al. [20] in cell-free 
DNA in the urine of patients with pancreatic (stage IV) 
and colorectal (stage III–IV) cancer. The concentration 
of tumor DNA in the urine was quite high; the mutant 
K-ras gene was detected in urinary cfDNA in five of 
the eight patients with pancreatic cancer and in four 
out of five patients with colorectal adenocarcinomas 
[20]. The feasibility of DNA transport from the blood 
into the urine was demonstrated in experiments which 
detected the presence of Mycobacterium tuberculosis 
DNA in the urine of patients with tuberculosis [22, 23].

Therefore, DNA fragments, 50–100 bp in size, which 
are detected in the blood are, apparently, partially pro-
tected by histones, but can, nevertheless, reach the 
urine. In addition, it has been suggested that the bind-
ing of DNA to histones, e.g. to H3K27me2, may contrib-
ute to the export of cell-free DNA [24].

Another obvious and, apparently, primary source of 
cfDNA and cfRNA in the urine is apoptosis/necrosis of 
urinary tract cells. Indeed, under normal circumstances 
up to 3×106 of the bladder and urinary tract epitheli-
um cells can be excreted into the urine within 24 hours 
(calculations based on the Kakhovsky–Addis method) 
[25].These cells and endothelial cells may partially enter 
apoptosis, and fragmented apoptotic DNA/RNA from 
the cells will inevitably reach the urine [20]: e.g., after 
transplantation of kidneys from male donors, the con-
centration of Y-chromosomal DNA in women’s urine 
increases in the case of rejection and returns to nor-
mal levels after the inhibition of the immune response 
against the transplant [26–28]. MALDI-TOF-mass 
spectrometry revealed the presence of SNP-alleles of 
the donor kidney in the urinary cell-free DNA [29]. Mu-
tations and microsatellite disorders specific to malig-
nant renal [30] and bladder [31–33] tumors and aber-
rantly methylated DNA specific to prostate [34, 35] and 
bladder tumors [33, 36–40] were detected in cell-free 
DNA in the urine of patients with urogenital cancers. 
The urine of patients with gynecological and urological 
diseases or HIV contains HPV DNA that affects deep 
layers of the skin and the mucous membranes of the 
internal organs [41]. In the case of bladder cancer, the 
urinary cell-free DNA contains not only genomic, but 
also mitochondrial DNA sequences [42].

The concentration of RNA in human urine is 
20–140 ng/mL [43, 44]. Another confirmation that cfR-
NA appear in the urine as a result of apoptosis/necro-
sis of urogenital tract cells is the detection of survirin, 
cytokeratin 20, mucin 7, and Ki-67mRNAs in the urine 
of patients with bladder cancer and urinary tract infec-

tions [45, 46]. We were unable to find any data on RNA 
transport from the circulating blood into the urine.

Strictly speaking, the data on the presence of onco-/
fetus-specific NA in the urine do not provide a direct 
answer to the question of what portion of cfNA orig-
inate from the apoptosis/necrosis of the cells that line 
the urinary tract (it should be noted that cells of pros-
tatic origin constitute no more than 10% of the total 
urine cell pool [47]). The available data on the concen-
tration of tumor-specific NA in the urine and blood of 
patients with urogenital system cancers indicate that 
the transport of tumor-specific cfNA from the blood 
does not define the concentration of these cfNA in 
the urine. For example, methylated forms of GSTP1 
and RASSF1A genes are detected in 15 and 65% of the 
urine samples of patients with renal cancer, but only 
in 6 and 11% of the serum samples of the patients, re-
spectively [48]; i.e., these marker DNAs cannot come 
from the blood and most likely are transported directly 
into the urine. These and other [49, 50] data confidently 
demonstrate that the major portion of cancer-specific 
cell-free NA in the urine of patients with urogenital 
tract cancers does not come from the blood and, is, ap-
parently, the result of direct transport of tumor cells 
or their breakdown products into the urinary tract of 
diffusion through kidney tissues.

PARTICULAR FEATURES OF URINARY NUCLEIC 
ACIDS STRUCTURE AND COMPOSITION
Cell-free DNA fragments in the urine can be divid-
ed into two groups based on their size: heterogeneous 
high-molecular-weight DNA (1 kbp or higher) and 
relatively homogeneous low-molecular-weight DNA 
(150–250 bp) [20, 43, 51, 52]. Low-molecular-weight 
DNAs of 10–150 and 150–200 bp were also found in the 
urine [53].

Only few papers are devoted to the study of DNA 
and RNA in the cell-free fraction of the urine, where-
as the bulk of research involves the search for can-
cer-specific markers in total urine or in urine cells only. 
Tumor-specific changes in DNA identified in DNA cir-
culating in the blood are present in urinary cfDNA as 
well: e.g., point mutations, microsatellite composition 
disorders, characteristic methylation profile of onco-
genes, presence of viral DNA [30, 33, 36, 41].

DNA markers were mainly analyzed by PCR. Micro-
satellite adjustments (in one or more of the 28 markers 
(D1S251, HTPO, D3S1317, D3S587, D3S1560, D3S1289, 
D3S1286, D3S1038, D4S243, FGA, CSF, ACTBP2, 
D8S348, D8S307, D9S747, D9S242, IFNa, D9S162, 
D11S488, THO, vWA, D13S802, MJD, D17S695, 
D17S654, D18S51, MBP, D21S1245) were found in the 
urine of 76% of patients with kidney tumors [30]. 27% of 
patients with bladder tumors [31] had at least one dis-
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order of microsatellite DNA (D4S243, D9S747, D9S171, 
D17S695, D17S654).

Cell-free DNA with mutations in the FGFR3 gene 
were found in the urine of 34.5% of patients with blad-
der cancer [33]; P53, in 52.9% of patients with liver can-
cer [54]; K-ras, in 95% of patients with colon cancer [55].

Aberrantly methylated DNA typical for prostate 
tumor cells (GSTP1gene) were found in the urine of 
36% of prostate cancer patients [34, 56] and 3.2% of 
those with benign prostatic hyperplasia [35]. Changes 
in methylation were observed in a number of genes of 
the urinary cell-free DNA of bladder cancer patients: 
CDKN2A (46.7%), ARF (26.7%), GSTP1 (46.7%), MGMT 
(26.7%), RARβ2 (60%), TIMP3 (46.7%), CDH1 (66.7%), 
RASSF1A (53%) and APC (53%) [37]. Moreover, simul-
taneous determination of the methylation status of four 
genes, MYO3A, CA10, NKX6, SOX11 or MYO3A, CA10, 
NKX6, DBC1, in urinary cfDNA allows one to detect 
bladder cancer with a high sensitivity (81.3%) and spec-
ificity (97.3%), whereas simultaneous determination of 
the methylation status of five genes, MYO3A, CA10, 
NKX6, DBC1, SOX11 or MYO3A,CA10, NKX6, DBC1, 
PENK, enables the detection of bladder cancer with a 
sensitivity of 85.2% and a specificity of 94.5% [40].

HPV type 16 DNA was detected in the urine of wom-
en with cervical abnormalities, including 88.8% of can-
cer patients, 76.5% of patients with high-grade lesions, 
and 45.5% of patients with low-grade lesions [57]. The 
urine of patients with prostate cancer who underwent 
surgical treatment contained HPV DNA in 50% of cases 
[58].

In respect to marker cfRNA, quantitative RT-PCR 
detected specific Ki-67 mRNA, which was absent from 
the urine of five healthy donors, in two out of the four 
patients with bladder cancer and two out of the four 
patients with urinary tract infections [46]. Further-
more, RT-PCR detected mRNA of survirin (sensitivi-
ty 90.4%, specificity 94.7%), cytokeratin 20 (sensitivity 
82.6%, specificity 97.4%), and mucin 7 (sensitivity 62.6%, 
specificity 94.7%) (P<0.001) in the urine of bladder can-
cer patients. The combination of these three markers 
enables the detection of bladder cancer with a sensitiv-
ity of 100% at a specificity of 89.5% [45].

Determination of the concentration of CD147, 
BIGH3, and STMN1 mRNA in cell-free urine super-
natant (after centrifugation of the total urine at 10,000 
rpm) revealed that the concentration of mRNA is 2–67 
times higher in patients with urothelial bladder cancer 
than in healthy donors [59].

AMACR (α-methylacyl coenzyme A racemase) 
mRNA is a promising prostate cancer-specific mark-
er specific. The detection of AMACR mRNA in the 
urine sediment of 92 men, 43 of whom were diagnosed 
with prostate cancer, enables the identification of pa-

tients with a sensitivity of 70% and specificity of 71%, 
whereas the determination of PCA3 mRNA enables 
72% sensitivity and 59% specificity [60]. Simultaneous 
determination of AMACR and PCA3 mRNA increases 
the sensitivity and specificity of the test to 81 and 84%, 
respectively.

Analysis of the ratios of ETS2 (v-ets erythroblastosis 
virus E26 oncogene homolog 2) mRNA and uPA (uroki-
nase plasminogen activator) mRNA in cell-free RNA in 
total urine (without centrifugation/precipitation of the 
cells) make it possible to diagnose bladder cancer with 
100% specificity and 75.4% sensitivity [61].

However, the use of urinary mRNA for the devel-
opment of diagnostic systems for various diseases re-
mains quite a challenge, since the urine contains a lot 
of nucleases, including RNases (their diversity is de-
scribed in the next chapter). High concentration of en-
zymes that hydrolyze RNA complicates the processing 
of cell-free RNA, including the isolation stage. Unlike 
long mRNAs, miRNAs are more resistant to nucleases 
due to their small size (20–25 nucleotides), and the abil-
ity to form stable complexes with biopolymers or to be 
packed into different microparticles, e.g., exosomes [4]. 
The urine indeed contains m-, sca-, sno-, sn-, pi-, and 
miRNAs, including those in exosomes [4, 62]. Based on 
these data, more and more researchers are trying to 
develop test systems for the diagnosis of various can-
cers by analyzing miRNA in urine.

For example, it has been shown that the ratio of 
miRNA-126 and miRNA-152 concentrations in the 
urine enables detection of bladder cancer at 82% spec-
ificity and 72% sensitivity [63]. Determination of mi-
croRNA-210, -10b, and 183 concentrations increases 
the specificity of the detection of bladder cancer to 91% 
with a sensitivity of at least 71% [64].

More than 204 group-specific miRNA were found in 
the urine of healthy donors, cancer patients, and preg-
nant women; some of them may be potential markers 
(e.g., miR-515-3p, 335, 892a, 509-5p, 223*, 873, 302d, 
616*, 134) [44].

The level of microRNA 483-5p expression in the cell-
free fraction of the urine was found to be significantly 
higher (Mann-Whitney, P = 0.013) in prostate cancer 
patients [65].

The study of miRNA of the epithelial-mesenchymal 
transition (EMT) [66] in urine sediment and superna-
tant from 51 bladder cancer patients and 24 healthy 
volunteers revealed a decrease in the amount of miR-
NA-200, miRNA-192, and -155 families in the sedi-
ment, as well as decreased expression of miRNA-192 
and increased expression of miRNA-155 in the urine 
supernatant of the patients. In addition, the level of ex-
pression of miRNA-200, miRNA-205, and miRNA-192 
families in the urine sediment of the patients was 
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significantly correlated with the expression of EMT 
markers in the urine, including mRNA of zinc finger 
E-box-binding homeobox 1, vimentin, transforming 
growth factor-1, and the homolog gene of Ras fami-
ly (member A). The levels of miRNA-200c and miR-
NA-141 in the urine sediment of the patients returned 
to normal after the removal of the bladder tumor.

DNA- AND RNA-HYDROLYZING ENZYMES IN THE URINE
Human urine is a suitable environment for the func-
tioning of NA-hydrolyzing enzymes: adult daily urine 
contains 2.0–4.0 g of potassium, 100–400 mg of calcium, 
50–150 mg of magnesium, 3.6 g of sodium, 270–850 µg 
of zinc [25] and the pH value of urine normally ranges 
from 5.0 to 7.0.

DNase I is the major DNA-hydrolyzing enzyme in 
the urine [67-70], as well as in the blood [1], and its ac-
tivity in the urine is more than 100-fold higher than 
its activity in serum [71] and amounts to 400÷1200 act. 
U/L (specific activity of DNase I is 2000 act. U/mg, in 
blood 4.4 ± 1.8 act. U/L). Cell-free DNA in the urine 
can be hydrolyzed by all DNase I isoforms, which are 
known to differ in pI value, primary structure, and/
or content of sialic acid [72]. In addition, genetic poly-
morphism of DNase I in urine was reported in [69]. A 
murine model experiment demonstrated that the con-
centration of DNase I in the urine can significantly in-
crease with the onset of systemic lupus erythematosus 
(from 24 to 521 ng/mL), thereby indirectly reflecting 
the disorders occurring in the body [73]. The activity 
of DNase I in the blood is inhibited by actin [68, 74, 75]: 
however, actin concentration in the urine is, apparent-
ly, significantly lower than that in the blood (the con-
centration of actin is determined based on the concen-
tration of 3-methylhistidine, a specific metabolite of 
actin and myosin) [76].

The urine also contains DNase II [70, 71, 77]. The 
activity of DNase II in human urine is ca. 30 -times 
lower than that of DNase I [77]. At the same time, it is 
1.5–5 times higher than in the blood [78] and amounts 
to ca. 13–40 act. U/L of the urine.

In addition to DNases, the urine also contains phos-
phodiesterase I, which has a pH-optimum of 9.0 (the 
enzyme is stable at pH 3.0 to 11.0) [71, 79].

As for RNA-hydrolyzing enzymes of the urine, un-
fortunately, their studies were conducted primarily 
in the 20th century (1970s–90s.). RNase 2 is the most 

abundant RNA-hydrolyzing enzyme in human urine, 
where its concentration is ca. 20 times higher than that 
of RNase I. The molecular weight of RNase 2 as deter-
mined by electrophoresis in SDS-PAGE and gel filtra-
tion is 32 kDa and 38, respectively: the pH-optimum is 
in the range of 7.2–7.6 [80].

Ribonuclease I (RNase I) is the second most abun-
dant RNA-hydrolyzing enzyme in the urine [81]. The 
molecular weight of this enzyme is ~16 kDa, the en-
zyme is active at pH 7.0, and is inhibited by Cu2+, Hg2+ 
and Zn2+ions. RNase I is a pyrimidine-specific enzyme, 
and it hydrolyzes poly(C) and poly(U) more effectively 
than poly(A) and poly(G). RNase I is also able to hydro-
lyze RNA:DNA heteroduplexes [82].

In addition to RNases 2 and 1, human urine also con-
tains RNase C and U with pH optimum of 8.5 and 7.0, 
respectively [83], as well as RNase 7, UL, US, UpI-1, 
and UpI-2. RNase C (33 kD) is a glycoprotein, which 
preferably hydrolyzes synthetic poly(C) homopoly-
mer, and is similar to mammalian pancreatic RNases. 
RNase U (18 kDa) is also a glycoprotein and uses RNA 
as a substrate, but it is almost inactive against poly(C) 
and has a lower homology with pancreatic RNases. In 
terms of amino acid composition, this enzyme is similar 
to human spleen RNase. Other researchers also found 
RNAases with a molecular mass of 33 [84] and 21.5 kDa 
[85], a pH optimum of 6.5, and a more efficient hydrol-
ysis of poly(C) in human urine. RNase 7 (14.5 kDa) is 
present in the urine in concentrations of 235–3467.2 
mg/L [86]. RNase 7 exhibits antibacterial activity at al-
kaline pH values.

Pyrimidine-specific RNase UL (38 kDa) and US (13 
kDa), with pH optima of 8.0 and 6.75, respectively, were 
found in the urine of adult individuals [87]. The urine of 
pregnant women contained RNase UpI-1 (34 kDa) and 
UpI-2 (38 kDa) with pH-optima of 7.7 and 6.6, respec-
tively [88].

Therefore, cell-free DNA and RNA are heteroge-
neous with respect to their size and composition. They 
may appear in the urine both from the blood and from 
the cells of the urogenital system, mainly through ap-
optosis, necrosis, oncosis, and active secretion (as a part 
of exosomes). The biological function of urinary cell-
free nucleic acids has not been investigated, but DNA, 
RNA, and small RNA are of interest for early noninva-
sive diagnostics of oncological diseases of various etiol-
ogies. 
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ABSTRACT Recently, we demonstrated that the amino acid substitutions Ala267Met and Ala267Met/Ile272Val 
(Alekseeva et al., Biochemistry, 2012), Phe290Asp, Phe290Asn and Phe290Ser (Alekseeva et al., Prot. Eng. Des. 
Select, 2012) in recombinant formate dehydrogenase from soya Glycine max (SoyFDH) lead to a significant (up 
to 30–100 times) increase in the thermal stability of the enzyme. The substitutions Phe290Asp, Phe290Asn and 
Phe290Ser were introduced into double mutant SoyFDH Ala267Met/Ile272Val by site-directed mutagenesis. 
Combinations of three substitutions did not lead to a noticeable change in the catalytic properties of the mutant 
enzymes. The stability of the resultant triple mutants was studied through thermal inactivation kinetics and 
differential scanning calorimetry. The thermal stability of the new mutant SoyFDHs was shown to be much 
higher than that of their precursors. The stability of the best mutant SoyFDH Ala267Met/Ile272Val/Phe290Asp 
turned out to be comparable to that of the most stable wild-type formate dehydrogenases from other sources. 
The results obtained with both methods indicate a great synergistic contribution of individual amino acid sub-
stitutions to the common stabilization effect.
KEYWORDS protein engineering, multi-point mutants, rational design, stabilization, stability, synergistic effect, 
formate dehydrogenase, Glycine max.

INTRODUCTION
NAD(P)+-dependent formate dehydrogenases ([1.2.1.2], 
FDHs) have been found in bacteria, yeast, fungi, and 
plants [1–3]; however, plant FDHs have been far less 
studied than enzymes from microorganisms. Our labo-
ratory has actively studied plant recombinant formate 
dehydrogenases, including FDH from the soybean 
Glycine max (SoyFDH) [3–7]. A plasmid vector was 
constructed that enabled expression of the soluble and 
active SoyFDH in Escherichia coli cells [8]. Increased 
interest in this enzyme stems from the fact that the 
Michaelis constant values of SoyFDH both for NAD+ 
and formate are lower than those of formate dehydro-
genases from other sources (Table 1). Systematic stud-
ies of various formate dehydrogenases [2] and analysis 

of the structure-function relationship have revealed a 
number of amino acid residues that affect the stability 
and catalytic properties of soybean formate dehydro-
genase [3–7]. More than 20 mutant SoyFDHs were pre-
pared using site-directed mutagenesis. More than half 
of them had a higher thermal stability compared to 
the one for the wild-type enzyme, while the Michaelis 
constants practically didn’t change. The most interest-
ing results were obtained using enzyme stabilization 
approaches such as filling the cavity inside the protein 
globule [4] and substitution of a hydrophobic residue 
by hydrophilic ones on the protein globule surface [5, 
6]. SoyFDHs with a substitution of one or two amino 
acid residues, Ala267Met and Ala267Met/Ile272Val, 
respectively, were produced using the first approach. 
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In this case, the thermal stability of a double mutant 
was significantly higher compared to that of its pre-
cursor [4]. In the case of the second approach, a hydro-
phobic residue, Phe290, located in the coenzyme-bind-
ing domain on the surface of the protein globule was 
replaced by eight other amino acid residues [5, 6]. 
In this work, three triple mutants were produced 
by introducing the point substitutions Phe290Asp, 
Phe290Asn, and Phe290Ser into double mutant 
Ala267Met/Ile272ValSoyFDH. The Phe290Asp substi-
tution providing the strongest stabilization effect was 
assumed to produce a triple mutant with the highest 
stability. The other two triple mutants were obtained 
to elucidate how the differences in the stabilization 
effect at the 290th position will affect the overall sta-
bility and catalytic properties of SoyFDH with three 
amino acid substitutions.

MATERIALS AND METHODS
Molecular-biology-grade reagents were used for ge-
netic engineering experiments. Bactotryptone, yeast 
extract, and agar (Difco, USA), glycerol (99.9%) and 
calcium chloride (ultra pure), dipotassium hydrogen 
phosphate, sodium dihydrogen phosphate (pure for 
analysis), lysozyme (Fluka/BioChemika, Switzerland), 
lactose (analytical grade), ampicillin and chlorampheni-
col (Sigma, USA), and glucose and sodium chloride (an-
alytical grade (Helicon, Russia) were used in microbio-
logical experiments. Restriction endonucleases, phage 
T4 DNA ligase, and Pfu DNA polymerase (Fermentas, 
Lithuania) were used for cloning DNA fragments and 
site-directed mutagenesis. Reagent kits (Fermentas, 
Lithuania) were used to isolate DNA from agarose gel 
and plasmids from E. coli cells. Oligonucleotides for 
PCR and sequencing were synthesized by the Syntol 
company (Russia). Water purified by a MilliQ device 
(Millipore, USA) was used in these experiments.

All reagents used in protein electrophoresis were 
manufactured by Bio-Rad (USA). NAD+ with a pu-
rity ≥ 98% (AppliChem, Germany), sodium formate 
and EDTA (Merck, Germany), sodium azide (Sigma, 
Germany), ammonium sulfate (chemically pure grade, 
DiaM, Russia), sodium dihydrogen phosphate, disodi-
um phosphate, and urea (analytical grade, Reakhim, 
Russia) were used to isolate an enzyme and examine its 
properties.

Site-directed mutagenesis reaction
Site-directed mutagenesis enabling Phe290Asp, 
Phe290Asn, and Phe290Ser substitutions in the Soy-
FDH amino acid sequence were introduced as previ-
ously described [5]; however, instead of the pSoyFDH2 
plasmid with the wild-type SoyFDH gene, the 
pSoyFDH2_M1M2 plasmid was used as an initial tem-

plate. This plasmid contains a gene encoding SoyFDH 
with Ala267Met and Ile272Val substitutions.

For each mutant plasmids were isolated from three 
colonies. The correctness of mutation introduction was 
proved by sequencing of the plasmid DNA at the Ge-
nome Center for Collective Use (Engelhardt Institute of 
Molecular Biology, Moscow).

Expression of mutant SoyFDHs in E. coli cells
Wild-type SoyFDH and its mutant forms were ex-
pressed in E.coli BL21(DE3) Codon Plus/pLysS cells. 
To generate a producer strain, the cells were trans-
formed with an appropriate plasmid and plated on 
Petri dishes with an agar medium containing ampicil-
lin (150 µg/mL) and chloramphenicol (25 µg/mL). To 
prepare the inoculum, a single colony was taken from 
a plate and cultured at 30 °C overnight in 4 mL of a 
modified 2YT medium (10 g/L yeast extract, 16 g/L 
bactotryptone, 1.5 g/L sodium dihydrogen phosphate, 
1 g/L dipotassium hydrogen phosphate, pH 7.5) in the 
presence of 150 µg/mL ampicillin and 25 µg/mL chlo-
ramphenicol. Then, the cells were subcultured into a 
fresh medium (1 : 100 dilution) and cultured at 37 °C 
to A600

≈ 0.6–0.8. The inoculum (10% of the total medi-
um volume) was added into conical 1L baffled flasks. 
The cells were cultured at 30 °C and 80–90 rpm until 
an absorbance of A

600
=0.6–0.8. Then, the cells were in-

duced by adding a solution of lactose (300 g/L) to a final 
concentration of 20 g/L. After induction, the cells were 
cultured for 17 h and then pelleted using an Eppendorf 
5403 centrifuge (20 min, 5,000 rpm, 4 °C). The resulting 
biomass was re-suspended in a 0.1 M sodium phosphate 
buffer pH 8.0 at a 1 : 4 (weight-volume) ratio. The re-
sulting suspension was frozen and stored at –20 °C.

Isolation and purification of mutant enzymes
To isolate mutant SoyFDHs, a 20% cell suspension in a 
0.1 M sodium phosphate buffer, pH 8.0, was subjected 
to two cycles of freezing-thawing; then, the cells were 
disrupted using a Branson Sonifier 250 ultrasonic cell 
disruptor (Germany) under continuous cooling. The 
precipitate was removed by centrifugation on an Ep-
pendorf 5804R centrifuge (11,000 rpm, 30 min).

The enzyme purification procedure included pre-
cipitation of ballast proteins with ammonium sulfate 
(saturation of 40%), precipitation of the target protein 
(with ammonium sulfate saturation of 85%) and its 
subsequent reconstitution in a solution containing 45% 
ammonium sulfate, hydrophobic chromatography on 
Phenyl Sepharose, and desalting on a Sephadex G-25 
column [4, 5]. The sample purity was monitored by ana-
lytical electrophoresis in a 12% polyacrylamide gel in 
the presence of 0.1% sodium dodecyl sulfate (Bio-Rad 
electrophoresis apparatus).
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Formate dehydrogenase activity measurement
The enzymatic activity was determined spectropho-
tometrically by the absorbance of NADH at 340 nm 
(ε

340
=6,220 M–1cm–1) on a Schimadzu UV1800PC spec-

trophotometer at 30 °C in 0.1 M sodium phosphate 
buffer, pH 7.0, containing 0.3 M sodium formate and 
0.4 mg/mL NAD+.

Determination of the Michaelis constant
Michaelis constants for NAD+ and formate were de-
termined spectrophotometrically by measuring the 
dependence of enzymatic activity on the concentra-
tion of one of the substrates in a range from 0.3 up 
to 6–7 K

M
 at saturating concentrations of the sec-

ond substrate (> 20 K
M

). The exact concentration 
of initial NAD+ solutions was measured at 260 nm 
(ε

260
 = 17,800 M–1cm–1). The exact concentration of so-

dium formate was determined enzymatically using 
formate dehydrogenase, based on the formation of 
NADH caused by oxidation of the formate ion to CO

2
. 

50 µL of a NAD+ solution (20 mg/mL in 0.1 M phos-
phate buffer, pH 8.0), 20 µL of a formate dehydroge-
nase solution (50 U/mL), and 0.1 M phosphate buffer, 
pH 8.0, were added to a quartz spectrophotometric 
cuvette (total and reaction volumes were 4 and 2 mL, 
respectively) to a total volume of 1.96 mL. The cell was 
incubated at 37 °C for 15 min, and then the absorbance 
at 340 nm was determined. 0.1 mL of a 3 M sodium for-
mate solution in 0.1 M phosphate buffer, pH 7.0, pre-
pared by weight in a volumetric flask was added to a 
100 mL volumetric flask with 0.1 M phosphate buffer, 
pH 8.0, using a 0.1 mL glass pipette and adjusted to a 
volume of 100 mL with the same buffer. The resulting 
solution was stirred, and a 40 µL sample of the solu-
tion was added to the cell with the reaction mixture. 
Upon completion of the reaction (15–20 min), the solu-
tion absorbance was measured. The absorbance was 
subtracted with an initial absorbance value, and the 
resultant difference was used to calculate the exact 
concentration of sodium formate. K

M
 values were de-

termined by nonlinear regression using the Origin Pro 
8.5 software.

Determination of catalytic constants
The catalytic constant values were calculated from 
the dependence of the activity of several enzyme sam-
ples on the active site concentrations of the samples 
by linear regression using the Origin Pro 8.5 software. 
The concentrations of active sites were determined by 
measuring quenching of enzyme fluorescence by NAD+ 
and the azide ion [7]. Measurements were performed 
in 0.1 M sodium phosphate buffer, pH 7.0, on a Cary 
Eclipse fluorimeter (Varian, USA).

Thermal stability analysis based on the 
thermal inactivation kinetics
The enzyme thermal stability was studied in 0.1 M 
sodium phosphate buffer, pH 7.0, containing 0.01 M 
EDTA. Series of 1.5 mL plastic test tubes with 50 µL of 
an enzyme solution (0.2 mg/mL) in each were prepared 
for each experiment. The tubes were placed in a wa-
ter thermostat pre-heated to a required temperature 
(46–66 °C, temperature accuracy of ± 0.1 °C). At a cer-
tain time point, one tube was taken out and transferred 
into ice for 5 min, after which the tube was centrifuged 
at 12,000 rpm on an Eppendorf 5415D centrifuge for 
3 min. The residual formate dehydrogenase activity 
was measured as described above. The thermal inac-
tivation rate constant k

in
 was determined as the slope 

of the natural logarithm of residual activity vs time 
(semilogarithmic coordinates, ln(A/A

0
) –t)) by linear 

regression using the Origin Pro 8.5 software.

Analysis of the enzyme thermal stability 
using differential scanning calorimetry
Differential scanning calorimetry experiments were 
performed using a DASM-4 adiabatic differential 
scanning microcalorimeter (Biopribor, Bach Institute 
of Biochemistry, Federal Research Center “Fundamen-
tals of Biotechnology”, Russia). The reaction volume of 
platinum capillary calorimetric cells was 0.48 mL. To 
prevent the formation of air bubbles and evaporation 
of solutions at elevated temperatures, 2.2 atm extra 
pressure was maintained in the calorimetric cells. The 
instrument calibration was carried out by feeding one 
cell to a fixed power (ΔW = 25 µW).

Before a calorimetric experiment, the temperature 
drift of instrument readings was determined. During 
measurement, the blank cell contained 0.1 M sodium 
phosphate buffer, pH 7.0, and the sample cell contained 
SoyFDH dissolved in the same buffer. The enzyme con-
centration was 2.0 mg/mL, and the heating rate was 
1 °C/min.

The thermal denaturation reversibility was analyzed 
by re-scanning of a sample after its cooling to 10–12 °C 
directly in a calorimeter. The absence of a denaturation 
peak upon repeated measurements confirmed irrevers-
ible denaturation.

Processing and analysis of denaturation curves were 
performed according to a standard procedure by means 
of special macroses using the Matlab 8.0 software. The 
calorimeter drift and a step change in the heat capacity 
associated with the denaturation completeness were 
subtracted from the measured data before calculating 
the denaturation parameters. The calorimetric specific 
heat capacity (ΔC

p
) was calculated based on the area 

under the curve of the protein excess heat capacity vs 
temperature; the denaturation (melting) temperature 
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T
m

 was determined as the temperature at the maxi-
mum on the same curve. The error of ΔC

p
 calculation 

was 5–8%. The experimental error of the T
m

 measure-
ment did not exceed 0.2 °C.

Computer simulation
The SoyFDH structure was analyzed using the Accel-
rys Discovery Studio 2.1 software package. The same 
package was used to prepare images of the protein 
globule.

RESULTS AND DISCUSSION
As already noted, triple mutant SoyFDHs were pro-
duced by introduction of three amino acid resi-
dues (Asp, Asn, and Ser) into the 290th position of 
a double mutant with Ala267Met/Ile272Val sub-
stitutions. Figure 1 presents the structure of the 
[SoyFDH-NAD+-N

3
–] ternary complex indicating the 

positions of the Ala267, Ile272, and Phe290 residues 
selected for site-directed mutagenesis in the protein 
globule. As seen from the figure, all three residues are 
located in the coenzyme-binding domain; however, 
the first two residues are more distant from the NAD+ 
molecule than the Phe290 residue. The substitutions 
at the 290th position had a much more noticeable effect 
on both the catalytic properties and the thermal sta-
bility compared to the replacements at positions 267 

and 272 [4–6]. We assumed that a combination of the 
three amino acid substitutions would provide a more 
stable mutant SoyFDH. For convenience purposes, the 
Ala267Met, Ile272Val, Phe290Asn, Phe290Asp, and 
Phe290Ser substitutions are thereafter designated as 
M1, M2, M3, M4, and M5, respectively.

Production of mutant SoyFDHs
Substitutions of the nucleotides responsible for the 
desired mutations were performed by a polymerase 
chain reaction. Three plasmids for each of the three 
mutants were isolated. According to sequencing, the 
soyfdh gene in all plasmids contained the desired mu-
tations only. Plasmids encoding the soyfdh gene with 
mutations leading to amino acid substitutions (A267M/
I272V/F290N), (A267M/I272V/F290D), and (A267M/
I272V/F290S) were used to transform the E. coli 
BL21(DE3)CodonPlus/pLysS strain. All three mutant 
SoyFDHs were demonstrated to be expressed in the 
active and soluble forms in recombinant strains. Ac-
cording to analytical polyacrylamide gel electrophore-
sis in the presence of sodium dodecyl sulfate, the purity 
of the isolated SoyFDH samples was not less than 95%.

The kinetic properties of the mutant enzymes
Table 1 shows the values of the catalytic constant and 
Michaelis constants for NAD+ and formate for the three 

Fig. 1. 3D-structure of a ternary complex of SoyFDH with coenzyme NAD+ and strong inhibitor N
3

-

A:Phe290

A:NAD+

A:Ala267

A:N
3

-

A:Ile272

B:Phe290

B:NAD+
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B:N
3
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B:Ile272
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new multi-point mutant SoyFDHs, as well as similar 
values for mutant precursors and some other bacterial, 
yeast, and plant formate dehydrogenases. As seen from 
Table 1, the introduction of an additional substitution 
into the 290th position of a double mutant has no effect 
on the Michaelis constant for formate, whereas the K

M
 

value for NAD+ is either comparable to or higher than 
that of a double mutant precursor. These data are well 
correlated with the fact that all mutable residues are 
located in the coenzyme-binding domain. The catalytic 
constant of a double mutant is less than that of point 
mutants with substitution at the 290th position. Com-
bination of the three amino acid replacements leads to 
the k

cat
 value of triple mutants being either comparable 

or higher than that of the double mutant but less than 
that of point mutants with the substitutions Phe290Asp 
and Phe290Asn. Also, the lack of correlation between 
the catalytic properties of double, triple, and point mu-
tants should be noted. For example, mutant SoyFDH 

Phe290Asp has the highest k
cat

 value among point mu-
tants with a substitution at the 290th position, while the 
triple mutant containing this substitution has the low-
est catalytic constant among multi-point mutants.

In summary, it can be concluded that the kinetic 
parameters and catalytic properties of SoyFDHs with 
the substitutions Ala267Met/Ile272Val/Phe290Asn 
and Ala267Met/Ile272Val/Phe290Ser remained at 
the level of the wild-type enzyme and mutant formate 
dehydrogenases from Pseudomonas sp. 101, PseFDH 
GAV and PseFDH SM4 (Table 1); in mutant SoyFDH 
A267M/I272V/F290D, these parameters slightly de-
teriorated but still remained better than in CboFDH, 
which is widely used at present.

Analysis of the thermal stability of mutant 
SoyFDHs through thermal inactivation kinetics
The thermal inactivation kinetics of mutant SoyFDHs 
with the substitutions Ala267Met/Ile272Val/

Table 1. Kinetic parameters of wild-type and mutant SoyFDHs compared to those of formate dehydrogenases from 
other sources

Enzyme k
cat

,
s–1 K

м
formate, mM K

м
NAD+, µM k

cat
/K

м
NAD+, 

(µM*s) –1
k

cat
/K

м
formate, 

(mM*s) –1 Reference

wt-SoyFDH 2.9 1.5 13.3 0.22 1.93 [4-6]

SoyFDHM1 
(A267M) 5.0 2.1 9.9 0.51 2.38 [4]

SoyFDH M1+M2 
(A267M/I272V) 2.2 2.4 13.3 0.17 0.92 [5]

SoyFDH M3 
(F290N) 2.8 4.5 14.0 0.40 1.02 [5]

SoyFDH M4 
(F290D) 5.1 5.0 12.8 0.20 0.62 [5]

SoyFDH M5 
(F290S) 4.1 4.1 9.1 0.45 1.00 [5]

SoyFDH M1+M2+M3 
(A267M/I272V/F290N) 3.2±0.2 2.2±0.3 14.1±0.7 0.23 1.45 Present  

study
SoyFDH M1+M2+M4 

(A267M/I272V/F290D) 2.9±0.2 2.8±0.4 20.3±1.3 0.14 1.04 Present  
study

SoyFDH M1+M2+M5 
(A267M/I272V/F290S) 3.7±0.1 2.3±0.3 16.1±0.4 0.23 1.61 Present  

study

wt-AthFDH 3.8 2.8 50 0.08 1.36 [8]

wt-LjaFDH 1.2 6.1 25.9 0.05 0.20 [9]

wt-CboFDH 3.7 5.9 45 0.08 0.63 [10,11]

wt-MorFDH 7.3 7.5 80 0.09 0.97 [2]

wt-PseFDH 7.3 6.5 65 0.11 1.12 [2]

PseFDHGAV 7.3 6 35 0.21 1.22 [2,3]

PseFDHSM4 7.3 3.2 41 0.18 2.28 Own data

PseFDH, MorFDH, CboFDH, AraFDH, and LjaFDH are formate dehydrogenases from bacteria Pseudomonas sp.101 and 
Moraxella sp. C1, yeast Candida boidinii, and plants Arabidopsis thaliana and Lotus japonicus, respectively.
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Phe290Asn and Ala267Met/Ile272Val/Phe290Ser was 
studied in a temperature range of 58–64 °C, while Soy-
FDH Ala267Met/Ile272Val/Phe290Asp was analyzed 
in a range of 60–66 °C. Selection of the temperature 
range was based on the higher stability of the last mu-
tant; therefore, higher temperatures had to be used for 
achieving the time intervals required for a decrease in 
activity similar to that observed in other mutants. The 
inactivation kinetics in the entire temperature range 
followed the first-order kinetics. The thermal inactiva-

tion rate constants were calculated from the slopes of 
these straight lines. The thermal inactivation rate con-
stant value did not depend on the enzyme concentra-
tion in the entire temperature range, indicating the true 
monomolecular mechanism of the thermal inactivation 
process. Figure 2 presents the dependence of the natu-
ral logarithm of the residual activity of the three new 
mutant enzymes on time at 64 °C. It is seen that mutant 
SoyFDH with the Ala267Met/Ile272Val/Phe290Asp 
substitutions has a higher stability than the other two 

Fig. 2. Dependence of the natural logarithm of the residual 
activity on time for triple mutant SoyFDHs at 64 °C, 0.1 
M sodium phosphate buffer, pН 7.0. M1 – Ala267Met, 
M2 – Ile272Val, M3 – Phe290Asn, M4 – Phe290Asp, M5 
– Phe290Ser
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– Ala267Met, M2 – Ile272Val, M3 – Phe290Asn, M4 – 
Phe290Asp, M5 – Phe290Ser

ln
(k

in
/

T
)

0.00294 0.00297 0.00300 0.00303 0.00306  0.00309 0.00312

1/T, K-1

SoyFDH 
(M1+M2+M4)

SoyFDH 
(M1+M2+M3)

SoyFDH 
(M1+M2+M5)

wt-SoyFDH

-11.0

-11.5

-12.0

-12.5

-13.0

-13.5

-14.0

-14.5

-15.0

-15.5

Fig. 4. Dependence of the inactivation rate constants on 
temperature in coordinates ln(k

in
/T) – 1/T for wild-type 

and mutant SoyFDHs. 0.1 M sodium phosphate buffer, pН 
7.0. M1 – Ala267Met, M2 – Ile272Val, M3 – Phe290Asn, 
M4 – Phe290Asp, M5 – Phe290Ser

Fig.5. Differential scanning calorimetry melting curves for 
wild-type and multi-point mutant SoyFDHs. 0.1 M sodium 
phosphate buffer, pН 7.0. Enzyme concentration is 2 
mg/mL, heating rate is 1 C/min. M1 – Ala267Met, M2 
– Ile272Val, M3 – Phe290Asn, M4 – Phe290Asp, M5 – 
Phe290Ser
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triple mutants. Unfortunately, the inactivation curves 
of the precursor mutants could not be obtained at this 
temperature, since they were almost completely inac-
tivated in less than 5 min under these conditions. To 
illustrate the stabilization effect, Fig. 3 shows the de-
pendencies of the residual activity of several mutant 
SoyFDHs on time at 54 °C. It is seen that Ala267Met/
Ile272Val/Phe290Asp SoyFDH is almost inactivat-
ed for about 8 h, while the half-inactivation period of 
the wild-type enzyme and mutant SoyFDHs with the 
Ala267Met, Ala267Met/Ile272Val, and Phe290Asp sub-
stitutions is 19, 56, 153, and 460 min, respectively. Thus, 
we can draw a conclusion about the large additive effect 
of the substitution introduced into the 290th position in 
Ala267Met/Ile272Val double mutant SoyFDH on an in-
creased enzyme thermal stability.

Figure 4 shows the temperature dependence of 
the thermal inactivation rate constants for mutant 
SoyFDHs with triple substitutions and the wild-type 
enzyme in the coordinates ln(k

in
/T) vs 1/T, where T is 

the temperature in Kelvin. These coordinates are a lin-
ear anamorphosis for the equation of the temperature 
dependence of the rate constant for the transition state 
theory [12]:

⎛

⎝
⎜

⎞

⎠
⎟ =

⎛

⎝
⎜

⎞

⎠
⎟+ Δ − Δ = − Δ≠ ≠ ≠k

T
k
h

S
R

H
RT

const H
R T

ln ln 1in B ,

Table 2. Activation parameters ΔH≠ and ΔS≠ for thermal inactivation of wild-type and mutant SoyFDHs and wild-type 
formate dehydrogenases from various sources (0.1 M sodium phosphate buffer, pН7.0)

Enzyme ΔH≠,  
kJ/M

ΔS≠,  
J/(M*K) Reference

wt-SoyFDH 370 ± 20 830 ± 60 [4]

SoyFDHM1(A267M) 400 900 [4]

SoyFDH M1+M2 (A267M/I272V) 450±30 1,040±80 [4]

SoyFDHM5 (F290D) 520±30 1,240±70 [5]

SoyFDHM3 (F290N) 450±20 1,050±60 [5]

SoyFDHM5 (F290S) 440±20 1,020±70 [5]

SoyFDH M1+M2+M3 
(A267M/I272V/F290N) 500±30 1,190±90 Present 

study
SoyFDH M1+M2+M4 

(A267M/I272V/F290D) 540±20 1,310±50 Present 
study

SoyFDH M1+M2+M5 
(A267M/I272V/F290S) 450±30 1,050±80 Present 

study

wt-AthFDH* 490 1,200 [2]

wt-PseFDH* 570 1,390 [2]

wt-CboFDH* 500 1360 [13]

wt-SceFDH* 420 n.d.** [14]

* AthFDH, PseFDH, CboFDH, and SceFDH are formate dehydrogenases from plant A. thaliana, bacterium 
Pseudomonassp.101,and yeast C. boidinii and Saccharomices cerevisiae, respectively.
**n.d. – no data

Fig. 6. Differential scanning calorimetry melting curves for 
multi-point mutant SoyFDHs and wild-type formate dehy-
drogenases from various sources. 0.1 M sodium phos-
phate buffer, pН 7.0. Enzyme concentration is 2 mg/mL; 
heating rate is 1 C/min. M1–Ala267Met, M2 – Ile272Val, 
M3–Phe290Asn, M4–Phe290Asp, M5 – Phe290Ser. 
PseFDH, MorFDH, CboFDH, SoyFDH, and AthFDH are 
recombinant wild-type formate dehydrogenases from 
bacteria Pseudomonas sp.101 and Moraxella sp.C1, 
yeast C. boidinii, soybean G. max, and plant A. thaliana, 
respectively
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Table 3. Stabilization effect* for mutant SoyFDHs compared to the wild-type enzyme at various temperatures (0.1 M 
sodium phosphate buffer, pН7.0)

T,
oC
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25 1 9 130 200 11,000 52 26,000 9,200 1,430,000 233,200 6,760 450

30 1 7 81 120 4,100 33 9,720 3,820 332,100 73,540 2,673 265

46 1 4.3 18 25 230 8.8 450 280 4,140 2,330 158 54

48 1 4 15 20 160 7.5 300 188 2,400 1,440 114 41

50 1 3.8 13 17 120 6.5 221 148 1,560 1,030 85 37

52 1 3.6 11 15 85 5.5 165 135 935 856 61 38

54 1 3.4 8.9 12 61 4.8 107 76 5,439 436 43 24

56 1 3.2 7.5 10 44 4.1 75 58 330 308 30.8 21

58 1 3 6.4 8.6 32 3.5 55 50 205 218 22 19

60 1 2.8 5.4 7.3 23 3.1 39 32 124 160 17 14

62 1 2.7 4.6 6.1 17 2.7 28 23 78 93 12 11

64 1 2.5 3.9 5.2 12 2.3 20 22 47 71 9 12

66 1 15 51 9

*Stabilization effect was calculated as the (k
in
)wt/(k

in
)mut ratio at the same temperature. Values shown in bold were calcu-

lated using experimental constants. The other values of the stabilization effect were calculated using the transition state 
theory equation and appropriate activation parameters ΔH≠ and ΔS≠ from Table 2.
**Columns 7, 9 and 11 show the theoretical stabilization effect in the case of 100% additivity. These values were calcu-
lated as multiplication of the stabilization effect for double mutant Soy FDH (М1+М2) and the stabilization effect for a 
mutation at the 290th position.

where k
B
 and h are the Planck and Boltzmann con-

stants, respectively; R is the universal gas constant; and 
ΔH≠ and ΔS≠ are activation parameters.

The linear form of the resulting dependences suggests 
that the dependence of the thermal inactivation rate 
constants of native SoyFDH and the mutant forms is ac-
tually described by the transition state theory equation.

Table 2 provides the values of the ΔH≠ and ΔS≠ acti-
vation parameters for the thermal inactivation process 
that are derived from the temperature dependences of 
the thermal inactivation rate constants using the equa-
tion from the transition state theory. It can be seen that 
the activation enthalpy ΔH≠ and entropy ΔS≠ values for 
the enzyme with an Ala267Met/Ile272Val/Phe290Asp 
triple substitution are the highest ones among all tested 

FDH mutants and are almost the same as those of one 
of the most thermostable FDH from Pseudomonas sp. 
101 (PseFDH). It should be noted that the ΔH≠ and ΔS≠ 

values of the mutant with the Ala267Met/Ile272Val/
Phe290Asp substitutions are higher than those of for-
mate dehydrogenase from yeast Candida boidinii and 
plant Arabidopsis thaliana.

As seen from Table 2, the activation enthalpy of 
wild-type SoyFDH is lower than that of its mutants. 
This means that the thermal inactivation rate constant 
of all mutant SoyFDHs will decrease faster than that of 
wild-type SoyFDH as the temperature decreases: i.e. 
the stabilization effect should increase with decreas-
ing temperature. The thermal inactivation rate con-
stant and stabilization effect values were calculated in 
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a wide temperature range using the transition state-
theory equation and ΔH≠ and ΔS≠ values obtained for 
wild-type SoyFDH and mutant enzymes. Table 3 shows 
the stabilization effect values of mutant SoyFDHs com-
pared to the wild-type enzyme. It is seen that the sta-
bilization effect in the most stable mutant enzyme with 
the Ala267Met/Ile272Val/Phe290Asp substitutions 
ranges from 2,330 to 51 times at elevated temperatures 
(46–66 °C). It is much more than in the most successful 
point mutant Phe290Asp. Therefore, the Ala267Met/
Ile272Val/Phe290Asp mutant is the most thermostable 
mutant among the mutant SoyFDHs described in this 
paper. Its thermal stability is higher than that of the 
formate dehydrogenases from A. thaliana and C. boi-
dinii.

Since all the mutable residues are located in the co-
enzyme-binding domain, it was interesting to estimate 
the contribution of substitution at the 290th position to 
the overall stabilization effect of a triple mutant. The ad-
ditivity concept is used to assess such a contribution. For 
this purpose, an experimental value of the stabilization 
effect is compared to a theoretically possible value. If 

Table 4. Data of differential scanning calorimetry for wild-type and mutant formate dehydrogenases from various sources 
(0.1 M sodium phosphate buffer, pН 7.0)

Enzyme Melting temperature, 
T

m
, oC

T
m

–T
m

wt-SoyFDH,
 oC

Cooperativity value,  
T

1/2
, oC Reference

wt-PseFDH* 67.6 10.6 5.4 [17]

PseFDH GAV* 68.8 11.8 5.4 [17]

wt-MorFDH** 63.4 6.4 4.9 [17]

wt-AthFDH** 64.9 7.9 5.9 [17]

wt-CboFDH** 64.4 7.4 5.3 [17]

wt-SoyFDH** 57.0 0.0 7.1 [5]

SoyFDH М1 
(A267M) 59.7 2.7 7.5 [4]

SoyFDHМ1+М2 
A267M/I272V 61.6 4.6 6.8 [4]

SoyFDHF290D 64.8 7.8 5.0 [5]

SoyFDHF290N 61.3 4.3 6.6 [5]

SoyFDH F290S 59.9 2.9 6.4 [5]

SoyFDH М1+М2+М3 
(A267M/I272V/F290N) 64.9 7.9 5.8 Present 

study
SoyFDH М1+М2+М4 

(A267M/I272V/F290D) 67.3 10.3 4.8 Present 
study

SoyFDHМ1+М2+М5 
(A267M/I272V/F290S) 63.7 6.7 5.6 Present 

study

* wt-PseFDH and PseFDH GAV are wild-type and mutant formate dehydrogenases from bacterium Pseudomonas 
sp.101,, respectively [2].
** wt-MorFDH, wt-CboFDH, and wt-AthFDH are wild-type recombinant formate dehydrogenases from bacterium Mo-
raxella sp. C1, yeast C.boidinii, and plant A. thaliana, respectively.

the stabilization effects in the original mutants are in-
dependent of each other, the theoretical effect of the 
stabilization of a mutant that combines the analyzed 
substitutions will be equal to the product of the stabili-
zation effects of the original mutants. Coincidence of the 
theoretical and experimental values means 100% addi-
tivity. If this value is less than 100%, then the additivity 
is not complete, and if it is more than 100%, then there 
is positive cooperativity or synergism of the stabilization 
effect. Columns 7, 9, and 11 of Table 3 show values of the 
theoretical stabilization effect calculated as a multiplica-
tion of the stabilization effect value of the initial mutant 
SoyFDH with an Ala267Met/Ile272Val double substitu-
tion on the stabilization effect value of a mutant with 
an appropriate substitution at the 290th position. As seen 
from columns 6 and 7, in the case of mutant SoyFDH 
Ala267Met/Ile272Val/Phe290Asn, a 100% additivity is 
observed at 64 °C, while lowering the temperature leads 
to a slow decrease in this parameter. A similar pattern 
is observed for mutant SoyFDH Ala267Met/Ile272Val/
Phe290Ser (Table 3; columns 11 and 12) at 62 °C and be-
low; while at 64 °C, the stabilization additivity is greater 
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than 100%. A very interesting situation is observed for 
the most stable mutant SoyFDH Ala267Met/Ile272Val/
Phe290Asp (Table 3; columns 9 and 10). The stabilization 
additivity exceeds 100% at all tested temperatures; how-
ever, this parameter is reduced with a decrease in tem-
perature, like in the two previous cases. High additivity 
of the stabilization effect (up to 100%) upon combination 
of several amino acid substitutions was also observed 
for FDH from bacterium Pseudomonas sp. 101 a [15, 16], 
but the magnitudes of the stabilization effects are not 
comparable (1.1–2.5 times) with the effects observed in 
this work.

The cause for increasing theoretical stabilization ef-
fect (and, consequently, reducing effect of additivity) 
with lowering temperature is not yet clear, but it should 
be noted that the thermal inactivation rate constant of 
various SoyFDH mutants is differently dependent on the 
temperature, and a total change in the protein structure 
caused by the combination of amino acid substitutions 
may be different at different temperatures. Further ex-
periments, which were beyond the goals and objectives 
of our work, will provide a more precise understanding of 
the causes of the observed effect.

Analysis of the thermal stability of mutant 
SoyFDHs by differential scanning calorimetry
The results of the study of multi-point mutant Soy-
FDHs by differential scanning calorimetry are pre-
sented in Fig. 5. For comparison, the melting curve of 
double-mutant SoyFDH Ala267Met/Ile272Val is also 
shown. Figure 5 demonstrates that an increase in the 
heat transition temperature in triple mutants com-
pared to a double mutant has the same tendency as 
for determining the thermal stability through thermal 

inactivation kinetics: the higher the stabilization ef-
fect of a substitution at the 290thposition is, the higher 
the phase transition temperature of a triple mutant is. 
As expected, mutant SoyFDH Ala267Met/Ile272Val/
Phe290Asp proved to be the most stable one.

Figure 6 shows melting curves for the most stable 
mutant SoyFDHs and enzymes from other sources 
that provide an assessment of the magnitude of a ther-
mal stability increase in the mutants. It is evident that 
SoyFDH Ala267Met/Ile272Val/Phe290Asp is more 
stable than FDH from A. thaliana, C. boidinii, and 
Moraxella sp. C1 and is very close to the enzyme from 
Pseudomonas sp. 101 (PseFDH), which is one of the 
most stable described formate dehydrogenases [2, 15].

Table 4 shows the values of the thermal transition 
parameters. It is seen that SoyFDH Ala267Met/Il-
e272Val/Phe290Asp has the highest phase transition 
temperature among all multi-point soybean FDH mu-
tants, which agrees well with the data on the thermal 
inactivation kinetics. Comparison of this mutant form 
with formate dehydrogenases from other sources dem-
onstrated that this enzyme ranks second after PseFDH 
for thermal stability.

Thus, we have produced three soybean mutant for-
mate dehydrogenases that have a much higher thermal 
stability than the wild-type enzyme, as well as double- 
and point-mutant precursors. The distinctive feature is 
that the effect is achieved without a significant change 
in the catalytic parameters compared to the original 
SoyFDH.  

This work was supported by the Russian Foundation 
for Basic Research (grants № 14-04-01625-a and  

14-04-01665-a ).
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ABSTRACT The recombinant isoforms Lc-LTP1 and Lc-LTP3 of the lentil lipid transfer protein were overex-
pressed in E. coli cells. It was confirmed that both proteins are stabilized by four disulfide bonds and character-
ized by a high proportion of the α-helical structure. It was found that Lc-LTP1 and Lc-LTP3 possess antimicro-
bial activity and can bind fatty acids. Both isoforms have the ability to bind specific IgE from sera of patients 
with food allergies, which recognize similar epitopes of the major peach allergen Pru p 3. Both isoforms were 
shown to have immunological properties similar to those of other plant allergenic LTPs, but Lc-LTP3 displayed 
a less pronounced immunoreactivity.
KEYWORDS lipid transfer protein, isoform, lentil, allergen, cross-reactivity, heterologous expression, antimicro-
bial activity, lipid binding.
ABBREVIATIONS ASIT – allergen-specific immunotherapy; TNS – 2-(p-toluidino)-6-naphthalenesulfonic acid; 
BSA – bovine serum albumin; ELISA – enzyme-linked immunosorbent assay; GSH and GSSG – reduced and 
oxidized glutathione; LTP – lipid transfer protein; MES – 2-(N-morpholino)ethanesulfonic acid; PBS – phos-
phate-buffered saline; PBST – phosphate-buffered saline containing Tween-20; TBS – Tris-buffered saline; 
TBST – Tris-buffered saline containing Tween-20; TМB – 3,3’,5,5’-tetramethylbenzidine.

INTRODUCTION
Plant lipid transfer proteins (LTPs) are a class of small 
cationic proteins with spatial structures comprising 
three or four α-helices and stabilized by four disulfide 
bonds. Hydrophobic cavities in plant LTPs enable them 
to reversibly bind and transport various lipid molecules 
[1]. Many proteins of this class possess antimicrobial ac-
tivity and inhibit the growth of pathogenic bacteria 
and fungi. LTP synthesis in plants is induced by various 
stress factors, including attacks by pathogenic microor-
ganisms, draught, excessive soil salinity, etc. [2]. Plant 
LTPs are believed to be involved in the protection of 
plants against biotic and abiotic environmental stress 
factors, in cell wall synthesis, cuticular wax deposition, 
plant growth modulation, and many other processes [3].

The structure of plant LTPs is highly resistant to 
thermal denaturation and chemical degradation, as 
well as to enzymatic cleavage. It is believed that many 
LTPs, which are highly resistant to degradation by di-
gestive enzymes, are potent allergens responsible for 
the development of allergic reactions to plant food 
products [4]. Many LTPs cause latex and pollen aller-

gies. The major peach allergen Pru p 3 is the dominant 
LTP allergen with a high allergenic capacity. It is in-
volved in the development of allergic cross-reactions to 
plant foods and pollen [5].

Natural and recombinant allergens, including those 
belonging to the LTP class, are currently widely used 
in the development of modern test systems for com-
ponent-resolved diagnostics. Studies aimed at creating 
vaccines for preventive allergen-specific immunother-
apy (ASIT) on the basis of natural and recombinant 
allergens are underway [6]. Different isoforms of al-
lergens typically have different immunoreactivities. 
Therefore, it seems prudent to search for and study 
isoforms with reduced immunoreactivity, which can 
be used to develop hypoallergenic variants of major al-
lergens with high clinical effectiveness and low risk of 
adverse reactions during ASIT [7].

Earlier, we discovered a subfamily of eight lipid 
transfer proteins (Lc-LTP1-8) in lentil Lens culinar-
is seeds. One of these proteins, namely, Lc-LTP2, was 
isolated and characterized as a protein possessing an-
timicrobial activity [8]. It has been demonstrated that 
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Lc-LTP2, like several other plant LTPs, is a food aller-
gen. We have registered it in the IUIS database as Len c 
3 [9]. This work focuses on the recombinant production 
and comparative study of the structural-functional and 
immunological properties of the two isoforms of lentil 
LTP: Lc-LTP1 and Lc-LTP3.

EXPERIMENTAL

Heterologous expression of LTPs 
in Escherichia coli cells
cDNA of lentil L. culinaris or peach Prunus persica and 
the following pairs of gene-specific primers were used 
for PCR amplification of nucleotide sequences encoding 
the proteins studied: 
Lc-LTP1
5’-GCGAGATCTATTGATGGAAGAATGGCAATCT-
CATGCGGAACA-3’ (forward)
5’-GCGAATTCGCGGATCCTTAGAACCTGATG-
GTG-3’ (reverse);
Lc-LTP3
5’-GCGAGATCTGATCCGATGGCAGTCTCATGTG-
GAACT-3’ (forward) 
5 ’ - G C G A A T T C G C G G A T C C C T T C A A A A C T -
TAATG-3’ (reverse);
Pru p 3
5’-GCGGGATCCATGATAACATGTGGCCAAG-3’ 
(forward)
5’-GCGGAATTCTCACTTCACGGTGGCGCAGTT-3’ 
(reverse).

The expression cassettes carrying a T7 promoter, the 
ribosomal binding site, a start codon (ATG), sequenc-
es encoding histidine octamer and modified thiore-
doxin A (M37L), cleavage sites (Ile-Asp-Gly-Arg-Met, 
Asp-Pro-Met or Met) and mature proteins Lc-LTP1 
(GenBank AY793553), Lc-LTP3 (GenBank AY793555) 
and Pru p 3 (GenBank AY792996) were collected after 
several successive PCR stages and ligated with the BglII/
XhoI fragment of a low-copy-number pET-31b(-) plas-
mid vector (Novagen) 5.25 kbp in size. Expression plas-
mids pET-His8-TrxL-Lc-LTP1, pET-His8-TrxL-Lc-
LTP3, and pET-His8-TrxL-Pru p 3 (lengths of 6047, 6043, 
and 6021 bp, respectively) were obtained (Fig. 1). These 
plasmid vectors were used to transform E. coli strain BL-
21 (DE3) cells carrying the T7 RNA polymerase gene.

The cells of producing strains were grown in a LB 
medium containing 50 µg/mL of ampicillin and 20 mM 
of glucose up to A600

~0.7. Synthesis of LTP was induced 
by adding isopropylthio-β-D-galactopyranoside to the 
medium to a final concentration of 0.2 mM. The cells 
were then grown in 2L flasks with 0.5 L of the nutri-
ent medium for 4–5 h at 25°C (Lc-LTP3 and Pru p 3) or 
37°C (Lc-LTP1), using a thermostatic orbital shaker at 
a stirring rate of 220 rpm.

Isolation and purification of recombinant LTPs
Cell pellets obtained by centrifugation were resuspend-
ed in buffer A (50 mM Tris-HCl, 0.5 M NaCl, 20 mM 
imidazole, pH 7.8) containing 1 mM phenylmethylsul-
fonyl fluoride at a ratio of 1:5 (v/v). The cells were 
destroyed on ice in an ultrasonic homogenizer using 
eight cycles of 45 s. The clarified cell lysate obtained 
by centrifugation was used for Lc-LTP3 and Pru p 3 
purification. Metal chelate chromatography was per-
formed on a Ni2+sepharose column at a flow rate of 0.7 
mL/min. The fusion proteins were eluted with buffer A 
containing 0.5 M imidazole. Lc-LTP1 was isolated from 
inclusion bodies, which were washed twice with buffer 
A containing 1% Triton-X100 and then solubilized in 
buffer A containing 6 M guanidine hydrochloride. Met-
al chelate chromatography was performed in the same 
buffer system containing 6 M guanidine hydrochloride. 
All eluates were dialyzed against 3 L of acidified wa-
ter (pH 3.0) at 4°C overnight. The resulting dialysates 
were freeze-dried. The fusion proteins were cleaved 
with cyanogen bromide. For this, the fusion proteins 
were first dissolved in 80% TFA in a concentration of 
10–20 mg/mL. A 100-fold molar excess of cyanogen 

Fig. 1. Genetic map of the expression plasmid pET-His8-
TrxL-LTP. The plasmid carries a bacteriophage T7 promot-
er with a lac operator, a ribosomal binding site (RBS), the 
fusion protein coding the sequence His8-TrxL-LTP, where 
LTP is Lc-LTP1, Lc-LTP3 or Pru p 3, and a T7 terminator; 
bla is the β-lactamase gene; and lacI is the lac repressor 
gene
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bromide was then added, and the mixture was incu-
bated in the dark at room temperature for 16–20 h. The 
reaction was stopped by adding a threefold volume of 
water. The samples were then evaporated in a vacu-
um concentrator. The target proteins were purified by 
repeated metal chelate chromatography on the same 
column in the same buffer system containing 6 M gua-
nidine hydrochloride. The final purification of the re-
combinant proteins was performed on a Reprosil-Pur 
C18-AQ column (Dr. Maisch GmbH) in the presence of 
0.1% TFA at a flow rate of 2 mL/min in a gradient of 
acetonitrile concentration from 5 to 80% over 60 min. 
Refolding of the purified Lc-LTP1 was performed in a 
buffer (50 mM Tris-HCl, pH 8.0, 20 mM NaCl, 0.8 mM 
KCl, 1 mM EDTA) containing 1 M urea, 0.8 M L-argi-
nine, and 2 mM GSH/0.2 mM GSSG [10]. For the re-
folding, the recombinant protein was dissolved in this 
buffer to a concentration of 0.1 mg/mL, incubated at 
4°C overnight and purified by RP-HPLC on a Luna C18 
column (Phenomenex) in the presence of 0.1% TFA us-
ing a gradient of acetonitrile concentration from 5 to 
80% over 60 min. The fractions obtained at different 
isolation stages were analyzed by SDS-PAGE (15% gel) 
in the Tris-glycine system according to Laemmli [11].

Mass spectrometry, Edman microsequencing 
and CD spectroscopy
The molecular weights of the recombinant LTPs were 
determined using a Reflect III MALDI-TOF mass spec-
trometer (Bruker) equipped with a UV laser (336 nm). 
The amino acid sequence was determined using the 
Procise cLC 491 protein sequencing system (Applied 
Biosystems). Circular dichroism spectra were recorded 
at room temperature using a J-810 spectropolarime-
ter (Jasco) in a cell with an optical path of 0.01 cm in a 
wavelength range of 180–250 nm (scan rate 1 nm) us-
ing aqueous solutions of the recombinant proteins at a 
concentration of 1 mg/mL.

Sera and antibodies
Sera from allergic patients (n = 20) were collected at 
the Center of Molecular Diagnostics at the Central 
Research Institute of Epidemiology. Out of them, we 
selected the sera from nine patients allergic to plant 
products, which contained IgE specific to recombinant 
Pru p 3. Sera samples from nonallergic individuals were 
used as a negative control. Total IgE levels in the sera 
of allergic patients were determined using a Total IgE 
HRP EIA kit (Dr. Fooke) according to the manufactur-
er’s instructions.

Polyclonal anti-Lc-LTP2-antibodies were prepared 
by immunization of rabbits. At the first stage of pre-
paring a hyperimmune serum, the rabbits were subcu-
taneously administered recombinant Lc-LTP2 (150 µg/

rabbit) with complete Freund’s adjuvant, then a half 
dose of the antigen with incomplete Freund’s adjuvant, 
and finally the recombinant protein in PBS. Polyclonal 
anti-Lc-LTP2-antibodies were purified by fractional 
precipitation of proteins with ammonium sulfate. Sera 
samples obtained from the same rabbits prior to immu-
nization were used as a negative control.

Immunoblotting
A lentil seed extract was prepared as described in [8]. 
Following SDS-PAGE (15% gel), the proteins were 
electrotransferred to a nitrocellulose membrane in a 
buffer containing 20% of methanol and 0.1% of SDS. 
At the first stage, the membrane was incubated in a 
1% solution of nonfat dry milk in TBS. The membrane 
was washed with TBST and incubated in a solution of 
poly clonal rabbit anti-Lc-LTP2-antibodies in a 1% milk 
solution in TBS (dilution 1:200) for 2 h at room tem-
perature. After washing, the membrane was incubat-
ed in a solution of goat anti-rabbit IgG-horseradish 
peroxidase conjugated antibodies (Sigma) in a 1% milk 
solution in TBS for 1 h at room temperature. The mem-
brane washed with TBST was then treated with a TMB 
solution for membranes (Sigma). The enzymatic reac-
tion was terminated by washing the membrane with 
water to remove residual substrate.

Enzyme-linked immunosorbent assay (ELISA)
The recombinant LTPs (0.5 µg) were added to the wells 
of a 96-well plate (Costar) in 50 µL of TBS and incubat-
ed for 1 h at 37°C. After washing with the same TBST 
buffer solution, the plate was incubated at 37°C for 2 h 
with a 1% solution of BSA in TBS. The plate was then 
incubated at 37°C for 2 h with sera from allergic pa-
tients prepared by serial dilutions (1:2–1:16) in TBS. 
After washing with TBST, a solution of goat anti-hu-
man IgE-horseradish peroxidase conjugated antibodies 
(Sigma) was added to the wells and the plate was in-
cubated at 37°C for 1 h. Bound antibodies were detect-
ed after washing the wells with TBST using TMB for 
ELISA (Sigma). The enzymatic reaction was stopped by 
adding 4N H2

SO
4
. The resulting data were analyzed by 

measuring the absorbance in the wells at 450 nm.
For ELISA with polyclonal rabbit anti-Lc-LTP2 anti-

bodies, free binding sites were blocked under the same 
conditions and the plate was incubated with a solution 
of polyclonal rabbit anti-Lc-LTP2 antibodies in TBS 
(1:500—1:64,000 dilutions) at 37°C for 1 h. After washing 
with TBST, a solution of goat anti-rabbit IgG-horserad-
ish peroxidase conjugated antibodies in TBS was added 
to the wells and the plate was incubated at 37°C for 1 h. 
Detection was also performed using TMB.

In ELISA inhibition assays, smaller amounts of the 
recombinant proteins (0.2 µg) were used for coating and 
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the patients’ sera were pre-incubated with serial dilu-
tions of the recombinant Pru p 3 at a concentration of 
0.02-200 µg/mL at 37°C for 3 h.

Antimicrobial activity
The bacteria Agrobacterium tumefaciens A281, 
Clavibacter michiganensis Ac-1144, and Pseudomonas 
syringae B-1546 were inoculated into a liquid LB medi-
um and incubated at 30°C under constant stirring until 
A

600
 = 1.0–1.5. The test fungi Aspergillus niger F-2259, 

Fusarium solani F-142, Alternaria alternata F-3047, 
Botrytis cinerea F-3700, and Neurospora crassa F-184 
were grown on potato sucrose agar at room tempera-
ture until active sporulation. Aliquots (110 µL) of the 
bacterial cultures (4×104 CFU/mL) or spore suspension 
(104 spores/mL) in the culture medium and 10 µL of 
sterile protein solutions of different concentrations in 
0.1% TFA were added to the wells of a 96-well plate. 
Each version of the test was performed in triplicate. 
The plate was incubated in a thermostatic shaker at 
30°C. Culture growth was assessed by measuring the 
absorbance in the wells at 620 nm. 0.1% TFA was used 
as a negative control. The protein concentrations en-
suring 50% inhibition of culture growth (IC

50
) were de-

termined after 24 or 48 h bacterial or fungal culture 
incubation, respectively. Spore germination and hyphal 
morphology were evaluated using a CKX41 light in-
verted microscope (Olympus) after 12 and 24 h spore 
incubation in a liquid culture medium with the protein 
solutions.

Fatty acid binding
Fluorescence spectra were recorded using an F-4000 
spectrofluorimeter (Hitachi) at 25°C. The spectral width 
of the slit of the monochromator excitation and emis-
sion was 5 nm. TNS fluorescence was excited at 320 nm 
and recorded in the 330–450 nm range. The maximum 
fluorescence intensity was detected at 437 nm. A TNS 
solution in a concentration of 3 µM in a buffer solution 
(175 mM D-mannitol, 0.5 mM K

2
SO

4
, 0.5 mM CaCl

2
, 5 

mM MES, pH 7.0) with or without stearic acid (to a con-
centration of 65 µM) was incubated in a cuvette for 1 

min under constant stirring. Fluorescence spectra were 
subsequently recorded. Recombinant LTPs were then 
added to a concentration of 2.5 µM, incubated for 2 min, 
and fluorescence spectra were recorded [12]. The re-
sults are expressed as a percentage of the fluorescence 
intensity of the protein-TNS complex according to the 
formula ((F – F

0
)/F

C
) × 100%, where F

0 
is the fluores-

cence intensity of TNS in the solution; F and F
C 

are the 
fluorescence intensities of the protein-TNS complex 
either with or without the lipid added, respectively.

RESULTS AND DISCUSSION
Lipid transfer proteins in plant genomes are represent-
ed by gene families encoding different LTP isoforms. 
Multiple isoforms of the lipid transfer protein have 
been detected in a single plant, thus giving grounds for 
more in-depth research of the biological role of each of 
them. It was suggested that the expression of certain 
LTP isoforms is primarily regulated by the environ-
ment and that the synthesis of multiple LTP isoforms 
is an element of the plant defense system against a va-
riety of abiotic and biotic stresses [13]. This assumption 
was confirmed in studies of the differential gene ex-
pression of LTP isoforms in various organs and tissues 
of plants under abiotic and biotic stress conditions using 
sesame [14], arabidopsis [15], pepper [16], the castor oil 
plant [17], grapes [18], and tomato [19]. It was shown 
that biosynthesis of certain LTP isoforms in plants is 
tissue-specific and that the genes of certain isoforms 
are expressed at different stages of plant ontogeny.

Recently we found eight LTPs in germinated lentil 
seeds, named Lc-LTP1–8 [8]. It was shown that biosyn-
thesis of the isolated isoforms of the lentil lipid transfer 
protein Lc-LTP2,4,7,8 occurs during early development 
of seedlings and may take place due to the involvement 
of these proteins in plants protection against patho-
gens or in lipid transport during the active metabolism 
phase during germination. The biological role of the iso-
forms Lc-LTP1,3,5,6 remains unclear.

The structural and functional properties of one of 
the lentil LTPs, namely, Lc-LTP2, were studied in de-
tail. The spatial structure of this protein is typical of 

Fig. 2. Comparison of the amino acid sequences of lentil LTP isoforms and the major peach allergen Pru p 3. Conserv-
ative amino acid residues are shown in gray. The disulfide bonds are shown as brackets. α-Helical regions of Lc-LTP2 
are shown above [20]. The amino acid residues included in the conformational epitopes of Pru p 3 are shown in red with 
stars [21]

Lc-LTP1

Lc-LTP2

Lc-LTP3

Pru p 3
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that of a representative of the LTP class comprising 
four α-helixes [20]. Hydrophobic amino acid residues 
in the protein are pointed inwards and form a hydro-
phobic cavity capable of hosting lipid ligands. Lc-LTP2 
binds lipids, exhibits antimicrobial activity, and is a 
major lentil allergen registered as Len c 3 [9].

This work focuses on the isolation and comparative 
study of the structural-functional and immunological 
properties of two other lentil LTP isoforms. The iso-
forms Lc-LTP1 and Lc-LTP3 chosen for a compara-
tive study differ most significantly from Lc-LTP2 in 
terms of their amino acid sequence (72 and 77% homol-
ogy, respectively) (Fig. 2). These proteins consist of 93 
amino acid residues, including eight conservatively lo-
cated cysteine residues. Their isoelectric points lie in 
the alkaline pH range (9.53 and 8.32 for Lc-LTP1 and 
Lc-LTP3, respectively). These proteins contain amino 
acid residues comprising conformational epitopes of the 
dominant LTP class allergen, peach Pru p 3, which sug-
gests that the two lentil LTP isoforms possess allergenic 
properties.

Isolation and characterization of 
recombinant lentil LTP isoforms
The recombinants Lc-LTP1 and Lc-LTP3 were pre-
pared in a manner similar to that described for Lc-
LTP2 [9]. Isolation and purification of the recombinant 
proteins were performed using soluble (Lc-LTP3) and 
insoluble (Lc-LTP1) cellular fractions and involved 
several steps. During the expression, the fusion protein 
His8-TrxL-Lc-LTP3 was predominantly accumulat-
ed in its soluble form in the cytoplasm. His8-TrxL-Lc-

LTP1, which has an isoelectric point lying at a high-
er pH, was accumulated in both soluble and insoluble 
forms. However, the solution primarily contained the 
His8-TrxL-Lc-LTP1 forms with a truncated C-termi-
nal region, which may have been formed by proteolytic 
cleavage of Lc-LTP1. Therefore, expression of the fu-
sion protein was carried out at a higher temperature 
and it was isolated from the insoluble cell fraction. The 
fusion proteins were purified by metal chelate chroma-
tography in either nondenaturing or denaturing con-
ditions using step gradient elution with imidazole. The 
fusion proteins were cleaved with cyanogen bromide 
in an acidic medium, and the reaction products were 
separated by repeated metal chelate chromatography. 
The final purification of the recombinant proteins was 
performed by RP-HPLC.

The secondary structure of the recombinant proteins 
was studied by CD spectroscopy. The CD spectrum of 
Lc-LTP3 was similar to that of Lc-LTP2 and featured a 
curve typical of proteins with a high content of α-helical 
structures. The CD spectrum of recombinant Lc-LTP1 
had a different shape and suggested that the protein is 
not structured (Fig. 3). Therefore, purified Lc-LTP1 was 
refolded at low temperature under mild denaturing con-
ditions in the presence of 1 M urea, L-arginine, which 
prevents protein aggregation, and a pair of oxidized and 
reduced glutathiones. The reaction products were sep-
arated by RP-HPLC. An analysis of the Lc-LTP1 CD 
spectrum after refolding showed that the protein as-
sumed the conformation typical of plant LTPs.

The recombinant protein samples were analyzed by 
SDS-PAGE. It was shown that in the absence of β-mer-

Fig. 3. CD spectra of lentil LTPs. (a), (b) – CD spectra 
of the recombinant Lc-LTP1 before and after refolding, 
respectively
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Fig. 4. MALDI-TOF mass spectra of the recombinant Lc-
LTP1 (a) and Lc-LTP3 (b)
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captoethanol, Lc-LTP1 and Lc-LTP3 exist both in di-
meric and monomeric forms, which is typical of LTPs 
[9]. Addition of a reducing agent leads to cleavage of 
disulfide bonds and dimer dissolution. Homogeneity 
and the identity of the recombinant LTPs and natural 
proteins were confirmed by MALDI-TOF mass spec-
trometry and automated Edman microsequencing. A 
mass spectrometric analysis showed that the molecular 
weights of the recombinant Lc-LTP1 (m/z of 9351.02) 
and Lc-LTP3 (m/z of 9236.38) correspond to the calcu-
lated weights of LTPs whose structures are stabilized 
by four disulfide bonds (9350.93 and 9235.65 Da, respec-
tively) (Fig. 4). The measured m/z values correspond to 
the masses of protonated molecular ions [M+H]+. The 
yields of the recombinant proteins were no lower than 
3 and 5 mg/L of the culture, based on pure Lc-LTP1 
and Lc-LTP3, respectively. Recombinant Pru p 3 was 
prepared in the same manner as Lc-LTP3, and its yield 
was 4 mg/L of the culture.

Functional activity of the recombinant 
lentil LTP isoforms
It is well known that many members of LTPs possess 
antimicrobial activity and the cytoplasmic membrane 
is the intended target of their antimicrobial action [22]. 
It is believed that cationic plant LTPs interact with 
the anionic components of the cytoplasmic membrane, 
which leads to its destabilization and disruption of per-
meability [20].

The comparative study of the antimicrobial activity 
of the three lentil LTP isoforms was conducted using 
the Gram-negative bacteria A. tumefaciens and P. sy-

ringae and Gram-positive bacterium C. michiganensis, 
as well as the fungi A. alternata, A. niger, B. cinerea, F. 
solani, and N. crassa. It was demonstrated that the re-
combinant Lc-LTP1 and Lc-LTP3, as well as Lc-LTP2, 
also exhibit antifungal and mild antibacterial activity 
and their antimicrobial action is nonspecific (Table 1). 
A. niger culture, the black rot plant pathogen, was the 
one most susceptible to all three proteins. It was shown 
that recombinant Lc-LTP1 and Lc-LTP3, as well as Lc-
LTP2, inhibit spore germination of phytopathogenic 
fungi, mycelium growth and development, but do not 
affect the hyphal morphology. No significant difference 
in the strength of antimicrobial activity was observed 
for the three lentil LTP isoforms, despite the marked 
differences in the primary structures and acid-base 
properties of these proteins. Based on this, it was sug-
gested that it is not solely the nonspecific electrostatic 
interaction between LTP and the membrane that is re-
sponsible for the antimicrobial effect.

In addition to antimicrobial activity, virtually all 
known plant LTPs have the ability to bind and trans-
port a variety of lipids. The LTP structure has a hy-
drophobic cavity capable of binding hydrophobic 
molecules. Plant LTPs bind a wide range of ligands, in-
cluding fatty acids with a C10–C18 chain length, acyl 
derivatives of coenzyme A, phospho- and galactolipids, 
prostaglandin B2, molecules of organic solvents, and 
certain drugs [23]. The effectiveness of the binding of 
various lipid ligands depends on the size of the hydro-
phobic cavity in the protein. It is believed that LTPs 
participate in many processes in plants via their ability 
to bind and carry various lipids.

Fig. 5. Effect of stearic acid (SA) on the fluorescence level 
of the LTP-TNS complexes
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Table 1. Antimicrobial activity of the recombinant lentil LTPs

Microorganism
IC

50
, µM

Lc-LTP1 Lc-LTP2 Lc-LTP3

Bacteria

Agrobacterium 
tumefaciens 40 20–40 40

Clavibacter 
michiganensis 40 > 40 > 40

Pseudomonas 
syringae > 40 > 40 > 40

Fungi

Alternaria alternata 40 > 40 40

Aspergillus niger 5–10 10 10

Botrytis cinerea 20–40 10–20 > 40

Fusarium solani 20–40 > 40 40

Neurospora crassa 40 20–40 20–40
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NMR spectroscopy has previously been used to show 
that the recombinant Lc-LTP2 has a hydrophobic cav-
ity allowing it to interact with dimyristoylphosphati-
dylglycerol [20]. In this work, we studied the interac-
tion of the three recombinant lentil LTPs with stearic 
acid using a fluorescent TNS probe, whose fluorescence 
increases in a hydrophobic environment. It was shown 
that addition of misfolded Lc-LTP1 (without prior re-
folding) to a TNS solution does not affect the intensity 
of its fluorescence. The fluorescence intensity of TNS, 
however, significantly increases after the addition of 
recombinant Lc-LTP2 and Lc-LTP3, as well as Lc-
LTP1 after the refolding. This implies that protein-TNS 
complexes are formed, and a hydrophobic cavity capa-
ble of binding hydrophobic molecules is present in the 
structures of all three LTPs. The addition of each of the 
three recombinant lentil LTPs to a TNS–stearic acid 
mixture resulted in a less significant increase in the flu-
orescence intensity and was indicative of the competi-
tion between fatty acid molecules and TNS for binding 
sites in the proteins (Fig. 5). Thus, it was demonstrated 
that all three isoforms possess the ability to bind fatty 
acids. No significant difference in the effectiveness of 
fatty acid binding by the three proteins was observed, 
which can be attributed to the similar sizes of the hy-

drophobic cavities in the structures of the three lentil 
LTPs.

Immunological properties of the 
recombinant lentil LTP isoforms
LTPs from various plants have been characterized as 
allergens. Quite often, allergic reactions are caused 
by cross-reactivity between the major LTP allergen, 
peach Pru p 3, and homologous allergenic proteins 
from different plant foods and pollens. We have pre-
viously shown that lentil Lc-LTP2, registered in the 
IUIS database as Len c 3, is a food allergen. This aller-
gen binds to specific IgE in sera of patients with food 
allergies, which recognize epitopes similar to those of 
the major peach allergen Pru p 3 so that it may cause 
allergic cross-reactions [9]. In this work, we have con-
ducted a comparative study of the immunological 
properties and cross-reactivity of the two other lentil 
LTP isoforms. Polyclonal rabbit anti-Lc-LTP2 anti-
bodies and sera of patients with food allergies contain-
ing specific IgE to the recombinant Pru p 3 were used 
in the study.

The interaction of rabbit polyclonal anti-Lc-LTP2 
IgG with three lentil LTP isoforms and peach Pru p 3 
was investigated by immunoblotting (Fig. 6) and ELI-
SA (Fig. 7). The results of immunoblotting with pre-re-
duced recombinant LTPs demonstrated that polyclonal 
rabbit anti-Lc-LTP2 antibodies bind to all three lentil 
LTP isoforms and peach Pru p 3. As one would expect, 
the highest level of binding of anti-Lc-LTP2 antibodies 
was observed in the case of Lc-LTP2. The lowest one 
was observed in the case of Lc-LTP1, although, peach 
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Fig. 6. Immunoblotting with rabbit polyclonal anti-Lc-
LTP2 antibodies: 1 – molecular mass standards; 2 – the 
lentil seed extract; 3–5 – the recombinant Lc-LTP1,2,3, 
respectively; 6 – the recombinant Pru p 3

Fig. 7. ELISA with rabbit polyclonal anti-Lc-LTP2 antibod-
ies
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Pru p 3 is the least structurally similar to Lc-LTP2 (55% 
homology). The ELISA results were fundamentally the 
same as the results of immunoblotting, even though 
we used native proteins in this test. The maximum 
efficiency of binding to anti-Lc-LTP2 antibodies was 
observed for Lc-LTP2; while the lowest, for Lc-LTP1. 
The results of immunoblotting and ELISA reveal a sim-
ilar structural organization of all LTPs and at least a 
partial similarity of their linear and conformational an-
tigenic determinants.

The ability of recombinant proteins to bind to spe-
cific IgE in sera of patients allergic to fruits, nuts, and 
beans was demonstrated by ELISA (Table 2). All three 
lentil LTP isoforms bind to specific IgE, but the ana-
ly sis of the majority of sera from the patients showed 
that their immunoreactivity was lower than that of 
Pru p 3. IgE-immunoreactivity of the recombinant Lc-
LTP3 was lower than that of the two other isoforms. 
This indicates that all three isoforms of lentil LTPs 
have allergenic properties and according to the pre-
liminary data, Lc-LTP3 is the least allergenic lentil 
LTP isoform. The less pronounced immunoreactivity 
of Lc-LTP3 may be attributed to the fact that it con-
tains fewer amino acid residues constituting confor-
mational epitopes of peach Pru p 3 (Fig. 2) compared 
to other lentil LTPs (7 of 13).

Cross-reactivity of the recombinant lentil LTP iso-
forms was investigated by ELISA using the recombi-
nant Pru p 3 as an inhibitor of IgE-binding (Fig. 8). In-
hibition of IgE-binding was observed for all three lentil 
LTPs. The results indicate that the isoforms Lc-LTP1, 
Lc-LTP3, and Lc-LTP2 contain epitopes that are simi-
lar to the major peach allergen Pru p 3.

CONCLUSIONS
In this study, we have obtained the recombinant iso-
forms of the lentil lipid transfer proteins Lc-LTP1 and 
Lc-LTP3 and conducted a comparative study of the 
structural-functional and immunological properties 
of the four lipid transfer proteins. Despite significant 
differences in the amino acid sequences of the three 
isoforms of lentil LTPs, their functional properties 
were quite similar. It was shown that all three proteins 
contain α-helical regions and are characterized by the 
presence of a hydrophobic cavity that ensures their 

Table 2.Characterization of sera from patients with food allergies

No. Sex (M/F) Total IgE,  
IU/mL

Specific IgE* (ELISA), A
450

Allergenic products
Lc-LTP1 Lc-LTP2 Lc-LTP3 Pru p 3

1 M 794 1.4 ± 0.09 1.26 ± 0.19 1.28 ± 0.1 1.35 ± 0.14 Nuts

2 F 556 0.7 ± 0.12 0.77 ± 0.11 0.84 ± 0.07 0.85 ± 0.05 Nuts

3 M 525 1.08± 0.04 1.08 ± 0.11 1.07 ± 0.02 1.09 ± 0.03 Nuts

4 F 479 0.53± 0.05 0.57 ± 0.03 0.37 ±.03 0.82 ± 0.05 Sesame, soy beans

5 M 417 0.28± 0.01 0.4 ± 0.02 0.32 ± 0.06 0.27 ± 0.01 Nuts, fruits

6 F 407 0.77± 0.07 0.93 ± 0.02 0.29 ± 0.08 1.01 ± 0.07 Nuts, tomatoes

7 F 302 0.33± 0.03 0.37 ±0.05 0.31 ± 0.1 0.33 ± 0.02 Nuts

8 M 71 0.6 ± 0.02 0.62 ± 0.02 0.4 ± 0.01 0.81 ± 0.02 Pea

9 F 25 0.46± 0.05 0.53 ± 0.14 0.45 ± 0.04 0.64 ± 0.02 Nuts

*Note. Data were obtained using 1:2 serum dilutions.

Fig. 8. Effect of the recombinant Pru p 3 on lentil LTP bind-
ing to specific IgE from the serum of patient no.3 with food 
allergy
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ability to bind fatty acids. All isoforms of lentil LTPs 
possess antimicrobial activity characterized by low 
specificity. The search for natural ligands of different 
lentil LTP isoforms, as well as identification of the fac-
tors affecting the induction of their biosynthesis, will 
pave the way for a deeper understanding of the func-
tional role of the multiplicity of LTP isoforms.

At the same time, the study revealed certain differ-
ences in the immunoreactivity of the three lentil LTP 
isoforms. It was shown that Lc-LTP1 and Lc-LTP3, as 
well as Len c 3 deposited in the IUIS allergen database, 
are able of binding specific IgE from sera of patients 
with food allergies, recognizing epitopes similar to 
those of the major peach allergen Pru p 3. However, 
the immunoreactivity of Lc-LTP3 was less pronounced 

than that of the other isoforms. Further research into 
the structural organization and allergenic properties of 
Lc-LTP3 will reveal the key amino acid residues whose 
replacement leads to a decreased immunoreactivity of 
plant LTPs. It will also create conditions for the devel-
opment of hypoallergenic variants of lipid transfer pro-
teins and their use for allergen vaccination.  
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providing the sera of patients with food allergies.
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INTRODUCTION
An increasing number of drugs are currently produced 
in cell culture bioreactors (first and foremost, those 
based on Chinese hamster ovary (CHO) cells) [1, 2]. 
However, the extremely high cost of the product is the 
main problem in manufacturing recombinant proteins 
in cell cultures. One of the ways to optimize the manu-
facturing process is to improve vectors for transgene 
generation, which allows one to significantly reduce 
the cost of manufacturing and maintenance of effective 
producer cell lines.

Transfection of linearized plasmid DNA has become 
the most common method used in bioengineering to 
generate cell lines for producing target proteins [3, 4]. 
This method can be employed to generate cell lines 
containing multiple copies of the expression vector that 
are usually inserted into one or, less frequently, several 
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genomic sites. The cytomegalovirus (CMV) promoter, 
the SV40 early promoter, and strong housekeeping 
gene promoters, are typically used for transgene ex-
pression [5].

DNA sequences (usually the AT-rich ones) have 
been widely used since the early 1990s to enhance 
transfection efficiency and the stability of transgene 
expression; in vitro experiments demonstrated that 
these sequences interact with the matrix attachment 
region (MAR) [6–8]. The existing model assumes that 
the MAR elements interact with nuclear matrix pro-
teins, thus reducing the dependence of the expression 
level of MAR-flanked genes on the negative effect of a 
chromatin environment.

Furthermore, known insulators are widely used to 
protect transgene transcription against repression and 
the negative effect of the surrounding genome [9–11]. 

ABSTRACT Mammalian cell lines are widely used to produce recombinant proteins. Stable transgenic cell lines 
usually contain many insertions of the expression vector in one genomic region. Transcription through trans-
gene can be one of the reasons for target gene repression after prolonged cultivation of cell lines. In the present 
work, we used the known transcription terminators from the SV40 virus, as well as the human β- and γ-globin 
genes, to prevent transcription through transgene. The transcription terminators were shown to increase and 
stabilize the expression of the EGFP reporter gene in transgenic lines of Chinese hamster ovary (CHO) cells. 
Hence, transcription terminators can be used to create stable mammalian cells with a high and stable level of 
recombinant protein production.
KEYWORDS Recombinant proteins, production of proteins in cell lines, transcription termination, insulators, 
CHO.
ABBREVIATIONS RB – recombinant protein; CHO – Chinese hamster ovary cells; UTR – untranslated region of the 
gene; kbp – thousands of nucleotide base pairs; S/MAR – DNA regions associated with nuclear matrix proteins; 
insulators – regulatory elements that block the interaction between the enhancer and the promoter; UCOE – 
regulatory elements containing strong promoters of the housekeeping genes; STAR – regulatory elements pro-
tecting against HP1-dependent repression; EGFP – enhanced green fluorescent protein; CMV – cytomegalovi-
rus; SV40 – simian virus 40; HSV – herpes simplex virus.
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The HS4 insulator (1.2 kbp) found at the border of the 
chicken β-globin locus is most typically used in bioen-
gineering. Two copies of the HS4 insulator are usually 
inserted in the construct immediately downstream of 
the target gene. In some cases, either combinations of 
the known MAR and HS4 insulator are used or the HS4 
core (500 bp) is multimerized [9]. These constructs en-
hance both the efficiency of transgene generation and 
the expression level of the transgene. However, the 
HS4 insulator is not equally efficient in all cell cultures 
and organisms.

Extended DNA fragments including housekeeping 
gene promoters (UCOE) [12, 13] and regulatory ele-
ments capable of blocking heterochromatin propaga-
tion [12, 14] are also used in bioengineering.

In general, it is fair to say that no universal regu-
latory elements with a comprehensible mechanism of 
action that could be efficiently used across all types of 
vector constructs intended for generating high-yield 
cell lines producing various proteins have been found 
yet. Even the strongest promoters are obviously ex-
pected to have mechanisms for suppressing excessive 
transcription. RNA interference is one of these mech-
anisms of transcription suppression [15, 16]. The sup-
pression effects during transgene insertion are often 
associated with transcription through the transgene 
(e.g., transcription through enhancers inactivates their 
activity [17]). Long noncoding RNAs can also recruit re-
pressive complexes to regulatory elements [18]. Based 
on the facts indicating that transcription occurring 
through regulatory elements plays a negative role in 
transgene expression, one can expect that transcrip-
tion termination at transgene borders has a positive ef-
fect on the stabilization of transgene expression. Mean-
while, transcription is efficiently terminated only by 
some of the insulators under study [19].

Sequences of the well-studied transcription termi-
nators from β- (βt) and Gγ- (γt) globin genes were used 
in this work to test the role of transcription termination 
in the protection of transgene expression [20, 21]. Two 
copies of the best-characterized HS4 (2×Ins) insulator 
from chicken β-globin locus were used as controls [22]. 
The transcription terminators were shown to be able 
to significantly increase the stability of reporter gene 
expression in cellular pools. When generating isolated 
stable cell lines, the constructs containing terminator 
regions were characterized by a higher level of report-
er gene translation product.

EXPERIMENTAL

Creation of constructs
In order to create a series of constructs, different se-
quences were inserted into the pEGFPN1 vector at the 

PciI restriction site located downstream of EGFP and 
upstream of cytomegalovirus promoter 640 bp away 
from the transcriptional start point: two tandem cop-
ies of the HS4 core insulator sequence from chicken 
β-globin locus (2×Ins) (476 bp), SV40 transcription 
terminator (SV40pA) (868 bp), transcription termina-
tor from the human β-globin locus (βt) (1130 bp), and 
a combined element consisting of both βt and 2×Ins. 
A 1336-bp-long terminator from the human Gγ-globin 
gene (γt) was inserted into the construct βt_EGFP at 
the restriction site AflII to obtain the construct βt_
EGFP_γt.

Creation of transfected cell lines
Reporter gene expression was analyzed using Chinese 
hamster ovary (CHO-K1) cells, the cell culture most 
widely used in bioengineering to produce target pro-
teins.

CHO-K1 cells were cultured on DMEM medium con-
taining 10% of inactivated fetal bovine serum, 2mM L-
glutamine, 35 mg/L L-proline, and commercially avail-
able antibiotic Mycokill-AB (PAA Laboratories) at a 
working concentration. The cells were re-inoculated 
every 5 days at a concentration of 105 cells/cm2 and a 
1:20 dilution ratio. The cells were cultured at 37°C in an 
atmosphere of 5% CO

2
 and high moisture content. The 

cell culture was transfected with recombinant plas-
mids. Plasmids were linearized with the ApaLI restric-
tion enzyme to ensure more efficient integration of the 
transgenic construct. The transfection protocol was as 
follows: The cells that reached 70–80% of the mono-
layer (8 × 104 cells/cm2) were washed with a serum-
free cell culture medium. The transfection mixture 
was prepared: 3–4 µg of linearized plasmid DNA was 
mixed with 375 µL of the serum-free cell culture me-
dium. The commercially available transfection reagent 
Lipofectamine 2000 (with its amount calculated based 
on a ratio 3 µL of the reagent per 1 µg of plasmid DNA) 
was mixed with the same amount of the serum-free 
cell culture medium in a separate test tube. The solu-
tions were combined and incubated at room tempera-
ture for 30–40 min. The washed cells were coated with 
the transfection mixture. The transfection mixture was 
replaced with a serum-containing DMEM culture me-
dium 4–6 h after the transfection had been initiated.

The level of reporter gene expression was assessed 
according to the fluorescence intensity on day 2 after 
transfection (36–48 h) by flow cytometry on a MAC-
SQuant Analyzer VYB (MiltenyiBiotec). Nontransfect-
ed CHO-K1 cells were used as negative control.

Cytofluorometric analysis
Prior to the cytofluorometric analysis, the cells were 
washed with phosphate buffered saline (PBS), treated 
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with trypsin, and removed from the Petri dishes. They 
were subsequently washed twice to remove trypsin 
and thoroughly re-suspended in phosphate buffered 
saline. The resulting suspension (106 cells per mL of 
PBS) was transferred into 5-mL round-bottom test 
tubes.

The voltage in the flow cytofluorometer channels 
was selected so as not to take into account the auto-
fluorescence of nontransfected cells. After calibra-
tion, all the samples were measured at a constant 
voltage. Thus, if EGFP fluorescence was detected, we 
counted the cells that emerged in the range of values 
above 10 on the logarithmic scale for a proper chan-
nel and measured all the quantitative values of the 
gene expression level.

Maintenance of the transfected cell pools
After the transfection, cell pools were cultured accord-
ing to the above protocol. Transgene-free cells were 
removed by selecting the transfected cell pools using 
the commercially available antibiotic Geneticin (Invit-
rogen) at a concentration of 800 µg/mL. Since suppres-

sion of the transcriptional activity of the transgene re-
duces production of the antibiotic-resistance gene with 
time, the antibiotic concentration needs to be gradually 
reduced to 200 µg/mL after the cells have been cul-
tured for 77 days.

Creation of individual clones
Pools of cultured cells were removed from the plates 
and diluted in 10 mL of the culture medium. Cell con-
centration was then determined using a Scepter auto-
mated cell counter (Millipore); the cells were diluted so 
that 1 mL of the medium contained 2–3 cells. The re-
sulting suspension was transferred into 24-well plates 
(1 mL per well).

After cultivation in a DMEM medium containing an-
tibiotic Geneticin at a concentration of 800 µg/µL for 
two weeks, we performed a cytofluorometric analy-
sis of the clones that survived. The resulting cell lines 
were further maintained, and the expression level of 
EGFP was determined according to the procedure for 
transfected cell pools. EGFP fluorescence intensity was 
measured every 15 days. 

Fig. 1. Schemes of the constructs used to test DNA elements in the CHO-K1 cell culture. EGFP is the control plasmid 
pEGFPN1 containing no DNA elements. 2×Ins_EGFP is the control construct with two copies of the insulator from chick-
en β-globin locus inserted upstream of the cytomegalovirus promoter. SV40_EGFP, βt_EGFP, and βt_2×Ins_EGFP 
are the constructs with transcription terminators inserted upstream of the cytomegalovirus promoter. βt_EGFP_γt is the 
construct with transcription terminators surrounding the EGFP reporter gene. Cytomegalovirus and virus SV40 promot-
ers are shown as black and gray squares, respectively; transcription terminators are shown as brown (SV40), yellow 
(HVS thymidine kinases), and red (β- andγ-globin genes) squares. The EGFP and neomycin resistance genes are shown 
as green and white rectangles, respectively; arrows indicate transcription direction. Insulators are shown as light blue 
ovals
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RESULTS AND DISCUSSION
The enhanced green fluorescent protein (EGFP) gene 
under control of the CMV promoter was used as a re-
porter gene when studying the potential role of tran-
scription terminators in stabilizing the transgene 
expression level in CHO cells. All the experimental 
constructs were compared to the control, the plasmid 
pEGFPN1 (Clontech) that contained the EGFP gene 
under the control of the CMV promoter (CMVpr) and 
SV40 transcriptional terminator (SV40pA) (EGFP con-
struct in Fig. 1). In addition to the reporter gene, this 
plasmid contained the Neomycin resistance gene (NeoR) 
under the control of the SV40 promoter (SV40pr) and 
transcription terminator of the herpes simplex virus 
thymidine kinase gene (HSVpA). In this case, the Ne-
omycin resistance gene is needed for selecting trans-
fected cells.

The well-studied transcription terminators of the 
β-globin gene (βt) and SV40pA were used to assess the 
effect of termination of transcription initiated down-
stream of the inserted transgene on reporter gene ex-
pression. In the constructs (SV40_EGFP and βt_EGFP), 
these terminators were inserted in forward orientation 

immediately upstream of the CMV promoter (Fig. 1). 
In order to completely isolate the reporter gene from 
transcription initiated in the surrounding chromatin, 
we created a derivative construct βt_EGFP (Fig. 1), 
which contained, in addition to the β-globin terminator, 
the transcription terminator from the Gγ-globin gene 
(βt_EGFP_γt) inserted in reverse orientation at the 3’-
end of the reporter gene. In this construct, the reporter 
gene is protected on both sides against transcription 
initiated from the surrounding chromatin.

In order to compare the efficiency of transcription 
terminators with the currently known regulatory ele-
ments stabilizing transgene expression in CHO cells, 
we used an element consisting of two copies of the HS4 
core insulator sequence inserted immediately down-
stream of the CMV promoter (2×Ins_EGFP, Fig. 1). Fi-
nally, a βt_2×Ins_EGFP construct with the globin ter-
minator inserted downstream of the two copies of the 
insulator was generated to study the cooperative effect 
of two regulatory elements with different functions: 
the insulator and transcription terminator (Fig. 1).

The levels of reporter gene expression during trans-
fection of different construct variants were measured 

Fig. 2. Analysis of the expression level of the EGFP reporter gene in cellular pools transfected with constructs. The 
histogram shows the results of measuring the fluorescence of stable cellular pools using flow cytofluorometry every 15 
days. The Y axis shows the efficiency of EGFP expression determined as the ratio between the percentage of EGFP-
expressing cells in the pool of cells carrying the construct with this element (2×Ins_EGFP, SV40_EGFP, βt_EGFP, 
βt_2×Ins_EGFP, βt_EGFP_γt) and the percentage of EGFP-expressing cells with the control plasmid (EGFP). The mean 
expression level of EGFP in the pool of cells at a certain moment was assessed using the percentage of cells with a fluo-
rescence intensity above 10 on a logarithmic scale in the corresponding channel. Each curve in the histogram represents 
an individual construct
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using a CHO-K1 cell culture, which is most widely used 
in bioengineering to produce target proteins. Transfec-
tion was performed using the conventional procedure 
employing liposomes.

The levels of reporter gene expression were esti-
mated every 15 days using flow cytofluorometry to 
determine the degree of transgene suppression in the 
cell pools transfected with the control (pEGFP_N1 and 
2×Ins_EGFP) and experimental (SV40_EGFP, βt_
pEGFP, βt_2×Ins_EGFP, and βt_EGFP_γt) constructs 
(Fig. 2). The mean expression level of the EGFP gene in 
the cell pool at a certain moment was determined ac-
cording to the percentage of cells with a fluorescence 
intensity higher than 10 on the logarithmic scale (i.e., 
cells generating a significant amount of this protein). 
The ratio between the percentage of EGFP-express-
ing cells in the pool of cells carrying the construct with 
this element and the percentage of EGFP-expressing 
cells with the control plasmid (EGFP) was an indicator 
of the efficiency of a particular regulatory element in 
achieving a high and stable level of protein production.

The results of determining the EGFP expression lev-
el during culturing of the total population of transfect-
ed cells for 150 days (which corresponds to ~ 30 passag-
es) indicate that the use of a transcription terminator 
downstream of the target gene promoter significantly 
enhances the efficiency of protein production during 
prolonged cultivation: over threefold for terminator 
SV40 and fivefold for terminator βt by the end of the 
experiments (Fig. 2). The regulatory element consisting 

of two copies of the insulator also had a similar effect.
The increase in the level of EGFP expression was 

higher in the pool of cells transfected with βt_EGFP_γt 
plasmid, where the reporter gene is surrounded by 
transcription terminators (Fig. 2). Thus, protection of 
the reporter gene (on both sides) against transcription 
initiated outside the transgene enhances stability and 
expression efficiency. Finally, the best results (a 12-fold 
increase) were achieved when the transcription termi-
nator and two copies of the insulator were combined in 
the plasmid βt_2×Ins_EGFP (Fig. 2). A conclusion can 
be drawn that two regulatory elements with different 
mechanisms of action exhibit an additive effect on the 
stability and efficiency of regulatory gene expression.

Recombinant proteins are produced in actual prac-
tice by selecting stable cell lines generated from a single 
transfected cell and, therefore, having a heterogeneous 
genotype, which allows one to eliminate the effect of 
various negative factors and isolate the most efficient 
clone with the optimal site of construct integration in 
the genome.

Individual cellular clones were obtained using the 
limiting dilution technique after culturing total cell pop-
ulations for 30 days. The median cell distribution over 
the fluorescence intensity was the main qualitative indi-
cator of expression activity of the reporter gene.

The following individual clones were initially ob-
tained: 10 clones containing the EGFP construct, 17 
clones containing the 2×Ins_EGFP construct, 10 clones 
containing the SV40_EGFP construct, and 10 clones 

Results of analysis of the temporal expression profile of the EGFP gene in individual cell clones

Clone Fluorescence intensity  
(the median distribution), 30 days

Fluorescence intensity  
(the median distribution), 90 days

Decrease in 
expression activity

Mean 
value

EGFP #1 23.71 2.35 0.1
0.1

EGFP #2 16.11 1.7 0.11
2xIns_EGFP #1 69.78 9.73 0.14

0.13
2xIns_EGFP #2 116.52 3.59 0.03
2xIns_EGFP #3 103.66 16.6 0.16
2xIns_EGFP #4 33.08 5.99 0.18
2xIns_EGFP #5 77.74 10.55 0.14
SV40_EGFP #1 67.93 13.1 0.19

0.76
SV40_EGFP #2 339.82 82.79 0.24
SV40_EGFP #3 50.25 134.45 2.68
SV40_EGFP #4 7.04 2.37 0.34
SV40_EGFP #5 3.31 1.24 0.37

βt_EGFP #1 78.44 15.54 0.2

2.07
βt _EGFP #2 79.86 19.63 0.25
βt _EGFP #3 76.35 14.46 0.19
βt_EGFP #4 2.19 13.34 6.09
βt _EGFP #5 15.75 56.74 3.6
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Fig. 3. Analysis of EGFP reporter gene expression in stable cell clones generated using the transfected cell pools. The 
histograms show the changes in the fluorescence intensity of stable cell clones recorded every 15 min by flow cyto-
fluorometry. The X axis shows the measurement intervals. The Y axis shows the logarithmic scale of EGFP fluorescence 
intensity, which was determined as the distribution median. The mean expression level of EGFP in the cellular pool at 
a certain moment was assessed as a value being directly proportional to EGFP fluorescence intensity. Each point in the 
histogram represents an individual cell clone
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containing the βt_EGFP construct. Among those, two 
clones with the EGFP construct, five clones with the 
2×Ins_EGFP, five clones with the SV40_EGFP con-
struct, and six clones containing the βt_EGFP construct 
were characterized by a sufficiently high level of EGFP 
expression.

It should be mentioned that clones containing the 
control construct initially showed a much lower level 
of EGFP expression compared to those containing the 
2×Ins_EGFP, SV40_EGFP, and βt_EGFP constructs 
(Table).

The level of EGFP expression in stable cell clones 
containing the EGFP and 2×Ins_EGFP constructs de-
creased approximately tenfold after cultivation for 2.5 
months. The average expression activity of the clones 
containing the SV40_pEGFP and βt_pEGFP constructs 
was ~ 75% of the initial value.

The results of measuring stable cell pools demon-
strated that the most efficient cells characterized by 
a stable expression of the reporter gene were obtained 
after culturing for ~ 90 days. Hence, in order to study 
the clones generated from a stabilized cell population in 
more detail, we repeated the procedure of generating 
individual cell clones from total populations using the 
limiting dilution procedure after culturing stable pools 
for 90 days.

Identically to the previous experiment, the median 
cell distribution over the fluorescence intensity was the 
main quantitative indicator of the activity of report-
er gene expression. Twelve individual clones with the 
EGFP, 2×Ins_EGFP, βt_EGFP, βt_2×Ins_EGFP, and 
βt_EGFP_γt constructs were initially obtained. Some 
clones died by the end of the experiment (culturing the 
cell clone for 300 days); hence, we report the data for 
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five clones containing the EGFP construct, 12 clones 
containing the 2×Ins_EGFP construct, nine clones con-
taining the βt_EGFP construct, nine clones containing 
the βt_2×Ins_EGFP construct, and five clones contain-
ing the βt_EGFP_γt construct (Fig. 3). The measure-
ments demonstrate that the resulting EGFP clones 
are characterized by a stable, but extremely low, level 
of fluorescence (the average values fluctuate around 
10). The levels of fluorescence are slightly higher for 
2×Ins_EGFP clones: only one clone has low activ-
ity, while the activities of the remaining ones lie in a 
range between 10 and 100. βt_EGFP clones are char-
acterized by even higher average fluorescence values 
compared to 2×Ins_EGFP clones. Furthermore, one of 
the βt_EGFP clones exhibited ultra-high levels of fluo-
rescence (between 10 and 1000). The βt_2×Ins_EGFP 
clones unexpectedly divide into two groups: one group 
(two clones) was characterized by low levels of fluores-
cence comparable to those of the clones containing the 
EGFP construct, while the second group was charac-
terized by much higher values (about 100), which were 
on average higher than those for the 2×Ins_EGFP and 
βt_EGFP clones. This discrepancy in results probably 
arises from the fact that we used a more complex com-
bination of regulatory elements (instable in certain 
genomic regions). Similar activity was observed for 
βt_EGFP_γt clones. Among them, one clone was char-
acterized by an extremely low level of fluorescence, 

while the other ones exhibited a high level of fluores-
cence (about 100). The results of this experimental se-
ries can be used to draw a conclusion that transcrip-
tion terminators are very efficient in establishment and 
maintenance of a high level of target protein produc-
tion. The combined element (terminator attached to 
the insulator) and the variant containing the reporter 
gene surrounded by terminators are characterized by 
a higher efficiency of target protein production. How-
ever, these constructs require a more careful selection 
of clones, since some clones turned out to be ineffective 
due to some unknown reasons.

CONCLUSIONS
It has been demonstrated that transcription termina-
tors, which can potentially isolate the transgene from 
transcriptional signals, are capable of maintaining the 
transgene transcription level stably high for an appre-
ciably long period of time when culturing CHO-K1 cell 
lines. The terminator was found to maintain a stable 
level of transgene expression more effectively com-
pared to the insulator. Furthermore, a combination of 
the transcription terminator and the insulator exhibits 
an additive effect, which enhances and stabilizes trans-
gene expression.  

This work was supported by the Russian Science 
Foundation (project № 14-24-00166).
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ABSTRACT Transmitter release and synaptic vesicle exo- and endocytosis during high-frequency stimulation 
(20 pulses/s) in the extracellular presence of different bivalent cations (Ca2+, Sr2+ or Ba2+) were studied in frog 
cutaneous pectoris nerve-muscle preparations. It was shown in electrophysiological experiments that almost 
only synchronous transmitter release was registered in a Ca2+-containing solution; a high intensity of both syn-
chronous and asynchronous transmitter release was registered in a Sr2+-containing solution, and asynchronous 
transmitter release almost only was observed in a Ba2+-containing solution. It was shown in experiments with 
a FM 1-43 fluorescent dye that the synaptic vesicles that undergo exocytosis-endocytosis during synchronous 
transmitter release (Ca-solutions) are able to participate in asynchronous exocytosis in Ba-solutions. The vesi-
cles that had participated in the asynchronous transmitter release (Ba-solutions) could subsequently participate 
in a synchronous release (Ca-solutions). It was shown in experiments with isolated staining of recycling and 
reserve synaptic vesicle pools that both types of evoked transmitter release originate from the same synaptic 
vesicle pool.
KEYWORDS motor nerve ending; evoked synchronous and asynchronous transmitter release; Ca2+, Sr2+, Ba2+ ions; 
synaptic vesicle exocytosis and endocytosis; synaptic vesicle pools. 
ABBREVIATIONS EPP – end-plate potential.

INTRODUCTION
Transmitter release in chemical synapses involves the 
release of discrete packages of transmitter (quanta) 
through fusion of a vesicle with the presynaptic mem-
brane. The fusion process may occur either at rest 
(spontaneous transmitter release) or after the action 
potential reaches the presynaptic terminal and volt-
age-gated calcium channels-mediated influx of Ca2+in-
to nerve endings occurs (evoked release). The evoked 
transmitter release is caused by two components: syn-
chronous, where transmitter quanta are released with-
in several milliseconds after an action potential; and 
asynchronous release, persisting for tens or hundreds 
of milliseconds [1–3]. Synchronous transmitter release 
is the main component in most synapses, whereby more 
than 90% of quanta can be released at low-frequency 
stimulation [4, 5]. However, the share of asynchronous 
transmitter release rises at higher stimulation frequen-
cies [6]. The use of solutions containing various alkaline 
earth metal ions is an experimental approach in chang-
ing the share of synchronous and asynchronous trans-

mitter release. The share of asynchronous release rises 
when Ca2+ ions are replaced with Sr2+and Ba2+ [2, 7, 8]. 
Synchronization of the transmitter quantum release 
is believed to be caused by several presynaptic mech-
anisms, such as rapid short-term opening of calcium 
channels during membrane depolarization, the prop-
erties of the protein “machine” of transmitter release 
triggering quantal transmitter release only at high in-
tracellular calcium concentrations, and also the short 
distance between the calcium channels and the calcium 
sensor of exocytosis [9]. Mechanisms of asynchronous 
neurotransmitter release remain poorly understood. 
The Ca2+ sensor of asynchronous release is thought to 
be located at a larger distance from the calcium chan-
nel and is characterized by different Ca2+binding dy-
namics [10–13].

Meanwhile, it can be assumed that the vesicles in-
volved in the synchronous and asynchronous trans-
mitter release differ from each other and can reside 
in independent populations. This idea is not unrea-
sonable. First, the study of synaptic vesicle exo- and 



82 | ACTA NATURAE |   VOL. 7  № 3 (26)  2015

RESEARCH ARTICLES

endocytosis in motor nerve endings has made it pos-
sible to identify two functionally distinct pools (recy-
cling and reserve synaptic vesicle pools). The recycling 
pool is characterized by docked vesicles at active zones. 
This pool is quickly depleted at high-frequency activ-
ity, and its recovery is provided by vesicle mobiliza-
tion and fast endocytosis. The reserve pool of synaptic 
vesicles is larger and participates in the replenishment 
of the recycling vesicle pool under high-frequency 
stimulation; it is involved in the release process later 
and is replenished by slow endocytosis [14, 15]. Second, 
there is evidence to suggest the existence of separate 
populations of vesicles ensuring spontaneous [16, 17] 
and asynchronous transmitter release [18, 19], which 
are, however, not involved in the evoked synchronous 
transmitter release. In this paper, we made an attempt 
to evaluate the identity of the vesicle pools involved in 
the synchronous and asynchronous transmitter release 
in motor nerve endings using electrophysiological ap-
proaches and confocal fluorescence microscopy.

MATERIALS AND METHODS

Object of study, solutions
The experiments were performed using isolated frog 
cutaneous pectoris nerve-muscle preparations (Rana 
temporaria) in winter (December through February). 
This study was carried out in compliance with the In-
ternational Guidelines for Proper Conduct of Animal 
Experiments. The standard Ringer’s solution was used: 
115.0 mM NaCl, 2.5 mM KCl, 1.8 mM CaCl2

, and 2.4 mM 
NaHCO

3
; pH 7.2–7.4 and temperature of 20°C were 

maintained. All the experiments were conducted only 
for the nerve terminals on the surface. Along with the 
standard solution (Ca-solution), we used solutions in 
which CaCl

2
 was replaced with either SrCl

2
 or BaCl

2
 at 

a concentration of 1.8 mM (Sr- and Ba-solutions). The 
evoked transmitter release and vesicle exocytosis were 
induced by prolonged high-frequency stimulation (20 
pulses/s) of the motor nerve with square-wave electri-
cal pulses of 0.1–0.2 ms duration at suprathreshold am-
plitude delivered by a DS3 stimulator (Digitimer Ltd., 
UK). Muscle fiber contractions were blocked by trans-
verse muscle cutting. All the reagents were purchased 
from Sigma (USA).

Electrophysiology
Multiquantal end-plate potentials (EPPs) and mono-
quantal asynchronous signals were registered using 
glass microelectrodes (tip diameter less than 1 µm; re-
sistance, 2–10 MΩ) filled with a 3 M KCl solution. A mi-
croelectrode was inserted into the muscle fiber at nerve 
endings under visual control. The resting membrane 
potential was monitored with a milli-voltmeter. The 

experiments in which the resting membrane potential 
decreased were discarded. The signals were converted 
into digital signals using ADC La-2USB. An original 
software Elph (developed by A.V. Zakharov) was used 
for signal accumulation and analysis.

Quantitative assessment of 
synchronous transmitter release
We used the modified method of variation of pa-
rameters, which was described in detail previous-
ly, for quantitative assessment of the quantal con-
tents of EPPs [20]. The area of each EPP in the series 
were calculated. Thereafter, the region where the 
mean EPP area remained virtually unchanged was 
searched for on the plots showing the dynamics of 
EPP area decrease under high-frequency stimulation 
(usually stimulation for 10–30 s). EPP area variations 
were used to calculate the quantal value; i.e., the 
mean EPP area induced by one quantum of trans-
mitter (q):

                                  q = σ2/<V>,  (1)

where σ is the dispersion of the EPP area and <V> is 
the mean EPP area in this region.

The quantal content of each EPP in the series can 
then be determined:

                                     mi = V
i
/q,  (2)

where m
i
 is the quantal content of the ithEPP and V

i 
is 

the area of the ithEPP.

Quantitative assessment of asynchronous transmitter 
release in Ca- and Sr-containing solutions
Asynchronous transmitter release was assessed by 
quantifying the number of monoquantal signals ap-
pearing after EPP between stimulations (50 ms) and 
counting their frequencies (the number of quanta per 
second). Monoquantal signals were determined both 
automatically and visually.

Quantitative assessment of asynchronous 
transmitter release in Ba-containing solutions
Stimulation in Ba-containing solutions causes a large 
amount of transmitter quanta release, thus leading to 
stable end-plate depolarization, which is confirmed 
by biochemical methods [21]. High-frequency stimu-
lation in Ba-solutions leads to an enormous amount of 
asynchronously occurring monoquantal signals, which 
overlap and cannot be determined [7, 22]. Therefore, 
transmitter release (frequency of monoquantal asyn-
chronous potentials) was assessed from the depolari-
zation change in the membrane potential mediated by 
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asynchronous signals; correction for nonlinear summa-
tion was applied using the formula [22]:

                           ( )
V 1

1 V / E ε a τ
n = ⋅

− − ⋅ , (3)

where V is depolarization of the postsynaptic mem-
brane, mV; E is the resting membrane potential, mV; 
a is the mean amplitude of asynchronous monoquan-
tal signals, mV;τ is the time constant of asynchronous 
monoquantal signals, ms; and ε is the acetylcholine 
equilibrium potential (≈ –15 mV).

Fluorescence microscopy
Synaptic vesicle exo- and endocytosis were examined 
using a FM 1-43 fluorescent dye (SynaptoGreen C4, 
Sigma, USA) at a concentration of 6 µM. The dye was 
reversibly bound to the presynaptic membrane and be-
came trapped inside the newly formed synaptic vesicles 
(loading of the nerve endings) during endocytosis (after 
stimulation of exocytosis) [23]. Since endocytosis con-
tinues for some time after exocytosis, the dye was pres-
ent in the solution both during stimulation (20 pulses/s) 
and within five minutes after stimulation termination. 
The preparation was then washed in a dye-free solu-
tion for 20 min to remove the dye bound to superficial 
membranes. In this case, bright fluorescent spots were 
observed in the nerve endings showing the accumu-
lation of FM1-43-labeled vesicles at the active zones. 
Stimulation of exocytosis of the preliminarily loaded 
vesicles causes the release (unloading) of the dye from 
nerve endings [23]. Fluorescence was observed using a 
BX51W1 motorized microscope (Olympus, Germany) 
equipped with a DSU confocal scanning disk and a Or-
caR2 CCD camera (Hamamatsu, Japan) connected to 
a PC through an Olympus Cell^P software. The optics 
for analyzing FM 1-43 fluorescence included Olympus 
U-MNB2 filters and Olympus LUMPLFL 60xw (1.0 
NA) water immersion lens. Fluorescence intensity was 
analyzed in the 20-µm long central portion of the nerve 
ending. ImagePro software was used to assess the flu-
orescence intensity as relative fluorescence units of a 
pixel minus the background fluorescence. The back-
ground fluorescence was determined as the mean fluo-
rescence intensity in a 50 × 50 pixel square in an image 
area showing no nerve terminals [12, 24, 25]. The profile 
of fluorescence in the nerve endings was calculated as 
the averaged fluorescence intensity of pixel rows ar-
ranged perpendicular to the longitudinal axis of the 
nerve ending with 1 pixel increments.

Statistical analysis was performed using the Ori-
gin Pro program. The quantitative results of the study 
are presented as a mean ± standard error, where n is 
the number of independent experiments. Statistical 

significance was assessed using Student’s t-test and 
ANOVA.

RESULTS

Transmitter release under high-frequency 
stimulation in Ca-, Sr-, and Ba-containing solutions
Multiquantal EPPs (synchronous transmitter release) 
accompanied by occasional monoquantal asynchronous 
signals were registered under high-frequency stimu-
lation in a Ca-containing solution (Fig. 1A). The quan-
tal content of the first multiquantal EPP in the series 
was 321 ± 120 quanta (n = 6),while a reduction in the 
quantal content was observed under high-frequency 
stimulation, comprising 44.3 ± 9.0% (n = 6) of the base-
line level by the end of the third minute of stimulation 
(Fig. 1B). Asynchronous release during the first second 
of high-frequency stimulation was low (5.9 ± 1.4 quanta 
s-1, n = 7), but it rose to 40.0 ± 9.7 s-1 (n = 7) by the end 
of the third minute of stimulation (Fig. 1B). Monoquan-
tal asynchronous signals disappeared within one second 
after the end of stimulation. Calculations showed that 
880,251 ± 275,892 quanta (n = 6) were released over 
three minutes of stimulation in a Ca-solution through 
synchronous secretion, and 6751 ± 1476 quanta (n = 7) 
were induced by asynchronous release.

Multiquantal EPPs followed by monoquantal asyn-
chronous signals were also recorded in Sr-solutions 
under high-frequency stimulation (Fig. 1A). The ini-
tial quantal content was significantly lower than that 
in a Ca-solution: i.e., 4.7 ± 0.8 (n = 4). By the end of the 
first minute of stimulation the quantal content of EPP 
increased to 34.3 ± 9.1 (n = 4) and remained at a rela-
tively stable level until the end of the stimulation (Fig. 
1B). The asynchronous release was found to be more 
significant in a Sr-solution than in a Ca-solution. The 
frequency of monoquantal signals during the first 
second of stimulation was 32.6 ± 5.8 quanta/s, while 
being 185.2 ± 10.7 quanta/s (n = 5) at the end of the 
third minute (Fig. 1B). After the end of stimulation, 
monoquantal asynchronous signals disappeared within 
one second. It was found that for 3 min of stimulation 
in a Sr-solution the amount of transmitter quanta re-
leased by the synchronous and asynchronous release 
was 126,359 ± 29,687 (n = 4) and 31,633 ± 1912 (n = 
5), respectively. The asynchronous transmitter release 
appearing in Ca- and Sr-solutions did not change the 
resting membrane potential.

High-frequency stimulation of the motor nerve in 
a Ba-solution caused the emergence of one-to-three-
quantal EPPs and a large number of monoquantal 
asynchronous signals. The quantal content of EPPs 
grew quickly by 2–3 s and gradually decreased to 1.85 
± 0.47 (n = 7) by the end of stimulation (Fig. 1B). Pro-
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longed stimulation during the first few seconds result-
ed in depolarization of muscle fibers from the resting 
level of –45 ± 2.9 mV to –37 ± 3.1 mV (n = 7) that was 
retained during the entire stimulation period. After the 
end of stimulation, the membrane potential returned to 
its original level within 3–7 s. Calculation using equa-
tion 3 (see the Materials and Methods section) led to a 
conclusion that this depolarization can be caused by 
asynchronous monoquantal signals with a frequency 
of 6131 ± 455 s-1 (n = 7). Further calculations showed 
that stimulation in a Ba-solution for 30 s leads to syn-
chronous release of 1224 ± 180 quanta (n = 7) and an 
asynchronous release of 189,648 ± 41,712 quanta (n= 7).

These data suggest that almost all transmitter 
quanta are released synchronously (about 99.2%) in 
Ca-solutions under high-frequency stimulation, while 
asynchronous release is negligible. Application of a Sr-
solution reduced the share of synchronously released 
quanta to 80% and that of asynchronously released 
quanta rose to 20%. Almost only asynchronous trans-
mitter release (approximately 99.4%) was observed in 
Ba-solutions. We later used Ca- and Ba-solutions to 
study the exo- and endocytosis of the synaptic vesicles 
involved in the synchronous and asynchronous trans-
mitter release.

Exocytosis and endocytosis of synaptic 
vesicles involved in synchronous and 
asynchronous transmitter release
The efficiency of synaptic vesicle endocytosis was eval-
uated by loading with a FM 1-43 dye under prolonged 
high-frequency stimulation in Ba- and Ca-solutions. It 
is known that the efficiency of capturing the FM 1-43 
dye depends on the intensity of synaptic vesicle exo-
cytosis and transmitter release. Therefore, the same 
number of transmitter quanta released during the 
stimulation time is needed to ensure loading with the 
FM 1-43 dye in Ba- and Ca-solutions. An analysis of 
the cumulative curves (the total number of synchro-
nously and asynchronously released quanta, Fig. 2A) 
showed that 180,000 transmitter quanta in Ca-and 
Ba-solutions were released during stimulation for ap-
proximately 30 s. That is the duration of the stimula-
tion we used to load the dye in our experiments. Under 
these conditions, we observed bright fluorescent spots 
in the Ca- and Ba-solutions (the fluorescence intensity 
of nerve endings was 0.114 ± 0.008 (n = 23) and 0.119 ± 
0.011 relative units (n = 20), respectively) (Figs. 2B, 3C). 
These data indicate that during both synchronous and 
asynchronous vesicle exocytosis, effective recycling 
processes to form new synaptic vesicles occur.

Fig. 1. Synchronous and asynchronous transmitter release in Ca-, Sr-, and Ba- solutions under high-frequency stimula-
tion. Examples of registered end-plate potentials (EPP) and asynchronous monoquantal signals during high-frequency 
stimulation (20 pulses/s) in Ca-, Sr-, and Ba-solutions (1.8 mM). The arrows indicate EPPs, and the asterisks show 
asynchronous monoquantal signals. It is noticeable that muscle fiber depolarization develops in Ba-solutions (A). Dynam-
ics of the averaged (over all experiments) quantal content of EPP (dark lines, Y axis is shown to the left) and the aver-
aged frequency of asynchronous monoquantal signals (white circles, Y axis is shown to the right) under high-frequency 
stimulation (B)
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The following experiments were aimed at assess-
ing the ability of the vesicles involved in asynchronous 
transmitter release to undergo synchronous exocytosis.

For that purpose, nerve endings were preliminarily 
loaded with FM 1-43 in a Ba- or Ca-solution (stimu-
lation of asynchronous or synchronous exocytosis, re-
spectively) and the dynamics of dye-unloading under 
high frequency stimulation in a Ca-solution (synchro-
nous exocytosis stimulation) was compared. It was 
shown that the dynamics of dye-unloading was the 
same (Fig. 3B) under these conditions. After 1 min of 
stimulation of the preliminarily loaded nerve endings 
in the Ba- and Ca-solutions, the fluorescence intensity 
decayed to 80.1 ± 1.2 (n = 7) and 76.0 ± 1.2% (n = 7), 
respectively; after 15 minutes, it decayed to 55.9 ± 2.2 
(n = 7) and 55.3 ± 5.4% (n = 7), respectively, and fluo-
rescent spots disappeared (Fig. 3B). Hence, the synaptic 
vesicles participating in asynchronous exocytosis and 
transmitter release were able to undergo synchronous 
exocytosis.

In several experiments we performed an in-depth 
analysis of the fluorescence spots in the nerve endings 
of the same sample preparation that occur during stim-
ulation of synchronous and asynchronous release. First, 
the spots arising after dye-loading in a Ca-solution 
were analyzed. The dye was then unloaded (stimulation 
for 15 min); the nerve endings were re-loaded with the 
dye in the Ba-solution, and fluorescent spots were ana-
lyzed. A spatial analysis of the fluorescence spots of the 
same nerve endings in Ca- and Ba-solutions revealed 
their identity (Fig. 2B). These findings suggest that re-
cycling processes occur in the same regions of the nerve 

endings adjacent to the active zones during both the 
synchronous and asynchronous vesicle exocytosis.

Evaluation of participation of the 
recycling and reserve vesicle pools in 
asynchronous transmitter release
In this part of the study, isolated loading of either re-
cycling or reserve vesicle pools with a FM 1-43 dye in a 
Ca-solution was conducted, followed by an evaluation 
of their ability to participate in asynchronous trans-
mitter release. Short-term (12 s) high-frequency (20 
pulses/s) stimulation was used for loading the recycling 
vesicle pool [26]. Weak fluorescent spots appeared in 
the nerve endings showing the accumulation of the re-
cycling vesicle pool at active zones. Subsequently, we 
analyzed the dynamics of dye-unloading under stimu-
lation of synchronous (Ca-solution) and asynchronous 
(Ba-solution) transmitter release. No differences in 
the fluorescence decay dynamics were revealed. Af-
ter 1 min of stimulation in the Ca-and Ba-solutions, the 
fluorescence intensity of nerve terminals dropped to 
74.2 ± 4.3 (n = 4) and 72.2 ± 3.4% (n = 5), respectively; 
after 5 min, to 60.8 ± 4.3 (n = 4) and 61.4 ± 4.3% (n = 5), 
respectively (Figs. 4B, 4C).

The modified protocol was used for reserve vesicle 
pool loading [26]. Initially, the preparation was sub-
jected to high-frequency stimulation for 3 min in a Ca-
solution with FM 1-43. This protocol leads to staining 
of the recycling and reserve vesicle pools. After wash-
ing, the preparation was subjected to high-frequency 
stimulation again, but for 25 s, thus causing dye release 
by the recycling vesicle pool. As a result, the remaining 

A B

Ca-solution
Ca-solution Ba-solution

Ba-solution

Stimulation time, s

To
ta

l n
um

b
e

r 
o

f t
ra

ns
m

it
te

r 
q

ua
nt

a

0 15 30 45

40000

30000

20000

10000

0
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stained synaptic vesicles in a nerve ending belonged 
mostly to the reserve pool [26]. The subsequent high-
frequency stimulation of stained preparations in the 
Ca- (synchronous transmitter release stimulation) and 
Ba-solutions (asynchronous transmitter release stim-
ulation) led to the same fluorescence decay in nerve 
endings (Fig. 4E). After stimulation in the Ca-and Ba-
solutions for 1 min, the fluorescence intensity of nerve 
endings decayed to 83.1 ± 2.2 (n = 7) and 76.9 ± 4.1% 
(n = 6), respectively; after stimulation for 15 min, to 
44.3 ± 2.9 (n = 7) and 42.3 ± 2.7% (n = 6), respectively 
(Figs. 4E, F). These data suggest that both the recycling 
and reserve vesicle pools are capable of asynchronous 
transmitter release, along with synchronous release.

DISCUSSION
Experimental data showing differences in the mech-
anisms of synchronous and asynchronous transmitter 
release have been recently obtained. An assumption 
was made that both types of evoked transmitter release 
can be initiated in the region where various presynap-
tic calcium channels are located [9, 19, 27] using a mul-
titude of protein molecules that provide the docking 
processes and synaptic vesicle fusion. Calcium-binding 

proteins synaptotagmins 1,2,9 are the main candidates 
for the role of a Ca-sensor of synchronous release; syn-
aptotagmin 7 and Doc2 are the ones in asynchronous 
release [9]. The complexins and synaptobrevin 2 pro-
teins are involved in the regulation of synchronous 
transmitter release; VAMP4 and synapsin 2 participate 
in the regulation of asynchronous transmitter release 
[28–30]. These findings raise the question of the identi-
ty of the vesicle pools involved in the synchronous and 
asynchronous transmitter release.

Our data show that the same synaptic vesicles 
are able to originate synchronous and asynchronous 
transmitter release with the same recycling processes. 
This is supported by the ability of the vesicles which 
have undergone the endocytosis-exocytosis cycle dur-
ing synchronous transmitter release (Ca-solutions) to 
become involved in asynchronous exocytosis in Ba-
solutions (Fig. 4). Conversely, the vesicles that are ini-
tially involved in asynchronous release (Ba-solutions) 
can be subsequently involved in synchronous release 
(Ca-solutions) (Figs. 3B, 3C). Efficient dye entrapment 
under release stimulation in Ba-solutions (Figs. 2B, 
3C) indicates that both the asynchronous and syn-
chronous transmitter release occur via full exocytosis 

Fig. 3. Exocytosis of synaptic vesicles loaded with the FM 1-43 dye in Ca- and Ba- solutions. Experimental scheme. 
Nerve terminals were loaded with the dye in Ca- and Ba- solutions and then unloaded in a Ca-solution (A). The dynamics 
of fluorescence intensity decay (dye unloading) of the nerve terminals preliminarily stained in Ca- (black squares) and Ba- 
(white circles) solutions, % of the initial value (B). Examples of fluorescent images from B (C)
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of vesicles and subsequent formation of new vesicles 
by endocytosis. Synchronous and asynchronous exo-
cytosis occur in the same areas of nerve endings at ac-
tive zones, as evidenced by the complete identity of 
the topology and configuration of fluorescent spots 
under release stimulation in Ca-and Ba-solutions (Fig. 
2B).

The ability of vesicles belonging to different func-
tional pools of the nerve ending to become involved 
in asynchronous transmitter release was tested in ex-
periments involving isolated staining of recycling and 
reserve vesicle pools. It was shown that the dynamics 
of dye-unloading from both the recycling and reserve 
vesicle pools in synchronous and asynchronous trans-
mitter release is absolutely similar and that the fluores-
cence intensity decayed to the same level (Figs. 4B, E). 
Hence, both vesicle pools equally participated in both 
the synchronous and asynchronous transmitter release. 
Our study did not confirm the view of some authors 
that the nerve endings may contain a separate popula-
tion of vesicles that would trigger asynchronous trans-

mitter release [18, 19] but not be involved in the evoked 
synchronous release.

CONCLUSIONS
Our data suggest that the same synaptic vesicles orig-
inate both types of the evoked transmitter release in 
neuromuscular junction. It can be assumed that a syn-
aptic vesicle contains the assembly of proteins required 
for both synchronous and asynchronous transmitter 
release. Probably the choice of the evoked release, in 
which the synaptic vesicle will participate, depends on 
the dynamics of the Ca2+ ions around the vesicles, vesi-
cle arrangement with respect to a calcium channel, and 
the properties of the Ca-sensors of exocytosis.  
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ABSTRACT Comorbidity or a combination of several diseases in the same individual is a common and widely 
investigated phenomenon. However, the genetic background for non–random disease combinations is not fully 
understood. Modern technologies and approaches to genomic data analysis enable the investigation of the ge-
netic profile of patients burdened with several diseases (polypathia, disease conglomerates) and its comparison 
with the profiles of patients with single diseases. An association study featuring three groups of patients with 
various combinations of cardiovascular disorders and a control group of relatively healthy individuals was 
conducted. Patients were selected as follows: presence of only one disease, ischemic heart disease (IHD); a com-
bination of two diseases, IHD and arterial hypertension (AH); and a combination of several diseases, including 
IHD, AH, type 2 diabetes mellitus (T2DM), and hypercholesterolemia (HC). Genotyping was performed using 
the “My Gene” genomic service (www.i–gene.ru). An analysis of 1,400 polymorphic genetic variants and their 
associations with the studied phenotypes are presented. A total of 14 polymorphic variants were associated with 
the phenotype “IHD only,” including those in the APOB, CD226, NKX2–5, TLR2, DPP6, KLRB1, VDR, SCARB1, 
NEDD4L, and SREBF2 genes, and intragenic variants rs12487066, rs7807268, rs10896449, and rs944289. A total 
of 13 genetic markers were associated with the “IHD and AH” phenotype, including variants in the BTNL2, 
EGFR, CNTNAP2, SCARB1, and HNF1A genes, and intragenic polymorphisms rs801114, rs10499194, rs13207033, 
rs2398162, rs6501455, and rs1160312. A total of 14 genetic variants were associated with a combination of sev-
eral diseases of cardiovascular continuum (CVC), including those in the TAS2R38, SEZ6L, APOA2, KLF7, CETP, 
ITGA4, RAD54B, LDLR, and MTAP genes, along with intragenic variants rs1333048, rs1333049, and rs6501455. 
One common genetic marker was identified for the “IHD only” and “IHD and AH” phenotypes: rs4765623 in the 
SCARB1 gene; two common genetic markers, rs663048 in SEZ6L and intragenic rs6501455, were identified for 
the “IHD and AH” phenotype and a combination of several diseases (syntropy); there were no common genetic 
markers for the “syntropy” and “IHD only” phenotypes. Classificatory analysis of the relationships between 
the associated genes and metabolic pathways revealed that lipid–metabolizing genes are involved in the devel-
opment of all three CVC variants, whereas immunity-response genes are specific to the “IHD only” phenotype. 
The study demonstrated that comorbidity presents additional challenges in association studies of disease pre-
disposition, since the genetic profile of combined forms of pathology can be markedly different from those for 
isolated “single” forms of a disease.
KEYWORDS genetic polymorphism, multifactorial diseases, syntropy, comorbidity, association studies, cardiovas-
cular continuum.
ABBREVIATIONS AH – arterial hypertension; HC – hypercholesterolemia; IHD – ischemic heart disease; HDLs – 
high density lipoproteins; LDLs – low density lipoproteins; ACS – acute coronary syndrome;T2DM – type 2 dia-
betes mellitus; CVD – cardiovascular disease; CVC – cardiovascular continuum.
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INTRODUCTION
Multiple, concurrent diseases have long been an issue 
in clinical practice [1, 2]. In developed countries, up to 
80% of the healthcare budget is spent on patients with 
four or more diseases [3]. The most common term for this 
phenomenon is “comorbidity” [1]. However, only a por-
tion of concurrent diseases with a common genetic basis 
and similar pathogenesis is referred to as “syntropies” 
or “attraction diseases” [4]. There are many clinically 
proven syntropic diseases, e.g., immunodependent dis-
eases (allergic and autoimmune) [5, 6]; endocrine system 
diseases, including the combination of diabetes mellitus 
(T2DM), autoimmune thyroiditis, and the celiac disease 
[7]; some forms of mental illness [8]. Among them are 
cardiovascular diseases (CVDs), which are related to the 
concept of cardiovascular continuum (CVC).

The term “cardiovascular continuum” was proposed 
by Dzau and Braunwald in the early 1990s. The concept 
of CVC describes the development and progression of 
a disease over time and also reflects the essence of the 
relationships among various risk factors (genetic and 
environmental), highlighting their integrity [9–11]. The 
CVC hypothesis postulates that cardiovascular diseases 
(CVDs) are a specific chain of events that is triggered 
by numerous, interrelated or independent risk factors, 
progresses as a result of the activation of multiple sig-
naling pathways and physiological processes, and, ul-
timately, leads to the end–stage heart disease. Cardi-
ovascular risk factors include high cholesterol, arterial 
hypertension, diabetes mellitus, smoking, obesity, and 
physical inactivity. Cardiovascular disease continu-
um (continuum of clinical phenotypes) is based on the 
pathophysiologic continuum that includes progressive 
molecular and cellular changes manifesting themselves 
as a disease at the clinical level. Fundamentally, these 
processes are based on oxidative stress and endothelial 
dysfunction that, in turn, initiate a cascade of events, 
including disturbances in the system of vasoactive 
mediators, non–specific inflammatory response, and 
vascular remodeling. All the phenomenons mentioned 
above result in damage to target organs.

In clinical practice, comorbidity (combination of dis-
eases) makes the use of genomic markers for predicting 
the risk of a disease more difficult. Do genetic variants 
that increase the risk of a certain single disease play 
the same pathogenic role in the case of complex pheno-
types (combinations of diseases) or does their contribu-
tion change? How to account for the genetic pleiotropy 
and diverse effects of some genetic variants during the 
development of approaches to genetic testing? A ge-
netic variant may be a risk factor for one disease and a 
protective factor for another.

This paper presents the results of a comparative 
analysis of a genetic component of three clinical phe-

notypes (a single disease, a combination of two diseas-
es, and a combination of several CVDs) using a set of 
genomic markers provided by the “My gene” service 
(www.i–gene.ru). The main objective of the study was 
to identify common and specific genetic markers and 
perform a comparative analysis of the genetic compo-
nent of various combinations of cardiovascular diseases.

MATERIALS AND METHODS
The study included three groups of patients with vari-
ous combinations of CVDs and a control sample of rela-
tively healthy individuals. Patients with various combi-
nations of diseases were selected from a population of 
more than 800 patients admitted to a specialized cardi-
ology hospital for acute coronary syndrome (ACS). All 
patients underwent a detailed clinical and laboratory 
examination for both primary diagnosis and concurrent 
pathologies. The inclusion criteria for the first sample 
group were as follows: patients with IHD (myocardial 
infarction) without any comorbidity (n = 61). This group 
of patients was diagnosed with IHD only, while other 
diseases, such as AH and T2DM, were excluded. The 
second sample group included patients with a combi-
nation of two diseases: IHD and AH (n = 180); patients 
with any other CVDs were excluded. The third sample 
group included patients with IHD, AH, T2DM, and HC 
(n = 68). The sample group with a combination of several 
diseases is hereafter referred to as “CVC syntropy.” The 
remaining patients with a combination of IHD and some 
other pathology were excluded from the study.

The control group of relatively healthy individuals 
(n = 131) included subjects without CVD in their med-
ical history, with normal blood pressure, and normal 
echocardiographic and lipid profile parameters. On the 
basis of these criteria, individuals of this group were 
selected from an epidemiologicaly collected sample 
formed for studying IHD risk factors.

Genomic DNA was isolated by standard method of 
phenol–chloroform extraction [12]. Genotyping was 
performed using Illumina Custom Genotyping Mi-
croarrays iSelectHD microarrays produced by an order 
of Genoanalitika for the “My gene” genomic service. A 
microarray comprised 4,416 genetic variants; of them, 
2,121 were single nucleotide substitutions in 98 genes of 
monogenic diseases, 1,913 were polymorphic variants 
of the nuclear genome, and 382 were polymorphic var-
iants of the mitochondrial genome.

In order to minimize technological errors during 
genotyping, polymorphic variants and DNA samples 
were collected using the following criteria:
1) proportion of genotyped single nucleotide variants in 
one sample should be no less than 98%;
2) proportion of genotyped samples for each polymor-
phic variant should be more than 98%;
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3) genotype identity of any two samples should be less 
than 98%;
4) compliance of genotypic data of gender identity with 
an individual’s gender;
5) compliance with the Hardy–Weinberg equilibrium 
in a pooled sample at a statistically significance level of 
P > 10–8and in the control group at P > 0.05;
6) frequency of a rare allele is more than 5%; and
7) polymorphic variants are localized in autosomes.

A total of 407 genomic DNA samples and 1,400 pol-
ymorphism variants were selected for further analysis 
after genotyping quality control with subsequent ex-
clusion of single nucleotide substitutions of monogenic 
disease genes and single nucleotide variants localized in 
sex chromosomes and mitochondria.

GenABEL software packages for the statistical en-
vironment R (version 2.14.2) were used to analyze asso-
ciations. The statistical significance level calculated by 

random permutations with 10,000 replications (permu-
tation test) was considered to be equal to P<0.05. The 
network analysis of intergenic interactions was per-
formed using the Search Tool for the Retrieval of the 
Interacting Genes/Proteins platform [13]. The WEB–
based Gene Set Analysis Toolkit was used for the an-
notation of metabolic and signaling pathways [14]. The 
predictive efficiency of the polymorphic variants that 
demonstrated a statistically significant association with 
the studied phenotypes was analyzed by standard AUC 
(Area Under Curve) calculations.

RESULTS
The main objective of the study was to identify com-
mon and specific genes for the studied phenotypes: 
a single disease (IHD), a combination of two diseases 
(IHD and AH), and a complex “syntropy” phenotype, 
which refers to a combination of several cardiovascu-

Table 1. Polymorphic variants associated with the “IHD only” phenotype

Chromosome Gene  
abbreviation

SNP 
Localization SNP Allele:

MAF
Allele: 

OR (95% CI)
Fisher’s 

exact test
Genotypes:
OR (95% CI)

Pχ2

perm.test

2p24 APOB missense rs1367117 A:0.29 A:1.76 
(1.08–2.88) 0.022 AA:3.59 

(1.25–10.85) 0.01

3q13.1 rs12487066 G:0.23 A:0.47 
(0.28–0.79) 0.0026 AA:0.37 

(0.18–0.74) 0.0031

4q32 TLR2 intron rs1898830 G:0.34 A:0.51 
(0.31–0.82) 0.0038 AA:0.43 

(0.19–0.9) 0.021

5q34 NKX2–5 5’–ends rs3095870 A:0.39 G:1.83 
(1.1–3.12) 0.017 GG:2.09 

(1.06–4.17) 0.024

7q36.1 rs7807268 C:0.45 C:1.96 
(1.22–3.17) 0.0045 CC:2.73 

(1.29–5.82) 0.0065

7q36.2 DPP6 intron rs10239794 A:0.37 A:1.99 
(1.24–3.2) 0.0029 AA:3.35 

(1.4–8.26) 0.0041

11q13 rs10896449 G:0.46 A:0.57 
(0.35–0.92) 0.016 AA:2.36 

(1.16–4.8) 0.011

12p13 KLRB1 intron rs4763655 A:0.34 G:0.56 
(0.35–0.91) 0.014 GG:0.45 

(0.21–0.94) 0.031

12q13.11 VDR intron rs7975232 A:0.54 A:0.57 
(0.35–0.91) 0.013 AA:0.32 

(0.11–0.8) 0.009

12q24.31 SCARB1 intron rs4765623 A:0.25 G:0.57 
(0.35–0.95) 0.025 GG:0.4 

(0.2–0.8) 0.0068

14q13.3 rs944289 G:0.38 A:0.55 
(0.34–0.88) 0.012 AA:0.42 

(0.18–0.9) 0.017

18q22.3 CD226 missense rs763361 A:0.39 A:1.79 
(1.12–2.87) 0.012 AA:2.51 

(1.11–5.7) 0.018

18q21 NEDD4L intron rs3865418 A:0.53 A:0.56 
(0.35–0.91) 0.013 AA:0.36 

(0.13–0.86) 0.017

22q13 SREBF2 intron rs2267439 G:0.39 A:2.25 
(1.33–3.92) 0.0018 AA:2.32 

(1.17–4.67) 0.01

Note. Here and in Tables 2 and 3, MAF is the minor (rare) allele frequency; CI is the confidence interval; OR (95% CI) is 
the odds ratio (95% confidence interval); Pχ2 is the level of significance of the chi–square test for an allele with one de-
gree of freedom; Pχ2 permutation test is the level of significance of the chi–square test for genotypes with two degrees 
of freedom.
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lar diseases. To identify the genes associated with a 
particular phenotype (disease or combination of dis-
eases), we compared the frequencies of the alleles and 
genotypes in patients and in the control group (case–
control study), calculated odds ratios (OR), and eval-
uated the prognostic significance of genetic markers 
with statistically significant associations. All genet-
ic markers/genes were classified according to asso-
ciation with a particular pathway or class of genes. 
The WebGestalt (WEB–based GEne SeT AnaLysis 
Toolkit) service was used to annotate signaling and 
metabolic pathways.

Tables 1–3 show the nomenclature and key statistics 
of the genetic variants whose allele frequencies were 
different in the study and control group: chromosom-
al localization, rs–number, rare allele frequency, loca-
tion relative to the nearest genes, and OR value. Table 
4 shows predictive values of the polymorphic variants 
associated with a certain phenotype: disease or disease 
combination.

Below, we present the results obtained for each of 
the studied phenotypic groups.

Genetic markers associated with the IHD phenotype
A total of 14 polymorphic variants are associated with 
the “IHD only” phenotype (Table 1). Of them, two are 
missense substitutions: rs1367117 in the APOB gene 
and rs763361 in the CD226 gene. One, rs3095870, is lo-
cated near the 5’–end of the NKX2–5 gene. Seven var-
iants are located in intronic regions: rs1898830 in the 
TLR2 gene, rs10239794 in DPP6, rs4763655 in KLRB1, 
rs7975232 in VDR, rs4765623 in SCARB1, rs3865418 
in NEDD4L, and rs2267439 in SREBF2. Four genetic 
markers are located in intergenic spaces: rs12487066, 
rs7807268, rs10896449, and rs944289 (Table 1). The 
prognostic value of markers associated with this phe-
notype varied from 0.62 for rs12487066 to 0.57 for 
rs1367117 (Table 4).

On the basis of their primary biological function in 
the body, several groups of associated genes were se-
lected to analyze the structure of a hereditary com-
ponent of the studied phenotypes. For example, gene 
variants associated with the “IHD only” phenotype can 
be arbitrarily subdivided into three groups: 1) genes 
responsible for the lipid metabolism, 2) genes associat-

Table 2. Polymorphic variants associated with the “IHD and AH” phenotype

Chromosome Gene  
abbreviation

SNP 
Localization SNP Allele:

MAF
Allele:

OR (95% CI)
Fisher’s 

exact test
Genotypes:
OR (95% CI)

Pχ2

perm.test

1q42 rs801114 C:0.39 C:0.66 
(0.46–0.95) 0.025 CC:0.3 

(0.12–0.7) 0.0018

2q35 XRCC5 3’–end rs2440 A:0.33 A:1.57 
(1.1–2.26) 0.012 AA:2.48 

(1.12–5.93) 0.017

6p21.3 BTNL2 missense rs2076530 G:0.39 G:1.57 
(1.1–2.23) 0.01 GG:1.96 

(1.02–3.92) 0.034

6q23 rs10499194 A:0.35 G:1.52 
(1.04–2.22) 0.026 GG:2.07 

(1.25–3.44) 0.0037

6q23 rs13207033 A:0.35 G:1.49 
(1.02–2.18) 0.033 GG:2.02 

(1.22–3.36) 0.004

7p12 EGFR intron rs763317 A:0.42 G:0.67 
(0.47–0.95) 0.022 GG:0.5 

(0.29–0.88) 0.011

7q35 CNTNAP2 intron rs7794745 T:0.36 A:0.69 
(0.48–0.98) 0.032 AA:0.52 

(0.31–0.87) 0.011

12q24.31 SCARB1 intron rs4765623 A:0.25 A:0.63 
(0.43–0.93) 0.017 AA:0.49 

(0.3–0.82) 0.0038

15q26 rs2398162 G:0.4 A:0.68 
(0.47–0.97) 0.033 AA:0.43 

(0.19–0.93) 0.027

17cen–q21.3 HNF1A intron rs4430796 G:0.36 G:1.59 
(1.12–2.28) 0.0077 GG:2.12 

(1.09–4.3) 0.024

17q24.3 rs6501455 G:0.32 A:1.52 
(1.05–2.19) 0.023 AA:2.4 

(1.08–5.75) 0.024

20p11 rs1160312 G:0.42 G:1.56 
(1.1–2.22) 0.011 GG:2.21 

(1.16–4.38) 0.013

22q12.1 SEZ6L missense rs663048 A:0.19 C:0.57 
(0.38–0.87) 0.0082 CC:0.53 

(0.31–0.88) 0.011

Note. See Table 1 note.
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ed with immunity, and 3) genes specific to the cardiac 
function.

The group of genes involved in the lipid metabolism 
includes APOB, SREBF2, and SCARB1. For example, 
the APOB gene product is the main apolipoprotein of 
chylomicron and LDLs. Polymorphic variants and some 
mutations of the APOB gene are known to be associat-
ed with HC and a high risk of IHD [15, 16].

The SREBF2 gene product is a transcriptional acti-
vator required to maintain lipid homeostasis. In par-
ticular, this gene regulates the LDLR gene, which en-
codes the LDL receptor and also affects the cholesterol 
level and synthesis of fatty acids [17].

The SCARB1 gene encodes a receptor of the vari-
ous ligands involved in the lipid metabolism, includ-
ing phospholipids, cholesterol esters, lipoproteins, and 
phosphatidylserine. Presumably, the product of this 
gene is also involved in the phagocytosis of apoptot-
ic cells via its phosphatidylserine–binding activity, as 
well as in the uptake of cholesterol esters by HDLs [18].

The group of genes associated with immunity reg-
ulation includes TLR2, KLRB1, CD226, and VDR. The 
TLR2 gene interacts with the LY96 and TLR1 genes 
and plays an important role in the formation of the 
innate immune response to bacterial lipoproteins and 
other components of the bacterial wall. It is activated 
by the MYD88 and TRAF6 factors, which leads to the 
activation of cytokines by NF–kB and an inflammatory 
response. The product of this gene may also play a role 
in apoptosis [19]. Structural polymorphisms in this gene 
are associated with susceptibility to leprosy and some 
infectious diseases [20].

The KLRB1 gene inhibits natural killer cells (cy-
totoxicity cells). It is expressed in T–lymphocytes of 
peripheral blood, primarily in T–cells with antigenic 
memory [21].

The CD226 gene encodes a receptor involved in in-
tercellular adhesion, lymphocyte signaling, and cyto-
toxicity and secretion of lymphokines by cytotoxic T–
lymphocytes and NK–cells [22].

Table 3. Polymorphic variants associated with the “CVC syntropy” group

Chromosome Gene  
abbreviation Localization SNP Allele:

MAF
Allele: 

OR (95% CI)

Fisher’s 
exact 
test

Genotypes:
OR (95% CI)

Pχ2

perm.
test

1q21 APOA2 5’–end rs5082 G:0.47 A:1.83 
(1.15–2.93) 0.0082 AA:2.42 

(1.22–4.82) 0.007

2q31.3 ITGA4 synonymous substitution rs1143674 A:0.39 A:1.76 
(1.12–2.78) 0.011 AA:2.84 

(1.27–6.47) 0.0069

2q32 KLF7 5’–end rs7568369 A:0.28 C:0.45 
(0.28–0.73) 0.00084 CC:0.34 

(0.16–0.68) 0.0007

7q34 TAS2R38 missense rs1726866 G:0.48 A:1.65 
(1.04–2.63) 0.028 AA:2.42 

(1.22–4.82) 0.0073

missense rs10246939 G:0.48 A:1.65 
(1.04–2.63) 0.028 AA:2.42 

(1.22–4.82) 0.0073

8q22.1 RAD54B synonymous substitution rs2291439 G:0.42 G:0.6 
(0.37–0.97) 0.032 GG:0.25 

(0.06–0.77) 0.011

9p21 MTAP intron rs7023329 G:0.52 A:1.95 
(1.23–3.11) 0.0031 AA:2.38 

(1.2–4.76) 0.0079

9p21.3 rs1333048 C:0.45 A:0.6 
(0.38–0.94) 0.022 AA:0.37 

(0.15–0.87) 0.018

9p21.3 rs1333049 G:0.44 C:0.61 
(0.38–0.95) 0.028 CC:0.39 

(0.16–0.88) 0.022

16q21 CETP 5’–end rs183130 A:0.35 G:2.04 
(1.21–3.51) 0.006 GG:2.19 

(1.13–4.32) 0.013

17q24.3 rs6501455 G:0.32 G:2.06 
(1.3–3.29) 0.0015 GG:3.91 

(1.56–10.33) 0.0016

19p13.2 LDLR intron rs2738446 G:0.34 C:0.61 
(0.38–0.97) 0.032 CC:0.38 

(0.18–0.77) 0.0045

synonymous substitution rs688 A:0.34 G:0.61 
(0.38–0.97) 0.032 GG:0.38 

(0.18–0.77) 0.0048

22q12.1 SEZ6L missense rs663048 A:0.19 C:0.52 
(0.31–0.88) 0.01 CC:0.49 

(0.25–0.95) 0.027

Note. See Table 1 note.
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The VDR gene encodes the nuclear vitamin D3 re-
ceptor; however, this protein is well known to function 
also as a receptor of secondary bile acid, lithocholic 
acid. The vitamin D3 receptor is involved in the min-
eral metabolism (calcium exchange), although it may 
also regulate a number of other metabolic pathways; in 
particular, the immune response [23].

The third group includes genes associated with var-
ious metabolic and signaling pathways; however, these 
genes are involved in specific cardiac functions. Two of 
them are associated with the transmembrane trans-
port of electrolytes and the cardiac conduction system 
(NEDD4L and DPP6), and the third gene, NKX2–5, en-
codes the heart–specific transcription factor.

The NEDD4L gene plays an important role in the 
epithelial sodium transport via control of the expres-
sion of sodium channels on epithelial cells surface. The 
product of this gene was shown to be involved in the 
formation and transmission of the membrane potential 
along the cardiac conduction system [24]. Dunn et al [25] 
have demonstrated the association of some NEDD4L 
polymorphic variants with essential hypertension. The 
A–allele of the rs3865418 polymorphism is associated 
with high diastolic pressure in the Chinese population 
(OR = 1.31 (1.04–1.67), P = 0.025) [26]. In the present 
study, the A–allele and the AA genotype demonstrated 
a protective effect against IHD (Table 2).

The DPP6 gene encodes a membrane protein (dipep-
tidyl aminopeptidase–likeprotein 6) which is a member 
of the S9B serine protease family. It can bind to spe-

cific voltage–dependent potassium channels, thereby 
affecting their expression, biophysical properties, and 
channel activity [27]. Defects in the DPP6 gene lead to 
familial paroxysmal ventricular fibrillation type 2 [28].

The NKX2–5 gene, which is expressed exclusively 
in the heart, encodes the homeobox–containing tran-
scription factor. This factor is directly involved in the 
formation and development of the heart in utero [29]. 
Mutations in the NKX2–5 gene cause various heart 
defects: from small anomalies to Fallot’s tetralogy 
(MIM:108900,187500).

Genetic markers associated with the 
“IHD and AH” phenotype
Among the studied genetic markers, 13 were associ-
ated with the “IHD and AH” phenotype (Table 2). Two 
of them are missense substitutions (rs2076530 in the 
BTNL2 gene and rs663048 in the SEZ6L gene), four 
are variants in introns (rs763317 in EGFR, rs7794745 
in CNTNAP2, rs4765623 in SCARB1, rs4430796 
in HNF1A), and six are located in intergenic re-
gions (rs801114, rs10499194, rs13207033, rs2398162, 
rs6501455, and rs1160312).

The predictive value of the genetic markers evaluat-
ed by the AUC parameter (area under the ROC–curve) 
varied from 0.59 to 0.55 (Table 4).

Notably, it is difficult to associate this set of genes 
with any particular pathway and to classify it in a simi-
lar way as for the genes associated with the “IHD only” 
phenotype. However, it is noteworthy that several 

Table 4. Predictive efficiency of polymorphic variants associated with the “IHD only,” “IHD and AH,” and “CVC syntro-
py” phenotypes

“IHD only” “CVC syntropy” “IHD and AH”
SNP AUC SNP AUC SNP AUC

rs1367117 0.57 rs801114 0.56 rs5082 0.60
rs12487066 0.62 rs2440 0.55 rs1143674 0.59
rs1898830 0.59 rs2076530 0.55 rs7568369 0.63
rs3095870 0.59 rs10499194 0.59 rs1726866 0.60
rs7807268 0.60 rs13207033 0.59 rs10246939 0.60

rs10239794 0.59 rs763317 0.57 rs2291439 0.57
rs10896449 0.60 rs7794745 0.58 rs7023329 0.60
rs4763655 0.61 rs4765623 0.59 rs1333048 0.58
rs7975232 0.59 rs2398162 0.55 rs1333049 0.58
rs4765623 0.61 rs4430796 0.56 rs183130 0.60
rs944289 0.59 rs6501455 0.58 rs6501455 0.59
rs763361 0.58 rs1160312 0.56 rs2738446 0.60

rs3865418 0.59 rs3843763 0.58 rs688 0.60
rs2267439 0.60 rs663048 0.58 rs663048 0.59

Note. AUC is the area under the curve.
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genes are associated with immunity and susceptibility 
to cancer and radiosensitivity.

For example, the BTNL2 gene is a regulator of im-
munity: its product, the butyrophilin–like protein 2, 
belongs to the family of B7 receptors, which function 
as T–cell–stimulating molecules by affecting the pro-
duction of cytokines and regulating T–cell prolifera-
tion. Polymorphic variants of this gene are associated 
with an increased risk of prostate cancer, Kawasaki 
disease, as well as damage to coronary arteries in this 
disease [30]. The association of variants of this gene 
with susceptibility to tuberculosis was demonstrated 
[31]. According to the data of a genome–wide study 
[32], variations in BTNL2 are also associated with the 
development of coronary atherosclerosis.

Genes in some way associated with the oncogenesis 
and immune system include XRCC5, EGFR, HNF1A, 
and SEZ6L. The XRCC5 gene encodes an 80 kDa subu-
nit of the Ku protein. The heterodimeric protein Ku is 
an ATP–dependent DNA helicase II, which is involved 
in DNA repair by non–homologous end joining. The 
Ku protein is involved in the recombination required 
to generate a diversity of antigen–binding sites of an-
tibodies in mammals. In addition, Ku–proteins are in-
volved in telomeric length maintenance and telomeric 
silencing [33]. A rare microsatellite polymorphism of 
this gene is known to be associated with oncopathology 
and radiosensitivity.

A protein encoded by the EGFR gene is a transmem-
brane glycoprotein, the epidermal growth factor re-
ceptor [34]. Defects in this gene lead to disruption of 
apoptosis; the association of this gene with carcinogen-
esis has been extensively studied [35]. The A–allele of 
rs763317, which is considered to be a lung cancer risk 
allele, is adverse to the “IHD and AH” phenotype.

The HNF1A gene product is a transcriptional activa-
tor that regulates the tissue–specific expression of sev-
eral genes, particularly in pancreas and liver cells [36]. 
Defects in this gene lead to the familial form of liver ad-
enomas (MIM:142330), MODY3–type diabetes mellitus 
(MIM:600496), and insulin–dependent type 2 diabetes 
mellitus (MIM:612520). We demonstrated that the G–
allele, which is a T2DM risk factor, is unfavorable to the 
development of the combined IHD and AH pathology.

The SEZ6L gene function is poorly understood. It is 
assumed to be associated with specific functions of the 
endoplasmic reticulum. The gene has been extensive-
ly studied, because it is expressed in the brain tissue 
and lungs but not in lung cancer cells [37]. Data on an 
association between polymorphic variants of SEZ6L 
and IHD were reported [38], but the mechanism of this 
relationship is not known. Our data demonstrate that 
the lung cancer risk allele is also an unfavorable factor 
for IHD in combination with AH.

We found that the CNTNAP2 gene is associated with 
the cardiovascular phenotype (which is unusual, giv-
en the known functions of the gene). The CNTNAP2 
gene encodes a transmembrane protein belonging to 
the family of neurexins, which act as cell–adhesion 
molecules and receptors in the nervous system. The 
CNTNAP2 protein performs its major functions in my-
elinated axons, enabling the interaction between neu-
rons and glia. It is also responsible for the localization 
of potassium channels and differentiation of axons into 
separate functional subdomains. CNTNAP2 gene var-
iants are associated with a wide range of mental dis-
orders, including autism, schizophrenia, mental retar-
dation, dyslexia, and disruption of language functions 
[39]. The A–allele is a risk factor for schizophrenia but 
is a protective factor in the case of the “IHD and AH” 
phenotype.

As we have indicated, the SCARB1 gene is associ-
ated with lipid metabolism. This gene is “common” for 
the “IHD” and “IHD and AH” phenotypes.

The functions of several genetic variants located in 
intergenic regions require further analysis. An asso-
ciation with a disease may be explained by a linkage 
disequilibrium with some other genes/variants di-
rectly involved in the formation of the disease or by 
an independent regulatory action. According to some 
studies, the intergenic variant rs1160312A is associat-
ed with hair loss, but at the same time, it is protective 
in the case of IHD combined with AH. According to a 
Wellcome Trust large–scale study conducted using the 
“case–control” approach, the A–allele of rs2398162 of 
this gene is a risk factor for essential hypertension; in 
our work, however, this allele is protective.

Genetic markers associated with the 
“CVC syntropy” phenotype
 A total of 14 markers are associated with CVC syn-
tropy (Table 3). Of these, three are missense substi-
tutions: rs1726866 and rs10246939 in the TAS2R38 
gene and rs66048 in the SEZ6L gene; three are locat-
ed near the 5’–region of genes: rs5082 of the APOA2 
gene, rs7568369 in the 5’–region of the KLF7 gene, and 
rs183130 in the 5’–region of the CETP gene; three var-
iants are synonymous substitutions: rs1143674 in the 
ITGA4 gene, rs2291439 in the RAD54B gene, and rs688 
in the LDLR gene; two variants are located in intronic 
regions: rs2738446 in the LDLR gene and rs7023329 in 
the MTAP gene; three markers are located in intergen-
ic spaces: rs1333048 and rs1333049 in the 9p21.3 region 
and rs6501455 localized in 17q24.3 between the KCNJ2 
and SOX9 genes, at approximately the same distance 
(ca. 1 million bp).

The genes associated with the “CVC syntropy” phe-
notype can be assigned to one of the following groups: 
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a) responsible for lipid metabolism impairment, b) 
genes of immunity and inflammation, c) genes with 
miscellaneous functions.

The genes CETP, LDLR, and APOA2 are associated 
with the lipid metabolism. The CETP gene encodes a 
transporter of insoluble cholesterol esters. CETP poly-
morphic variants affect the level of high density lipo-
proteins (HDLs). In particular, mutations in this gene 
are associated with the development of hyper–α–li-
poproteinemia, accompanied by high HDL levels 
(MIM:143470). The G–allele of rs183130 is associated 
with a low level of cholesterol in HDLs [40]. We demon-
strated its involvement in the formation of the “CVC 
syntropy” phenotype.

The LDLR gene encodes a protein that functions 
as an intermediary of endocytosis of cholesterol–rich 
LDLs [41]. Variants of the LDLR gene, rs2738446 and 
rs688, are in linkage disequilibrium. In the Framing-
ham study, rs688 is associated with IHD but is not di-
rectly related to such an important endophenotype as 
the level of lipoproteins [42]. According to some studies, 
rs688 in the LDLR gene may be associated with the on-
set of IHD via modulation of the coagulation factor VIII 
activity [43].

The APOA2 gene encodes a HDL protein particle. 
Mutations in APOA2 cause familial HC [44]. Accord-
ing to some reports, the AA genotype of rs5082 in the 
APOA2 gene is associated with a high risk of IHD in 
males. In our work, the AA genotype was associated 
with a high risk of the “CVC syntropy” phenotype.

On the basis of their main functions, the genes 
ITGA4, MTAP, and CDKN2V may be assigned to a 
group of immunity and inflammation genes. The 
ITGA4 gene encodes a protein of the integrinα–chain. 
Integrins are the most important intercellular adhe-
sion molecules. They are heterodimeric membrane re-
ceptors consisting of α– and β–chains and function-
ing as cell–substrate and cell–cell adhesion receptors. 
Increased adhesion is known to be important in en-
dothelial dysfunction in the case of inflammation, ar-
teriosclerosis, and other pathological processes [45, 46]. 
There are no data on the association of rs1143674 in the 
ITGA4 gene with cardiovascular phenotypes; however, 
it is known that this variant is associated with alterna-
tive splicing. The rs1143674 A–allele is associated with 
an increased risk of autism [47].

The MTAP gene is located in close proximity to CD-
KN2A/2B [48]. The MTAP and CDKN2B genes were 
shown to be expressed in cells and tissues involved 
in the development of atherosclerosis, including en-
dothelial cells, macrophages, and smooth muscle cells 
of coronary arteries [49]. The MTAP gene was report-
ed to be capable of acting as a tumor growth suppres-
sor [50].

Four other genes, RAD54B, SEZ6L, TAS2R38, and 
KLF7 are genes with miscellaneous functions. The 
product of RAD54B is involved in DNA repair and mi-
totic recombination. Mutations in this gene may be a 
cause of colon cancer and lymphomas [51]. Data on the 
functional role of the rs2291439 variant are limited, and 
there is no information on an association between this 
marker and diseases of the cardiovascular system.

The TAS2R38 gene encodes a receptor responsible 
for bitter taste reception [52]. TAS2R38 gene haplo-
types define up to 85% of the variance in the sensitiv-
ity to flavors, from bitter to sweet [53]. Carriership of 
certain TAS2R38 variants affects food preferences, 
for example, for carbohydrate–rich or lipid–rich food, 
which is considered a risk factor for the development of 
metabolic disorders and CVDs. Alleles of the gene that 
are associated with the syntropy phenotype are includ-
ed in the haplotype responsible for the inability to feel 
the bitter taste; the same alleles are associated with the 
development of T2DM.

The KLF7 gene product belongs to a group of tran-
scriptional activators and is expressed in many body 
tissues. A study of animal models demonstrated that 
KLF7 specifically regulates the expression of TrkA, 
which encodes the neurotrophic tyrosine kinase re-
ceptor type 1. A nonsense mutation of the KLF7gene 
leads to disruption of many nociceptive sensory recep-
tors [54]. Investigation of KLF7 gene polymorphisms 
revealed an association with T2DM risk in the Japanese 

Fig. 1. Venn diagram of genetic markers associated with 
the studied phenotypes: common and specific variants
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Fig. 2. Venn diagram of the relationships between all phenotype–associated genes and polymorphic variants with 
allowance for their association with a functional class. Intergenic relationships were developed based on the data of the 
SearchTool for the Retrieval of Interacting Genes/Proteins (STRING) online service
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population and a protective effect against obesity in the 
Danish population [55, 56].

Characterization of the SEZ6L gene is provided 
above, since this gene is associated with the “IHD and 
AH” phenotype.

The functional significance of polymorphisms asso-
ciated with the studied phenotype and located in in-
tergenic regions remains unknown. According to [57], 
rs6501455 is associated with prostate cancer, but it is a 
protective allele for CVC syntropy. This gene is locat-
ed on chromosome 17, ca. 1 million bp away from the 
SOX9 and CALM2P1 genes, with approximately more 
than 40,000 SNPs being identified in this same region. 
Importantly, almost all polymorphisms in this genomic 
region, which are present in the PubMed database, are 
associated with a particular CVD.

DISCUSSION
The objective of this study was to identify common 
and specific genes for three phenotypes: a single dis-

ease, a combination of two diseases, and a combination 
of CVDs. Figure 1 shows the number of genes that are 
common and specific to the three phenotypes. For ex-
ample, two common genes were identified for syntropy 
(a combination of several diseases: IHD, AH, T2DM, 
and HC in this study) and a combination of two diseases 
(IHD and AH); one common gene was identified be-
tween the “IHD and AH” and “IHD only” phenotypes; 
whereas there were no common genes between “IHD 
only” and “CVC syntropy” among the studied genes. A 
total of 14 specific genetic variants unique to the “IHD 
only” phenotype were identified: 12 were unique to 
“CVC syntropy,” and 10 were unique to “IHD and AH.”

In the case of comorbidities, it is important to know 
not only the proportion of common and specific genes, 
but also the profile of associated variants (their physi-
ological role in the body), since the profile may indicate 
the most important pathways involved in the develop-
ment of a pathology and define approaches to treat-
ment. As seen from the associative profile provided for 
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each studied phenotype, the “IHD only” phenotype 
is characterized by genes that regulate the lipid me-
tabolism, genes associated with immunity, and genes 
specific to the heart function, such as the genes that 
control the cardiac conduction system.

Examination of the profile for a combination of two 
diseases, one of which is IHD, reveals a markedly dif-
ferent picture, and the gene variants associated with 
this phenotype seem rather unexpected; it is hard to 
relate a set of genes to a particular pathway and classi-
fy them similarly to the genes associated with the “IHD 
only” phenotype. Notably, several genes of immunity 
and predisposition to cancer are associated with the 
phenotype of a two–disease combination.

The genetic profile for the CVC syntropy phenotype 
appears to be logical in general; it includes genes re-
sponsible for lipid metabolism impairment and genes 
that control the immunity and inflammatory response 
(and genes with miscellaneous functions).

It should be noted that our analysis of a wide panel of 
markers (1,400) associated, according to the published 
data, with widespread diseases revealed previously un-
known relationships (as it usually occurs in genome–
wide studies); e.g., the association of the genes of cancer 
and neurological and psychiatric diseases with cardio-
vascular phenotypes.

A descriptive analysis of the functions of associated 
genes is supplemented by a classificatory network anal-
ysis of intergenic interactions that enables to retrace 
interaction chains for a set of genes, a STRING–anal-
ysis (Fig. 2). This analysis allows a formal assignment 
of particular genes to the most important metabolic 
pathways. This formal analysis revealed that the genes 
associated with immune function and lipid metabolism 
genes predominate among the IHD genes. In the case 
of the IHD and AH phenotype, two genes were related 

to the immune system, and two genes were associated 
with lipid metabolism. That is the SCARB1 lipid me-
tabolism gene that is common for these two patholo-
gies. Among the CVC sintropy–associated genes, three 
genes were identified as genes related to lipid metabo-
lism. According to the STRING analysis, the remaining 
genes were not related to a specific metabolic pathway.

CONCLUSION
Our findings indicate that lipid metabolism genes are 
involved in the formation of all variants of diseases 
(including various combinations) of the cardiovascular 
continuum, while the regulatory genes of the immune 
system are specific to IHD and do not participate in the 
development of CVC syntropy.

Coming back to the discussion of the role of syntropy 
(non–random combination of diseases) and the wide-
spread phenomenon of comorbidity, we identified an 
additional complexity in the use of the data of genet-
ic association studies in practical (diagnostic) tests for 
predisposition to common diseases. The genetic profile 
for a combination of several diseases can be markedly 
different from the profile for isolated forms. Identifi-
cation of syntropic genes (influencing the development 
of a complex syntropyphenotype) is of interest not only 
for diagnostic purposes, but also, first and foremost, 
for predicting (or explaining present facts) the effect 
of some medications in the case of several, concurrent 
diseases.  
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or permanent loss of vision), and a multitude of clinical 
manifestations define the medical and social signifi-
cance of adenoviral eye diseases. Adenovirus infections 
present a serious health risk for immunocompromised 
individuals [6]. Obesity in children and nonalcoholic 
fatty liver disease in adults are known to be caused by 
human spicies D adenovirus type 36 (HAdV D36) [7].

Currently, the limited efficacy of therapies for the 
adenovirus infection [8] dictates the need for develop-
ing drugs with selective activity against adenovirus 
pathogens.

Human adenovirus early genes, such as the DNA 
polymerase E2B gene and E1A gene, which are in-
volved in viral DNA replication, seem to be potential 
targets for antiviral therapy [9–11].

E1A gene products promote the G
0
 to S phase cell 

cycle transition. Interaction between E1A gene prod-
ucts and the retinoblastoma protein (pRb) activates the 
E2F1 transcription factor, triggering expression of the 
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INTRODUCTION
Adenoviral ocular infections are of great current con-
cern in biomedicine due to the wide prevalence and 
high rate of adenovirus infection episodes. Adenovirus-
es commonly cause human respiratory and gastrointes-
tinal infections, adenoviral conjunctivitis (inflammation 
of the conjunctiva) and epidemic keratoconjunctivitis 
(combined inflammation of the cornea and conjunctiva) 
[1]. In Russia, more than 300,000 people are annually 
diagnosed with epidemic keratoconjunctivitis [2]. The 
most serious eye infections are caused by human spe-
cies D adenoviruses (HAdVs) types D8, D19, and D37 
[3]. HAdV infection affects people of all age groups [4]. 
In Russia, about 18 million people visit the ophthalmol-
ogist for inflammatory eye diseases annually, which ac-
counts for up to 80% of temporary disability due to eye 
diseases and 10–30% of visual acuity loss and blindness 
[5]. An epidemic spread, large loss due to temporary 
disability, a high likelihood of complications (temporary 

ABSTRACT Adenoviruses cause a wide variety of human infectious diseases. Adenoviral conjunctivitis and epi-
demic keratoconjunctivitis are commonly associated with human species D adenoviruses. Currently, there is no 
sufficient or appropriate treatment to counteract these adenovirus infections. Thus, there is an urgent need for 
new etiology-directed therapies with selective activity against human adenoviruses. To address this problem, the 
adenoviral early genes E1A and E2B (viral DNA polymerase) seem to be promising targets. Here, we propose an 
effective approach to downregulate the replication of human species D adenoviruses by means of RNA interfer-
ence. We generated E1A expressing model cell lines enabling fast evaluation of the RNA interference potential. 
Small interfering RNAs complementary to the E1A mRNA sequences of human species D adenoviruses mediate 
significant suppression of the E1A expression in model cells. Furthermore, we observed a strong downregulation 
of replication of human adenoviruses type D8 and D37 by small hairpin RNAs complementary to the E1A or E2B 
mRNA sequences in primary human limbal cells. We believe that our results will contribute to the development 
of efficient anti-adenoviral therapy.
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focus forming unit; MFI– mean fluorescence intensity.
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genes necessary for progression through the S phase. 
This enables the adenovirus to replicate in the infected 
cell using the host’s replication machinery. One of the 
functions of the E2F1 transcription factor is transacti-
vation of the p14/ARF protein that is accompanied by 
induction of p53-dependent apoptosis. During viral in-
fection, the 55 kDa E1B protein inactivates p53, there-
by preventing induction of apoptosis in the cell until 
the adenovirus replication cycle is completed [12, 13].

Small interfering RNAs (siRNAs), which are short 
21–23 bp duplexes with 2–3 overhanging nucleotides 
at 3’-ends capable of suppressing gene expression at 
the post-transcriptional level, are commonly used in 
gene function studies [14, 15]. Interfering RNAs were 
shown to be capable of suppressing the expression of 
various target genes, including viral genes [16–18]. In-
terfering RNAs could be effectively delivered to cells 
by recombinant lentiviral vectors encoding small hair-
pin RNAs (shRNAs), which are precursors of small in-
terfering RNAs [19–21].

We believe that this approach can be used for down-
regulation of the E1A and E2B expression [10, 11] of 
HAdVs causing ocular and respiratory tract infections.

This paper presents the results of E1A gene expres-
sion downregulation in human species D adenoviruses 
types D8, D19, D36, and D37 using siRNAs and shR-
NAs, as well as inhibition of HAdVs D8 and D37 repli-
cation upon simultaneous downregulation of E1A and 
E2B expression using shRNAs.

MATERIALS AND METHODS

Cell culture
Human embryonic kidney cells HEK293 [22], human 
lung adenocarcinoma epithelial cells A549 (DSMZ 
ACC107; Brauschweig, Germany), human nonsmall 
cell lung cancer cells Н1299, A549 E1A and H1299 E1A 
model cells were grown in a DMEM medium (Life Tech-
nologies, UK) containing 10% fetal bovine serum (Life 
Technologies), 4 mML-glutamine, 1 mM sodium pyru-
vate, and streptomycin/penicillin at a concentration of 
100 µg/mL and 100 U/mL, respectively, at 37°C under 
5% CO2

 atmosphere. Primary human limbal cells [24, 
25] were cultured on a DMEM/F12 medium (Life Tech-
nologies) containing 10% fetal bovine serum (Life Tech-
nologies), 4 mML-glutamine, 1 mM sodium pyruvate, 10 
mM HEPES, 0.4 µM insulin, 10 nM dexamethasone, and 
streptomycin/penicillin at a concentration of 100 µg/
mL and 100 U/mL, respectively, at 37°C under 5% CO

2
.

Lentiviral vectors
Recombinant lentiviral vectors were constructed us-
ing standard genetic engineering techniques [26, 27]. 
Recombinant lentiviral virions were generated in the 

HEK293 cells by calcium phosphate co-transfection of 
lentiviral vector DNA and plasmids directing the syn-
thesis of all the lentiviral proteins required to produce 
infectious lentiviral particles. Infectious pseudoviral 
particles were collected during 2 days with 12-h inter-
vals. A549 and H1299 cells were used for lentivirus titer 
estimation. Viral stocks with titers of 5 × 105 to 5 × 106 
were further used.

Model cell lines
Model cells expressing the E1A gene of the human ad-
enovirus type 36 (E1A-D36) were produced by trans-
duction of A549 and H1299 cells with LeGO-iGT-Puro-
opt-based pseudolentiviral particles E1A-LeGO-iGT 
containing an expression cassette “promoter–E1A gene 
of HAdV D36–IRES–dTomato marker gene –puromy-
cin resistance gene.”

In order to generate a H1299 shE1A model cell line, 
the initial H1299 cells were transduced with lentiviral 
particles containing a sequence encoding shE1A, the 
Cerulean fluorescent protein gene, and the blasticidin 
(BSD) resistance gene. 48 h post transduction, the cells 
were placed into a selective medium with 5 µg/mL 
blasticidin. Selection was conducted for 10 days. H1299 
shE1A cells were then analyzed by flow cytometry.

Limb shE2B, Limb shE1A, and LimbshE2B/shE1A 
model cell lines were prepared by transduction of pri-
mary human limbal cells with pseudolentiviral parti-
cles encoding shE2B [10, 11] or shE1A.

siRNAs
We designed siRNAs complementary to different re-
gions of the E1A mRNA sequences of HAdVs types 8, 
19, 36, and 37. xpression. To suppress the target gene ex-
pression the following 21 bp siRNAs were synthesized 
(Sintol, Russia): siE1A-1 (sense strand 5’-GGAGGAC-
UUUGUGAAUACAUU-3’, antisense strand 5’-UGU-
AUUCACAAAGUCCUCCUU-3’);siE1A-2(sense strand 
5’-GAGGCUGUGAAUUUAAUAUUU-3’, antisense 
strand 5’-AUAUUAAAUUCACAGCCUCUU-3’), and 
siE1A-3 (sense strand 5’-GCUCUGUGUUACAUGAAA-
UUU-3’, antisense strand 5’-AUUUCAUGUAACACA-
GAGCUU-3’). siScr having no homology with known 
viral mRNAs as well as human, mouse, and rat mRNAs 
(sense strand 5’-CAAGUCUCGUAUGUAGUGGUU-3’, 
antisense strand 5’-CCACUACAUACGAGACUU-
GUU-3’) were used as a control. The siRNAs were de-
signed using the Whitehead Institute siRNA Selection 
Program [28].

siRNA transfection
Cells in the exponential growth phase were seeded 
into 24-well plates, 3 × 104 cells per well, 1 day prior 
to the experiment and transfected with siRNAs at a 
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concentration of 200 nM using a Lipofectamine® 2000 
Transfection Reagent (Life Technologies) according to 
the manufacturer’s protocol.

shRNAs
We constructed shE1A-LeGO-Cer/BSD and shScr-
LeGO-Cer/BSD lentiviral vectors encoding shR-
NAs: shE1A, which corresponds to siE1A-1 (sense 
strand 5’-p-aacgATATTAAATTCACAGCCTCct-
tcctgcaaGAGGCTGTGAATTTAATATtttttc-3’, 
antisense strand 5’-p-tcgagaaaaaATATTAAAT-
TCACAGCCTCttgcaggaagGAGGCTGTGAAT-
TTAATATcgtt-3’) and a control shScr (sense strand 
5’-p-gatccgCCACTACATACGAGACTTcttcctgt-
caCAAGTCTCGTATGTAGTGGtttttg-3’, anti-
sense strand 5’-p-aattcaaaaaCCACTACATACGA-
GACTTGtgacaggaagCAAGTCTCGTATGTAGTGG-
cg-3’). In this work, we also used lentiviral vectors 
shE2B-LeGO-G (encoding shRNA targeting the DNA 
polymerase mRNA of HAdVs D8, D19, D36, and D37) 
and shScr-LeGO-G, which were described previously 
in [10, 11].

Flow cytometry
The cell fluorescence intensity was measured by an Ep-
ics 4XL flow cytometer (Beckman Coulter, USA). Ob-
tained results were analyzed with WinMDI software, 
version 2.8

Real-time PCR
Total RNA was isolated from cell cultures using a 
TRIzol® reagent (Life Technologies) according to the 
manufacturer’s protocol. Reverse transcription was 
carried out using ImProm-II™ Reverse Transcriptase 
(Promega, USA). E1A-D36 mRNA levels were as-
sessed in real-time PCR using specific primers : sense 
sequence 5’-GCATCCAGAGCCATTTGAGC-3’; anti-
sense sequence 5’-TTAGGGTCGTCATCATGGGC-3’. 
Resulting values for each sample were normalized to 
the β-actin housekeeping gene expression. The β-actin 
expression level was quantified using the following 
primers: sense sequence 5’-ATGGATGATGATATC-
GCCGC-3’and antisense sequence 5’-CTTCT-
GACCCATGCCCAC-3’. Real-time PCR was performed 
in 96-well plates using a MiniOpticon system (Bio-Rad, 
USA) and an iQ SYBR Green Supermix reagent (Bio-
Rad) in accordance with the manufacturer’s recom-
mendations. PCR products were analyzed using the 
MiniOpticon system software (Bio-Rad).

Quantification of the human adenovirus 
genome copy number
HAdV D8 (ATCC® VR-1085AS/RB™ ATCC® VR-
1085AS/RB™) and HAdV D37 (ATCC® VR-929™) were 

purchased from the American-Type-Culture-Collec-
tion (ATCC). Replication of species D human adeno-
viruses was evaluated 6 days post infection. For this, 
HAdV D8 and D37 infected cells were harvested, and 
total DNA was isolated using a QIAamp DNA Mini Kit 
(QIAGEN, Germany) according to the manufacturer’s 
recommendations. Quantitative PCR was performed as 
described in [29] on a Rotor Gene Q cycler (QIAGEN) 
using a TaqMan® Universal PCR Master Mix reagent 
(Life Technologies). PCR products were analyzed using 
the Rotor Gene Q cycler software (QIAGEN).

Statistical data processing
All data are presented as a mean ± standard deviation 
(SD). The statistical significance was determined using 
the unpaired two sample t-test and GraphPad Prism 
software 6 (GraphPad Software, USA). The value of 
p<0.05 was considered statistically significant.

RESULTS AND DISCUSSION

Derivation of model cell lines expressing the HAdV 
D36 E1A gene
Model cell lines A549 E1A and Н1299 E1A expressing 
the E1A gene of human species D adenovirus type 36 
(E1A-D36) were obtained in order to analyze the func-
tional activity of synthetic siRNAs and lentiviral vec-
tors directing the synthesis of shRNAs in transduced 
cells.

The E1A expression in cells is known to induce p53-
dependent apoptosis [30]. E1A expression products 
promote the G0

 to S phase transition and disturbance 
of the mechanisms controlling DNA synthesis. This in-
creases the likelihood of DNA damage during replica-
tion. In response to heavy DNA damage, the p53 pro-
tein triggers a cascade of reactions leading to apoptosis. 
Therefore, A549 and H1299 cells were first transfected 
with siRNAs complementary to various fragments of 
the E1A mRNA and with control siScr. After 24 h, the 
cells were transduced by pseudolentiviral particles 
(Fig. 1A) containing the expression cassette “promot-
er– target E1A-D36 gene–IRES–dTomato fluorescent 
protein gene–puromycin resistance gene.” The marker 
gene encoding the dTomato fluorescent protein and the 
target E1A gene are separated by the IRES sequence 
(internal ribosome entry site). IRES allows for the syn-
thesis of several proteins from a single mRNA in eu-
karyotic cells. Thus, the target and marker genes are 
expressed with a comparable efficiency [31]. This en-
ables indirect estimation of the E1A expression level via 
measuring dTomato fluorescence by flow cytometry.

The efficiency of the introduced genes, expression 
was evaluated by flow cytometry detection of dTomato 
fluorescence and real-time PCR. The flow cytometry 
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data for evaluation of the transduction and subsequent 
transgene expression efficiency are shown in Figs. 1B 
and C.

The number of cells of the A549 E1A and H1299 E1A 
model lines in which dTomato protein fluorescence 
was registered amounted to 44 and 85% of the total cell 
population, respectively, compared to a control (non-
transduced A549 and H1299 line cells).

These findings indicate that the produced A549 E1A 
and H1299 E1A transgenic model cells express the in-
troduced target gene and dTomato marker gene with a 
high efficiency.

According to the obtained results, the number of 
fluorescent cells in A549 E1A and H1299 E1A model 
lines is significantly different. The heterogeneity of 
A549 E1A and H1299 E1A cells in the dTomato expres-
sion level may be caused by individual properties of the 
cells. The different number of lentiviral provirus mol-
ecules is integrated in the genome of transgenic cells. 
The viral DNA integrates into different regions of the 
genome, which may provide varying transgene ex-
pression levels. Despite the similarity of the morphol-
ogy and origin of A549 and H1299 cells, differences 
between these two lines may be one of the causes. The 
E1A gene expression is known to result in p53-depen-
dent apoptosis. H1299 cells are p53-deficient. Hence, 
the likelihood of apoptosis in H1299 E1A cells is signifi-
cantly lower than in A549 E1A cells. It may be assumed 
that A549 cells are transduced with the same efficiency 
as H1299 cells, but p53-dependent apoptosis occurs in 

most of the transduced A549 E1A cells, enabling detec-
tion of dTomato fluorescence in a smaller number of 
A549 E1A cells compared to H1299E1A model cells.

siRNA-mediated downregulation 
of E1A-D36 gene expression
The structure of the expression cassette “promoter–
E1A-D36 gene–IRES–dTomato marker gene –puro-
mycin resistance gene” enables rapid assessment of the 
silencing activity of siRNAs and the lentiviral vectors di-
recting the synthesis of shRNAs (precursors of siRNAs). 

Because of degradation of a mRNA common to both 
genes due to the inhibitory activity of interfering RNAs 
targeting E1A-D36 mRNA, the cell stops producing 
both the E1A-D36 gene products and the dTomato 
fluorescent protein, which can be quantified by flow 
cytometry.

Since the E1A gene expression results in induction 
of apoptosis, the experiment was performed as fol-
lows: siRNAs complementary to various regions of the 
E1A-D36 mRNA were transfected into A549 and H1299 
cells; after 24 h, the cells were transduced with pseu-
dolentiviral particles containing an expression cassette 
“promoter SFFV–E1A-D36 gene–IRES–dTomato fluo-
rescent protein gene–puromycin resistance gene.” The 
efficiency of siRNAs was evaluated by flow cytometry 
and real-time PCR 48 and 96 h post transduction.

The activity of siRNAs complementary to the E1A-
D36 mRNA caused a significant decrease in the dTo-
mato expression level (Fig. 2). In the population of 

Fig. 1. Model cell lines. A – Lentiviral vector containing the E1A-D36 gene of HAdV D36 and the dTomato/puromy-
cin-resistance fusion gene separated by an IRES sequence. The vector is based on the LeGO-iGT-Puro-opt vector. 
SIN-LTR– self-inactivating-long-terminal repeat ; ψ – packaging signal; RRE– rev-responsive element; cPPT– central 
polypurine tract; SFFV– spleen focus-forming virus U3 promoter; E1A-D36– E1A gene of HAdV D36; IRES– internal 
ribosome entry site; dTomato – dTomato fluorescent protein; 2A– self-cleaving peptide of the porcine teschovirus-1; 
PuroR_opt– codon optimized cDNA of puromycin resistance; wPRE– Woodchuck hepatitis virus post-transcriptional 
regulatory element. B – Flow cytometry assay of A549 E1A cells expressing the dTomato fluorescent protein. C – The 
number of H1299 E1A cells expressing the dTomato fluorescent protein measured by flow cytometry
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h h h h
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A549 E1A cells transfected with siE1A-1, siE1A-2, and 
siE1A-3, the mean fluorescence intensity (MFI) of dTo-
mato was decreased by 25, 49, and 53% after 48 h and 
by 55, 61, and 58% after 96 h, respectively, compared to 
control A549 E1A cells transfected with siScr. A siRNA 
biological activity assay showed that MFI of the dTo-
mato fluorescent protein in the H1299 E1A model cell 
population was decreased by 18, 60, and 17% under the 
action of siE1A-1, siE1A-2, and siE1A-3 as early as af-
ter 48 h and by 18, 44, and 56% after 96 h, respectively, 
compared to control H1299 E1A cells transfected with 
siScr. All the presented data were obtained in three in-
dependent experiments (p<0.05).

Results obtained by flow cytometry are consistent 
with the real-time PCR data. The effect of siRNAs on 
the E1A-D36 mRNA expression level in model cells was 
assessed 48 and 96 h post transduction with pseudolen-
tiviral particles encoding the target gene (Fig. 3). The 
E1A-D36 mRNA expression level in A549 E1A cells 
transfected with siE1A-1, siE1A-2, and siE1A-3 was 
reduced by 58, 83, and 63% and 69, 88, and 72% 48 h 
and 96 h post transduction, respectively, compared to 
control cells. The E1A-D36 mRNA level in H1299 E1A 
model cells transfected with siE1A-1, siE1A-2, and 
siE1A-3 was reduced by 28, 71, and 46% and 50, 69, and 
47% 48 h and 96 h post transduction, respectively, com-
pared to control cells.

A reduction in the mean fluorescence intensity of the 
dTomato marker protein occurs more slowly and less 
effectively than suppression of target gene expression 
at the mRNA level. These data may be explained by the 
fact that the fluorescent protein is quite stable, and its 
half-life is about 72 h.

According to the flow cytometry and real-time PCR 
data, the E1A-D36 gene expression was mostly affected 
by siE1A-2. The siRNA silencing activity depends on 
several factors. These include the secondary structure 
of a target mRNA, siRNA sequence uniqueness, and 
stability and the thermodynamic asymmetry of siRNA 
duplexes. The secondary structure of a target mRNA 
or the proteins bound to it are known to be capable of 
hindering access for siRNAs [15, 32].

Downregulation of E1A-D36 gene expression 
by a lentiviral vector encoding shRNA
We constructed lentiviral vectors encoding shRNAs 
corresponding to siE1A-2 (with the highest suppres-
sion of E1A-D36 expression) and control siScr. Lenti-
viral vectors ensure integration of a sequence encod-
ing shRNA into the cell genome, providing long-term 
suppression of the target gene expression. These 
lentiviral vectors were constructed based on the Le-
GO-Cerulean/BSD (Fig. 4A) carrying the Cerulean flu-
orescent protein gene and blasticidin resistance gene. 

Fig. 2. Silencing activity of siRNAs complementary to 
the E1A-D36 mRNA sequence. The silencing activity of 
siRNAs targeted against the E1A-D36 mRNA resulted in 
a reduction in the dTomato MFI in A549 E1A and H1299 
E1A cells. 1 corresponds to the dTomato MFI value in cells 
transfected with siScr. All reported values are a mean ± 
standard deviation of three independent experiments. 
The differences between siScr and targeting siRNAs were 
statistically significant in all cases (*p<0.05, **p<0.01, 
***p<0.001)

Fig. 3. siRNA-induced downregulation of E1A-D36 
expression. Levels of E1A-D36 mRNA in A549 E1A and 
H1299 E1A model cells were analyzed by RT-qPCR. 1 
corresponds to values for the cells transfected with siScr. 
Results were normalized to the endogenous b-actin mRNA 
level. All reported values are a mean ± standard devia-
tion of three independent experiments. The differences 
between siScr and targeting siRNAs were statistically 
significant in all cases (*p<0.05, **p<0.01, ***p<0.001, 
****p<0.0001)
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The shScr-LeGO-Cerulean/BSD vector encoding a 
hairpin structure having no homology with known vi-
ral mRNAs as well as rat, mouse, and human mRNAs 
was used as a control to demonstrate the absence of a 
nonspecific activity of shRNAs.

These lentiviral vectors were transduced into the 
genome of H1299 cells. Ten days after selection on blas-
ticidin, the transduction efficiency of the Н1299 shE1A 
and Н1299 shScr cells was evaluated by flow cytometry 
of Cerulean reporter protein fluorescence. The num-
ber of fluorescent cells amounted to 92–98% of the total 
cell number in the population compared to control cells 
(non-transduced H1299 cells).

Then, H1299 shE1A model cells were transduced 
with E1A-LeGO-iGT pseudolentiviral particles. The 
biological activity of shE1A was evaluated 3, 6, and 10 
days post transduction using real-time PCR in three in-
dependent experiments (p<0.05). The expression level 
of the E1A target gene was down by 57, 77, and 80% 
under the action of shE1A after 3, 6, and 10 days, re-
spectively, compared to the control (Fig. 4C).

We demonstrated that lentiviral vectors encod-
ing shRNAs significantly suppress the E1A-D36 tar-
get gene expression. It should be noted that persistent 
suppression of the E1A-D36 expression mediated by 
shRNA-expressing lentiviral particles was preserved 

Fig. 4. Silencing activity of shRNAs targeting E1A and E2B (DNA-polymerase) mRNAs of human species D adenoviruses. 
A – LeGO-Cerulean/BSD-based lentiviral vector encoding shE1A complementary to E1A of HAdVs D8, D19, D36, and 
D37. B – LeGO-G-based lentiviral vector encoding shE2B complementary to E2B of HAdVs D8, D19, D36, and D37. 
SIN-LTR– self-inactivating-long-terminal repeat; ψ– packaging signal; RRE– rev-responsive element; cPPT– central 
polypurine tract; U6– murine U6 pol-III promoter; SFFV– spleen focus-forming virus U3 promoter; Cerulean– fluorescent 
protein Cerulean; eGFP– enhanced green fluorescent protein; BSD– blasticidin resistance gene; wPRE– Woodchuck 
hepatitis virus post-transcriptional regulatory element. C – RT-PCR quantification of E1A-D36 mRNA levels in H1299 cells 
expressing shE1A 3, 6, and 10 days post transduction with a lentiviral vector encoding E1A-D36. Results were normal-
ized to the endogenous b-actin mRNA level. 1 corresponds to values for the control cells expressing shScr. All reported 
values are a mean ± standard deviation of three independent experiments. The differences between shScr and shE1A 
were statistically significant in all cases (**p<0.01). D – Downregulation of HAdV D8 and D37 genome replication in 
primary human limbal cells. Viral genome replication was measured via RT-qPCR. 1 corresponds to values for the control 
cells. All reported values are a mean ± standard deviation of three independent experiments. The differences between 
shScr and targeting shRNAs were statistically significant in all cases (*p<0.05, ****p<0.0001)
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in model cells for 10 days. This demonstrates the high 
efficiency of the constructed lentiviral vectors.

Downregulation of human species D adenoviruses 
replication by shRNAs in primary human limbal cells
We evaluated the ability of shRNAs targeting mRNAs 
of the E1A and E2B HAdV early genes to suppress 
viral replication. Primary human limbal cells (Limb) 
were transduced with shE2B-LeGO-G (Fig. 4B) and 
shE1A-LeGO-Cerulean/BSD lentiviral vectors encod-
ing shE2B and shE1A, respectively. Limbal cells trans-
duced with pseudolentiviral particles carrying shScr 
(whose sequence has no homology with known viral 
mRNAs and mouse, rat, and human mRNAs) were 
used as a control.

Cells of the derived lines were infected with HAdV 
D8 and HAdV D37, which cause epidemic keratocon-
junctivitis, at a multiplicity of infection of 20 fluores-
cence-forming units (FFU)/cell. The cells were cul-
tured for 6 days post infection, which is sufficient to 
complete the full replication cycle of a human adeno-
virus. Six days post infection, the efficiency of shRNAs 
was assessed via qPCR to detect HAdV D8 and HAdV 
D37 genomes. We observed a significant downregula-
tion of human adenovirus replication in primary hu-
man limbal cells. The copy number of HAdV D8 and 
HAdV D37 genomes was reduced by 59 and 58% un-
der the action of shE2V, 37 and 30% under the action of 
shE1A, and 73 and 60% under the simultaneous action 
of shE2B and shE1A, respectively, compared to control 
cells (Fig. 4D).

We suppose that downregulation of expression of 
human species D adenoviral early genes results in pre-
mature termination of the adenovirus replication cycle. 
This explains the significant reduction in the adenovi-
rus genome copy number. Nevertheless, we have not 
achieved a complete suppression of viral replication. 
This may be associated with the high multiplicity of in-
fection (20 FFU/cell), the sample analysis time (6 days 
post infection, while maximum suppression of target 
gene expression by shRNAs is observed on the 9th–10th 

day (Fig. 4C) [10, 11]), as well as the low transduction 
efficiency of primary human limbal cells (50–70% fluo-
rescent cells in the population according to fluorescence 
microscopy).

In the experiment, we used primary human limbal 
cells derived from the human cornea, which is affected 
in epidemic keratoconjunctivitis. We also used HAdVs 
D8 and D37 that are the main causative agents of the 
disease. Thus, we developed an in vitro model system of 
adenovirus ocular infection and demonstrated the high 
efficiency of shRNAs targeted against early genes of 
human spicies D adenoviruses.

CONCLUSIONS
We developed an approach to efficiently suppress 
replication of human species D adenoviruses via RNA 
interference. In order to evaluate the silencing activ-
ity of siRNAs specific to the E1A gene of HAdVs D8, 
D19, D36, and D37, as well as lentiviral vectors that di-
rect the synthesis of an analogous shRNA in cells, we 
produced model cell lines whose genome contains the 
expression cassette “promoter–E1A-D36 gene–IRES–
dTomato marker gene– puromycin resistance gene.” 
These model cell lines enable rapid evaluation of the 
efficiency of interfering RNAs complementary to dif-
ferent regions of the target gene mRNA.

The high efficiency of these vectors in downregu-
lation of human species D adenoviruses D8 and D37 
replication was shown in primary human limbal cells. 
The simultaneous action of shE1A and shE2B led to a 
decrease in the adenovirus genome copy number by 
70%, on average.

We believe that our findings will be helpful for the 
design and development of novel medicinal agents 
against human diseases caused by adenoviruses.  
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ABSTRACT The translocator protein (TSPO) promotes the translocation of cholesterol to the inner mitochon-
drial membrane and mediates steroid formation. In this study, we first report on a biological evaluation of the 
dipeptide GD-23 (N-carbobenzoxy-L tryptophanyl-L isoleucine amide), a structural analogue of Alpidem, the 
principal TSPO ligand. We show that GD-23 in a dose range of 0.05 to 0.5 mg/kg (i.p.) exhibits anxiolytic activity 
in the elevated plus maze test and nootropic activity in the object recognition test in scopolamine-induced am-
nesia in rodents. It was shown that GD-23 did not affect spontaneous locomotor activity, holding promise as a 
nonsedative anxiolytic agent. The anxiolytic and nootropic activities of GD-23 were abrogated by the TSPO spe-
cific ligand PK11195, which thus suggests a role for TSPO in mediating the pharmacological activity of GD-23.
KEYWORDS translocator protein, dipeptide, GD-23, anxiolytic activity, nootropic activity.
ABBREVIATIONS TSPO – translocator protein, GABA – gamma aminobutyric acid, EPM – elevated plus maze, 
i.p. – intraperitoneally, s.c. – subcutaneous.

INTRODUCTION
There has been an increase in the incidence of anxi-
ety disorders over the past several years [1]. Benzo-
diazepines are used to manage anxiety, binding the 
GABA(A) receptor α- and γ subunits and allosterically 
modulating GABA(A)-ergic transmission [2]. Although 
benzodiazepines are highly effective for the relief of 
anxiety, they carry the risk of negative side effects 
such as sedation, muscle relaxation, cognitive impair-
ment, as well as tolerance and dependence after re-
peated treatment.

Promising candidates for fast-acting anxiolytic 
drugs free of side effects could be selective antagonists 
of the GABA(A) receptor α2- and α3 subunits, mediat-
ing the anxiolytic effects [2], or ligands of the transloca-
tor protein (TSPO), previously known as the peripheral 
benzodiazepine receptor [1].

TSPO is primarily expressed in steroid-producing 
cells, including central and peripheral nervous system 
cells, and localizes in the outer mitochondrial membrane 
[3]. TSPO is involved in the first steroidogenic reaction 
by regulating cholesterol transport into mitochondria 
[4]. Neurosteroids are known as endogenous GABA(A) 
ligands that modulate neuronal excitability, whose anx-
iolytic effects, for example, pregnenolone, have been de-
scribed in detail [5]. TSPO and neurosteroids have been 
implicated in the etiology of anxiety disorders. Recent 

work has reported that patients suffering from symp-
toms of clinical anxiety have reduced levels of TSPO 
in blood cells and neurosteroids in the spinal fluid [6, 7]. 
Neurosteroids and benzodiazepines recognize different 
GABA(A) receptor epitopes [1], which accounts for their 
pharmacological properties. Numerous in vitro and in 
vivo studies have shown that TSPO ligands stimulate 
neurosteroidogenesis [5]. For this reason, TSPO ligands 
have emerged as fast-acting agents for the pharmaco-
logical treatment of anxiety-like disorders [5, 8]. 

This study extends our previous work in which we 
engineered a structurally similar analog of Alpidem 
(anxiolytic), the primary member of the pyrazolopy-
rimidine TSPO ligands, by synthesizing short peptides 
with tailored functionalities based on the chemical 
scaffolds of nonpeptide drug compounds [9]. The novel 
peptide, a substituted dipeptide amid N-carbobenzoxy-
L-tryptophanyl-L-isoleucine, (GD-23) and Alpidem 
share structural homology with two aromatic and one 
aliphatic pharmacophores. GD-23 was chemically syn-
thesized using activated N-oxysuccinimide ethers.

          Alpidem                                          GD-23
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The objective of this study was to assess the phar-
macological activity of GD-23 in terms of anxiolytic 
and nootropic effects. To confirm the role of TSPO in 
modulating GD-23 action, we undertook an analysis 
of GD-23 antagonism in the context of PK11195, the 
TSPO specific ligand.

EXPERIMENTAL SECTION 

Compounds
In a previous study of our scientific group, an amid N-
carbobenzoxy -L-tryptophanyl-L-isoleucine (GD-23) 
was designed[10]. The detailed data are given below: 
T
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 214–216oC, [a]

D
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trum (DMSO-d
6
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25

H
30

N
4
O

4 
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analysis showed less than 0.4% variation from the theo-
retical formula. Chromatographic purity was estimated 
by TLC/HPLC. Scopolamine and the PK11195 inhibitor 
(N-butan-2-yl-1-(2-chlorophenyl)-N-methylisoquin-
oline-3-carboxamide) were obtained from Sigma-Al-
drich (USA). 

GD-23 dipeptide and PK11195 were dissolved in a 
0.05% water Tween-80 solution for intraperitoneal ad-
ministration (IA) of 2 ml per kg of rat body weight. GD-
23 was injected at doses of 0.05, 0.5, 0.1, 1 and 5 mg per 
kg of body weight (mice and rats); PK11195 at a dose of 
10 mg per kg of mouse body weight and 3 mg per kg of 
rat body weight [5]. Scopolamine was diluted to give 1 
ml per kg of rat body weight and administered subcu-
taneously (SC) at 2 mg/kg. Control animals were sham-
inoculated with 0.05% water Tween-80 as PK11195 and 
GD inoculates, and with saline as scopolamine inocu-
lates, by the same route and in the same volume.

Animals
Experiments were run with 107 outbred male rats 
(weighing 195–215 g) obtained from the animal nurs-
ery filial SCBMT Stolbovaya (Russia) and 80 CD1 male 
mice (weighing19–25 g) obtained from the animal 
breeding center at the Putschino filial of the M.M. She-
myakin and Yu.A. Ovchinnikov Institute of Bioorganic 
Chemistry of the RAS. The animals were housed under 
controlled temperature, 20–22°C, and maintained on a 
reversed 12:12 hour light/dark cycle, with ad libitum 
access to water and food. All handling and experimen-
tal procedures took place during the light phase of the 
cycle between 10:00 and 14:00 pm. All animals were 

randomly assigned into groups, balanced for weight. 
The animals were habituated to the test room in home 
cages 24 h prior to experimentation. All experimental 
procedures followed the guidelines for animal care of 
the European Community Council (86/609/CEE), and 
they were approved by the Bioethical Committee of the 
Institution (protocol № 115.09.2014).

GD-23 ANXIOLYTIC ACTIVITY

“Elevated plus maze test” (EPM)
The elevated plus maze is a widely used behavioral assay 
for rodents [11].The EPM apparatus was constructed of 
grey polyvinylchloride, consisting of two open arms con-
nected perpendicular to two closed arms. The open arms 
had no walls (open arms; 65 × 5 cm). The other two arms 
were enclosed by opaque side walls (15 cm high). The 
apparatus was elevated 40 cm above ground. All arms 
extended from a common central platform (5 × 5 cm). 
The animals were placed in the center of the platform.
The number of entries into the open and closed arms, 
the total time spent in the open and closed arms were 
recorded within a 5-min period. The anxiolytic activity 
of GD-23 was assessed using the following criteria: open 
arm time, open arm entries, as well as the most appro-
priate parameter (regardless of the activity level and 
time spent in the center of the apparatus) – the ratio of 
open arm time/entries to the total open and closed arm 
time/ open and closed arm entries [11]. 

Experimental design 
The animals received GD-23 30 min before maze expo-
sure. To study the antagonistic effect of GD-23 on the 
TSPO antagonist PK11195 was injected 30 min prior to 
GD-23 administration. 

NOOTRIPIC ACTIVITY OF GD-23

Object recognition test
The exploration of new objects in animals is based on 
preference for novelty and could be used to evaluate 
working memory [12]. The rats were housed singly in 
a T4 cage, similar to their home cage, lined with saw-
dust and were allowed 5 min to explore. Metal and glass 
cans filled to a volume of 0.33 ml with liquid were used 
as objects. Metal cans were yellow-orange, glass cans 
were green. All cans were tightly closed with lids. The 
cans used in the study were sized-matched but were 
visually and texturally unique. The cans were heavy 
enough to resist tipping and dragging inside the cage; 
a simple shape excluded preference for one object over 
an other.

The test consisted of object familiarization and test 
phases. During the familiarization session, the rats 
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were exposed to two new objects in adjacent corners 
of the cage. Object exploration time was recorded for 
4 min, followed by object removal. The break time be-
tween the phases was 3 min, while the rat was still in 
the same cage. During the test phase, the rat was pre-
sented with two objects in the same corners; one object 
was familiar from the familiarization phase, whereas 
the other was novel. Object exploration time was re-
corded for 4 min. Left and right positions of familiar 
and unfamiliar objects were counter-balanced across 
rats to avoid location bias. The objects were cleaned 
with ethanol to remove olfactory cues between each 
testing session.

Exploration of an object was defined as pointing the 
nose to the object at a distance of <2 cm. For evalua-
tion of working memory, we used the discrimination 
index calculated as the difference in time exploring 
the novel and familiar objects, expressed as the ra-
tio of the total time spent exploring both objects [i.e., 
(Time Novel – Time Familiar/Time Novel + Time Fa-
miliar) × 100%], where Time Novel and Time Familiar 

are exploration times for novel and familiar objects, 
respectively .

Experimental design
The model of impaired cognition by scopolamine has 
been extensively validated to study the amnesic effects 
of nootropic drugs [14, 15]. GD-23 was administered 1 
h before scopolamine inoculation. Thirty minutes post 
scopolamine inoculation, the rats were exposed to 
the objects. When studying the antagonistic action of 
GD-23 towards the TSPO inhibitor, the rats received 
PK11195 30 min after GD-23 administration. Thirty 
minutes post scopolamine inoculation, the rats were al-
lowed to explore novel objects.

Statistics
Intergroup differences were analyzed with the 
Mann-Whitney U test with Bonferroni correction. Sig-
nificance was set at p <0.05. Data were expressed as the 
mean and standard deviation or median and interquar-
tile range, as appropriate.

Table 1. GD-23 effects on CD1 mouse behavior in the EPM test

GD-23,
dose, mg/kg

Open arm 
time, s

Closed arm 
time, s

Open arm 
entries

Closed arm 
entries

Total time spent on open 
arms to total time spend on 

open and closed arms , %

Total Open arm entries 
to/ total open and closed 

arm entries, %

Control 14.25 
(7.21)

232.88 
(38.16)

1.88 
(1.46)

7.50 
(2.07)

6.06 
(3.56)

19.43 
(12.56)

0.1 81.88* 
(32.40)

146.75* 
(43.57)

4.38* 
(1.51)

9.25 
(3.62)

36.58*
(15.71)

33.69 
(13.17)

0.5 77.25* 
(42.53)

198.13 
(50.87)

4.13* 
(2.36)

10.00 
(3.85)

28.48*
(16.51)

27.79 
(7.39)

1.0 20.50 
(6.05)

235.25 
(19.51)

1.88 
(1.46)

7.75 
(2.05)

8.00 
(2.36)

18.03 
(7.75)

5.0 14.25 
(7.21)

232.88 
(38.16)

1.88 
(1.46)

7.50 
(2.07)

6.06 
(3.56)

19.43 
(12.56)

Note. Data are given as a mean+(SD); each group included eight animals;*p < 0.01versus control animals.

Table 2. The effect of the selective TSPO antagonist PK11195 on the anxiolytic effect of GD-23

Group Open arm 
time, s

Closed arm 
time, s

Open arm 
entries

Closed arm 
entries

Total time spent on 
open arms to total 

time spend on open 
and closed arms , %

Total Open arm 
entries to/ total 

open and closed arm 
entries , %

Control 41.50
(15.99)

131.00 
(18.02)

3.13
(2.23)

8.25
(1.91)

23.87
(7.58)

25.78
(13.16)

PK11195 (10 mg/kg) 30.13
(26.82)

167.25 
(13.92)*

3.00
(2.98)

8.63
(2.39)

14.43
(11.82)

22.20
(17.77)

GD-23 (0.5 mg/kg) 105.50* 
(27.93)

106.88* 
(9.51)

7.38*
(1.06)

7.63
(1.41)

48.99**
(7.87)

49.33**
(7.59)

PK11195 (10.0 mg/kg) + 
GD-23 (0.5mg/kg)

50.00# 
(26.60)

125.13 
(22.92)

5.38
(2.88)

9.38
(3.11)

27.15##

(11.08)
35.11#

(9.35)

Note. Data are given as a mean+(SD); each group included eight animals; *p < 0.01versus control animals; #p < 0.05, 
p < 0.01 as compared with GD-23 group (0.5 mg/kg).
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RESULTS

GD-23 exerts anxiolytic effects in EPM
GD-23 dipeptide at a dose of 0.1 and 0.5 mg/kg signif-
icantly increased the open arm time (5- to 6–fold in-
crease versus control group (p<0.01)) and the number 
of open arm entries (2- to 3-fold increase versus control 
group (p<0.01)) in mice. In addition, GD-23 demon-
strated a 5- to 6-fold increase in the time (%) in the 
open arms to the total time spent in open and closed 
arms, which serves as an appropriate indicator of anx-
iolytic effects (Table 1). These results indicate that GD-
23 displays marked anxiolytic-like effects when admin-
istered at a dose of 0.1 or 0.5 mg/kg. 

GD-23 anxiolytic effects are dependent 
on TSPO interaction 
Prior inoculation of PK11195, a TSPO antagonist, at a 
dose of 10.0 mg/kg nearly completely abrogated the 
anxiolytic effects of GD-23 in the EPM test (p<0.05) (Ta-
ble 2). The animals receiving PK11195 before GD-23 ex-
hibited an open arm time and a percentage of time spent 
in open arms similar to the control. PK11195 at a dose 
of 10.0 mg/kg did not affect anxiety behavior; that is, 
the time and number of open arm entries, as well as the 
percentage of time and open arm entries, did not change. 
PK11195 seems to have antagonized GD-23 due to the 
competition for the same binding site. This finding indi-
cates a role for the TSPO receptor in modulating GD-23 
anxiolytic effects. 

GD-23 reverses scopolamine-induced 
memory impairment in rats
No intergroup differences were detected in the total 
object exploration time between the object familiariza-
tion and test phases (p>0.05). Alternatively, the explora-
tion rate was not significantly different. During the test 
phase, the animals took more time to explore unfamiliar 
objects than familiar ones (p<0.05). Scopolamine admin-
istration significantly reduced the ability to explore ob-
jects, as shown by a 4-fold decrease in the discrimination 
index when compared to the control (p<0.01, Fig.1). 

GD-23 at doses of 0.05, 0.1, and 0.5 mg/kg signifi-
cantly alleviated scopolamine-induced amnesia with a 
pronounced effect at a dose of 0.1 mg/kg, whereas at a 
dose of 1.0 mg/kg GD-23 abolished it. 
The nootropic activity of GD-23 in amnesic 
rats is related to TSPO interaction 
When administered, PK11195 completely antagonized 
the nootropic effect of GD-23 (p<0.01). The discrimi-
nation indices (indicators of working memory) in rats 
treated with scopolamine alone, and scopolamine rats 
that had received GD-23 and PK11195, showed no sig-
nificant difference (Table 3). PK11195 did not affect 

Figure 1. GD-23 antagonizes scopolamine-induced 
amnesia during exploration of novel objects. Rats re-
ceived GD-23(IA) 1 h prior to scopolamine administra-
tion (0.2 µg/k, SC). Rats were allowed to explore novel 
objects 30 min post-scopolamine. The discrimination index 
showing the difference in the exploration time of a novel 
object and a familiar one to the total exploration time of 
a novel object and a familiar one during the test phase 
was calculated by the equation: D = (Time Novel – Time 
Familiar/Time Novel + Time Familiar). Data are given as 
median and interquartile ranges. n –number of animals in 
each group;*p < 0.01 as compared wiith control animals, 
#p < 0.05 versus scopolamine animals
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Table 3. Antagonistic activity of PK11195 against the noo-
tropic effect of GD-23 in scopolamine-induced amnesia in 
rats during exploration of familiar objects

Group n Discrimination index
Control 8 0.8 (0.75–0.9)

Scopolamine 9 0.08 (0.03–0.24)*
Scopolamine+GD23 10 0.66 (0.52–0.95)#

Scopolamine+GD23+PK11195 9 0.14 (-0.1–0.42)^
Scopolamine+PK11195 7 0.4 (0.23–0.44)

PK 11195 6 0.8 (0.64–0.99)

Note. Rats received GD-23 (0.1 mg/kg, IA) 1 h before 
scopolamine administration (0.2 mg/kg, SC). PK11195 
(3 mg/kg, IA) was injected 30 min after GD-23 inoculation 
and 30 min prior to scopolamine exposure. Rats were al-
lowed to explore novel objects 30 min post-scopolamine. 
The discrimination index showing the difference in the 
exploration time of a novel object and a familiar one to 
the total exploration time of a novel object and familiar 
objects during the test phase was calculated by the equa-
tion: D = (Time Novel – Time Familiar/Time Novel + Time 
Familiar). n –number of animals in each group,*p < 0.05 
versus control animals, #p < 0.01 versus scopolamine ani-
mals, ^ – p < 0.01 as compared with “GD+scopolamine” 
animals. Data are given as median and interquartile 
ranges.
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animal behavior in this test. Overall, similar to the anx-
iolytic affect of GD-23, the nootropic effect appears to 
be also associated with TSPO interaction.

DISCUSSION
In this study, we extended our previous findings by 
demonstrating that the dipeptide GD-23, which was en-
gineered based on the scaffold of Alpidem [9], the pro-
totype compound from the imidazopyridine family of 
TSPO ligands, has prominent anxiolytic and nootropic 
effects in a dose range of 0.05–0.5 mg/kg via intraperito-
neal injection. However, both activities were completely 
abrogated by PK11195, which indicates a role for TSPO 
in the pharmacological potency of GD-23. 

 TSPO ligands have been pursued as anxiolytic 
agents. Recently, a scientific group from the Beijing 
Institute of Pharmacology and Toxicology (Beijing, 
China) reported the construction of a selective TSPO 
ligand, YL-IPA08 [N-ethyl-N-(2-pyridinylmethyl)-
2-(3,4-ichlorophenyl)-7-methylimidazo [1,2-a] pyri-
dine-3-acetamide hydrochloride], capable of producing 
anxiolytic- and antidepressant-like effects in stress-in-
duced mice exposed to oral doses. Moreover, this study 
presented data that YL-IPA08 could elevate the level 
of allopregnanolone in the prefrontal cortex and blood 
plasma of mice [8]. This compound is currently in pre-
clinical investigation. 

Japanese scientists [5] reported on the anti-anxiety 
and antidepressant-like effects of N-benzyl-N-ethyl-
2-(7,8-dihydro-7-methyl-8-oxo-2-phenyl-9H-purin-
9-yl)acetamide (AC-5216) upon oral administration in 
rats. Furthermore, AC-5216 had no myorelaxant ef-
fects nor did it affect the memory [5]. However, clinical 
trials of XBD173 were terminated in Phase II for lack 
of therapeutic efficacy [ClinicalTrials.gov identifier: 
NCT00108836].

There are several classes of TSPO ligands available 
encompassing isoquinolinecarboxamides, indoleacet-
amides, imidazopyridines, pyrazolopyrimidines, benzox-
azepines, and phenoxyphenylacetamide derivatives [16]. 
Our literature search failed to identify any publications 
reporting the design of TSPO ligands other than those 
listed above. Consequently, this is believed to be the first 
study to report on a peptide TSPO ligand which could 
hold promise as a highly effective and low-toxic agent 
producing little or no tolerance and dependence.

GD-23 exhibits both anxiolytic and nootropic-like 
effects in the scopolamine induced amnesia model. 
These activities seem to be associated with neorosteroid 
stimulation, which is intrinsic to TSPO agonists. Ne-
orosteroids such as allopregnanolone, dehydroepian-
drosterone, cortisol, and corticosterone promote mem-
ory and learning; an insufficient hormone supply due 
to pathology or aging correlate with cognitive impair-
ment [17]. In conclusion, in contrast to benzodiazepines, 
whose side effects include cognitive impairment, GD-
23 exerts nootropic effects, within dose ranges optimal 
for anti-anxiety action. In addition, GD-23 does not af-
fect spontaneous activity in mice (data not shown) and 
thus supports the lack of sedative potential in GD-23 at 
the doses evaluated.

Our findings lend credence to the potential of pep-
tide TSPO ligand GD-23 as a promising fast-acting 
agent for anti-anxiety therapy without the side-effects 
associated with benzodiazepine anxiolytics.  
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ABSTRACT Several 5-aminouracil derivatives that have previously been shown to inhibit Mycobacterium tuber-
culosis growth at concentrations of 5–40 µg/mL are demonstrated to act also as noncompetitive non-nucleoside 
inhibitors of HIV-1 reverse transcriptase without causing toxicity in vitro (МT-4 cells) and ex vivo (human 
tonsillar tissue).
KEYWORDS 5-(phenylamino)uracil derivatives, 5’-norcarbocyclic nucleoside analogs, HIV and Mycobacterium 
tuberculosis co-infection, dual action.
ABBREVIATIONS HIV, human immunodeficiency virus; TB, tuberculosis; WHO, World Health Organization; AIDS, 
acquired immunodeficiency syndrome; HIV NNRTIs, non-nucleoside inhibitors of HIV-1 reverse transcriptase.

INTRODUCTION
Currently, HIV infection and TB are believed to be the 
major causes of infectious deaths worldwide. According 
to the latest WHO statistics, 9 million people were new-
ly diagnosed with TB in 2013 and 1.5 million people died 
of TB (in 360,000 of these cases, TB was associated with 
HIV) [1]. In 2013, there were 35 million AIDS patients 
worldwide; 2.1 million cases of HIV infection were de-
tected in 2013, and 1.5 million people died of AIDS, 
with TB remaining the main cause of death with dual 
infection (66.5%) [2]. HIV-infected patients are at an 
increased risk of latent tuberculosis reactivation (50% 
with TB vs. 10% without), and HIV-infected TB pa-
tients face a high risk of death. HIV patients receiving 
anti-TB drugs during a standard 6-month regimen are 
at a higher risk of recurrence than TB patients receiv-
ing a longer course of therapy [3]. Thus, TB and HIV 
co-infection is a very serious issue requiring a search 
for dual-action drugs.

Recently, we demonstrated that some 5-arylamino-
uracil derivatives are capable of affecting active divi-
sion of Mycobacterium tuberculosis cells. Total inhibi-
tion of mycobacterium growth by compounds (2), (3), 
(6), (7), (10), (15)–(17), and (19) (Fig. 1) was observed 
at concentrations of 5–40 µg/mL, with compound (19) 

exhibiting a higher activity against the MS-115 strain 
with multiple-drug resistance (including five major 
first-line anti-TB drugs: isoniazid, rifampicin, strepto-
mycin, ethambutol, and pyrazinamide) than against the 
sensitive H37Rv laboratory strain [4].

This paper is devoted to the evaluation of 5-arylami-
nouracil derivatives as HIV NNRTIs and to a more de-
tailed investigation of the toxicity of these compounds.

EXPERIMENTAL
Compounds (1)–(20) were synthesized as previously 
described [4].

1-(4’-Hydroxy-2’-cyclopenten-1’-yl)-3-
benzyl-5-(phenylamino) uracil (21)
K2

CO
3
 (36 mg, 0.26 mM) and BnBr (42 µL, 0.35 mM) 

were added to a compound (11) solution (50 mg, 
0.18 mM) in 5 mL of dimethylformamide (DMF). The 
reaction mixture was stirred at room temperature for 
24 h. The reaction progress was monitored by means of 
TLC. We removed the solvent in an oil pump vacuum, 
purified the residue using column chromatography on 
silica gel, and eluted it with the system CHCl

3
–CH

3
OH 

(98:2). In total, 43 mg of the product (21) (yield of 66%) 
was obtained as a yellowish powder. R

f
 = 0.32 (CHCl

3
–
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CH
3
OH, 98 : 2). 1H-NMR (CHCl

3
): 7.50–7.49 (2H, m, 

H
3
,H

5
-Bn), 7.32–7.23 (6H, m, H

2”
, H

3”, 
H

5”
, H

6”, 
H

2
,H

6
-Bn), 

6.95–6.93 (2H, m, H
5
, H

4
-Bn), 6.90–6.88 (1H, t, H

4”
), 6.20–

6.18 (1Н, m, H
2’

), 6.01 (1Н, s, NH), 5.84–5.82 (1H, m, H
3’

), 
5.61–5.58 (1H, m, H

1’
), 5.23–5.16 (2H, d, J = 13.70, CН

2
), 

4.84–4.83 (1H, m, H
4’

), 2.86–2.85 (1H, m, H
a5’

), 1.70–1.66 
(1H, m, H

b5’
). 13C-NMR (CHCl

3
): 160.80, 149.73 (C-4, 

C-2), 142.34 (C-4”), 139.24 (C-2’), 138.19 (C-4 Bn), 132.40 
(C-3’), 129.63 (C-3”, C-5”), 129.34 (C-3, C-5 Bn), 128.63 
(C-2”, C-6”), 127.91 (C-1”), 121.18 (C-1 Bn), 119.50 (C-5), 
117.19 (C-6), 113.11 (C-2, C-6, Bn), 74.99 (C-1’), 61.05 (C-
4’), 45.49 (C-5’), 39.94 (CH

2
).

1-(4’-Hydroxy-2’-cyclopenten-1’-yl)-3-benzyl-
5-(p-methylphenylamino) uracil(22)
The synthesis was carried out as for (21), with (12) 
used as a starting compound. Of the product (22), 35 
mg (yield of 68%) was obtained as a white-yellow pow-
der. R

f
= 0.43 (CHCl

3
–CH

3
OH, 98 : 2). 1H-NMR (CHCl

3
): 

7.50–7.48 (2H, m, H
3
,H

5
-Bn), 7.31–7.23 (4H, m, H

2
, H

4
, 

H
6
-Bn, H

5
), 7.06–7.04 (2H, m, H

3”
,H

5”
), 6.87–6.85 (2H, 

m, H
2”

, H
6”

)
, 
6.18–6.16 (1Н, m, H

2’
), 5.94 (1Н, s, NH), 

5.83–5.81 (1H, m, H
3’

), 5.58–5.56 (1H, m, H
1’

), 5.23–5.16 
(2H, d, J = 13.76, CН

2
), 4.84–4.82 (1H, m, H

4’
), 2.87–2.83 

(1H, m, H
a5’

), 2.26 (3Н, s, CН
3
), 1.69–1.65 (1H, m, H

b5’
). 

13C-NMR (CHCl
3
): 160.75, 149.66 (C-4, C-2), 139.57 (C-

4”), 139.14 (C-2’), 138.19 (C-4 Bn), 132.40 (C-3’), 130.14 
(C-3”, C-5”), 129.33 (C-3, C-5, Bn), 128.67 (C-2”, C-6”), 
127.88 (C-1”), 120.23 (C-1, Bn), 117.86 (C-2, C-6, Bn), 
117.66 (C-5), 114.39 (C-6), 75.02 (C-1’), 61.12 (C-4’), 45.45 
(C-5’), 39.94 (CH

2
), 20.76 (CН

3
).

Anti-HIV activity
Isolation of recombinant HIV-1 reverse transcriptase 
(p66/p51 heterodimer) and determination of its activ-
ity were performed as described earlier [5, 6]. The in-
hibition constant (K

i
), calculated according to Dixon’s 

method for noncompetitive inhibitors [7], was used as 
a quantitative measure of the inhibitory activity of 
the compounds. Nevirapine, a first-generation HIV 
NNRTI, was used as a control.

Cytotoxicity in vitro
We tested the compounds for potential cytotoxicity 
in the МT-4 cell line using an automatic cell counter 
(ChemoMetec). The number of live and dead cells was 
counted in the control cultures, and the cultures were 
treated with compound (6), (7), or (19). Compounds (6) 
and (7) were tested at concentrations of 0.136–33 µM 
(0.035–9 µg/mL), and compound (19) was tested at con-
centrations of 0.272–66 µM (0.119–28 µg/mL).

We discriminated live from dead cells by evaluating 
propidium iodide uptake according to the manufactur-
er’s instructions. We collected and analyzed data using 
the Nucleoview software (version 1.0,ChemoMetec).

Toxicity ex vivo
The cytotoxicity of compounds (6), (7), and (19) was de-
termined in human tonsillar tissues. A total of 27 tissue 
blocks were incubated with compound (19) (20 µg/mL) 
or with compound (6) or (7) (5 µg/mL) for each ex-
perimental point. Tissue blocks were cultured for 12 
days. Then, the cells were isolated from the control 
and treated and stained with combinations of fluores-
cence-labeled antibodies against CD3-QD605, CD4-
QD655, CD8-QD705, CD25-APC, CD38-PE, HLA-DR-
APC-Cy7, CXCR4-Brilliant violet 421, CCR5-PR-Cy5 
CD45RA-FITC, and CCR7-PE-Cy7 (Caltag Laborato-
ries; Biolegend). We determined the numbers of cells of 
different phenotypes in isolated suspensions using flow 
cytometry as previously described. The volume of an 
analyzed suspension was controlled by means of Tru-
count beads (Becton Dickinson); the number of counted 
cells was normalized to the weight of the tissue frag-
ments used for cell isolation.

RESULTS AND DISCUSSION
The structural similarity of compounds (1)–(20) to ura-
cil derivatives previously synthesized in our laboratory, 
together with their action as HIV NNRTIs [8, 9], sug-
gested that these compounds might have similar prop-
erties. Compounds (1)–(20) belong to two groups: (1)–
(10) are 5-arylaminouracil derivatives, while (11)–(20) 

(1)–(8): X = CH; (9)–(10): X = N
(1): R = H; (2): R = 3-Me; (3): R = 4-Me;
(4): R = 2,3-Me

2
; (5): R = 2,5-Me

2
;

(6): R = 4-nBu; (7): R = 4-nBuO;
(8): R = 4-PhO; (9): R = H; (10): R = 4-nBu

(11): R = H; (12): R = Me; (13): R = nBu;
(14): R = nBuO; (15): R = PhO

(16): R = H; (17): R = Me; (18): R = nBu;
(19): R = nBuO; (20): R = PhO

Fig.1
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contain one or two additional 4’-hydroxycyclopentene 
moieties and thus can be considered as 5’-norcarbocy-
clic analogs of 2’,3’-dideoxy-2’,3’-uridine. Despite the 
known structural similarity to nucleosides, the 5’-nor-
carbocyclic analogs are able to inhibit HIV reverse 
transcriptase through a non-competitive mechanism, 
binding at the so-called hydrophobic “non-nucleoside 
inhibitor binding center” [8, 9]. However, those among 
compounds (1)–(20) that inhibit the growth of M. tuber-
culosis did not possess the ability to inhibit HIV-1 re-
verse transcriptase (K

i
>> 200 µM). The only exception 

was compound (15) (K
i
 = 119 µM), which belongs to the 

class of 5’-norcarbocyclic analogs of uridine.
N3-benzyl derivatives (21) and (22) (Fig. 2) were 

synthesized to enhance the anti-HIV activity of com-
pounds of this class by increasing their hydrophobicity. 
These compounds were obtained in acceptable yields 
(61–69%) through a reaction of the initial carbocyclic 
analogs (11) and (12) with benzyl bromide in the pres-
ence of potassiumcarbonate. We confirmed the struc-
tures and purity of the synthesized compounds using 
1Н- and 13C-NMR-spectroscopy and TLC. The inhibito-
ry activity of the derivative (22) against HIV-1 reverse 
transcriptase appeared to be slightly higher than those 
of compound (21) (K

i
= 60 and>100 µM, respectively) 

and the initial compounds (11) and (12).
Previously, we had assessed the cytotoxicity of the 

synthesized compounds on Vero, A
549

, and Huh7 cell 
lines and demonstrated that they were nontoxic at con-
centrations of up to 50 µg/mL (CD

50 
>> 100 µM). The 

toxicity of compounds (6), (7), and (19), which exhibited 
the most pronounced anti-TB properties, was further 
investigated in vitro on the МT-4 cell line and ex vivo 
on human tonsillar tissue.

Neither the cytotoxic nor the cytostatic effect of the 
compounds in МT-4 cells were observed at concentra-
tions up to the maxima of 66 µM for (19) and 33 µM for 
(6) and (7).

Cytotoxicity assessment of the compounds (20 µg/mL 
for (19) and 5 µg/mL for (6) and (7)) on different cell 
types in the tissue system showed a lack of significant 
death rates of T cells (CD3+), B cells (CD3–), CD4+ and 
CD8+ T lymphocytes, and similarly for the CD4+ lym-
phocyte subgroups naive (CD45RA+/CCR7+), central 
memory cells (CD45RA–/CCR7+), effector memory 
cells CD45RA–/CCR7–), differentiated effector mem-
ory cells (Temra, CD45RA+/CCR7–), and activated 
CD4+ T-lymphocytes as well, with the last being identi-
fied as CD4+/CD25+, CD4+/CD38+T-cells, or CD4+/
HLA-DR+. In all of these groups, the number of cells in 
the control and treated tissues was the same.

Thus, despite the fact that the new 5-arylaminouracil 
derivatives showed no significant anti-HIV-activity, even 
the low activity of compounds (15) and (22) is indicative of 
their affinity for HIV-1 reverse transcriptase. The struc-
tural similarity of compounds of this type to many highly 
active antiviral agents of non-nucleoside nature which 
are used in HIV infection as components of complex, 
highly intensive antiretroviral therapy [10], in combina-
tion with their profound antituberculosis activity, makes 
them attractive targets for further modifications.  

This work was supported by joint project № 13-04-
91441 of the Intramural Program of the National 

Institute of Child Health and Human Development, 
National Institutes of Health (NIH, USA) and the Russian 
Foundation for Basic Research, as well as by a project of 

the Russian Foundation for Basic Research  
№ 13-04-00742.

(11): R = H
(12): R = Me

(21): R = H
(22): R = Me
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ABSTRACT Aim: To assess the feasibility and informative value of T-cell clonality testing in peripheral T-cell 
lymphoma (PTCL). Patients and methods: Biopsies of involved sites, blood, and bone marrow samples from 30 
PTCL patients are included in the study. Rearranged TCRG and TCRB gene fragments were PCR-amplified 
according to the BIOMED-2 protocol and analyzed by capillary electrophoresis on ABI PRISM 3130 (Applied 
Biosystems). Results: TCRG and TCRB gene clonality assay was valuable in confirming diagnosis in 97% of 
PTCL patients. T-cell clonality assay performed on blood or bone marrow samples reaffirmed lymphoma in 93% 
of cases, whereas morphological methods were informative in 73% of cases only. We observed multiple TCRG 
and TCRB gene rearrangements, loss of certain clones in the course of the disease, as well as acquisition of new 
clones in 63% of PTCL cases, which can be attributed to the genetic instability of the tumor. Conclusion: TCRG 
and TCRB gene clonality assay is beneficial for the diagnosis of PTCL. However, the presence of multiple clonal 
rearrangements should be considered. Clonal evolution in PTCL, particularly acquisition of new clones, should 
not be treated as a second tumor. Multiple TCRG and TCRB gene rearrangements may interfere with minimal 
residual disease monitoring in PTCL.
KEYWORDS peripheral T-cell lymphoma, PCR, gene rearrangement of T cell receptor, T-lymphocytes clonality.
ABBREVIATIONS PTCL-NOS, peripheral T-cell lymphoma, not otherwise specified; TCR, T-cell receptor; TCRG, 
T-cell receptor gamma; TCRB, T-cell receptor beta; TCRD, T-cell receptor delta; CD, cluster of differentiation.

INTRODUCTION
Peripheral T-cell lymphoma, not otherwise specified 
(PTCL-NOS) is a heterogeneous group of lymphomas 
with a mature immunophenotype of peripheral (post-
thymic) T-lymphocytes. This diagnosis covers more 
than 29% of T-cell lymphomas that do not belong to 
other nosological forms and is a diagnosis by exclusion 
[1, 2]. Clinically, the disease is aggressive (five-year 
overall survival rate is less than 32%), often advanced 
(69% of patients are diagnosed at stages III/IV) with 
extranodal sites being involved (bone marrow, skin, 
subcutaneous tissue, and lungs) [3]. It is believed that 
the morphological substrates of the tumors are T-lym-
phocytes of mature T-cells immunophenotype with a 
αβ-variant of the T-cell surface receptor (TCRαβ) and 
CD2+, CD3+, CD5+, CD7+, CD4+ or CD8+ markers, 
whose expression displays signs of aberrance (loss 
of one or more of them). Most often, PTCL-NOS has 
a CD4+/CD8-immunophenotype, less commonly a 
CD4-/CD8+ one. In some peripheral T-cell lympho-

mas, the expression of T-cell markers on the surface is 
limited, e.g. only CD2 or CD3. In addition, a small num-
ber of PTCL-NOS are γδ-T-lymphocytes lymphomas 
that cannot be classified as hepatolienal γδ-lymphomas 
or γδ-variant of large granular lymphocytes leukemia 
based on clinical and morphological data [3–6]. A study 
of clonal rearrangements of T-cell receptor genes in 
PTCL-NOS confirms T-cell clonality in complex diag-
nostic cases and proves the presence of a tumor [7–11]. 
The method consists of PCR amplification and anal-
ysis of the genes of the V-D-J-segments junction re-
gion of the T-cell receptors δ (TCRD), γ (TCRG), and β 
(TCRB). This region has a unique nucleotide sequence 
in each normal T-lymphocyte. A fragment analysis of 
amplification products derived from healthy tissue re-
veals a lot of peaks with a Gaussian distribution of their 
lengths (Fig.1A). Monoclonal samples with the same 
length of PCR products are present as a single peak 
(monoallelic rearrangement, Fig. 1B) or as two peaks 
(biallelic rearrangement, Fig. 1B).
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The length of the monoclonal PCR product is unique 
for the tumor clone and is identical in all affected tissues 
of a patient. Detection of a clone, for example, in bone 
marrow aspirate, indicates bone marrow involvement. 
Furthermore, the nature of rearrangements can reveal 
the degree of a lymphoid tumor maturity. Rearrange-
ments during normal maturation of T-lymphocytes oc-
cur in sequence: TCRD (Vδ–Dδ, Dδ–Dδ, Dδ–Jδ, Vδ–Jδ) 
gene locus is rearranged first, followed by TCRG (Vγ–Jγ) 
and incomplete rearrangement of TCRB (Dβ–Jβ). Com-
plete rearrangements of TCRB (Vβ–Jβ) and TCRα-locus 
(Vα–Jα) (Fig. 2) occur later [12, 13]. Since TCRδ (TCRD) 
genes are located inside TCRα-locus, they are cut out 
during TCRα rearrangement. Therefore, the entire 
range of clonal rearrangements observed in lympho-
mas can be divided into early and more mature ones. If 

a tumor contains TCRD and TCRG loci clonal products, 
incomplete rearrangement of Dβ–Jβ, and no complete 
Vβ-Jβ rearrangements of TCRB genes, this indicates an 
early nature of the rearrangements, which corresponds 
to a tumor of γδ-T-lymphocytes. More commonly, a tu-
mor has a more mature spectrum of rearrangements: 
Vγ–Jγ, Dβ–Jβ, and Vβ–Jβ rearrangements present si-
multaneously, which is typical of most TCRαβ-lympho-
mas, including PTCL-NOS. According to published data, 
clonal rearrangements of the TCRG and TCRB genes are 
present in 81–94% and 96% of PTCL-NOS, respectively 
[7, 8].

MATERIALS AND METHODS
A retrospective analysis of clonality studies results 
in PTCL-NOS over the last 10 years (2005-2015) has 

Fig. 1. Example of TCRG clonality testing: a) polyclonal, b) monoclonal (monoallelic rearrangement), c) monoclonal 
(biallelic rearrangement)

A B C

Fig. 2. Early stages of T-cell development. Sequential rearrangements in δ, γ, β, and α chains of TCR genes. DP – dou-
ble positive cells

Vδ-Dδ/Dδ-Jδ

Vδ-Jδ

Vγ-Jγ

Dβ-Jβ

Vβ-Jβ

Vα-Jα

multipotent 
34+1a-5-2-

T/NK  
34+1a-5+2+

NK 

pre-T1 
34+1a+5+2+

CD8+4- 
TCRαβ++ 
CD3++

CD4+8- 
TCRαβ++ 
CD3++

DP 
CD4+8+ 

TCRαβ+/-
CD3+/-

1a+5+2+4-
8lowCD3+/- 
pTα

TCRγδ (5%)
CD2+3+8-4-

pre-T2 1a+5+ 
2+4-8- 

            cytCD3+
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Table 1. Data of laboratory diagnostics

№ Major immunophenotypical charac-
teristics of the tumor Lesion volume Stage BM 

PCR
Total number of clonal 

rearrangements ***
Qty

clones**

Qty 
tissues 
studied

TCRG, 
TCRD*

TCRB
Dβ–Jβ

TCRB
Vβ–Jβ

1 LN CD3m+CD4+CD8-CD30-GranzB-
CD5-CD57-CXCL13-CD7+ LN I nm 3 Vγ–Jγ 3 Dβ–Jβ 0 2 1

2 Spl CD3m+CD4+CD8+CD5+TIA-
1+GranzB+CD7+CD56+ BM Liv Spl GI IV + 2 Vγ–Jγ 3 Dβ–Jβ 1Vβ–Jβ 3 5

3 Spl CD3m+CD4-
CD8+CD2+CD7+CD30-CD10-CD5+ BM Spl IV + 1 Vγ-Jγ

3TCRD 2 Dβ–Jβ 5 Vβ–Jβ 4 2

4 BM CD3m+CD4+CD8+CD10-CD1a-
CD5+CD7+ BM Spl IV + 6 Vγ–Jγ 4 Dβ–Jβ 5 Vβ–Jβ 4 2

5

BM CD3e-CD4-CD8+(part)CD7-CD2-
CD1a-CD5-CD56-CD30-

Spl CD3e+CD4-CD8-CD7-CD2-
CD1a-CD5-CD30-ALK-GranzB-

BM Spl IV + 3 Vγ–Jγ 3 Dβ–Jβ 3Vβ–Jβ 3 3

6 LN CD3m+CD4+CD8-
CD45RO+CD2+CD7-CD30-ALK- BM LN IV + 3 Vγ–Jγ nd nd 2 1

7 LN CD3m+CD4-CD8+CDRO+CD30-
CD15-CD23-CD56- BM LN Spl Sto IV + 3 Vγ–Jγ 1 Dβ–Jβ 2Vβ–Jβ 2 5

8 LN CD3m+CD4+CD8-CD 5+CD10-
CD23- BM LN Skin Ton III + 5Vγ–Jγ 1 Dβ–Jβ 3Vβ–Jβ 4 9

9 LN CD3m+CD4-
CD8+CD2+CD5+CD30+

BM LN Skin Lar 
Ton IV + 8Vγ–Jγ 3 Dβ–Jβ 3Vβ–Jβ 7 6

10 LN CD3m+CD4-CD8+CD5+TIA-1+ BM LN GI MG 
Lung IV + 2Vγ–Jγ 3 Dβ–Jβ 3Vβ–Jβ 3 6

11 LN CD3m+CD4+CD8-
CD2+CD5+CD7+CD15-CD1a-

BM LN Lung Sto 
Skin Liv Spl NL III + 4Vγ–Jγ 2 Dβ-Jβ 2 Vβ–Jβ 5 7

12 LN CD3m+CD4+CD8-
CD30+GranzB-EMA+

BM LN MG 
Lung Ton NL IV + 3 Vγ–Jγ 2 Dβ-Jβ 1 Vβ–Jβ 2 2

13 Spl CD3m+CD4-CD8-TIA-I+ BM Spl Liv IV + 8Vγ–Jγ 2 Dβ–Jβ 4Vβ–Jβ 4 4

14
LN 

CD3m+CD4+CD8+CD7+CD2+CD30-
NK-

BM LN Skin IV + 2 Vγ–Jγ 3 Dβ–Jβ 1 Vβ–Jβ 2 2

15 Med CD3m+CD4+CD8-CD30-ALK- Mediastinum IE nm 2 Vγ–Jγ 1Dβ–Jβ 1 Vβ–Jβ 1 1

16
Lung CD3m+CD4+CD8-

CD45RO+CD5+CD7+CD30-CD10-
CD23-

LN Lung IE + 3Vγ–Jγ 1Dβ–Jβ 2Vβ–Jβ 2 3

17 LN CD3m+CD4+CD8-
CD30+CD33+CD56- Med LN III + 3Vγ–Jγ 2Dβ–Jβ 1Vβ–Jβ 2 2

18 LN CD3m+CD4-CD8+CD5+CD7+ LN III + 2Vγ–Jγ 0 2Vβ–Jβ 1 2

19 LN CD3m+CD4+CD8-
CD5+CD4+CD10-ALK- LN Spl III +? 2Vγ–Jγ 0 1Vβ–Jβ 1 2

20
Spl CD3c+CD4-CD8-CD1a-
CD2+CD5-CD7-CD4-CD8-

CD16+CD56+ 
BM Spl IV + 2Vγ–Jγ 1Dβ–Jβ 2Vβ–Jβ 2 2

21 LN CD3m+CD4-CD8-CD30-CD15-
CD5+CD7+NK-CD2+GranzB- BM LN IV + 2Vγ–Jγ 1Dβ–Jβ 2Vβ–Jβ 2 2

22 LN CD3m+CD4-CD8+CD30-CD10-
CD15-CD23- BM LN IV + 1Vγ–Jγ 0 2Vβ–Jβ 1 1

23

Orbit 
CD3m+CD4+CD8+CD5+CD7+TIA-
1+CD10-CD30-CD56-LPM-1-CD23-

ALK-

Soft tissues of 
the orbirt IE Nm 1Vγ–Jγ 1Dβ–Jβ 1Vβ–Jβ 1 1

24 Spl CD3m+CD4+CD8-
CD2+CD5+CD7+CD56+TIA-1+ BM Spl IV + 2Vγ–Jγ 1Dβ–Jβ 2Vβ–Jβ 1 2
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been conducted in the National Hematology Research 
Center of the Russian Ministry of Health (hereinafter 
the NHRC).

Patients and samples
The set of patients consisted of 30 people (15 men and 
15 women, median age 56 years (32–75)). The disease 
stage was determined according to the Ann-Arbor 
classification (1971); bone marrow involvement was 
considered to be stage IV. Four patients were diagnosed 
with stage I; four, with stage III; and 22, with stage IV. 
Lymph nodes were involved in 18 (60%) patients; bone 
marrow, in 22 (73%); spleen, in 14 (47%); skin, in 5 (17%); 
gastrointestinal tract, in 4 (13%); lungs, in 4 (13%); ton-
sils, in 3 (10%); liver, in 3 (10%); mediastinum, in 2 (7%); 
meninges (neuroleukemia), in 2 (7%); mammary gland, 
in 2 (7% ); and soft tissues of the orbit, in 1 (3%) (Table 
1). Histological and immunohistochemical studies were 
performed in the NHRC Department of Pathology; and 
molecular and genetic studies of clonality, in the NHRC 
Laboratory of Molecular Hematology.

Isolation of DNA from tissues
Leukocytes and DNA from blood and bone marrow 
samples were isolated as described [14]. For isolation of 
DNA from tissue embedded into a paraffin block, five 
5-µm sections were collected in Eppendorf tubes. The 
tissue was dewaxed by heating [15, 16]. Freshly frozen 
tissue for DNA extraction was thawed, and a 1×1×1 

mm piece was cut out. DNA was isolated by the method 
based on tissue dissolution in concentrated ammonia 
with subsequent neutralization with glacial acetic acid 
and salting-out of proteins [17]. DNA concentration was 
determined using a UV spectrophotometer. DNA sam-
ples were stored at –20°C.

Studies of TCR gene rearrangements 
by PCR and fragment analysis
T-cell clonality was assessed using multiplex 
BIOMED-2 primers systems for fragment analysis [13] 
based on the rearrangements of the TCRG (Vγ–Jγ) 
and TCRB (Vβ–Jβ, Dβ–Jβ) genes. In the case of γδ-T-
cell lymphomas, TCRD genes rearrangements were 
also analyzed. Multiplex amplification of TCRD genes 
was performed in duplicate tubes according to the 
BIOMED-2 protocol, Tube A and Tube B, and TCRB 
gene amplification, in three tubes, Tube A, Tube B, 
and Tube C (see description of the reactions in Table 
2). Primers produced by Syntol (Russia) were used 
for amplification of the TCRD, TCRG genes. The re-
action mixture in a final volume of 20 µl included 100 
ng of DNA, 10 µl of a 2 × PCR mixture (PCR Master 
Mix Promega), and 5 pmol of each primer. TCRB genes 
were amplified using a commercial TCRB Gene Clonal-
ity Assay ABI Fluorescence Detection kit (Invivoscribe 
Technologies) and AmpliTaq Gold DNA polymerase 
(Applied Biosystems) according to the manufacturers’ 
instructions. PCR conditions were as follows: pre-dena-

25
LN CD3m+CD4+CD8-

CD2+CD7+GranzB+CD30-CXCL13-
PD1–LMP1-

Spl LN III - 0 0 0 0 2

26
LN CD3m+CD4+CD8-

CD2+CD5+CD7+CD30-ALK–
GranzB-EMA-CD56-CD57- 

BM LN IV - 0 2 Dβ–Jβ
(doubt)

1Vβ–Jβ 
(doubt) 1 2

27
LN CD3e-CD4-CD8-CD10-CD5-

CD23-CD30-ALK-ЛCA+CD2+CD7+ 
GranzB-

BM LN Skin IV + 0 1Dβ–Jβ 
(BM) 0 1 3

28

BM CD2+CD3+CD5-CD7+-CD4-CD8-
CD16+56+cytCD3TCRγδ+

Spl CD3e+ (m+cyt) CD4-CD8-CD5-CD7-
TIA-I+CD56+

BM Spl IV + 2Vγ–Jγ
3TCRD 2Dβ–Jβ 0 1 2

29 Blood 
CD3+TCRαβ+CD4+CD8+CD5+CD7+ BM Spl IV + 1Vγ–Jγ 0 2Vβ–Jβ 1 1

30 BM 30% cellsCD3+CD4-CD8-CD5-
CD2+ BM Spl IV + 3 Vγ–Jγ 2Dβ–Jβ 1Vβ–Jβ 2 2

Note. LN, lymph node; Spl, spleen; BM, bone marrow; GI, intestine; Sto, stomach, Lar, larynx, Liv, liver; Ton, tonsils; 
Lung, lung; MG, mammary gland; NL, neuroleukemia; Med, mediastinum. TCRD*, the study of TCRD genes was con-
ducted in two patients with suspicion of γδ-T-cell lymphoma. Number of clones**, the minimum number of tumor clones 
in a patient, based on the number of clonal rearrangements in a single locus and the appearance (changing) of clonal 
products in various tissues. Cases with appearance (change) of clonal products are underlined. For explanation, see 
Results and Discussion sections. The total number of clonal rearrangements***, total number of clonal rearrangements 
(peaks) observed in all tissues examined; nm, no material, nd, no data; doubt, an uncertain picture.
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turation at 95°C (5 min); 35 cycles at 92°C (35 seconds), 
60°C (35 seconds), 72°C (35); and final elongation at 72°C 
(10 min). PCR was performed using an automated DNA 
Engine thermocycler (BioRad, Hercules, USA).

An automatic ABI PRISM 3130 Genetic Analyzer 
(Applied Biosystems, USA) was used for the frag-
ment analysis of PCR products. To perform it, 2 µL 
of a 20-fold diluted PCR product was mixed with 10 
µL of formamide (Applied Biosystems) and 0.04 µL 
of GeneScan 500-LIS Size Standard (Applied Biosys-
tems). After denaturation at 95°C for 3 minutes and 
subsequent cooling, 10 µL of the mixture was added to 
a well of a 96-well plate and high resolution capillary 
electrophoresis was performed on a POP-4 polymer 
(Applied Biosystems). The fluorescence of the am-
plificates and their profile (length distribution) were 
analyzed by the GeneMapper software v. 4.0 (Applied 
Biosystems).

Statistical analysis
To compare the results obtained by the two methods, 
the Spearman rank correlation coefficient was calcu-
lated using the following formula: r

s
 = 1 – 6∑d2/(N3 – 

N), where N is the sample size; d is the difference be-
tween the ranks for each member of the sample; and r

s 

is the Spearman coefficient.

RESULTS
TCR gene clonality was detected in 29 of the 30 patients 
(97%): for TCRG genes, in 27 of the 30 (90%); and for 
TCRB genes, in 29 of the 30 (97%). In some PTCL sam-
ples, the rearrangement was detected in only one of the 

loci, TCRG or TCRB, which is due to abnormal differen-
tiation of tumor cells and is often associated with an im-
mature and aberrant immunophenotype. For example, 
in patient 27, whose bone marrow had only one clonal 
Dβ–Jβ rearrangement, the surface of the tumor cells 
did not have CD3, CD5, CD4, or CD8, but only CD2 and 
CD7. The most likely explanation for the lack of clonal 
peaks in the study of TCR genes (patient 25) is the small 
number of tumor cells in the sample (many reactive 
T-lymphocytes). PCR detected bone marrow involve-
ment or the presence of clonal lymphocytes in the blood 
in 93% (25 out of 27) of patients (Table 1). The clonal re-
arrangements in bone marrow were not detected only 
in patients 25 and 26, for whom clonal peaks were also 
absent or doubtful in the lymph nodes. Morphological 
methods failed to detect bone marrow involvement in 
four patients (№ 16–19), whereas PCR detected clon-
al cells in their bone marrow. Detection of clonal rear-
rangements of TCRG genes in the bone marrow or blood 
is considered to be a poor prognostic factor in PTCL [18]. 
In most patients, we observed multiple (more than two) 
clonal rearrangements in one locus. Tumor lymphocytes 
clone may have a rearrangement on one chromosome 
(monoallelic rearrangement) or on two homologous chro-
mosomes (biallelic rearrangement). Therefore, only one 
or two clonal peaks can be detected for each gene (TCRD 
or TCRG or TCRB) in one tumor clone.

Additional Dβ2–Jβ rearrangement (Fig. 3) is de-
scribed as an exception [19, 20]. In this case, an ad-
ditional clonal peak in a range from 170–210 bp was 
observed in Tube C during fragment analysis after am-
plification of TCRB genes (Table 2).

Table 2. Sets of PCR primers used for the BIOMED-2 protocol for the TCRD, TCRG, TCRB genes

Set of primers
(the name of the 

tubes)
Forward primers Reverse primers Length of the product, bp

TCRD
Tube A Dδ2,Vδ1,Vδ2,Vδ3,Vδ4, Vδ5,Vδ6

Jδ1FAM
Jδ2R6G

Jδ3TAMRA
Jδ4ROX

130–280

TCRD
Tube B Dδ2,Vδ1,Vδ2,Vδ3,Vδ4, Vδ5, Vδ6 Dδ3FAM 190–280

TCRG Vγ1f, Vγ9, Vγ10, Vγ11 Jγ1/2FAM
Jp1/2FAM 100–250

TCRB
Tube A

Vβ2–Vβ24
(23 primers)

Jβ1.1–Jβ1.6HEX
(6 primers)

Jβ2.2, Jβ2.6, Jβ2.7 FAM (3 primers)
240–280

TCRB
TubeB

Vβ2–Vβ24 
(23 primers)

Jβ2.1, Jβ2.3, Jβ2.4, Jβ2.5 FAM (4 
primers)

240–280

TCRB
TubeC Dβ1,Dβ2

Jβ1.1–Jβ1.6HEX
Jβ2.1–Jβ2.7FAM

(13 primers)
170–210 (Dβ2)
290–310 (Dβ1)
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Fig. 3. Additional Dβ2–Jβ rearrangement acquisition diagram. Figure shows TCRB locus withVβ22–Dβ1-Jβ1 and Dβ2–
Jβ2 fusions

Vβ1   Vβ2   Vβ3  Vβ22 Vβ23       Vβ67       Dβ1
Jβ1         

Cβ1
            

Dβ2
         Jβ2          

Cβ2

Vβ22                                         Dβ1-Jβ1                               Dβ2-Jβ2

Vβ22-Dβ1-Jβ1                           Dβ2-Jβ2

In 13 out of the 30 (43%) patients, three or more 
clonal peaks were detected in one TCR gene locus in at 
least one tissue (10 patients, in the TCRG locus; 11, in 
the TCRB locus). Multiple (three or more) clonal peaks 
were detected at the same frequency in bone marrow, 
lymph nodes, and/or spleen (in 10 out of 13 patients). In 
theory, the “extra” peaks can be attributed to reactive 
T-cells, but we faced a completely different situation. 
In 63% of the patients (15 out of 24) in whom we had 
analyzed several tissues, we observed the appearance 
of new clonal peaks and new clones in various tissues. 
The clonal rearrangements reported earlier were ei-
ther not detected or partially preserved. There was a 
correlation between observations for the TCRG and 
TCRB genes: i.e., the appearance of a new clonal peak 
of TCRG genes was usually accompanied by the identi-
fication of a new clonal rearrangement of TCRB genes. 
This pattern can only be explained by the presence of 
several tumor clones and their different representa-
tions in the tissues and organs. In total, several clones 
were detected in 19 of the 30 patients (63%). The num-
ber of clones ranged from two to seven (Table 1). There 
was no correlation with age (p = 0.43) or the stage of 
the disease (p = 0.29). Identification of several clones 
correlated with the number of analyzed tissues (rs

 = 0.6, 
p<0.0005). This phenomenon might have been over-
looked in other patients due to the low number of in-
vestigated tissues. The most representative examples 
of clonality studies in PTCL are given below.

Patient 11 (Fig. 4). At the time of the diagnosis, Pa-
tient 11 displayed a pattern typical of mature T-cell 
lymphoma: biallelic rearrangement of TCRG genes 
(212 and 224 bp) and complete rearrangement of TCRB 
genes (Tube B, 262 bp). Bone marrow examination re-
vealed two more clones with incomplete rearrange-

ment of TCRB genes (Tube C 187 and 193 bp). Pro-
gression of the disease leads to skin lesions, which were 
accompanied by one or two new clonal rearrangements 
of TCRG genes (201 bp) and complete rearrangement 
of TCRB genes (Tube A 254 bp). Further progress leads 
to the development of neuroleukemia. The cerebrospi-
nal fluid (CSF) lacked the clones previously detected 
in the tumor (TCRG 212 and 224 bp) but contained a 
clone with rearrangement of TCRG genes, 201 bp in 
length, and a new clone with rearrangement of TCRG 
genes, 174 bp in length. After 11 months, the patient 
underwent splenectomy and liver biopsy due to grow-
ing cytopenia. The clonal rearrangement pattern in 
spleen and liver is identical to the original one in the 
stomach and lymph node. Therefore, Patient 11 has a 
total of four rearrangements of the TCRG gene: two 
full rearrangements of TCRB genes and two incom-
plete rearrangements of the TCRB gene. The dynamics 
of appearance of new rearrangements during the pro-
gression of the disease indicates five or more different 
tumor clones.

Patient 9 (Fig. 5). Patient 9 had multiple clonal re-
arrangements of the TCRG and TCRB genes with a 
varying presence of clones in different tissues and 
organs. The primary diagnosis included examination 
of the blood, bone marrow, tonsil biopsy and lymph 
node 1. Five or more rearrangements of the TCRG and 
TCRB genes were detected in the blood and bone mar-
row. Tonsil and lymph node 1 contained three and four 
clonal rearrangements of TCRG, respectively, and four 
rearrangements of the TCRB gene. Lymph node 2 and 
skin biopsies were performed with progression of the 
disease. The lymph node biopsy revealed five rear-
rangements of the TCRG gene and eight of the TCRB 
genes. Except for the rearrangements of TCRB (A), 267 
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Fig. 4. Clonal TCR rearrangements found in case 11.A, TCRG pattern; B, TCRB pattern; C, Summary Table. Sto, stom-
ach, BM, bone marrow, LN, lymph node, CSF, poly, polyclonal case, NA, no amplification. New clonal products are 
underlined

A             TCRG

Sto
   224
212

   224 
212

LN

224
212

BM

Skin
224

201 212

CSF 174

201

B            TCRB Tube A                       TCRB Tube B                            TCRB Tube C

    
     

Sto poly

BM poly

Skin

262

262
187

193

262 193254

C      Clonal TCRG and TCRB gene rearrangements

Gene Sto LN BM Skin CSF Spl Liv

TCRG 212
224

212
224

212
224

201
212
224

174
201

212
224

212
224

TCRB A poly poly poly 254 НA poly poly

B 262 262 262 262 НA 262 262

C poly poly 187
193

193 НA poly poly

bp, and TCRB (B), 262 bp, that are present in most tis-
sues simultaneously, other rearrangements of TCRB 
genes were randomly distributed and belonged to dif-
ferent tumor clones. The data of molecular clonality 
studies indicate the presence of seven or more tumor 
clones in this patient.

Patient 8 (Fig. 6). Patient 8 had five different rear-
rangements of TCRG genes (177, 183, 204, 225, 248 bp) 
with different clones present in different studied tis-
sues. We found four rearrangements of TCRB: three 
complete rearrangements (Tubes A and B) and one in-

complete Dβ2–Jβ2 (Tube C). In this case, there was no 
clear connection between the TCRG and TCRB genes 
rearrangements. For example, the lymph node 1 and 
skin predominantly had TCRG gene rearrangements, 
183 and 248 bp in size, however, the pattern for TCRB 
was different. The number of clones in this patient was 
four or higher, but it is possible that the number of 
clones could be much higher. For example, the clones 
with only a TCRG or TCRB rearrangement, or clones 
with rearrangements of TCRG 177 bp and TCRB 260 
bp, TCRG 177 bp and TCRB 189 bp, etc.
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A                  TCRG

Blood

167

178

188

205
228

Ton

148

167
178

LN1 148

167
178

228

LN2 167

178

188

205
228

BM 167

178

188
205

228

B   TCRB Tube A           TCRB Tube B                         TCRB Tube C

LN1

267 262
269

305

LN2

263 267
262

269
186

191
301

305

BM

263
267

262
186 301

C    Clonal TCRG and TCRB gene rearrangements

Gene Blood Ton LN1 LN2 BM Skin

TCRG 167
178
188
205
228

148
167
178

148
167
178
228

167
178
188
205
228

167
178
188
205
228

162
167
178
 

TCRB  
 

A - 267 267 263
267

263
267

НA

B - 262
269

262
269

262
269

262 262

C - 305 305 186
191
301
305

186
301

НA

Fig. 5. Clonal TCR rearrangements found in case 9.A, TCRG pattern; B, TCRB pattern; C, Summary table. Ton, tonsil; 
BM, bone marrow; LN, lymph node; NA, no amplification

DISCUSSION
The presence of several tumor clones described in 
acute lymphoblastic leukemia (ALL) is attributed to an 
“ongoing” process of rearrangement of immunoglob-
ulins and TCR genes in early progenitor cells [21–24]. 
Clonal products sequencing during ALL manifestation 
and in relapse showed that clones with incomplete re-
arrangements of the TCRD and TCRB genes and their 
derivatives with complete clonal rearrangements are 
simultaneously present in ALL. Furthermore, in some 
cases complete rearrangement is modified. The V gene 

is replaced with another (upstream) gene or the rear-
rangement is completely replaced by another one of the 
upstream V and downstream J genes, i.e. by the genes 
that are distal to the previous rearrangement. In some 
cases, there is a deletion and disappearance of the TCR 
gene rearrangement in relapse.

We believe that the molecular events that occur in 
ALL can also occur in PTCL. In tumor cells, the con-
trol mechanisms which are responsible for preventing 
further restructuring of a locus after a productive re-
arrangement are disrupted, which leads to increased 
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activity of the RAG1 and RAG2 enzymes, changes in 
chromatin organization, etc. It is possible that in PTCL 
rearrangements can be replaced with new ones and/or 
that an incomplete Dβ–Jβ one can be replaced with a 
complete Vβ–Jβ one. In addition, there is general chro-
mosomal instability, which can lead to deletions or du-

plications of the TCR genes locus. The deletion of the 
locus may trigger further rearrangements on homol-
ogous chromosomes. Complex chromosomal changes, 
including triploidy, tetraploidy, loss of chromosomes, 
7q trisomy, and translocations involving TCR genes loci 
(14q11, 7q34-35, 7p13-21) are described in various pe-

Fig. 6. Clonal TCR rearrangements found in case 8.A, TCRG pattern; B, TCRB pattern; C, Summary table. Ton, tonsil; 
BM, bone marrow; LN, lymph node; poly, polyclonal case

A           TCRG

BM 204 225

LN1
183 248

LN 2
177

183

225

248

Ton
177

Skin
183 248

B       TCRB   Tube A             TCRB Tube B                  TCRB Tube C

BM260

275

265

LN1 189

LN2
260

275

189

Ton

260

189

Skin

260

265
189

C   Clonal TCRG and TCRB gene rearrangements

Gene BM LN1 LN2 Ton LN3 Skin

TCRG 204
225

183
248

177
183
225
248

177 177 183
248

TCRB  A 260
275

poly 260
275

260 260 260

B 265 poly poly poly poly 265

C poly 189 189 189 189 189
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ripheral T-cell lymphomas [25–27]. In any case, clonal 
rearrangements are common markers that indicate the 
heterogeneity of the tumor and clonal evolution during 
the progression of the disease. We have observed “mul-
ticlonality” in most patients, but it is unclear whether 
this phenomenon is present only in PTCL. It is possible 
that some other lymphomas also have high clonal het-
erogeneity, but their “visualization” requires different 
approaches and methods.

CONCLUSIONS
Studies of TCRG and TCRB genes clonality effectively 
prove the presence of a tumor in the majority (97%) of 
PTCL patients. PCR revealed bone marrow involve-

ment and/or presence of clonal lymphocytes in the 
blood in the majority (93%) of patients, whereas in mor-
phological studies bone marrow involvement was con-
firmed only in 73% of the patients. A specific pattern of 
rearrangements in PTCL (multiple rearrangements of 
the TCRG and TCRB genes, loss and gain of new ones, 
presence of several clones of a tumor) was observed in 
the majority of patients (63%) and should certainly be 
taken into account when using this method for diag-
nostic purposes. The emergence of new clonal peaks 
(clones) should not be considered to be the emergence 
of a new tumor. In addition, multiple rearrangements 
may interfere with minimal residual disease monitor-
ing in PTCL.  
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ABSTRACT Design and evaluation of new high-affinity protein compounds that can selectively and efficiently 
destroy human cancer cells are a priority research area in biomedicine. In this study we report on the ability of 
the recombinant phototoxic protein DARPin-miniSOG to interact with breast adenacarcinoma human cells 
overexpressing the extracellular domain of human epidermal growth factor receptor 2 (HER2). It was found that 
the targeted phototoxin DARPin-miniSOG specifically binds to the HER2 with following internalization and 
slow recycling back to the cell membrane. An insight into the role of DARPin-miniSOG in HER2 internalization 
could contribute to the treatment of HER2-positive cancer using this phototoxic protein.
KEYWORDS internalization, recycling, scaffold proteins, DARPin, targeted phototoxic protein, HER2.
ABBREVIATIONS DARPin – Designed Ankyrin Repeat Protein, HER2 – human epidermal growth factor recep-
tor 2, IPTG – isopropyl β-D-1-thiogalactopyranoside, PBS – phosphate buffered saline, PI – propidium iodide, 
scFv – single-chain variable antibody fragment.

INTRODUCTION
Monoclonal antibodies and their derivatives are wide-
ly used in clinical application for selective destruction 
of human tumors [1, 2]. At the same time, the devel-
opment of new approaches (such as fully synthetic li-
braries, phage and ribosomal display) for in vitro gen-
eration of non-natural proteins with high affinity for 
a given target has led to the creation of non-immuno-
globulin scaffold proteins with one whole framework, 
carrying altered amino acids that confer on protein 
variants specificity to different targets [3–5]. Scaf-
fold proteins, having the same affinity and specificity, 
surpass their corresponding monoclonal antibodies in 
physical and chemical properties. They possess such 
desired properties as a small size, which enables effi-
cient tissue penetration, rapid folding, high chemical, 
proteolytic and thermal stability and they do not tend 
to aggregate. A scaffold protein can be engineered to 
have a unique cysteine that facilitates further chem-
ical conjugation to cytotoxic molecules, fluorophores 
and nanoparticles. Moreover, the absence of disulfides 
allows to expresse proteins in the cytoplasm of Escher-

ichia coli and produce proteins with high affinity to 
selective target without animal immunization. These 
features give scaffold proteins advantages over an-
tibodies being used as binding moieties in multifunc-
tional compounds for the diagnosis and treatment of 
human diseases.

Alternative binding molecules include adnectins, af-
fibodies, anticalins and proteins based on naturally oc-
curring repeat proteins (ankyrin and tetratricopeptide 
repeats) [3–5]. 

In the laboratory of Dr. Plückthun set-designed an-
kyrin repeat proteins (DARPins ) with high affinity for 
human epidermal growth factor receptor 2 (HER2 or 
ERBB2) have been developed [6]. 

The transmembrane receptor HER2 is overex-
pressed in 20–30% of breast and ovary tumors [7, 8]. 
High level of HER2 expression usually correlates with 
aggressive tumor phenotype and enhanced metastasis 
[9]. Because HER2 is expressed at relatively low levels 
in normal epithelial cells, it makes this receptor an at-
tractive target in cancer therapy. In summary, the de-
sign and evaluation of novel, highly specific molecules 



RESEARCH ARTICLES

  VOL. 7  № 3 (26)  2015  | ACTA NATURAE | 127

capable of selectively killing cancer cells overexpress-
ing HER2 remain an important task.

In this work, we used DARPin_9-29 as a targeting 
module to deliver the phototoxic protein miniSOG [10] 
to human breast adenocarcinoma HER2-positive cells.

The objective of this study was to assess the bind-
ing of the fusion protein DARPin-miniSOG to a HER2 
overexpressing tumor cells and to investigate the possi-
bility of internalization of the HER2/DARPin-miniSOG 
complex.

EXPERIMENTAL SECTION

Cell lines and cultivation conditions 
Human breast adenocarcinoma HER2 overexpressing 
SK-BR-3 cells and Chinese hamster ovary CHO cells 
were grown at 37°C in 5% CO

2 
in a McCoy’s 5A medium 

(Life technologies, USA) supplemented with 10% fetal 
bovine serum (HyClone, Belgium).

Production of DARPin-miniSOG protein
The coding sequence of the targeting module 
DARPin_9-29 was amplified from plasmid pCG-Hnse-
DARPin-d18-9-29 (kindly provided by Dr. Plückthun, 
University of Zurich). The amplified fragment was di-
gested by NdeI and HindIII endonucleases and inserted 
into the pET22b expression vector digested with the 
same enzymes. The coding sequence of the cytotoxic 
module miniSOG was amplified from plasmid pSD-
4D5scFv-miniSOG [11], digested with HindIII and 
XhoI endonucleases and cloned into a pET22b vector 
in the same reading frame with a DARPin_9-29 coding 
sequence. The resulting expression cassette consists of 
inducible promoter T7 and polynucleotide sequences 
encoding DARPin_9-29, miniSOG, and hexahistidine 
tag.

The DARPin-miniSOG protein was produced in E. 
coli strain BL21(DE3). Protein expression was induced 
with 1 mM IPTG at OD

600
= 0.5–0.7. Cell culture was 

grown at 25°С for 8 h. DARPin-miniSOG was isolated 
from a soluble fraction by metal affinity chromatogra-
phy according to the manufacturer’s instructions.

Flow cytometry
Flow cytometry analysis was performed on a BD Ac-
curi C6 cytometer (Becton Dickinson, USA). Adherent 
cells were detached by incubation in a Versen solution 
(“PanEko”, Russia) and washed with PBS (“PanEko”, 
Russia). To determine live and dead cell subpopula-
tions, the samples were incubated in 100 µl PBS with 
propidium iodide (PI, Sigma-Aldrich, USA) in final 
concentration 2.5 mg/ml on ice for 5 min in the dark. 
A minimum of 10,000 events were collected for each 
sample. Cells were gated on single cell populations fol-

lowed by gating on viable cells (PI negative). The fol-
lowing detection parameters were used: 20 mV laser 
power, 533/30 nm band pass filter (FL1-channel) for 
DARPin-miniSOG, and 585/40 nm band pass filter 
(FL2-channel) for PI. Data were analyzed using the BD 
Accuri C6 software.

Competitive binding assay 
The binding specificity of the fusion protein 
DARPin-miniSOG to HER2 was tested by flow cytom-
etry. HER2 overexpressing SK-BR-3 cells were treated 
with DARPin-miniSOG in the presence or in the ab-
sence of a competitive agent, and the fluorescence in-
tensity was measured. Confluent SK-BR-3 cells were 
detached by incubation in Versen solution, washed 
twice in PBS. Each sample included ~105cells. The cells 
were incubated with DARPin-miniSOG (500 nM) on ice 
for 30 min and washed twice with cold PBS to remove 
the unbound protein. Fluorescence intensity was de-
tected in the FL1 channel (green fluorescence). All data 
were obtained as means of FL1 fluorescence intensities. 
DARPin_9-29 was used as a competitive agent in equi-
molar concentration. The anti-HER2 4D5-scFv, specific 
for a different HER2 epitope, was used as a negative 
control.

Internalization of HER2 upon interaction 
with DARPin-miniSOG
SK-BR-3 cells were grown in a McCoy’s 5A medium 
(Life technologies, USA) with 1% fetal bovine serum 
(HyClone, Belgium) for 14 h. The culture medium was 
removed, the cells harvested and washed twice with 
PBS. A cell suspension of 4 × 105 cells was incubated 
with 250 µl of 1 µM DARPin-miniSOG in PBS on ice 
for 30 min, harvested by centrifugation at 4°C for 5 min 
at 800g, washed once with cold PBS, and aliquoted into 
four portions. The first portion was subjected to detec-
tion of the level of DARPin-miniSOG fluorescence on 
the surface of SK-BR-3 cells at 4°C. The level of cel-
lular autofluorescence was established on untreated 
cells (control).

The other three portions (1 × 105 cells each), treated 
with DARPin-miniSOG at 4°C, were incubated in a 
McCoy’s medium with 1% serum in a 24-well plate in 
5% CO

2 
at 37°C until needed. After 4, 8, and 12 h fol-

lowing the first measurement, the cells were detached 
with a Versen solution, washed twice with PBS, and 
divided in half. The first half of cells was used for 
measuring background fluorescence; the second half 
was incubated in 50 µl of 1 µM DARPin-miniSOG on 
ice for 30 min. After incubation, the cells were once 
washed with cold PBS. DARPin-miniSOG fluores-
cence was measured for each pair of samples at each 
time point. 
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Time course of fluorescence intensity 
of HER2-truncated SK-BR-3 cells 
treated with DARPin-miniSOG 
SK-BR-3 cells were grown in a McCoy’s 5A medium 
(Life technologies, USA) with 1% fetal bovine serum 
(HyClone, Belgium) for 14 h. The culture medium was 
removed, the cells harvested and washed twice with 
sterile PBS. To remove the extracellular domain of 
the HER2 receptor, a suspension of 1.5 × 106 cells was 
incubated with 1% papain (AppliChem, Germany) at 
37°C for 15min. The cells were washed with cold PBS 
and divided into seven portions. The first portion (the 
starting time point) was divided in half: the first half 
(~12.5 × 104 cells) was stained with DARPin-miniSOG 
(1 µM) at 4°C, the second half was used for autofluores-
cence normalization. The other six portions were incu-
bated in a McCoy’s medium with 1% serum in a 24-well 
plate in 5% CO

2
 at 37°C and evaluated for fluorescence 

at the time points of 2, 4, 8, 12, 24 and 72 h. At each time 
point, the cells were detached with a Versen solution, 
washed with cold PBS, and divided in half. The first 
half was treated with DARPin-miniSOG, as described 
above, and the second half was left untreated. Green 
fluorescence was measured for each pair of samples at 
each time point.

RESULTS AND DISCUSSION
A targeted protein DARPin-miniSOG for selective 
elimination of human cancer cells under light irradi-
ation was engineered at the laboratory of Dr. Deyev 
(IBCh RAS). A nonimmunoglobulin protein DAR-
Pin_9-29 recognizing HER2 with high affinity [6] was 
used as a targeting module in fusion protein DARPin-
miniSOG. In contrast to the anti-HER2 4D5scFv that 
binds subdomain IV of the HER2 extracellular domain, 
DARPin_9-29 binds to subdomain I of HER2 [12]. The 
recombinant flavoprotein miniSOG, which is known to 
generate reactive oxygen species under blue light ir-
radiation [10], was used as a cytotoxic module in fusion 
protein DARPin-miniSOG. Being in activated state, 
miniSOG emits green fluorescence (λ

max
= 500 nm). So 

binding of DARPin-miniSOG to cells can be directly 
detected by flow cytometry. 

Photoactivated toxin DARPin-miniSOG exerts a 
specific cytotoxic effect on HER2-positive cells, caus-
ing necrosis of irradiated cells in vitro.

In this study, we investigated DARPin-miniSOG in-
teraction with HER2-overexpressing cancer cells and es-
tablished if the cytotoxic module miniSOG in the fusion 
protein DARPin-miniSOG influenced the HER2-binding 
specificity of the targeted domain DARPin_9-29.

The binding specificity of targeting module DAR-
Pin_9-29 in the fusion protein was analyzed in a com-
petitive inhibition assay by labeling SK-BR-3 cells 

expressing ~106 HER2 molecules per cell with the 
fluorescent fusion protein DARPin-miniSOG. Paren-
tal DARPin_9-29 was used as a competitive agent. 
SK-BR-3 cells were treated with DARPin-miniSOG 
(500 nM) or with an equimolar mixture of DARPin-
miniSOG (500nM) and competitive agent DARPin_9-29 
(500 nM). To quantify the fluorescence level, SK-BR-3 
cells were incubated with the protein at 4°C: incubation 
at low temperature prevents the internalization of the 
complex receptor-protein. 

We found that the mean fluorescence intensity of the 
cells treated with DARPin-miniSOG was 2-fold high-
er than that of the cells incubated with DARPin_9-29 
and DARPin-miniSOG (Fig. 1A, red and green lines, re-
spectively); i.e., DARPin_9-29 competes with DARPin-
miniSOG for binding to SK-BR-3 cells. Importantly, the 
use of 4D5scFv, which recognizes a HER2 epitope differ-
ent from that of DARPin_9-29, does not result in fluo-
rescence decline (Fig. 1A, blue line). HER2-negative CHO 
cells show no fluorescence signal following incubation 
with DARPin-miniSOG (Fig. 1B). Overall, we showed 
that the targeted fusion protein DARPin-miniSOG se-
lectively binds to human breast adenocarcinoma HER2 
overexpressing cells. The presence of the cytotoxic mod-
ule miniSOG in the fusion protein does not affect the 
functional qualities of the HER2 targeting module.

To gain insight into the interactions of the targeted 
phototoxin DARPin-miniSOG with tumor cells, we 
tracked the pathway of the receptor-protein complex 
following binding of DARPin-miniSOG with HER2-
positive cells. We were concerned as to whether the 
bound HER2 would be internalized. If so, what is the 
post endocytic traffic of HER2 after ligand binding: re-
cycling or degradation in late lysosomes?

Internalization of HER2 has become the focus of in-
tense research. In general, internalization mechanisms 
of activated receptors of the epidermal growth factor 
receptor family (EGFR/HER1 and HER3) have been 
described in detail: receptor mediated endocytosis oc-
curs after ligand binding [13]. After internalization 
the complex of receptor-ligand can undergo sorting in 
early endosomes (fast recycling) or in multivesicular 
bodies (slow recycling). In both cases the receptor re-
cycles back to the cell surface. But there exists a third 
pathway for the receptor-ligand complex: degradation 
in lysosomes. The receptor pathway is determined by 
the sensitivity of a receptor-ligand complex to acidic 
degradation during traffic from endosomes to lyso-
somes. Less stable complexes dissociate early, which is 
followed by receptors recycling to the cell membrane. 
More stable complexes dissociate later, and receptors in 
a complex with ligands degrade in lysosomes [14]. 

In the current literature two different points of view 
on HER2 internalization exist. While several studies in-
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dicate that HER2 is endocytosis-resistant [15, 16], other 
studies indicate that HER2 is internalized and recycled 
back to the cell surface via an early endosome [17–19]. 

It is well established that, unlike other family 
members, HER2 has no natural ligands and lacks an 
internalization signal in its intracellular domain [20]. 
Therefore, it is impossible to study ligand-induced en-
docytosis of homodimers. There is evidence suggesting 
that HER2 expression inhibits formation of clathrine-
coated pits [16, 21]. It was shown that upon ligand-
induced heterodimerization with the other members 
of the EGFR family, HER2 inhibits down-regulation 
of the dimerization partners [22]. Trastuzumab (Her-
ceptin), a humanized monoclonal antibody widely used 
in targeted therapy for HER2 positive breast cancer, is 
not able to promote HER2 internalization alone [23], as 
presumed previously. However, Trastuzumab induces 
HER2 internalization and intracellular degradation 
when combined with Pertuzumab (Perjeta), another 
noncompetitive anti-HER2 antibody, or L26 antibody 
that, similar to Pertuzumab, inhibits HER2 heterodi-

merization with the other members of the EGFR family 
[24–26]. 

Not only full-size antibodies, but also single-chain 
fragments (scFvs) have been shown to promote HER2 
internalization. Ivanova and colleagues [27] reported 
that incubation of HER2-positive BT-474 cells with the 
recombinant protein 4D5scFv–dibarnase, consisting of 
two barnase molecules (a cytotoxic ribonuclease from 
Bacillus amyloliquefaciens) and the single-chain vari-
able fragment of humanized anti-HER2-antibody 4D5, 
leads to receptor removal from the cell surface at 37°C. 
The internalized receptor is localized in endosomes and 
multivesicular bodies [27]. HER2 internalization can also 
occur following exposure to the fusion protein DARPin-
mCherry, recognizing the extracellular domain of HER2 
[28].

In this work we studied HER2 internalization in-
duced by DARPin-miniSOG binding. 

The overview of the experiment is illustrated in 
Fig. 2A. The fluorescence levels of cells treated with 
DARPin-miniSOG at 4°C (conditions abolishing in-

Fig. 1. DARPin-miniSOG specific interaction with human breast adenocarcinoma HER2 overexpressing SK-BR-3 cells. 
A. Flow cytometry analysis of HER2-positive SK-BR-3 cells. Cells were treated with: DARPin-miniSOG protein (red), 
DARPin-miniSOG protein in combination with competitive agent DARPin_9-29 (green), and DARPin-miniSOG protein in 
combination with non-competitive HER2-specific mini antibody 4D5scFv (blue). The autofluorescence of untreated SK-
BR-3 cells is indicated with a black line. The means of fluorescence in the green channel (Mean FL1-A) for each sample 
are shown in the corresponding color near the peak. B. Flow cytometry analysis of HER2-negative CHO cells treated 
with DARPin-miniSOG (red line) and not treated cells (black line)
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ternalization) were analyzed (Fig. 2B, dark green col-
umn, time point 0 h) compared to autofluorescence 
(Fig. 2B, blue column, time point 0 h). Then these cells 
were incubated at 37°C in a CO

2
-incubator (internal-

ization conditions). After incubation at time points 
4, 8 and 12 h the fluorescence levels were measured 
(Fig. 2B, dark blue columns, time points 4, 8 and 12 
h, respectively) and re-analyzed after re-treatment 
of cells with DARPin-miniSOG on ice (Fig. 2B, light 
green columns, time points 4, 8 and 12 h, respectively). 
It should be noted that the concentration of DARPin-

miniSOG was in excess of the receptor molecules on 
the cell surface.

The internalization of the complex HER2/DARPin-
miniSOG is suggested by a reduction in the SK-BR-3 
cell fluorescence after treatment with DARPin-
miniSOG at 37°C as compared to the fluorescence of 
cells exposed to DARPin-miniSOG at 4°C: a 10-min 
incubation at 37°C leads to a 2-fold decrease in fluo-
rescence intensity (Fig. 2C). The mean fluorescence 
of SK-BR-3 cells pre-treated with DARPin-miniSOG 
at 4°C and further incubated at 37°C (internalization 

Fig. 2. DARPin-miniSOG interaction with the HER2 on SK-BR-3 cells. A. Overview of the experiment. B. Histogram 
showing fluorescence of HER2-positive SK-BR-3 cells labeled with the targeted protein DARPin-miniSOG. The light blue 
column shows the mean autofluorescence of control SK-BR-3 cells, the deep green column shows the mean fluorescence 
of SK-BR-3 cells once treated with DARPin-miniSOG at 4°C. The blue columns show the means fluorescences of cells 
treated with DARPin-miniSOG at 4°C, followed by incubation at 37°C for 4, 8 and 12 h, respectively. The light green 
columns show the means fluorescences of SK-BR-3 cells treated with DARPin-miniSOG at 4°C, followed by incubation 
at 37°C for 4, 8 and 12 h and re-treated with DARPin-miniSOG at 4°C. The error bars indicate the standard deviations 
calculated from two independent experiments. C. Flow cytometry analysis of SK-BR-3 cells incubated with DARPin-
miniSOG under different conditions
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Fig. 3. Time course of fluorescence intensity of HER2-
truncated SK-BR-3 cells treated with DARPin-miniSOG. 
SK-BR-3 cells nontreated with papain were used as a 
control: the light blue column shows the mean autofluores-
cence of the control SK-BR-3 cells, the light green column 
shows the mean fluorescence of SK-BR-3 cells treated 
with DARPin-miniSOG at 4°C. The blue columns show the 
means fluorescences of SK-BR-3 cells treated with papain 
at each time point. The dark green columns show the 
means fluorescences of SK-BR-3 cells treated with papain 
at time point 0 h and treated with DARPin-miniSOG at 4°C 
at time points 2, 4, 8, 12, 24, and 72 h respectively. The 
error bars show the standard deviations
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conditions) is 1.4-fold higher at time point 4 h and 1.3-
fold higher at time point 8 h compared to the mean 
background autofluorescence but returns to the ini-
tial autofluorescence at time point 12 h (Fig. 2B, blue 
columns). 

The ability of SK-BR-3 cells to rebind DARPin-
miniSOG at 4°C compared to control SK-BR-3 cells, 
once treated with DARPin-miniSOG at 4°C (dark green 
column), declines by 1.2-fold at time point 4 h and by 
1.4-fold at time point 8 h (Fig. 2B, light green columns). 
At time point 12 h the ability of SK-BR-3 cells to bind 
DARPin-miniSOG at 4°C completely recovers. 

The ability of SK-BR-3 cells to rebind DARPin-
miniSOG after incubation at 37°C could result from a 
dissociation of the complex HER2/DARPin-miniSOG 
and HER2 recycling to the membrane, as well as from 

de novo synthesis of new receptor molecules. 
To estimate the contribution of de novo receptor bio-

synthesis we studied the kinetics of staining SK-BR-3 
cells with DARPin-miniSOG if the extracellular do-
main of HER2 was truncated by papain from the cell 
surface. The fluorescence level of HER2-truncated 
SK-BR-3 cells treated with DARPin-miniSOG was 
43% after 12 h and 57% after 24 h compared to the fluo-
rescence level of HER2-positive SK-BR-3 cells treat-
ed with DARPin-miniSOG. The fluorescence level of 
HER2-truncated SK-BR-3 cells returned to the initial 
level only after 72 h (Fig. 3). This observation suggests 
that in 12 h time HER2-truncated SK-BR-3 cells fail to 
completely recover the HER2 receptor density on their 
surface (Fig. 3).

The results from this study show that the HER2 den-
sity on SK-BR-3 cells changes in response to stimula-
tion: when DARPin-miniSOG interacts with HER2, the 
HER2/DARPin-miniSOG complex internalizes, which 
leads to a decrease in the number of HER2 molecules 
on the cell surface and, accordingly, to a decrease in the 
fluorescence intensity of cells re-treated with DARPin-
miniSOG (Fig. 2). After ~12 h, the mean fluorescence 
intensity of re-treated cells returns to its initial level. 
In conclusion, taking into account the experiments and 
dynamics of de novo biosynthesis of HER2 we con-
clude that after internalization of the HER2/DARPin-
miniSOG complex, its dissociation occurs and the HER2 
receptor returns slowly on the cell membrane. The pool 
of de novo synthesized HER2 receptors is not significant 
and does not noticeably affect the mean fluorescence 
values of the stained cells. 

CONCLUSION
In this work, we have reported on the interaction of the 
fusion protein DARPin-miniSOG with HER2 receptors. 
It was found that DARPin-miniSOG induced HER2 in-
ternalization followed by recycling of HER2 back to the 
cell surface. These findings are important for the further 
development of treatment for HER2-positive cancer us-
ing a novel phototoxic protein DARPin-miniSOG.  

This work was supported by the Russian Science 
Foundation (grant 14-24-00106).
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INTRODUCTION
Breast cancer is the most common cancer in females, 
ranking second in the incidence rate after skin neo-
plasms in the Russian population [1–4]. The search for 
new prospective compounds that could inhibit the de-
velopment of breast cancer and the analysis of their 
impact on tumor cells is one of the priorities in oncol-
ogy. Given the important role of hormones in the de-
velopment of reproductive system tumors, compounds 
structurally similar to estrogens, e.g., phytoestrogens, 
are of particular interest. Phytoestrogens are plant-de-
rived compounds with steroid-like structures [5]. Be-
cause of their “hormonal” properties, phytoestrogens 
are also referred to as “food hormones.” Phytoestro-
gens are unique in their paradoxical effect on cells: de-
pending on the conditions, they can either inhibit tu-
mor growth or act as cell protectors [5–7].

Initially, interest in phytoestrogen research arose 
from the analysis of epidemiological data showing a re-
duced rate of tumor incidence and cancer mortality in 
a number of geographical areas with high consumption 

of fruits and vegetables [8–10]. A study by Knekt et al. 
[8], which was conducted in Finland, included 9,959 
individuals who were followed from 1967 to 1991 and 
whose individual consumption of phytoestrogens with 
food was analyzed. A total of 997 cases of cancer (ca. 
10% of the complete sample) were identified over the 
entire period of the study, including 151 cases of lung 
cancer. A statistical analysis showed that the relative 
risk of cancers (all localizations) in a group with high 
consumption of phytoestrogens was reduced to 0.8 (the 
risk level in a group with low consumption of phytoes-
trogens was taken as 1). The most significant results 
were obtained upon analysis of the incidence rate of 
lung cancer; the risk dropped to 0.54 in the group with 
high consumption of phytoestrogens [8]. Similar ten-
dencies were found upon examination of 1,031 ovarian 
cancer females and 2,411 healthy donors in Italy over a 
period between 1992 and 1999 [11]. According to Rossi 
et al. [11], the risk of ovarian cancer dropped to 0.63 in 
the group with high consumption of flavonols (in par-
ticular, quercetin) and to 0.51 in the group with high 
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of ER expression and to elucidate the molecular pathways regulated by the leader compound. Methods used in 
the study include immunoblotting, transfection with a luciferase reporter vector, and a MTT test. We demon-
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consumption of foods rich in isoflavones (e.g., genistein). 
Therefore, the epidemiological data indicate the advis-
ability of increased consumption of foods rich in phy-
toestrogens to prevent cancer.

However, the epidemiological data do not reveal the 
molecular mechanisms by which phytoestrogens af-
fect tumor cells and/or protect normal cells from ma-
lignant transformation. This is why an extensive search 
for the main intracellular targets of these compounds 
is currently underway in in vitro models [12–17]. The 
key targets of phytoestrogens in tumor cells are be-
lieved to be receptor tyrosine kinases, including the 
epidermal growth factor receptor (EGFR) [18–20], fi-
broblast growth factor receptor 2 (FGFR2) [21], HER2/
neu [22], vascular endothelial growth factor receptor 3 
(VEGFR3) [21, 23], the platelet-derived growth factor 
receptor alpha and beta (PDGFRα and ß) [21], etc. In 
addition to receptors, some members of the phytoes-
trogen class effectively inhibit the intracellular kinases 
involved in the regulation of cell proliferation and cell 
survival, such as p21-activated kinase 3 (PAK3), phos-
phatidylinositol 3-kinase (PI3K), Akt, PIM1, Aurora-A, 
Janus kinase 3 (JAK3), etc. [15, 16, 21]. The wide range 
of the potential targets of phytoestrogens makes these 
compounds promising for further experimental and 
clinical studies.

Is the estrogen receptor (ER) required for the anti-
proliferative effect of phytoestrogens on tumor cells, 
and is the hormone-like effect of phytoestrogens con-
centration-dependent? There is no definite answer to 
these questions [5, 6, 17]. The aim of this study was to 
investigate the effect of members of the main groups 
of phytoestrogens on breast cancer cells with various 
ER statuses and to analyze the molecular pathways re-
sponsible for the antiproliferative and cytotoxic effects 
of a leader compound. Using human breast cancer cell 
lines, we demonstrated that the antiproliferative ef-
fect of high doses of phytoestrogens (apigenin, genis-
tein, quercetin, naringenin) did not depend on the sta-
tus of steroid hormone receptors. In vitro experiments 
revealed a similar efficacy of these compounds in a 
ER-positive MCF-7 cell line and ER-negative SKBR3 
model. The maximum antiproliferative effect was ob-
served for flavone apigenin that was analyzed in more 
detail as the leader compound. An increase in apigen-
in concentrations from 5 to 50 µM in MCF-7 cells was 
demonstrated to result in a “switch” from estrogen-like 
(similar to the effect of 17β-estradiol, a natural ligand 
of ERα) to anti-estrogenic effects (similar to the effect 
of antiestrogen drugs): a high apigenin dose inhibited 
activation of estrogen receptors by 17β-estradiol. ER-
negative SKBR3 breast cancer cells are known to be 
characterized by a high level of HER2/neu, one of the 
key receptors defining the high aggressiveness and 

survival of tumor cells [24]. Immunoblotting demon-
strated that apigenin at a dose of above 25 µM reduces 
the expression of HER2/neu in SKBR3 cells, with a si-
multaneous degradation of the apoptosis effect or sub-
strate poly ADP-ribose polymerase (PARP). Apigenin 
was the most promising among the tested compounds, 
demonstrating significant inhibition of growth of 
breast cancer cells with various ERα statuses, includ-
ing HER2-positive ones.

MATERIALS AND METHODS
Phytoestrogens from various groups were studied: api-
genin (flavone), naringenin (flavanone), genistein (iso-
flavone), and quercetin (flavonol). Quercetin, genistein, 
and naringenin were purchased from Sigma-Aldrich 
(USA), apigenin was from Enzo Biochem (USA); the 
chemical purity of each compound was at least 97%. 
The chemical structures of the compounds are shown 
in Fig. 1. The compounds were dissolved in dimethyl-
sulfoxide at a concentration of 50 mM, and the solutions 
were stored until use at –20°C.

Human breast cancer cells MCF-7 (ERα+/HER2–) 
and SKBR3 (ERα–/HER2+) were obtained from the 
collection of the Blokhin N.N. Russian Cancer Research 
Center. The cell lines were cultured in vitro in a stan-
dard DMEM medium (Biolot, Russia) with 10% fetal 
calf serum (HyClone, USA) and gentamycin (50 U/mL, 
PanEco, Russia) at 37 °C, 5% of CO2

, and a relative hu-
midity of 80–90%. The cell growth rate was determined 
using a MTT assay, based on the uptake of the MTT 
reagent (3-[4,5-dimethylthiazol-2]-2,5-diphenyltetra-
zolium bromide) by the living cells [25, 26].

To determine the transcriptional activity of ERα, the 
cells were transfected with a plasmid containing the 
luciferase reporter gene under the control of an ER-
sensitive promoter (ERE/Luc); the plasmid was a kind 

Fig. 1.Chemical structures of phytoestrogens (apigenin, 
naringenin, genistein, quercetin)

Apigenin Naringenin

Genistein Quercetin
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gift from George Reid (European Molecular Biology 
Laboratory, Germany) [27]. The cells were transfected 
using a Metafectene® PRO reagent according to the 
manufacturer’s recommendations (Biontex Laborato-
ries, Germany). The efficacy and potential toxicity of 
the transfection was monitored by co-transfection of 
the cells with a plasmid containing the β-galactosidase 
gene. The luciferase activity was calculated in arbitrary 
units (ratio of the total luciferase activity to the galac-
tosidase activity in samples).

For immunoblotting purposes, the cells at 80% con-
fluency were detached from the dishes (60 mm, Corn-
ing, USA) into 1 mL of a phosphate buffer. To obtain a 
total cell extract, samples were added with 130 µL of 
the following buffer: 50 mM Tris-HCl pH 7.4, 1% SDS 
(sodium dodecyl sulfate), 1% Igepal CA-630, 0.25% Na 
deoxycholate, 150 mM NaCl, 1 mM EDTA (ethylenedi-
aminetetraacetic acid), 1 mM PMSF (phenylmethane-
sulfonyl fluoride); 1 µg/mL of aprotinin, leupeptin, and 
pepstatin; and 1 mM Na orthovanadate and 1 mM NaF. 
Total cell extracts were sonicated on a SoniPrep 150 
Plus disintegrator (MSE) (five cycles of 10 s each with 
an amplitude of 3.2) to reduce the viscosity of a solution. 

Cell extract samples were then centrifuged (10,000 g, 
10 min, +4oC, Eppendorf 5417R centrifuge, Germany), 
and standard electrophoresis and immunoblotting pro-
cedures were performed. The levels of HER2/neu and 
PARP were determined by primary antibodies (Cell 
Signaling Technology, USA). Antibodies to β-actin (Cell 
Signaling Technology, USA) were used to monitor the 
effectiveness of immunoblotting and to normalize the 
results. Detection was performed using secondary 
horseradish peroxidase-conjugated antibodies (Jack-
son ImmunoResearch, USA) in the LAS 4000 system 
(GE HealthCare, USA). DATAPLOT software (USA) 
was used for statistical analysis. In all cases, the statisti-
cal criteria were considered to be significant at p<0.05; 
each experiment was performed at least in triplicate.

RESULTS AND DISCUSSION

Comparison of the cytotoxic properties of various 
groups of phytoestrogens with respect to breast 
cancer cells: selection of the leader compound
At the first stage of the study, the antiproliferative 
effect of high doses of phytoestrogens was evaluated 
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Fig. 2. Cytostatic effect of phytoestrogens on breast cancer cells MCF-7 (A) and SKBR3 (B). Data of a MTT test con-
ducted after 3-day cell growth in the presence of phytoestrogens: 1 – naringenin, 2 – genistein, 3 – quercetin, 4 – api-
genin. The chart shows the number of living cells after treatment with phytoestrogens. The number of control cells of an 
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in the MTT test. ERα-positive cells of the MCF-7 line 
were seeded onto culture plates, and phytoestrogens 
apigenin (flavone), naringenin (flavanone), genistein 
(isoflavone), and quercetin (flavonol) were added af-
ter 24 h. 3-day incubation of cells with naringenin was 
found to have almost no antiproliferative effects. Ge-
nistein had a stronger proliferative effect and at the 
dose of 50 µM caused a 40% reduction in the number of 
living cells. Quercetin, a member of the flavonol group, 
exhibited a genistein-like activity. The highest antip-
roliferative effect was observed for apigenin (Fig. 2A) 
at a concentration of 50 µM (according to the MTT test 
data, 20% of MCF-7 cells compared with the control).

The ERα-negative SKBR3 cell line was used to an-
swer the question of the possible impact of ERα expres-
sion on cell sensitivity to the antiproliferative action of 
phytoestrogens (at high concentrations). The distribu-
tion of SKBR3 cells by sensitivity to various phytoes-
trogens was similar to the distribution of ERα-positive 
MCF-7 cells. Naringenin was the least cytotoxic. Genis-
tein and quercetin had a moderate antiproliferative ef-
fect. The highest antiproliferative activity was observed 
for apigenin: at a concentration of 50 µM, it caused the 
death of 60% of SKBR3 cells (3-day incubation with 
phytoestrogens, Fig. 2B). It should be noted that only 
quercetin (MCF-7 cells) and apigenin (MCF-7 and 
SKBR3 cells) reached the IC50 

level (Table) after incu-
bation of the cells with the phytoestrogens in the given 
range of concentrations (up to 50 µM). Therefore, narin-
genin and genistein are rather “weak” antiproliferative 
agents, and they should be tested in combination with 
compounds from other classes, e.g., antiestrogens of the 
SERM group (tamoxifen, etc.) and specific inhibitors of 
tyrosine kinases. Comparison of the number of viable 
MCF-7 and SKBR3 cells after 3-day incubation with 
50 µM apigenin demonstrated that the SKBR3 line is 
more resistant to the cytostatic effect of apigenin than 
MCF-7 (40 and 20% of cells compared to the control, re-
spectively, p<0.05). On the basis of this observation, we 
presumed that high doses of apigenin could inhibit both 
the estrogen receptor signaling pathway (important 
factor for the growth of MCF-7 cells) and receptor ty-
rosine kinases, in particular HER2/neu (overexpression 
of this receptor was detected in SKBR3 cells).

The results of this series of experiments indicate 
that apigenin has the maximum antiproliferative ef-
fect among the tested phytoestrogens. Therefore, we 
further examined the molecular mechanisms of the ac-
tion of high doses of this phytoestrogen on breast can-
cer cells.

Effect of apigenin on the estrogen receptor activity
The tendencies discussed in the previous section indi-
cate that the antiproliferative effect of phytoestrogens 

on breast cancer cells increases as their concentration 
increases. It is important to note that this effect is in-
dependent of the hormonal status of cells; however, 
the ERα-positive MCF-7 line is more sensitive to the 
antiproliferative action of high doses of apigenin (50 
µM) than the ERα-negative SKBR3 line. We assumed 
that the increase in the concentration of apigenin is 
accompanied by a “switching-off” of the hormonal 
component of its action on breast cancer cells. To test 
this hypothesis, MCF-7 cells were transfected with a 
plasmid containing a reporter construct with the lucif-
erase gene under the control of an estrogen-sensitive 
promoter. The cells were then transferred to a DMEM 
medium without phenol red (PanEco, Russia) and cul-
tivated with addition of a 10% steroid-free fetal calf 
serum (HyClone, USA) for 24 h. The luciferase activity 
was measured after 7 h of cell growth in the presence 
of 17β-estradiol and apigenin. As shown in Fig. 3, low-
dose apigenin had an estrogen-like effect and enhanced 
the inducing effect of 17β-estradiol on the estrogen re-
ceptor. A 10-fold increase in the apigenin concentration 
(to 50 µM) had the opposite effect: the phytoestrogen 
inhibited the estrogen receptor activity and prevented 
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Fig. 3. The effect of apigenin on the 17β-estradiol-
induced activity of the estrogen receptor. After transfec-
tion with a reporter plasmid, MCF-7 cells were seeded 
onto 24-well plates and after 24 h were treated with 
17β-estradiol and apigenin (1 – control MCF-7 cells; 2 – 
10 nM 17β-estradiol; 3 – 10 nM 17β-estradiol and 5 µM 
apigenin; 4 – 10 nM 17β-estradiol and 50 µM apigenin). 
The luciferase activity was measured after 7 h of cultiva-
tion in the presence of the phytoestrogens according 
to the standard protocol by the reagent’s manufacturer 
(Promega, USA). * p<0.05 compared with control cells; 
#p<0.05 for comparing columns 4 and 3
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the action of 17β-estradiol. Thus, the anti-estrogenic 
properties of apigenin may be one of the explanations 
for the cytostatic effects of its high (50 µM) doses. 
These findings partly explain the effect of apigenin 
on MCF-7 cells: apigenin blocks the main proliferative 
stimulus for this tumor line. Which “target” does api-
genin block in a ERα-negative SKBR3 breast cancer 
cell line? This issue was examined in the next series of 
experiments.

Changes in the HER2/neu level during 
incubation of breast cancer cells with apigenin
The expression of HER2/neu is known to be detected 
in 10–30% of breast cancers, which is regarded as a 
marker of poor prognosis [28, 29]. We analyzed the ef-
fect of apigenin on the HER2/neu expression in SKBR3 
cells that produce this protein in sufficient quantities. 
As seen in Fig. 4, apigenin at concentrations from 3 to 
12 µM does not affect the HER2/neu level in SKBR3 
cells. However, incubation of the cells with higher doses 
of apigenin (25 and 50 µM) results in significant inhibi-
tion of the HER2/neu expression. Immunoblotting with 
antibodies to the apoptosis effector substrate, PARP, 
revealed partial degradation of PARP (identified as ac-
cumulation of a truncated 89 kDa form of PARP) upon 
increasing the apigenin concentration in SKBR3 cells.

The ability of phytoestrogens to lower the HER2/
neu level in tumor cells was discovered by Mai et al. [30] 
during incubation of the human breast cancer BT-474 
cell line (HER2/neu+, ERα+) with 25 µM genistein. In 
addition, cultivation of BT-474 cells with genistein and 
an antiestrogen tamoxifen led to a further decrease in 
the expression of HER2/neu. A similar effect was ob-
served for another member of the HER receptor fam-
ily, EGFR (HER1) [30]. The phosphorylation level of 
HER2/neu and EGFR kinases was not analyzed, be-
cause the biological effect of genistein in this case was 

caused by a decrease in the level of its target protein 
(rather than by its activity). Sakla et al. [31] confirmed 
the data on the reduction in the HER2/neu level [30] 
and also showed that even at low doses (1 µM) genis-
tein decreases the level of HER2/neu phosphorylation 
in BT-474 cells. Our data on a decrease in the HER2/
neu level in SKBR3 cells upon incubation with apigenin 
are consistent with the results obtained in another cell 
model (MDA-MB-453 breast cancer line) [32]. It was 
shown that the phytoestrogens apigenin, luteolin, nar-
ingenin, eriodictyol, and hesperetin at high doses (40 
µM) cause degradation of HER2/neu in MDA-MB-453 
cells. Initiation of apoptosis upon incubation of the cells 
with apigenin was found to occur through the release 
of cytochrome c and activation of caspase 3. Summariz-
ing our findings and published data, we conclude that 
high doses of apigenin reduce the expression of one of 
the major tyrosine kinases supporting the growth of 
HER2-positive cells and simultaneously initiate apop-
totic processes.

CONCLUSION
The cytotoxic and antiproliferative effects of phytoes-
trogens on malignant cells are being extensively stud-
ied today [14, 33–38]. The interest in phytoestrogens 
is largely based on their natural origin and the rela-
tively low cost of their synthesis and purification. In 
addition, there are data that support the prospects of 
their use for the prevention of cancer [38, 39]. Our work 
focuses on the investigation of the properties of flavone 
apigenin that exhibits a high antiproliferative activ-
ity in cells with various statuses of estrogen receptors. 
At high doses, apigenin was demonstrated to prevent 
the activation of the estrogen receptor by 17β-estradiol 
and cause inhibition of the HER2/neu expression, ac-
companied by a degradation of PARP in HER2-positive 
breast cancer cells. Other apigenin targets were iden-

Fig. 4. The effect of 
apigenin on HER2/neu 
expression and PARP 
degradation in SKBR3 
cells. SKBR3 cells were 
treated with the api-
genin concentrations 
shown in the figure for 
3 days. The results of 
one of three inde-
pendent experiments 
are shown

185 kDa HER2/neu

112 kDa PARP
89 kDa

42 kDa β-actin

apigenin, µM0 3 6 12 25 50
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tified in breast cancer cells, including proteins sup-
porting the growth and survival of the tumor: PI3K/
Akt [40], STAT3 [33], NF-κB [34], p53 [34, 41], p21 [41], 
JAK3 [42], cyclins D1, D3, and Cdk4 [43]and VEGF [44]. 
Apparently, apigenin is a multi-target compound that 
triggers breast cancer cell death through the inhibi-
tion of receptor tyrosine kinases, decreased expression 
of growth factors, activation of p53, and suppression 
of key transcription factors. In 2008, a phase II clinical 
trial (NCT00609310) of a drug containing 20 mg of api-
genin and 20 mg of epigallocatechin gallate in patients 
with colorectal cancer was registered on the Clinical-
Trials.gov database. The first batch of data from this 
study, regarding changes in the disease relapse rate in 
patients treated with a mixture of these phytoestro-
gens, is expected in 2016. No other clinical trials of api-

genin (as an antitumor agent) are currently registered 
on ClinicalTrials.gov. Further investigation of the anti-
tumor activity of apigenin and its synthetic derivatives 
is quite promising, particularly in relation to HER2-
positive breast tumors.  
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GENERAL RULES
Acta Naturae publishes experimental articles and re-
views, as well as articles on topical issues, short reviews, 
and reports on the subjects of basic and applied life 
sciences and biotechnology. 

The journal is published by the Park Media publish-
ing house in both Russian and English. 

The journal Acta Naturae is on the list of the leading 
periodicals of the Higher Attestation Commission of the 
Russian Ministry of Education and Science

The editors of Acta Naturae ask of the authors that 
they follow certain guidelines listed below. Articles 
which fail to conform to these guidelines will be reject-
ed without review. The editors will not consider articles 
whose results have already been published or are being 
considered by other publications. 

The maximum length of a review, together with ta-
bles and references, cannot exceed 60,000 symbols (ap-
proximately 40 pages, A4 format, 1.5 spacing, Times 
New Roman font, size 12) and cannot contain more than 
16 figures. 

Experimental articles should not exceed 30,000 sym-
bols (20 pages in A4 format, including tables and refer-
ences). They should contain no more than ten figures. 
Lengthier articles can only be accepted with the prelim-
inary consent of the editors. 

A short report must include the study’s rationale, 
experimental material, and conclusions. A short report 
should not exceed 12,000 symbols (8 pages in A4 format 
including no more than 12 references). It should contain 
no more than four figures. 

The manuscript should be sent to the editors in elec-
tronic form: the text should be in Windows Microsoft 
Word 2003 format, and the figures should be in TIFF 
format with each image in a separate file. In a separate 
file there should be a translation in English of: the arti-
cle’s title, the names and initials of the authors, the full 
name of the scientific organization and its departmen-
tal affiliation, the abstract, the references, and figure 
captions. 

MANUSCRIPT FORMATTING
The manuscript should be formatted in the following 
manner:
• Article title. Bold font. The title should not be too long 

or too short and must be informative. The title should 
not exceed 100 characters. It should reflect the ma-
jor result, the essence, and uniqueness of the work, 
names and initials of the authors.

• The corresponding author, who will also be working 
with the proofs, should be marked with a footnote *. 

• Full name of the scientific organization and its de-
partmental affiliation. If there are two or more sci-
entific organizations involved, they should be linked 
by digital superscripts with the authors’ names. Ab-
stract. The structure of the abstract should be very 
clear and must reflect the following: it should intro-
duce the reader to the main issue and describe the 
experimental approach, the possibility of practical 
use, and the possibility of further research in the 
field. The average length of an abstract is 20 lines 

(1,500 characters). 
• Keywords (3 – 6). These should include the field of 

research, methods, experimental subject, and the spe-
cifics of the work. List of abbreviations.

• INTRODUCTION 
• EXPERIMENTAL PROCEDURES 
• RESULTS AND DISCUSSION
• CONCLUSION 

The organizations that funded the work should be 
listed at the end of this section with grant numbers 
in parenthesis.

• REFERENCES 
The in-text references should be in brackets, such 

as [1]. 

RECOMMENDATIONS ON THE TYPING 
AND FORMATTING OF THE TEXT 
• We recommend the use of Microsoft Word 2003 for 

Windows text editing software. 
• The Times New Roman font should be used. Standard 

font size is 12.
• The space between the lines is 1.5. 
• Using more than one whole space between words is 

not recommended. 
• We do not accept articles with automatic referencing; 

automatic word hyphenation; or automatic prohibi-
tion of hyphenation, listing, automatic indentation, 
etc. 

• We recommend that tables be created using Word 
software options (Table → Insert Table) or MS Excel. 
Tables that were created manually (using lots of spac-
es without boxes) cannot be accepted. 

• Initials and last names should always be separated by 
a whole space; for example, A. A. Ivanov. 

• Throughout the text, all dates should appear in the 
“day.month.year” format, for example 02.05.1991, 
26.12.1874, etc. 

• There should be no periods after the title of the ar-
ticle, the authors' names, headings and subheadings, 
figure captions, units (s – second, g – gram, min – 
minute, h – hour, d – day, deg – degree).

• Periods should be used after footnotes (including 
those in tables), table comments, abstracts, and ab-
breviations (mon. – months, y. – years, m. temp. – 
melting temperature); however, they should not be 
used in subscripted indexes (T

m
 – melting temper-

ature; T
p.t

 – temperature of phase transition). One 
exception is mln – million, which should be used 
without a period. 

• Decimal numbers should always contain a period and 
not a comma (0.25 and not 0,25). 

• The hyphen (“-”) is surrounded by two whole spac-
es, while the “minus,” “interval,” or “chemical bond” 
symbols do not require a space. 

• The only symbol used for multiplication is “×”; the 
“×” symbol can only be used if it has a number to its 
right. The “·” symbol is used for denoting complex 
compounds in chemical formulas and also noncovalent 
complexes (such as DNA·RNA, etc.). 

• Formulas must use the letter of the Latin and Greek 
alphabets. 
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• Latin genera and species' names should be in italics, 
while the taxa of higher orders should be in regular 
font. 

• Gene names (except for yeast genes) should be ital-
icized, while names of proteins should be in regular 
font. 

• Names of nucleotides (A, T, G, C, U), amino acids 
(Arg, Ile, Val, etc.), and phosphonucleotides (ATP, 
AMP, etc.) should be written with Latin letters in reg-
ular font. 

• Numeration of bases in nucleic acids and amino acid 
residues should not be hyphenated (T34, Ala89). 

• When choosing units of measurement, SI units are to 
be used.

• Molecular mass should be in Daltons (Da, KDa, MDa). 
• The number of nucleotide pairs should be abbreviat-

ed (bp, kbp). 
• The number of amino acids should be abbreviated to 

aa. 
• Biochemical terms, such as the names of enzymes, 

should conform to IUPAC standards. 
• The number of term and name abbreviations in the 

text should be kept to a minimum. 
• Repeating the same data in the text, tables, and 

graphs is not allowed. 

GUIDENESS FOR ILLUSTRATIONS
• Figures should be supplied in separate files. Only 

TIFF is accepted. 
• Figures should have a resolution of no less than 300 

dpi for color and half-tone images and no less than 
500 dpi. 

• Files should not have any additional layers. 

REVIEW AND PREPARATION OF THE 
MANUSCRIPT FOR PRINT AND PUBLICATION
Articles are published on a first-come, first-served ba-
sis. The publication order is established by the date of 
acceptance of the article. The members of the editorial 
board have the right to recommend the expedited pub-
lishing of articles which are deemed to be a priority and 
have received good reviews. 

Articles which have been received by the editorial 
board are assessed by the board members and then 
sent for external review, if needed. The choice of re-
viewers is up to the editorial board. The manuscript 
is sent on to reviewers who are experts in this field of 
research, and the editorial board makes its decisions 
based on the reviews of these experts. The article may 
be accepted as is, sent back for improvements, or re-
jected. 

The editorial board can decide to reject an article if it 
does not conform to the guidelines set above. 

A manuscript which has been sent back to the au-
thors for improvements requested by the editors and/
or reviewers is reviewed again, after which the edi-
torial board makes another decision on whether the 
article can be accepted for publication. The published 
article has the submission and publication acceptance 
dates set at the beginning. 

The return of an article to the authors for improve-

ment does not mean that the article has been accept-
ed for publication. After the revised text has been re-
ceived, a decision is made by the editorial board. The 
author must return the improved text, together with 
the original text and responses to all comments. The 
date of acceptance is the day on which the final version 
of the article was received by the publisher. 

A revised manuscript must be sent back to the pub-
lisher a week after the authors have received the com-
ments; if not, the article is considered a resubmission. 

E-mail is used at all the stages of communication be-
tween the author, editors, publishers, and reviewers, 
so it is of vital importance that the authors monitor the 
address that they list in the article and inform the pub-
lisher of any changes in due time. 

After the layout for the relevant issue of the journal 
is ready, the publisher sends out PDF files to the au-
thors for a final review. 

Changes other than simple corrections in the text, 
figures, or tables are not allowed at the final review 
stage. If this is necessary, the issue is resolved by the 
editorial board. 

FORMAT OF REFERENCES
The journal uses a numeric reference system, which 
means that references are denoted as numbers in the 
text (in brackets) which refer to the number in the ref-
erence list. 

For books: the last name and initials of the author, 
full title of the book, location of publisher, publisher, 
year in which the work was published, and the volume 
or issue and the number of pages in the book. 

For periodicals: the last name and initials of the au-
thor, title of the journal, year in which the work was 
published, volume, issue, first and last page of the ar-
ticle. Must specify the name of the first 10 authors. 
Ross M.T., Grafham D.V., Coffey A.J., Scherer S., McLay 
K., Muzny D., Platzer M., Howell G.R., Burrows C., Bird 
C.P., et al. // Nature. 2005. V. 434. № 7031. P. 325–337. 

References to books which have Russian translations 
should be accompanied with references to the original 
material listing the required data. 

References to doctoral thesis abstracts must include 
the last name and initials of the author, the title of the 
thesis, the location in which the work was performed, 
and the year of completion. 

References to patents must include the last names 
and initials of the authors, the type of the patent doc-
ument (the author’s rights or patent), the patent num-
ber, the name of the country that issued the document, 
the international invention classification index, and the 
year of patent issue. 

The list of references should be on a separate page. 
The tables should be on a separate page, and figure cap-
tions should also be on a separate page. 

The following e-mail addresses can be used to 
contact the editorial staff: vera.knorre@gmail.
com, actanaturae@gmail.com, tel.: (495) 727-38-60, 
(495) 930-87-07
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