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Letter from the Editors

Dear readers of ActaNaturae,
As we move towards the end of year 
2016, we can state with certainty that 

the Acta Naturae journal has become one of 
the highest-ranking Russian periodicals. The 
impact factor of our journal has increased to 
1.77. Along with the fundamental research, we 
manage to publish other interesting materials 
in the “Forum” section. Thus, in this issue we 
present an analytical review focused on revi-
sion of the regulatory framework for genet-
ically modified organisms (GMOs) and GMO 
products, as well as the approaches for assess-
ing their safety and the related potential risks. 

The Editorial Board has elaborated and 
is currently launching the electronic manu-
script submission system, which is expected 
to bring the process of preparing and moni-
toring the publications to a new technological 
level. We hope that our journal will maintain 
high ranking positions and the high impact 
factor due to the quality of our publications.

We sincerely wish you a happy New Year 
2017 and will be glad to see you reading the 
next issue of Acta Naturae! 

The Editorial Board
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Design of stable α-helical peptides and thermostable 
proteins in biotechnology and biomedicine
A.P. Yakimov, A.S. Afanaseva, M.A. Khodorkovskiy,  
M.G. Petukhov
Designing highly stable α-helical peptides used as highly ac-
tive and specific inhibitors of protein–protein and other in-
teractions have recently found more applications in medicine. 
In this review, we discuss the approaches to increasing the 
conformational stability of α-helical peptides, the methods to 
improve the permeability of peptides and proteins across cel-
lular membranes and their resistance to intracellular protease 
activity.

Structure and factors influencing the confor-
mational stability of α-helices in proteins and 
monomeric peptides

Adjuvant-induced arthritis in guinea pigs
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O.S. Taranov, S.N. Yakubitskiy,  
T.S. Nepomnyashchikh, A.E. Nesterov,  
and S.N. Shchelkunov
We propose a model of rheumatoid arthritis in-
duced in outbred guinea pigs using a single subcu-
taneous injection of complete Freund’s adjuvant to 
the hind paw. The high reproducibility of arthritis 
induction in this RA model is demonstrated. The 
proposed model is promising for the assessment of 
anti-arthritis drugs and dosage regimens.

Appearance of the hind limbs of guinea pigs on day 37 
after CFA injection

Downregulation of activity of 
Purkinje cells by modulators 
of small conductance calcium-
activated potassium channels 
in rat cerebellum
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T. V. Karelina, Yu. D. Stepanenko, P. A. Abushik,  
D. A. Sibarov, S. M. Antonov
Activators of SK channels NS309 and CyPPA are shown 
to reduce simple spike frequency in Purkinje cells in rat 
cerebellum. The maximum effect was age-independent 
but was achieved faster in old animals. A direct effect of 
NS309 and CyPPA on potassium channels in Purkinje cells 
was revealed, which enhanced trace hyperpolarization of 
the Purkinje cells and increased the interspike interval. 
The use of SK channel activators can possibly compensate 
for age-related changes in autorhythmic functions of the 
cerebellum.

The scheme of action of SK channel modulators on 
Purkinje cells upon application to the cerebellum 
surface
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GMOs in Russia: Research, Society and 
Legislation 

I. V. Korobko1*, P. G. Georgiev1, K. G. Skryabin2, M. P. Kirpichnikov3

1Institute of Gene Biology RAS, Vavilova Str. 34/5, 119334, Moscow, Russia
2The Federal Research Centre “Fundamentals of Biotechnology” RAS, Leninskii prospect Str. 33, 
build. 2, 119071, Moscow, Russia
3Moscow State University, Leninskie gory 1, 119991, Moscow, Russia
*E-mail: igorvk@igb.ac.ru

Russian legislation lags behind the rapid developments witnessed in genetic engineering. Only a 
scientifically based and well-substantiated policy on the place of organisms that are created with the 
use of genetic engineering technologies and an assessment of the risks associated with them could 
guarantee that the breakthroughs achieved in modern genetic engineering technologies are effec-
tively put to use in the real economy. A lack of demand for such breakthroughs in the practical field 
will lead to stagnation in scientific research and to a loss of expertise.

The history of mankind is 
closely linked to the selec-
tion of plants and animals 

in an effort to reinforce favorable 
traits for practical use. With scien-
tific progress, the methods of se-
lection have been fine tuned for an 
expedited generation and selection 
of varieties with the desired traits. 
The arrival of genetic engineering 
techniques marked another mile-
stone in the field, representing a 
major breakthrough from a selec-
tion among random genetic changes 
to the targeted generation of organ-
isms with the desired traits through 
a pre-designed modification of their 
genomes. Targeted genome editing 
technologies, besides enabling the 
highly efficient generation of or-
ganisms with the desired charac-
teristics, opened up the possibility 
of producing foreign for organism 
metabolites and proteins for appli-
cation in various fields, including 
the pharmaceutical and food indus-
tries, veterinary medicine and ag-
riculture, as well as biotechnology 
and environmental protection.

The importance of genetically 
modified organisms (GMOs) can-
not be overemphasized, as exem-

plified by modern pharmaceu-
ticals, in particular recombinant 
proteins and vaccines, as well as 
by the increased efficiency in agri-
culture that has contributed to the 
drive to solve the problem of food 
supply, etc. Genetically modified 
(GM) animals are carving a place 
for themselves in biotechnology: 
in particular, as bioreactors for re-
combinant protein production [1]. 
Along with industrial use, GMOs 
are also invaluable tools in scien-
tific research, from gene function 
studies to serving as models of hu-
man diseases. Overall, the role of 
GMOs in our modern world con-
tinues to grow. Meanwhile, the 
increasing importance of GMOs in 
human life and the development 
of targeted genome editing tech-
nologies requires that we develop 
well-coordinated approaches to 
the handling and usage of GMOs 
and GMO-derived products (i.e., 
products containing or produced 
with the aim of or using GMOs) 
(GM products). Such approaches 
should ensure not only an optimal 
use of GMOs from the social and 
economic standpoint, but also safe-
ty in their handling.

It is important to note that circu-
lation in the real economy of GMOs 
and GM products and the demand 
for them are closely linked to fun-
damental and applied research fo-
cused on the development of novel, 
targeted genome editing technolo-
gies and the optimization of exist-
ing ones: under conditions of a lack 
of demand for GMOs or prohibitive 
GMO turnover legislation, research 
in the field becomes irrelevant and 
atrophies. This, in turn, reinforces 
the dependence of transgenic re-
search and research in targeted 
genome editing on the legislative 
framework that regulates GMO 
turnover and state policy in this re-
gard. The development of biotech-
nology is a priority for the Russian 
Federation, as stated in “The Pro-
gram of Development of Biotech-
nologies Through 2020” approved 
by the Government of the Russian 
Federation in 2012, and the com-
panion roadmap “Development of 
Biotechnology and Genetic Engi-
neering.” Genetic engineering is 
also in focus in the roadmap, which 
includes measures aiming at elimi-
nating current inconsistencies in 
GMO regulation, to improve GMO-
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related risk assessment, and to in-
troduce cutting-edge techniques 
for GMO generation. Put togeth-
er, these measures should sustain 
progress in genetic engineering, 
both in fundamental research and 
through vigorous demand in the 
applied sector. Owing to the initia-
tives contained in the Program, in 
the Russian Federation attention is 
given today to genetic engineering 
through the funding of research 
in key areas of bioeconomics in the 
form of programs of fundamen-
tal research, federal target pro-
grams, grants, etc. For example, in 
the framework of the state project 
“The Development of Biotechnolo-
gies and Industrial Adaptation of 
High-Reproduction Agricultural 
Plant GM Seed Production,” the 
first transgenic (Bt) potato varieties 
were developed in Russia, includ-
ing the resistant-to-the-colorado-
potato-beetle varieties Elizaveta 
Plus and Lugovskoi Plus. The ben-
efits of the Russian Bt-potato lines 
are their stability, cost-efficiency, 
easy cultivation, and the environ-
mental benefits of not needing in-
secticides. The two potato varieties 
have been approved for marketing 
by the Government (2005 and 2006, 
respectively). The varieties are list-
ed in the State Registry of Varieties 
and Selection Achievements (2009) 
and covered by patents of the Rus-
sian Federation [2–10]. In 2015, The 
Russian Science Foundation (RSF) 
announced a call for research pro-
posals that addressed various re-
search priorities, among which was 
the development of techniques for 
the production of pharmaceuticals 
in eukaryotic systems, including 
plants and animals as bioreactors. 
Following a review of the applica-
tions, three proposals received fi-
nancial support, which, along with 
other goals, aimed to develop novel 
approaches in animal transgenesis 
on the basis of existing best practic-
es in the field. This will make it pos-
sible not just to generate animals 

producing recombinant proteins 
for practical use, firstly in medicine 
and pharmaceutical applications, 
but also improve the safety of the 
recombinant proteins and minimize 
the potential risks to consumers as-
sociated with them. These examples 
clearly indicate an orientation of 
the state’s policy towards both pre-
serving and building up expertise 
in this field. However, in contrast to 
the priorities set forth in the Com-
plex Program and the Roadmap, 
the current legislative framework 
does not support the practical use 
of GM animals and plants, whereas 
the anticipated changes in it and 
the proposed solutions have some 
significant drawbacks. If ignored, 
this situation will not encourage 
the adoption of practical decisions 
in this sector of the economy, which 
is at the moment characterized by 
legislative uncertainty and anemic 
growth, while it is an innovative 
and hi-tech sector.

THE GMO LEGISLATIVE 
FRAMEWORK IN THE 
RUSSIAN FEDERATION 
As of today, circulation of GMOs in 
the Russian Federation is regulat-
ed by Federal Law dated June 05, 
1996, No. 86-FZ (edit. on June 19, 
2011) “On the State Regulation in 
Genetic Engineering” (hereafter 
“86-FZ”) and by Government De-
cree of the Russian Federation dat-
ed February 16, 2001, No. 120 “On 
the State Registration of Geneti-
cally Modified Organisms”. In ad-
dition, turnover of GMOs for some 
particular use, such as food, feeds, 
and feed supplements, is regulated 
by national normative documents 
or recent acts of the Customs Un-
ion, such as Customs Union Tech-
nical Regulations TR CU 021/2011, 
TR CU 022/2011, TR CU 027/2012, 
TR CU 029/2012. However, mecha-
nisms of state registration of GMOs 
intended for release into the envi-
ronment, bylaws, and normative 
documents guiding the state regis-

tration process are lacking. Under 
these conditions, cultivation and 
breeding of GMOs, for example in 
agriculture, is ruled out. Further-
more, since the adoption of 86-FZ, 
genetic engineering techniques 
have undergone significant pro-
gress. The methods currently used 
allow for targeted genome editing 
without leaving foreign DNA se-
quences behind, collectively known 
as scarless genome editing, such as 
CRISPR (Clustered Regularly In-
terspaced Short Palindromic Re-
peats), TALEN (Transcription Ac-
tivator-Like Effector Nucleases), 
and ZFN (Zinc Finger Nucleases) 
[11–14]. Also, there is a trend away 
from first- and second-generation 
GM plants, which are generated 
through the introduction of for-
eign DNA sequences into a recip-
ient organism, toward third- and 
fourth-generation GMOs that lack 
foreign genetic material in their 
genomes. These trends definitely 
require an unambiguous legislative 
definition and positioning. This sit-
uation, which de facto makes im-
possible state registration of GMOs 
and the obtaining of approval for 
field farming, is supposed to be ad-
dressed by Government Decree of 
September, 2013, No. 839 “On the 
State Registration of Genetically 
Modified Organisms Intended for 
Release into the Environment, As 
Well As Products Obtained with 
the Use of Such Organisms or Con-
taining Such Organisms” (hereinaf-
ter Decree No. 839), slated to enter 
into force on July 01, 2017. Decree 
No. 839 regulates the procedures of 
state registration and approval for 
a permitted use of GMOs intended 
for release into the environment, as 
well as products containing or pro-
duced with the use of such organ-
isms. Yet, Decree No. 839 nullifies 
Decree No. 120 of the Russian Fed-
eration dated February 16, 2001. 
Decree No. 839 differentiates GMOs 
based on their intended use, subject 
to the implementation of proce-
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dures developed by a correspond-
ing body of executive power for 
conducting assessments suitable for 
each type of intended use. It is now 
clear that the list of intended uses 
of GMOs stated in Decree No. 839 
(manufacturing of human and vet-
erinary pharmaceuticals, medical 
devices, food, feeds and feed sup-
plements, breeding and/or cultiva-
tion on the territory of the Russian 
Federation of GM plants, animals, 
and agricultural microorganisms) is 
far from comprehensive, thus po-
tentially raising hurdles in the fu-
ture for GMO use in certain appli-
cations. Namely, today several field 
trials of GM mosquitoes designed 
to eliminate mosquito-transmitted 
human diseases, such as Denge fe-
ver, are underway [15–17]. Clear-
ly, neither of the types of GMO in-
tended use listed in Decree No. 839 
covers this example, which can be 
defined as “environmental modifi-
cation.” Also, Decree No. 839 does 
not specify the possibility of regis-
tration of GMOs and GMO products 
in such a dynamically developing 
and economically important sector 
as “technical use,” such as biofuel 
production, GM cotton, etc.

Decree No. 839 implies that state 
registration of GMOs is contingent 
on issuing a permit for its intended 
use. In other words, if an applica-
tion for a permit is rejected, there 
is no state registration of the GMO 
and the GMO does not get listed 
in the state registry. At the same 
time, we believe that one of the vi-
tal objectives in the regulations of 
GMO turnover in the Russian Fed-
eration is the collection of informa-
tion on GMOs that hold potential 
for practical use (even despite the 
absence of a permit for use), which 
would allow for their identification 
and, if required, monitoring. In 
the case of a lack of GMO record-
keeping, irrelevant of the issuing 
of a permit for use, there is a risk 
of their illegal use with no techni-
cal capability for their identifica-

tion and revealing facts of unau-
thorized use. In this regard, it is 
possible to introduce GMO record-
keeping (for example, in the form 
of a consolidated GMO registry) 
which would be independent of the 
outcome of the state registration 
process and supposed accumula-
tion of data on GMOs, their genetic 
modification, and methods of iden-
tification and monitoring.

A possible drawback of the state 
registration process in its current 
form is the execution of an ex-
pertise of GMO molecular genetic 
study results by several federal 
bodies, depending on the type of 
intended use. Therefore, depend-
ing on the type of intended use of 
a GMO and the body of executive 
power responsible for its registra-
tion, the required experimental 
data and proofs might vary. There 
is no doubt that the workload in 
testing and the type of laboratory 
assays should account for GMO 
type specifics, details of its ex-
ploitation, and the intended use. 
However, it would be rational to 
harmonize and standardize mo-
lecular genetic characterization in-
dependently of the intended use of 
a GMO, and to identify molecular 
genetic expertise as a unified step 
that presupposes the deposition of 
information on the GMO into the 
united GMO registry within the 
procedure of GMO state registra-
tion, notwithstanding whether a 
permit for use is granted or not.

Finally, Decree No. 839 addresses 
only the question of state registra-
tion of GMOs intended for release 
into the environment. At the same 
time, Decree No. 839 (as well as 
TR CU 021/2011 “On the Safety 
of Food Products”) requires state 
registration of a GMO as a manda-
tory condition for the registration 
of products obtained with the use 
of that GMO, regardless of whether 
the GMO is released into the open 
environment or used in a closed 
system (i.e., not assuming contact 

of the GMO with the environment). 
Therefore, GM products derived 
from GMOs grown and bred in a 
closed system without a release into 
the environment cannot be regis-
tered due to the lack of regulations 
covering the registration of GMOs 
not intended for release into the 
environment. Thus, there is now an 
objective need for a legal basis for 
state registration of GMOs used for 
production purposes which are not 
intended for release into the envi-
ronment.

The third milestone in GMO 
legislation, besides FZ-86 and De-
cree No. 839, is the recently intro-
duced Federal Law of July 3, 2016 
No. 358-FZ “On the Amendments 
to Individual Legislative Acts of 
the Russian Federation Improving 
State Regulation in Genetic En-
gineering” (hereafter – 358-FZ). 
These amendments prohibit the 
cultivation and breeding of GM 
plants and animals, except for re-
search and laboratory purposes. 
Importantly, Federal Law 358 
only bans GM animals and plants 
“whose genetic program has been 
altered using genetic engineering 
methods and containing geneti-
cally engineered material whose 
appearance cannot be the result of 
natural processes” (358-FZ, Article 
4). Therefore, third- and fourth-
generation GMOs, whose genome 
alteration theoretically can occur 
naturally without genetic engineer-
ing intervention, are exempt from 
the prohibition, which requires a 
greater effort to adopt an unambig-
uous legal definition of such organ-
isms and products containing such 
organisms or obtained with the use 
of such organisms.

Despite the fact that some or-
ganisms generated with the use of 
genetic engineering are not banned 
by 358-FZ, prohibitive measures 
might have a negative impact on 
this sector of the economy, which 
is one of the drivers of innovation. 
The current situation is made worse 
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by a lack of prohibitive measures 
for GM products, along with the 
ban on the cultivation and breed-
ing of GM plants and animals. In a 
case of a need for a GM plant- or 
animal-derived product, there is a 
risk of becoming fully dependent on 
external sources of GMOs.

The current ban on the culti-
vation and breeding of GM plants 
and animals could also affect re-
search in the field of plant and ani-
mal transgenesis (and, accordingly, 
their financial support), both fun-
damental and translational ones.  
In such a situation, the Russian 
Federation can quickly loose its 
position and expertise in this area, 
finally falling into a dependence on 
external sources of GMO supply. In 
particular, should the ban be ad-
opted, it would make impossible 
GM animal-derived pharmaceuti-
cal (and other) recombinant pro-
tein production from milk, which, 
according to the RAND Corp., 
a highly authoritative analyti-
cal entity, will become one of the 
leading trends in biotechnology, 
bionanotechnology and biomedi-
cine to 2020 [18]. This opinion is 
supported by the presence on the 
market of the ATryn® and Ruco-
nest® pharmaceuticals, which are 
based on the recombinant human 
antithrombin III and С1-esterase 
inhibitors, which are derived from 
GM goat and rabbit milk, respec-
tively [1].

WHAT IS A GMO?
The term “GMO” is the corner-
stone of the field, since it defines 
the subject of regulation. As of to-
day, Federal Law 86-FZ defines a 
GMO as “an organism or several 
organisms, any non-cellular, cel-
lular and multicellular formation 
capable of reproduction or trans-
mission of its own genetic material, 
different from wild-type [natural] 
organisms, generated using genetic 
engineering methods and carrying 
genetically engineered material, 

including genes, their fragments, 
or combinations of genes.” On the 
one hand, this definition is very 
broad, and, based on it, plasmids, 
actually being vectors whose prop-
agation is possible only in permis-
sive host cells, also fall under this 
definition. On the other hand, the 
requirement of reproducing and 
transmitting genetic material ex-
empts infertile GMOs, such as the 
hybrids of fertile GMOs. At the 
same time, the transfer of genet-
ic modification on a novel genetic 
background occurring as a result 
of crossing can affect its manifes-
tations and requires a separate 
assessment of the risks and safety 
aspects. For this reason, the defi-
nition of a GMO should also cover 
such organisms. Finally, with the 
arrival of scareless genome editing 
technologies not assuming the in-
troduction of foreign genetic ma-
terial, a legal status for organisms 
obtained with the use of such tech-
nologies should be defined. Such 
organisms, classified as third- and 
fourth-generation GMOs (see sec-
tion “GMO classification”), are in-
deed products of genetic engineer-
ing. However, they can in theory 
appear through natural selection, 
thus meaning full principal iden-
tity of a genetic engineering ma-
nipulation to natural processes in 
this case, and a scientifically sub-
stantiated classification of such 
organisms as being non-GMOs. 
Along with that, because the ge-
nome of such organisms carries 
no scarring sequences, the GM 
origin of such organisms is impos-
sible to objectively prove, unlike 
in the case of “classical” GMOs of 
the first and second generations, 
which bear foreign DNA in their 
genomes serving as proof of their 
genetic modification. Evidently, 
the impossibility of proving usage 
of genetic engineering methods in 
the generation of such organisms 
can lead to legal ambiguity. In light 
of the abovementioned concerns, 

it appears rational to lump organ-
isms with genetically engineered 
genomes but lacking foreign DNA 
with those obtained through a 
classical selection process, while 
the notion of GMO should be re-
stricted to those bearing in their 
genetic material foreign DNA se-
quences. This view is also shared 
by the international scientific com-
munity [19].

To summarize, there is currently 
a need for amendments to the defi-
nition of “a genetically modified or-
ganism,” which should, on the one 
hand, address the shortcomings 
of the existing definition (both its 
redundancy and insufficiency) il-
lustrated above, and on the other, 
unambiguously situate in the legal 
realm organisms generated with the 
use of scarless genome editing meth-
ods, which have the potential to ap-
pear as a result of natural processes. 
Federal Law 358-FZ which exempts 
genetically engineered organisms in 
which genetic modifications can re-
sult from natural processes implic-
itly treats such organisms as outside 
the GMO classification, which, how-
ever, must be evidently specified in 
normative acts. As alluded to above, 
GMOs could be defined as “non-cel-
lular, single-cellular or multicellular 
formations generated with the use 
of genetic engineering and contain-
ing foreign DNA sequences that 
cannot appear as a result of natural 
mating and horizontal gene trans-
fer between non-GMO organisms, 
and/or as a result of recombina-
tion events or mutations (deletions 
and insertion of endogenous genetic 
material, single nucleotide substi-
tutions, chromosome rearrange-
ments).” Other organisms generated 
with the use of genetic engineering 
technologies shall not be considered 
as GMOs.

THE SAFETY OF GMOS
One of the obstacles in the use of 
GMOs is the concerns related to 
their safety. The safety of GMOs 
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and GM-products can be divided 
into the safety for consumers and 
environmental safety.

Today, there is a belief, mainly 
related to food products, that the 
presence of a genetic modification 
a priori makes GM products dan-
gerous for humans. However, no 
scientific study has revealed nega-
tive effects related to the consump-
tion of GM food products ostensi-
bly caused by the presence of a 
genetic modification per se. As for 
the published results of studies ap-
parently demonstrating the side ef-
fects related to GMO consumption 
and which are used as reference, 
a detailed analysis of such studies 
reveals scientific and methodologi-
cal flaws and, consequently, shaky 
findings [20]. Indeed, the presence 
of foreign DNA in a host’s genome 
contained in a food product by no 
means affects the safety of such 
a product for consumers: (i) first, 
the lack of horizontal DNA trans-
fer upon ingestion has been experi-
mentally demonstrated for mam-
mals [21]; (ii) second, human diets 
contain huge amounts of foreign 
DNA from plants and animals and 
no horizontal transfer has yet been 
documented.

Interestingly, GMOs have con-
stituted a portion of our diet for the 
last several thousand years accord-
ing to recent studies. Namely, the 
genome of the sweet potato plant 
domesticated approximately 8,000 
years ago has been shown to con-
tain two stretches of DNA derived 
from the genome of Agrobacterium, 
one of which, in the authors’ opin-
ion, conferred the desirable traits 
that warranted the domestication 
of this particular variety [22]. At the 
same time, Agrobacterium T-DNA-
based vectors are widely used to-
day in plant genetic engineering 
[23]. Overall, the consumption of 
naturally transgenic sweet potato 
for a thousand years demonstrates 
that transgenic food crops are safe 
for humans from the dietary per-

spective, which is a very sensitive 
subject in society.

Put together, the only threat 
posed by a product obtained with 
the use of a GMO or containing a 
GMO is the new characteristics 
that the new phenotype might 
possess. However, any risk as-
sessment should be based on our 
common regulations for new non-
GMO products, which carry risks 
just as well [24]. The potato vari-
ety Lenape, which was withdrawn 
from the market due to excessive 
accumulation of natural potato 
toxins eventually formed during 
random selection is a good exam-
ple of the risks associated with or-
ganisms obtained through natural 
selection [25].

In summary, the risks related 
to genetic modifications per se are 
negligible, whereas organisms ob-
tained without the use of genetic 
engineering, similarly to GMOs, 
may also be unsafe.

CLASSIFICATION OF GMO
GMO classification is of practical 
importance since monitoring strat-
egies and risk assessments studies 
of GMOs and GM products should 
be guided by their intrinsic charac-
teristics.

One of the common classifica-
tion schemes is by generation. It 
has been historically used for GM 
plants (and is fully applicable to 
GM animals). The first-generation 
GMO group includes organisms 
that carry a fragment of exog-
enous DNA in their genome. The 
organisms that belong to the sec-
ond-generation GMOs are similar 
to those of the first group but car-
ry several transformation events 
and can be obtained by crossing 
first-generation GMOs. Owing to 
the presence of foreign DNA in the 
genome of first- and second-gen-
eration GMOs, these organisms can 
be unambiguously identified [26], 
and scarring sequences unequivo-
cally provide evidence of past ge-

netic manipulations. Third- and 
fourth-generation GMOs, which 
are nearly intragenic (i.e., carry 
endogenous DNA sequences with 
minimal modifications), intragenic 
and cis-genic organisms (modified 
essentially with authentic endog-
enous genetic material), should 
be treated differently from the 
abovementioned GMOs [26]. The 
prominent feature of these organ-
isms is the defining possibility of 
natural occurrence of such genetic 
medications in the wild or during 
selection through mutations and/
or chromosome rearrangements. 
This, in turn, leads to the impos-
sibility of proving objectively that 
genetic engineering has been used 
to generate such an organism. Hav-
ing said that, it would seem logical 
that third- and fourth-generation 
GMOs should be treated within the 
legal framework as those obtained 
through a classical selection pro-
cess.

For GMOs ascribed to the first 
and second generations, safety and 
risk assessments and applicable 
constraints are mostly identical, 
with the requirement for more than 
one transformation event analysis 
for second-generation GMO iden-
tification and monitoring. In our 
opinion, from a practical point of 
view, more important in GMO and 
GM product classification are the 
following criteria:
•cultivation and breeding in a 
closed system (i.e., assuming no 
contact with the environment) or in 
an open environment;
•presence or absence of viable or 
inactivated GMOs in GMO-derived 
products; and
•presence or absence of GMO-de-
rived DNA in GM products.

The abovementioned criteria al-
low for shaping optimal and well 
calibrated principles of both GMO 
characterization from the molecu-
lar genetics standpoint and risk as-
sessment for GMOs and GM prod-
ucts.
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APPROACHES TO THE RISK 
ASSESSMENT OF GMO 
AND GM PRODUCTS 

GMO indented for cultivation 
and breeding in a closed system 
A GMO of this type primarily has 
no contact with the environment, 
while contacts with humans are 
restricted to the manufacturing 
process this organism is used in, 
and the personnel involved in GMO 
processing. In this respect, there 
is a no need for an assessment of 
the impact of GMOs on the envi-
ronment and of the related risks, 
which might exist only for manu-
facture waste. The potential risks 
to personnel during GMO handling 
are comparable to those faced when 
handling similar non-GMOs, with 
additional requirements to assess 
the risks linked to the presence of 
genetic modifications. Keeping in 
mind that GMOs may spill into the 
environment in an emergency sit-
uation, there should be pre-estab-
lished strategies for GMO identi-
fication and monitoring based on 
unique transgene detection, as well 
as measures to eliminate the con-
sequences of a release into the en-
vironment. At the same time, the 
necessity for a molecular character-
ization of the transformation event 
in a given GMO (a transformation 
event refers to the incorporation of 
an exogenous DNA fragment into a 
particular site of an organism’s ge-
nome) should depend on the type of 
GMO-derived product (see below).

GMO intended for cultivation and 
breeding in an open environment 
This type of GMO requires that the 
risks be assessed in terms of the in-
teractions of such organisms with 
the environment and the potential 
impact on it. These risks can be di-
vided into two groups. The first is 
related to the novel phenotypic fea-
tures acquired by an organism as a 
result of a genetic modification, as 
well as to the intrinsic properties 

of the recipient organism if intro-
duced into an extrinsic ecosystem. 
The second relates to the risk of 
uncontrolled propagation of the ge-
netic modification in the ecosystem. 
To evaluate the first group of risks, 
it would be rational to implicate the 
approaches, methods, and criteria 
used in the evaluation when a simi-
lar non-GMO is introduced into the 
ecosystem as a novel species. Such 
an evaluation could also incorporate 
an assessment of the risks arising 
from the production by the GMO of 
extrinsic proteins and metabolites 
as a result of the genetic modifica-
tion. However, as of today, ecolog-
ical expertise of novel breeds and 
varieties is not stipulated by the 
law, while experience in such types 
of expertise applicable to cases of 
novel species introduction is very 
limited. This lack of appropriate 
knowledge and experience hinders 
an efficient application of such an 
approach and needs to be remedied 
by scientifically proven guidelines 
to assess the environmental impact 
of GMOs, which would also be ful-
ly applicable to non-GMOs. Indeed, 
regardless of whether the resist-
ance of an organism to environmen-
tal factors (for example, to a par-
ticular pathogen) was conferred by 
a genetic manipulation or occurred 
naturally, the risks associated with 
the release of such an organism into 
the environment are similar, and 
the assessment of the environmen-
tal impact of an introduction should 
be done for both GM and non-GM 
organisms. In this case, it is rational 
to build the assessment on the ba-
sis of a comparative analysis with a 
similar organism (for GMO – with 
the recipient organism).

The presence of a transgene adds 
additional requirements to the risk 
assessment strategy. This includes 
uncontrolled horizontal or vertical 
transgene transfer (importantly, 
the risks of a spread of traits (for 
example, resistance to pathogens 
and pests) acquired under classical 

selection are the same, but they are 
not covered by the current rules). It 
is possible to conduct an assessment 
of the risks of uncontrollable trans-
gene expansion in the ecosystem 
depending on the specific proper-
ties of the GMO and type of genetic 
modification. For instance, GM ani-
mals show negligible risks of hori-
zontal transgene transfer, whereas 
the risks associated with vertical 
inheritance of a transgene follow-
ing inbreeding should be taken into 
account. In contrast, for GM micro-
organisms the assessment of hori-
zontal transgene transfer is a must. 
In order to avoid bias, studies and 
methods aimed at evaluating hori-
zontal or vertical transgene trans-
fer risks should be standardized as 
much as possible for different tax-
onomy groups of GMOs and their 
intended use.

In compliance with Decree No. 
839, the safety of a GM organ-
ism is the only factor that affects 
the decision on the release of such 
an organism into the environment 
(except for GMOs intended for the 
production of pharmaceuticals and 
medical devices). At the same time, 
all newly acquired properties, re-
gardless of the mechanism of ac-
quisition, a priori act as risk factors 
due to the fact that a comprehen-
sive analysis of the environmental 
impact is impossible, thus prompt-
ing an unconditional ban in order 
to exclude all possible risks. Hav-
ing said that, the decision on the 
cultivation and breeding of GMOs 
should consider not only identified 
or potential environmental risks, 
but other factors also should be 
taken into account, such as tech-
nological, social, economic factors, 
etc., and the final decision should 
be based on a comprehensive mul-
tifactorial “risks versus benefits” 
analysis.

The strategy regarding GMOs 
intended for cultivation and breed-
ing in an open environment, in 
particular GM plants and animals, 
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requires not only unambiguous 
identification tools enabling their 
monitoring, but also methods al-
lowing for an analysis of trans-
formation events (if the latter are 
present). The transformation event 
unambiguously identifies the line of 
the GMO and permits its differen-
tiation from related lines carrying 
the same transgene. In this case, the 
transformation event can also serve 
as a unique feature identifying the 
GMO.

GMO-derived products
It is deemed logical that GMO-de-
rived products deserve a differen-
tial approach taking into account 
the specific risks associated with 
the described-above product types. 
Along with that, a general ap-
proach to safety evaluation should 
be based on principles applicable to 
similar non-GM products, with an 
additional evaluation of the specific 
risks associated with the presence 
of a transgene, if any.

As discussed above, we believe 
appropriate to single out three sub-
types of GM products. The first one 
is defined as “products obtained 
with the aim of GMOs” and cov-
ers products manufactured from 
GMOs or their “waste products,” 
or the latter themselves, which are 
free of GMO genetic material (the 
maximally allowed residual DNA 
content should be settled in this 
case and controlled). Recombinant 
proteins and target metabolites 
(amino acids, etc.) are examples 
of such products. When compared 
to similar non-GM products, such 
GM-derived products pose no ad-
ditional risks because of the ab-
sence of transgenic material. On 
these grounds, such products can 
and should be treated as non-GM. 
The only parameter worth moni-
toring is ensuring that there is no 
residual transgenic material in a 
manner similar to the regulatory 
standards of quality control for bio-
pharmaceuticals, implying a maxi-

mally allowed residual host strain 
DNA content. For GMOs used for 
the manufacturing of this type of 
products and not supposed to be re-
leased into the environment, there 
is no need for transformation event 
description, if the latter exists.

The second type of GM products 
consists of “products obtained with 
the use of GMOs” which contain 
whole non-viable GMOs or prod-
ucts of their processing not assum-
ing the removal of host DNA. The 
additional risks posed by such GM 
products are linked to the pres-
ence of GMO DNA and the associ-
ated potential risks of a horizontal 
transfer, which should govern risk 
assessment in conjunction with 
screening for viable organisms.

Finally, the third type of GM 
products can be defined as “prod-
ucts containing or being viable 
GMOs,” thus presupposing the 
presence of viable GMOs. The 
greater number of additional risks 
is associated with this type of prod-
ucts if compared to analogous non-
GM products. In this case, an as-
sessment of the risk of uncontrolled 
expansion of the GMO derived from 
the product in the environment 
should be performed, and if signifi-
cant, necessitate a whole complex 
of risk assessment tools suited to 
GMOs intended for release into the 
environment.

Modern technologies of targeted 
genome editing and GMO’s 
molecular genetic characterization 
and safety evaluation
As noted above, the legal frame-
work for GMO and GM product 
turnover could directly influence 
research in the field of genetic en-
gineering. At the same time, ad-
vances in targeted genome editing 
technologies, along with their prac-
tical applications aiming at gener-
ating socioeconomically significant 
GMOs, could be of importance for 
GMO and GM product characteri-
zation and safety evaluation, some-

thing especially applicable to GMOs 
bearing a transgene integrated into 
the host genome.

Earlier techniques of plant and 
animal transgenesis resulted in 
random integration of transgene 
into the host genome at variable 
copy numbers. Along with signifi-
cant variations in transgene ex-
pression efficiency and stability, it 
technically complicates the precise 
localization of the transgene in-
tegration site in the genome (i.e., 
transformation event), especially 
in the case of tandem integra-
tion of multiple transgene copies. 
In addition, random incorpora-
tion of a transgene can potentially 
lead to side effects that affect the 
safety of such organisms. For ex-
ample, altered protein isoforms 
might appear, or some metabolic 
pathways could be altered, etc. 
Current methods of targeted ge-
nome editing, such as those based 
on CRISPR-mediated homologous 
recombination, along with its com-
bination with site-directed recom-
bination (using Cre, Flp and other 
recombinases) to increase the ef-
ficiency of transgenesis, allow one 
to achieve a targeted integration 
of a transgene with single-nucle-
otide precision. This approach en-
ables the selection of an optimal 
integration site in the recipient’s 
genome. For example, the β-casein 
locus may be an optimal one for 
transgene insertion to efficiently 
produce recombinant proteins in 
milk, owing to its high endogenous 
expression level and the dispens-
ability of β-casein for normal lac-
tation [27, 28]. Other attractive loci 
are those capable of supporting 
transgenic expression upon inser-
tion but whose integrity is indis-
pensable for the normal growth 
and development of an organism, 
such as ROSA26 locus [29–32]. Be-
sides the efficient generation of 
transgenic organisms with ensured 
stability and efficiency of trans-
gene expression and a minimized 
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likelihood of eventual adverse ef-
fects on the host due to transgene 
insertion, which is of importance 
in ensuring the organism’s safety, 
targeted genome editing technolo-
gies allow one to control the trans-
gene copy number and makes the 
description of the transformation 
event a routine task. Over all, the 
use of state-of-the art methods of 
targeted genome editing simplifies 
the essential, for state registration, 
molecular genetic research aimed 
at characterizing the generated 
organisms and contributes to the 
minimization of the risks associat-

ed with the influence of a genetic 
modification on the GMO safety 
profile compared to its non-GMO 
counterpart (recipient).

Conclusion 
To summarize, today it is vital to 
revisit our legal framework and 
guidelines related to the safety and 
risk assessment of GMOs and GM 
products in the Russian Federation. 
The suggested herein concept en-
ables to conduct an efficient eval-
uation, while eliminating wasteful 
studies depending on the specific 
features of a GMO, the conditions 

of its intended handling, and the 
features of the derived GM prod-
uct. The creation of a system that 
enables a broad involvement of 
GMOs in the real economy will also 
provide incentives for research in 
this dynamic and growing field, 
where the Russian Federation to-
day has sufficient expertise and 
potential [33]. However, if the sit-
uation with the regulatory system 
remains unchanged, with a total 
ban on GM plants and GM animals 
remaining in place, the existing 
expertise might be rapidly lost be-
cause it won’t be needed. 
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INTRODUCTION
Telomerase is a ribonucleoprotein complex compris-
ing a reverse transcriptase (TERT) – a protein  subu-
nit enabling polymerase activity, and telomerase RNA 
(TER) [1, 2]. Telomerase RNA contains a template for 
the synthesis of telomeres and has an important ar-
chitectural function: it acts as a structural framework 
for the formation of the active enzyme [3]. Different 
elements of the complex spatial structure of telomer-
ase RNA are involved in the formation of the active 
telomerase center, promoting the effective addition of 
nucleotides during the synthesis of a telomeric repeat, 
as well as the translocation of the enzyme at the tel-
omere required for the processive synthesis of a long 
telomeric sequence [4]. Additional protein factors in-
teract with different domains of telomerase RNA and 
are necessary for its stabilization, efficient assembly, 

and the regulation of enzyme activity, localization, and 
transport within the cell.

STRUCTURE OF TELOMERASE RNA
Despite the high degree of variation in term of their 
sizes and nucleotide sequences, telomerase RNAs in 
yeast and mammals share four conserved structural 
elements necessary for the formation and function-
ing of the enzyme [5–11]. The template region, as its 
name implies, serves as a template for telomere syn-
thesis [3], pseudoknot is involved in the positioning of 
the template region in the active site of the enzyme 
[12], and together with the STE-element (stem-termi-
nus element) it interacts with TERT, whereas the spe-
cies-specific 3’-terminal element ensures the stability 
of telomerase RNA [13] and is required for its proper 
intracellular localization [14–16] (Fig. 1).
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ABSTRACT Telomerase is one of the major components of the telomeres –– linear eukaryotic chromosome ends – 
maintenance system. Linear chromosomes are shortened during each cell division due to the removal of the 
primer used for DNA replication. Special repeated telomere sequences at the very ends of linear chromosomes 
prevent the deletion of genome information caused by primer removal. Telomeres are shortened at each repli-
cation round until it becomes critically short and is no longer able to protect the chromosome in somatic cells. At 
this stage, a cell undergoes a crisis and usually dies. Rare cases result in telomerase activation, and the cell gains 
unlimited proliferative capacity. Special types of cells, such as stem, germ, embryonic cells and cells from tissues 
with a high proliferative potential, maintain their telomerase activity indefinitely. The telomerase is inactive 
in the majority of somatic cells. Telomerase activity in vitro requires two key components: telomerase reverse 
transcriptase and telomerase RNA. In cancer cells, telomerase reactivates due to the expression of the reverse 
transcriptase gene. Telomerase RNA expresses constitutively in the majority of human cells. This fact suggests 
that there are alternative functions to telomerase RNA that are unknown at the moment. In this manuscript, we 
review the biogenesis of yeasts and human telomerase RNAs thanks to breakthroughs achieved in research on 
telomerase RNA processing by different yeasts species and humans in the last several years.
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PROCESSING AND LOCALIZATION OF TELOMERASE RNA

Processing and localization of telomerase 
RNA of Saccharomyces cerevisiae (TLC1)
In the process of RNA transcription, polymerase II 
synthesizes two forms of telomerase RNA: a long pol-
yadenylated one and a short non-polyadenylated one. 
The fate of the long polyadenylated form is poorly un-
derstood at the moment. It is known that this form ac-
counts for 10% of the total telomerase RNA in a cell, 
but it is not associated with the active telomerase [17]. 
It is assumed that the long polyadenylated telomerase 
RNA can be processed to the “mature” catalytically 
active form. The expression of TLC1 in S. cerevisiae 
yeast is known to be regulated by a strong promoter 
(pGal4), which directs the expression of protein-en-
coding genes and leads to the accumulation of the pol-
yadenylated form, but it does not affect the content of 
the non-polyadenylated one, whereas disruption of the 
polyadenylation system prevents the formation of the 

polyadenylated form and greatly reduces the content 
of “mature” TLC1 in a cell [17, 18]. These data suggest 
that the long polyadenylated primary transcript may 
undergo processing to yield mature telomerase RNA, 
although there are no experimental data to support 
such a mechanism yet.

In yeast cells, different transcriptional complexes as-
sociated with RNA polymerase II participate in the for-
mation of the two forms of the telomerase RNA prima-
ry transcript. At the transcription initiation step, RNA 
polymerase II forms a complex with termination and 
processing factors, i.e.  the promoter determines the 
mechanism of termination. It has been demonstrated 
that the polyadenylated and non-polyadenylated forms 
of the primary transcript of S. cerevisiae telomerase 
RNA form independently. Disruption of polyadenyl-
ation signaling leads to the disappearance of the long 
polyadenylated form of TLC1, but it does not affect the 
formation of the non-polyadenylated mature form [18]. 
TLC1 is associated with Nrd1-Nab3-Sen1 transcription 
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Fig. 1. Structures of yeasts and human telomerase RNAs. A. Schematic model of human telomerase RNA secondary 
structure. B. Schematic model of S.cerevisiae telomerase RNA secondary structure. C. Schematic model of S.pombe 
telomerase RNA secondary structure.
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termination factors, specific for noncoding RNA [19]. 
The 3’-terminal region of the TLC1 gene contains bind-
ing sites for the termination factors Nab3 and Nrd1, 
whose deletion results in the accumulation of the poly-
adenylated primary transcript [18, 19]. The termination 
factors Nrd1, Nab3, and Sen1 are known to be associat-
ed with a complex consisting of RNA polymerase II, the 
cap-binding complex (CBP80, CBP20), an exosome, and 
TRAMP [20]. TRAMP includes TRF4/5 proteins (non-
canonical poly(A) polymerase), Air1/2 (RNA-binding 
protein), and RNA-helicase MTR4 [21, 22]. TRF4 adds 
a short oligo(A) sequence, forming an unstructured 
3’-terminus for noncoding RNAs as small nuclear, 
nucleolar, and TLC1, which can be processed by exo-
somes [18, 23–26]. Exosomes activity is limited by the 
Sm-proteins associated with the 3’-terminal portion 
of mature telomerase RNA. If an exosome does not 
encounter an obstacle in its path in the form of a Sm-

proteins complex, it fully degrades small nuclear and 
nucleolar RNA, as well as telomerase RNA [27] (Fig. 2).

Cellular localization and assembly of the 
active telomerase complex of S.cerevisiae
One of the important stages in the biogenesis of tel-
omerase RNA and telomerase itself is the proper in-
tracellular localization of their components (Fig. 2). 
As has been stated previously, the primary transcript 
of telomerase RNA in both yeast and human cells is 
subjected to co-transcription processing, followed by 
maturation or degradation by exosomes. In S. cerevi-
siae, properly matured telomerase RNA localizes in 
the nucleolus, where its cap is hypermethylated by 
the Tgs1 enzyme [28]. The trimethylated processed 
form of TLC1 is exported from the nucleus by a nucle-
ar-cytoplasmic transport system [29]. The Crm1/Xpo1 
and mRNA export factors Mex67 and Dbp5/Rat8 are 

Fig. 2. Model of processing and localization of S. cerevisiae telomerase RNA.
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responsible for the export of telomerase RNA. In the 
cytoplasm, telomerase RNA forms a complex with the 
protein subunits of telomerase Est1, Est2 and Est3, and 
afterwards the Mtr10 and Kap22 factors responsible 
for import into the nucleus transfer the enzyme back 
into the nucleus [29–31], where it interacts with tel-
omeres and lengthens them in the late S-phase.

Processing of telomerase RNA in fission yeast
Telomerase RNA has undergone significant chang-
es over the course of evolution, which have affected 
both its structure and processing mechanism. At the 
moment, there is no doubt that telomerase RNA is 
synthesized in all organisms as a long precursor whose 
correct processing results in mature catalytically ac-
tive telomerase RNA. Telomerase RNA is involved in 
the fine regulation of the state of a cell; therefore, the 

content of telomerase RNA must be maintained at the 
physiological level for its proper functioning in a cell. In 
fission yeast (Schizosaccharomycetes) [32], Hansenula 
polymorha yeast (Saccharomycetaceae) [33], and other 
fungi (Sordariaceae, Trichocomaceae) [34], a precursor 
of telomerase RNA is synthesized by RNA polymerase 
II as a polyadenylated transcript (Fig. 3).The primary 
transcript of telomerase RNA in the cells of these or-
ganisms contains two exons, an intron, and a 3’-termi-
nus  poly(A) sequence. The processing of the primary 
transcript is carried out by a spliceosome. The first step 
in the splicing (cut in 5’-splicing site) produces a mature 
form of telomerase RNA. Processing by a spliceosome 
was first discovered in the cells of Schizosaccharomy-
ces pombe yeast [32]. The splicing is a tightly coordi-
nated process: all its stages occur very quickly and in 
a very specific order. In the first step, the 2’-hydroxyl 
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Fig. 3. Model of processing of S. pombe telomerase RNA.



18 | ACTA NATURAE |   VOL. 8  № 4 (31)  2016

REVIEWS

group of adenosine at the branching point located in 
the middle of the branching site attacks the 5’-terminal 
splicing site at its sugar phosphate backbone. The result 
is an intermediate with a lasso structure, wherein the 
5’-terminus of the intron is attached to the branching 
point through a 2’–5’-linkage. The freed 3’-hydroxyl 
group of the 5’-termnius of the exon attacks the 3’-ter-
minal splicing site, which leads to a joining of exons and 
the excision of the intron as a lariat. The spliceosome 
contains small nuclear RNA (snRNA) U1, U2, U4, U5 
and U6, which direct and enable a quick and accurate 
splicing process through complementary interactions 
with different parts of pre-mRNA [35]. It has been 
shown that a slowdown of TER precursor splicing after 
the effective first stage is caused by the peculiarities 
of the regulatory regions of telomerase RNA itself [32, 
36[36]. In S. pombe, the distance between the branch-
ing point and 3’-terminal splicing site of telomerase 
RNA is 22 nucleotides [32], which is about two times 
greater than in the majority of introns in this organ-
ism [37]. Shortening the intron to 14 nucleotides leads to 
complete splicing and degradation of telomerase RNA 
[32]. Further analysis of the splicing sites has revealed 
some interesting features [31, 35]. It turns out that in-
complete complementarity of the 5’-terminal splicing 
site of U1 snRNA [32], high degree of complementarity 
between the branching site and U2 snRNA, and a long 
distance between the branching point and the 3’-ter-
minal splicing site, as well as weak polypyrimidine 
tract synergistically reduce the rate of transition to 
the second stage of splicing [36]. The PrP22 and PrP43 
proteins (helicases with DExD/H-box) are involved in 
the processing of S. pombe telomerase RNA [36]. These 
proteins use the energy of ATP hydrolysis to release 
splicing intermediates during deceleration in the sec-
ond stage (exon ligation). Therefore, when transition to 
the second stage of splicing is arduous, the spliceosomes 
frozen on intermediates are released [38]. The muta-
tions inhibiting the ATPase activity of these proteins 
significantly increase the content of the fully spliced 
TER1 form [36].

Sm-proteins are known to be associated with the 
telomerase RNA of S. cerevisiae yeast[39], and they also 
interact with U1, U2, U4, and U5 snRNA [40, 41]. The 
Sm-proteins binding site is located a few nucleotides 
away from the 3’-terminus of the mature form [39]. In 
S. pombe cells, a spliceosome cuts TER1 at a distance of 
one nucleotide from the Sm-proteins binding site and 
therefore, may decrease the stability of the complex. 
It has been discovered that Sm-proteins interact with 
the polyadenylated TER1 precursor and facilitate its 
sectioning by the spliceosome [42]. Smd2 attracts Tgs1, 
which carries out post-transcriptional hypermethyl-
ation of TER1 to produce 2,2,7-trimethylguanozine 

5’-cap. After the sectioning and hypermethylation of 
TER1, Sm-proteins dissociate and are replaced by Lsm-
proteins (Fig. 3), which protect telomerase RNA against 
degradation by exosome [42].

Later, it was shown that other types of fission 
yeast and fungi maintain telomerase RNA process-
ing by splicing its precursor with a spliceosome. In S. 
cryophilius and S.octoporus, the 5’-terminal splicing 
site comprises a cytosine residue in the third position, 
which stabilizes the interaction with U6 of snRNA in 
the first stage and slow transition to the second [43]. 
In Aspergillus sp. and Neurospora crassa, the first nu-
cleotide of the 5’-terminal splicing site, adenine, is im-
portant for the release of the processed product after 
the first step of splicing [33, 42]. The formation of non-
canonical interactions between the first and last gua-
nosine in the intron is believed to be necessary for the 
positioning of the 3’-terminal splicing site in the second 
reaction of transesterification and ligation of exons [44], 
whereas replacement of guanosine with adenine in the 
telomerase RNA of the fungi families Pezizomycotina 
and Taphrinomycotina, which are the closest to the 
common ancestor, prevents the formation of a proper 
three-dimensional structure and stops the splicing af-
ter the first transesterification reaction and subsequent 
dissociation of the frozen spliceosome [34, 36, 43]. 

The dramatic differences in the mechanism of 
telomerase RNA processing in evolutionarily related 
organisms do not affect the strict control of the quan-
tity and quality of the telomerase RNA in their cells. 
In yeast cells, exosome degrades improperly processed 
telomerase RNA as well as RNA which had not form 
complexes with the proteins that regulate its localiza-
tion and activity.

Processing and localization of 
human telomerase RNA
Yeast and human telomerase RNA differ considera-
bly in length and structure, but they share the main 
conservative components important for the formation 
and functioning of the telomerase complex. Mature 
human telomerase RNA (hTR) consists of 451 nucle-
otides [45]. Transcription of the hTR gene is carried 
out by RNA polymerase II [46]. The promoter of the 
hTR gene is well mapped, but the terminator region is 
poorly understood [47]. The length of the primary tran-
script of hTR remains to be determined. The 541-nucle-
otide elongated form of human telomerase RNA was 
first identified by reverse transcription, followed by 
PCR amplification [45]. More recent data obtained by 
high-throughput sequencing indicate the existence of 
a primary transcript of telomerase RNA up to 1,451 
nucleotides in length [48]. The 3’-terminal domain of 
human telomerase RNA forms a structure similar to 
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structures common to the H/ACA RNA family [49]. 
This structure consists of two hairpins connected by a 
single stranded loop H, and it contains a single stranded 
5’-ACA-3 ‘motif located 3 nucleotides before from the 
3’-terminus of the mature telomerase RNA (Fig. 1). H/
ACA hairpins are associated with a set of four proteins: 
dyskerin, NHP2, NOP10, and GAR1 [13]. H/ACA hair-
pins and the proteins associated with it provide stabili-
ty to telomerase RNA, as well as to other H/ACA RNA. 
It is known that H/ACA RNAs serve as guides for the 
directional pseudouridinylation of ribosomal RNA, but 
the telomerase RNA target is not defined: therefore, 
its H/ACA motif is assigned only a stabilizing function.

A combination of deep sequencing methods and de-
termination of the 3’-terminus of RNA (3’-RACE) has 
revealed the heterogeneity of the 3’-terminus of human 
telomerase RNA [50]. It has been found that the 3’-ter-
minal sequence may contain from one to seven addition-
al nucleotides corresponding to the genomic sequence, 
and a short oligo(A) sequence (1–10 nucleotides). Thus, 

we can conclude that telomerase RNA is synthesized in 
the form of an elongated precursor which is processed to 
form the intermediate oligoadenylated form.

It is known that snRNAs containing H/ACA-motifs 
are processed by exosomes [51]. In mammalian cells, 
exosomes are attracted to their substrate by several 
protein complexes. The TRAMP (TRF4, ZCCHC7 and 
MTR4) complex is known to be involved in the degra-
dation of noncoding RNAs and aberrant transcripts in 
the nucleolus. For this, the TRF4 protein oligoadenyl-
ates the transcript, which serves as a signal for deg-
radation by exosomes [51, 52]. The NEXT complex 
(RBM7, ZCCHC8 and MTR4) attracts exosomes to ac-
tively transcribed RNA and the so-called PROMoter 
uPstream Transcripts (PROMPTs), whose synthe-
sis begins before the coding genes promoters [53, 54]. 
NEXT interacts with the cap-binding complex (CBC), 
forming a CBCN complex and implementing co-tran-
scriptional cap-dependent 3’-processing or degradation 
of RNA in the nucleus [54–57].
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Fig. 4. Model of processing and localization of human telomerase RNA.
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Inactivating mutations in the PARN1 gene encod-
ing poly(A) ribonuclease 1 were recently discovered in 
patients with severe manifestations of dyskeratosis, 
a disease associated with short telomeres [58]. It was 
found that disruption of function or knockdown of the 
PARN1 gene leads to a decrease in the total amount 
of telomerase RNA in cells with a simultaneous in-
crease in the proportion of non-processed oligoadenyl-
ated RNA [16, 47, 58, 59]. Baumann’s group discovered 
that spliceostatin A, a splicing inhibitor, does not af-
fect the processing of telomerase RNA in humans [48], 
whereas isoginkgetin, which blocks the operation of 
not only spliceosome, but also exosomes [55], inhibits 
the processing of the hTR, resulting in the accumula-
tion of the 3’-elongated form. In cells with a reduced 
content of the RRP40 protein, the main component of 
exosomes, and two nucleases associated with it, RRP6 
and DIS3, the 3’-elongated form and the mature form 
of telomerase RNA accumulate, while the amount of 
the oligoadenylated form decreases. Mature telom-
erase RNA accumulates in the case of knocked down 
DGCR8 processor component, as well. It has been found 
that DGCR8 is involved in attracting exosomes to sn-
RNA and telomerase RNA, thus controlling their total 
amount in a cell [60]. Knockdown of NEXT components, 
as well as that of the CBC complex promotes the accu-
mulation of the 3’-elongated form of telomerase RNA 
[48]. The TRF4 protein, a component of TRAMP, and 
the canonical poly(A) polymerases PAPα and PAPγ 
carry out oligoadenylation of the telomerase RNA pre-
cursor [61]. Interestingly, oligoadenylation of telomer-
ase RNA by the TRF4 protein promotes its degradation 
and PAPα/γ is involved in processing, which results 
in the formation of mature telomerase RNA [61]. The 
oligoadenylated form of human telomerase RNA is sta-
bilized by PABPN1 (nuclear poly(A)-binding protein 
1), which stimulates the synthesis of poly(A) sequences 
and attracts PARN, whereby promoting the matu-
ration of hTR. A free oligo(A) sequence, unprotected 
by PABPN1, is a signal of RNA degradation by the 
TRAMP-exosome complex [61].

The proteins interacting with the H/ACA domain 
play a major role in the processing of human telomerase 
RNA. Dyskerin, NOP10, NHP2, NAF1, and GAR1 are 
RNA chaperones, and their interaction with telomerase 
RNA during processing stabilizes it, preventing degra-
dation by exosomes. Dyskerin protects telomerase RNA 
from degradation by nuclear 3’-5’-exosomes. Dyskerin 
knockdown and mutations that disrupt telomerase 
RNA binding to the protein result in a reduced level 
of mature telomerase RNA in cells, whereas double 
knockdown of dyskerin and PARN1 cause the accu-
mulation of telomerase RNA in cytoplasm bodies called 
cyTER (cytoplasmic TER). Degradation of telomerase 

RNA from the 5’-terminus by the decapping protein 
DCP2 and 5’-3’-exonuclease XRN1 [16] also indicate a 
cytoplasmic localization of telomerase RNA.

Summarizing the data on the processing of human 
telomerase RNA, it is possible to suggest the following 
general scheme for its synthesis and maturation (Fig. 
4). After primary transcript synthesis by RNA-poly-
merase II and co-transcriptionally capping, it inter-
acts with dyskerin, NOP10, NHP2, and NAF1, which 
stabilize and protect RNA from degradation [62]. Part 
of telomerase RNA, which is associated with dyskerin 
and other chaperones, undergoes processing to form 
mature telomerase RNA. In order to achieve this, the 
CBC complex attracts the NEXT-exosome complex , 
which shortens the long precursor in the nucleus un-
til it meets the H/ACA motif associated with H/ACA-
binding proteins [48]. This product contains from one 
to seven additional nucleotides at the 3’-terminus. 
The nuclear poly(A) polymerases PAPα, PAPγ, and 
TRF4, a component of the exosome-associated nucle-
olar TRAMP complex, oligoadenylates this substrate 
[48, 60]. The oligoadenylated precursor interacts with 
PABPN1 [60], which protects it from further degrada-
tion, and attracts PARN1 [16, 48, 59, 60]. PARN1 gently 
shortens the oligo(A) sequence and the remaining addi-
tional nucleotides to form the mature telomerase RNA. 
The primary transcript which failed to form a complex 
with dyskerin or other chaperones is degraded by the 
TRAMP-exosome complex. Some of the primary tran-
script is exported from the nucleus to the cytoplasm, 
where it is decapped by the DCP2 protein and degrad-
ed by cytoplasmic 5’-3’-exonuclease XRN1 [16].

In a HeLa tumor cell line, telomerase RNA accu-
mulates in Cajal bodies. A so-called CAB box is identi-
fied in the structure of telomerase RNA, which is re-
sponsible for its localization in the Cajal bodies, where 
telomerase and telomere interaction takes place [63]. 
Mutations in CAB-box [14], as well as mutations in the 
TCAB1 protein [64], disrupt human telomerase RNA 
localization in the Cajal bodies. TCAB1 interacts with 
CAB-box of telomerase RNA and ensures its location 
in the Cajal bodies [64]. Both the mutations and the ab-
sence of TCAB1 do not affect the enzymatic activity of 
telomerase, but they prevent its localization in Cajal 
bodies and telomeres [65]. hTERT may form a complex 
with hTR in both the nucleus and the cytoplasm, but 
the Cajal bodies and telomerase RNA direct telomerase 
localization at the telomere.

Recent research on the processing and localization 
of telomerase RNA in yeast and humans demonstrates 
that the amount of telomerase RNA in a cell is tightly 
controlled. Telomerase RNA processing and degra-
dation are believed to be competing processes whose 
balance regulates the amount of telomerase RNA in a 



REVIEWS

  VOL. 8  № 4 (31)  2016  | ACTA NATURAE | 21

cell. The detection of telomerase RNA in the cytoplasm 
raises new questions. It is unclear whether this step is 
necessary for the processing or assembly of telomerase 
or whether human telomerase RNA performs alterna-
tive cell functions, some of which have been previously 
described [65]. 

CONCLUSION
Telomerase maintains the proliferative potential of 
cells, which makes it one of the most important objects 
in studies of aging and cell transformation. Disruption 
of telomerase functioning leads to the development of 
tumors and telomeropathies. One of the essential com-
ponents of telomerase is telomerase RNA, whose gene 
is expressed in most cell types throughout their life-
time. The expression of the hTERT gene which encodes 
the second component of telomerase is finely regulated, 
and the enzyme activation depends on the appearance 
of the hTERT protein in a cell. The mechanism of syn-
thesis and processing of telomerase RNA has attracted 
the attention of scientists for more than 10 years, and 
recently there was a breakthrough in the study of this 
important stage of telomerase biogenesis. One of the 
most important features of telomerase RNA process-

ing is the fine regulation of the content of this molecule 
in the cell. Both in yeast and human cells, telomerase 
RNA processing involves an exosome that rapidly de-
grades RNA that is not protected by RNA-chaperones. 
It has been established that most of the telomerase 
RNA gene transcription product is degraded in the pro-
cess of biogenesis. Disruptions in the processing result 
in a degradation of the telomerase RNA that causes a 
number of diseases classified as telomeropathies.

Despite recent progress in understanding the mech-
anisms of telomerase RNA processing, there are ques-
tions to which we still have no answers. A full and de-
tailed understanding of the mechanisms of both the 
functioning and biogenesis of telomerase will allow us 
to develop new approaches to the treatment of diseases 
whose development is associated with an impaired telo-
mere maintenance system. 

The study of the mechanisms of the processing of 
telomerase RNA was supported by RFBR  

(grant № 14-04-01637 A), work on the intracellular 
localization of telomerase RNA was supported by RSF 

(grant № 16-14-10047).
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INTRODUCTION
The development of approaches to the treatment of 
the HIV infection is one of the most crucial challeng-
es facing biomedical chemistry. The medications used 
currently are aimed at suppressing one of the key steps 
of the infection: the initial contact of the virus with the 
cell, entry, synthesis of the DNA provirus, its transfer 
into the nucleus and integration into the host cell ge-
nome, and the synthesis and maturation of new viri-
ons [1]. HIV-1 is highly variable because HIV-1 reverse 
transcriptase (RT) lacks proofreading exonuclease ac-
tivity, which results in error-associated transcription. 
This variability leads to the formation of many mutant 
viral forms, some of which are drug-resistant [2]. Be-
cause drug-resistant viral forms constantly emerge in 
HIV-infected individuals and are found in so-called 
primary patients who have undergone no previous 
treatment with anti-HIV drugs, the search for agents 
to effectively suppress HIV-1 mutant forms remains 
topical.

LIFE CYCLE INHIBITORS

HIV-1 life cycle
The life cycle of HIV-1 is schematically depicted in 
Fig. 1A. The initial contact of the virus with an unin-
fected cell occurs through non-specific binding to the 

heparan sulfates located on the cell membrane surface. 
Following this initial contact, viral envelope proteins 
specifically interact with cell surface proteins (recep-
tors). The receptor for HIV-1 is CD4 (a T cell receptor 
from the immunoglobulin superfamily) that interacts 
with the viral envelope glycoproteins gp120 and gp41. 
HIV-1 uses the chemokine receptors CCR5 and CXCR4 
as co-receptors [3]. Mutations in the CCR5 gene can 
significantly affect the infectious process. For exam-
ple, deletion of 32 bp in the CCR5 gene coding region 
(Δ32 CCR5) results in intracellular synthesis of a CCR5 
truncated form that is not exposed on the cell mem-
brane surface. These cells are resistant to HIV-1 strains 
that use CCR5 as a co-receptor (R5-strains) [4, 5]. The 
CXCR4 gene mutations that induce resistance of the 
cells to infection are currently unknown.

After fusion of the cell and viral membranes, the 
capsid enters the cytoplasm and dissociates. This step is 
followed by reverse transcription, when a DNA copy is 
synthesized on the viral genomic RNA template, which 
is accompanied by RNA degradation and synthesis of 
the second DNA strand. All three steps are implement-
ed by one enzyme, RNA-dependent DNA polymerase, 
from the viral nucleocapsid. The final product of the 
polymerase reaction is a double-stranded DNA provi-
rus that contains all viral genes and is flanked by long 
3’- and 5’-terminal repeats (LTRs). LTR includes regu-
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latory elements, in particular a promoter and enhanc-
ers, which perform important functions in the retrovi-
rus life cycle.

The DNA provirus integrates into the infected cell 
genome, which is required for the subsequent repli-
cation of the viral genome and permanent expression 
in the infected cells. The integration involves the pre-
integration complex (PIC) consisting of viral integrase, 
RT, and a number of cellular proteins [6]. Following this 
integration, the integrated DNA provirus acts as a part 

of the host genome, as an independent transcriptional 
unit. Subsequent transcription of the integrated pro-
virus, as well as processing and splicing of the newly 
produced viral RNA, is performed by cellular enzymes. 
The synthesized viral RNA undergoes alternative splic-
ing. The HIV-1 accessory proteins Tat, Rev, Vpu, Vpr, 
and Vif are translated from a double-spliced RNA 
(Fig. 1B). The regulatory Nef protein and the envelope 
protein (Env) precursor, which are necessary at later 
stages of the viral life cycle, are synthesized from the 
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single-spliced RNA. The unspliced viral RNA is incor-
porated into the capsid of the newly formed viral par-
ticles and also serves as a template for the synthesis of 
the Gag and Gag/Pol precursor proteins encoded by 
the genes gag (structural proteins: matrix MA (p17), 
capsid CA (p24), and nucleocapsid NC (p7)) and pol (vi-
ral enzymes: reverse transcriptase (p66/51), integrase 
(p32), and protease (p10)). Initially, the virus forms as a 
non-infectious immature virion that buds from the in-
fected cell membrane. After budding, virus maturation 
occurs when precursor proteins are cleaved by viral 
protease and the cleavage products start performing 
their functions in the viral particle [7].

Reverse transcriptase inhibitors
Most of the drugs now used affect a particular HIV-1 
enzyme: reverse transcriptase, integrase, or protease 
(Table 1). RT inhibitors may be conventionally divid-
ed into two groups: nucleoside and nucleotide reverse 
transcriptase inhibitors (NRTIs) and non-nucleoside 
reverse transcriptase inhibitors (NNRTIs). Nucleoside 
and nucleotide analogues are a group made of the ear-
liest HIV replication inhibitors approved for clinical use 
[8] (Fig. 2). These compounds are enzyme substrate pre-
cursors, not an active form of an inhibitor. Upon enter-
ing the cell, they are converted (via phosphorylation by 
cellular kinases) to nucleoside triphosphate analogues 

that act as substrates in the synthesis of proviral cDNA. 
Insertion of a NRTI into a growing cDNA chain leads to 
reverse transcription termination due to the lack of a 
3’-hydroxyl group. Therefore, NRTIs block HIV-1 rep-
lication at the early step of its life cycle [9–11].

The first inhibitor in this class was azidothymidine 
(zidovudine) (1). This drug was synthesized in 1964 and 
was tested as an experimental cell cytotoxin for several 
years. Clinical trials in 1985 demonstrated that the drug 
inhibits both the infectious and cytopathic properties of 
HIV-1 [12]. By 2015, the FDA had approved the clinical 
use of seven drugs. One drug, nikavir (6), which was 
created in the laboratory of Academician A.A. Krae-
vskiy at the Engelhardt Institute of Molecular Biology, 
was approved for use in 1999 and has been widely used 
in Russia and the CIS countries. Each nucleoside ana-
logue specifically competes with a cellular nucleoside: 
AZT (1), nikavir (6), and stavudine (d4T) (3) compete 
with dTTP; emtricitabine (FTC) (8) and lamivudine 
(3TC) (4) compete with dCTP; didanosine (ddI) (2) 
and tenofovir (TDF) (7) compete with dATP; abacavir 
(ABC) (5) competes with dGTP [13–17].

Some NRTIs are highly stable in the cell, which en-
ables long-term virus suppression [8].

Unlike nucleoside inhibitors, nucleotide inhibi-
tors are pre-phosphorylated: thereby the latter need 
one less phosphorylation step after entering the cell. 
Like nucleoside inhibitors, nucleotide analogues act as 
terminators of a growing DNA chain. They contain a 
phosphonate group that cannot be cleaved by cellu-
lar hydrolases, which greatly complicates 3’-5’-exonu-
clease-mediated excision of the nucleotide analogues 
inserted into a growing DNA chain compared to the 
excision of nucleoside analogues. The only nucleotide 
inhibitor used in anti-HIV therapy is tenofovir (7) [1].

To design and synthesize new nucleoside and nucle-
otide analogues is the objective of many researchers 
that are developing anti-HIV-1 drugs. New nucleoside 
analogues are needed, because HIV-1 RT undergoes 
point mutations, conferring drug resistance to the vi-
rus. Clinical studies have demonstrated a significant 
decrease in drug efficacy in HIV-1-infected patients 
receiving only AZT for six months [18]. There are viral 
strains fully resistant to AZT and other nucleoside ana-
logues [19–21].

There are two known mechanisms of RT resistance 
to nucleoside. The first one is associated with a reduced 
affinity for artificial substrates compared to that for 
natural substrates. The second mechanism is based on 
increased phosphorolytic excision of an incorporated 
chain terminator [22, 23]. HIV-1 RT, even when lacking 
3’-exonuclease activity, is capable of catalyzing pyro-
phosphorolysis, the reverse reaction of polymerization 
[24].

Fig. 2. Nucleoside and nucleotide HIV-1 reverse tran-
scriptase inhibitors. The numbering corresponds to that of 
Table 1
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Non-nucleoside RT inhibitors (Fig. 3) are non-com-
petitive inhibitors that bind in the so called hydropho-
bic pocket near the enzyme’s catalytic site. Because of 
their hydrophobicity, NNRTIs can enter the cell and do 
not require any further reactions [25]. Five drugs of this 
group have been approved for clinical use: nevirapine 
(10), delavirdine (11), efavirenz (12), etravirine (13), 

and rilpivirine (14). The first agent in this group, which 
was approved as a medication in 1996, was nevirap-
ine [26]. Now, this drug is rarely used, because mutant 
HIV-1 forms resistant to nevirapine are widespread. 
Currently, the most commonly used medication in the 
group, which is prescribed to primary patients, is efa-
virenz [27].

Table 1. Anti-HIV drugs approved for use*

Russian name Latin name Trade name FDA  
approval

Nucleoside reverse transcriptase inhibitor (NRTI)
Zidovudine (1) Zidovudine (azidothymidine, AZT, ZDV) Retrovir 19/03/1987

Didanosine (2)
Didanosine (dideoxyinosine, ddI) Videx 09/10/1991

Delayed-release didanosine, enteric-coated didanosine, ddI EC) Videx EC 31/10/2000
Stavudine (3) Stavudine (d4T) Zerit 24/06/1994

Lamivudine (4) Lamivudine (3TC) Epivir 17/11/1995
Abacavir (5) Abacavir (ABC) Ziagen 17/12/1998

Phosphazide (6) Azidothymidine H-phosphonate Nikavir 05/10/1999**

Tenofovir (7) Tenofovir disoproxil fumarate
(tenofovir DF, TDF) Viread 26/10/2001

Emtricitabine (8) Emtricitabine (FTC) Emtriva 02/07/2003
Non-nucleoside reverse transcriptase inhibitor (NNRTI)

Nevirapine** (9) Nevirapine (NVP) Viramune 21/06/1996
Nevirapine ХR*** (10) Extended-release nevirapine (NVP XR) Viramune XR 25/03/2011

Delavirdine (11) Delavirdine (delavirdine mesylate, DLV) Rescriptor 04/04/1997
Efavirenz (12) Efavirenz (EFV) Sustiva 17/09/1998
Etravirine (13) Etravirine (ETR) Intelence 18/01/2008
Rilpivirine (14) Rilpivirine (RPV) Edurant 20/05/2011

Protease inhibitor (РI)
Saquinavir (15) Saquinavir (SQV) Invirase 06/12/1995
Ritonavir (16) Ritonavir (RTV) Norvir 01/03/1996
Indinavir (17) Indinavir (IDV) Crixivan 13/03/1996
Nelfinavir (18) Nelfinavir (NFV) Viracept 14/03/1997
Atazanavir (19) Atazanavir (ATV) Reyataz 20/06/2003

Fosamprenavir (20) Fosamprenavir (FOS-APV, FPV) Lexiva 20/10/2003
Tipranavir (21) Tipranavir (TPV) Aptivus 22/06/2005
Darunavir (22) Darunavir (DRV) Prezista 23/06/2006

Integrase inhibitor (INI)
Raltegravir (23) Raltegravir (RAL) Isentress 12/10/2007

Dolutegravir (24) Dolutegravir (DTG) Tivicay 13/08/2013
Elvitegravir (25) Elvitegravir (EVG) Vitekta 24/09/2014

Other
Enfuvirtide**** (26) Enfuvirtide (T-20) Fuzeon 13/03/2003
Maraviroc***** (27) Maraviroc (MVC) Selzentry 06/08/2007
Cobicistat****** (28) Cobicistat, Tybost (COBI) Tybost 24/09/2014

*Consecutive numbers of compounds correspond to their numbers in figures.
**Approved for use in the Russian Federation.
***Extended-release nevirapine.
****Fusion inhibitor.
*****Inhibitor of the virus-co-receptor interaction.
******A pharmacokinetic enhancer of atazanavir (19) or darunavir (22) action.
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The chemical structure of NNRTIs is different, but 
their effect on the enzyme is similar. Inhibitors in this 
group are specific to HIV-1 RT, but not active against 
other retroviruses.

Initially, NNRTIs were thought to bind only to an 
enzyme-substrate complex [28]. Later, NNRTIs were 
shown to bind to RT regardless of the substrate [29, 30], 
but some of them have increased affinity to the enzyme 
in the presence of a substrate [31]. In this case, NNRTIs 
do not inhibit substrate binding to the active site, but 
even promote it [32, 33]. This feature enables the ap-
plication of NNRTIs in combination with NRTIs. Also, 
NNRTIs were shown to be capable of inhibiting the 
RNase H activity of RT [34].

Most mutations that confer resistance to NNRTIs 
occur in the NNRTI binding site. Over 40 mutations 
conferring in vivo and in vitro NNRTI resistance in 
RT have been found. However, if drugs that have been 
in use for a long time (e.g., nevirapine) are ineffective 
against a mutant enzyme, new drugs, the so-called 
second generation NNRTIs (etravirine and rilpivirine), 
exhibit sufficient inhibitory activity against mutant RT 
forms [35].

HIV-1 protease inhibitors
A second important group of clinically used inhibitors 
are protease inhibitors (Fig. 4). Most of these com-
pounds are peptidomimetics that act in the same way 

through binding to the enzyme’s active site. Unlike a 
natural target, inhibitors are not susceptible to prote-
olytic cleavage, because they contain hydroxyethylene 
bonds [–CH2

–CH(OH)–] instead of peptide bonds [–
NH–CO–]. Upon binding to the enzyme’s active center, 
they compete with natural protease substrates and 
inhibit the enzymatic activity, which leads to a sharp 
decrease in the proteolytic processing of viral proteins 
[36–38]. The first drug in this group of inhibitors was 
saquinavir (15) [39]. Currently, eight protease inhibitors 
are used; this is the largest group of approved HIV-1 
inhibitors (15–21). The mechanism inducing HIV-1 re-
sistance to protease inhibitors is based on the replace-
ment of an amino acid residue in the viral protease, 
which reduces its affinity to an inhibitor, whereas nat-
ural substrates continue to interact with the drug-re-
sistant protease [40]. Changing the affinity to natural 
substrates also reduces the protease efficiency. As a 
consequence, drug-resistant viral forms are subject to 
compensatory mutations that reorganize the enzyme’s 
efficiency and do not directly affect resistance to an in-
hibitor [41].

HIV-1 integrase inhibitors
Active development of inhibitors in this group began 
in 2000 when diketone organic acids (e.g., L-731,988) 
were shown to inhibit the integration and replication of 
HIV-1 in cell culture in particular, the step of proviral 
DNA integration into cellular genomic DNA [42]. This 
was the first indication that integrase inhibitors may be 
potential antiviral drugs. The first integrase inhibitor, 
which was approved as a drug in 2007, was raltegravir 
(isentress) (23). Raltegravir exhibited a very high effi-
ciency and quickly became one of the most commonly 
used drugs [43–45]. Three drugs from this group are 
now used: raltegravir, dolutegravir (24), and elvite-

Fig. 3. Non-nucleoside HIV-1 reverse transcriptase inhib-
itors

Fig. 4. HIV-1 protease inhibitors
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cient against HIV-1 and other retroviruses in vitro, but 
they are not approved as drugs, because they do not 
have a homogeneous composition and a clearly defined 
structure [49]. Sulfated polysaccharides are structur-
ally similar to heparan sulfates that are primary non-
specific cellular receptors interacting with HIV-1. Pre-
sumably, the polysaccharides bind to a HIV-1 envelope 
protein and prevent its interaction with cell surface 
receptors. Usually, polysaccharides with a higher mo-
lecular weight and a higher degree of sulfation have a 
more pronounced antiviral activity [50].

Cobicistat (28) is another medication approved for 
clinical use. In contrast to the above-listed compounds, 
cobicistat is not an inhibitor of a particular step in the 
HIV-1 life cycle. Cobicistat acts as a pharmacokinetic 
enhancer of the action of atazanavir or darunavir. It is 
used as an additive to cocktails used to treat the HIV 
infection.

Highly active antiretroviral therapy
A combination of different inhibitor groups is usual in 
HIV infection therapy. First, there were nucleoside re-
verse transcriptase inhibitors combined with non-nu-
cleoside reverse transcriptase inhibitors and protease 
inhibitors. This method was called highly active an-
tiretroviral therapy (HAART). A combination of three 
or more inhibitors reduces the dose of each of them, 
increases the efficiency due to simultaneous action on 
several steps in the HIV-1 life cycle, and decreases the 
potential for the emergence of new drug-resistant vi-
rus forms. The use of two inhibitor types for a single 
enzyme, RT, in a cocktail is explained by the fact that 
they target different functional sites of the enzyme, 
which underlies enhanced inhibition of the RT func-
tion. Table 2 shows the approved anti-HIV drug cock-
tails used in HAART.

OTHER APPROACHES TO THE 
TREATMENT OF HIV-1 INFECTION
Over the past 25 years, the attention of researchers has 
focused primarily on the development and optimization 
of drugs to suppress HIV-1 replication. The antiviral 
treatment that is currently used, including HAART, 
has its limitations. Patients have to take drugs through-
out their lives, while new mutant forms of the virus 
emerge which are resistant to a wide range of drugs. 
Upon long-term therapy, the drugs may cause a cu-
mulative toxic effect. Many experts agree that a new 
approach is required to enable the achievement of per-
manent remission under milder treatment conditions. 
Also, life cycle inhibitors suppress HIV-1 only in cells 
with active viral replication, but they do not affect a 
latent virus. Viral genome copies integrate into the 
genome of memory T cells (CD4+ T cells) and remain 

Fig. 5. Other inhibitors of the HIV life cycle

gravir (25) (Fig. 5); they bind to the integration com-
plex and inhibit the integration of proviral DNA into 
genomic DNA.

Virus cell entry inhibitors
Besides inhibitors of HIV-1 enzymes, inhibitors affect-
ing other steps of the viral life cycle have been devel-
oped. Virus cell entry inhibitors, which are used in the 
HIV infection, may be divided into two types: inhibitors 
of viral and cell membrane fusion and inhibitors of the 
binding of viral envelope proteins to receptors.

At present, only one fusion inhibitor approved as a 
medication, enfuvirtide (fuzeon) (26) (Fig. 6), is known. 
This is a synthetic polypeptide of 36 amino acid resi-
dues that mimics a HIV-1 gp41 transmembrane enve-
lope glycoprotein region consisting of heptad repeats, 
which enables an interaction between enfuvirtide and 
gp41 [46, 47]. This interaction changes the gp41 confor-
mation, which prevents the fusion of the virus and the 
cell. Enfuvirtide is the only synthetic polymer among 
all approved anti-HIV-1 drugs, which explains its high 
cost. Enfuvirtide is supplied as a solution for injection; 
it is administered twice a day, making it difficult to use.

Inhibitors of  HIV-1 receptor binding need to inter-
act with one of the CCR5 or CXCR4 co-receptors to 
which a HIV-1 particle binds during cell entry. Cur-
rently, this group is represented by the drug maraviroc 
(selzentry) (27) (Fig. 5) that interacts with the co-recep-
tor CCR5 [48]. Other inhibitors in this group are under 
development. The main drawback of CCR5 inhibitors 
is their inability to affect HIV-1 X4 strains that use the 
CXCR4 co-receptor [1].

Marine algae polysaccharides and chitosan deriva-
tives are considered as potential antiviral agents. These 
compounds that act at the virus cell entry step are effi-
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Fig. 6. Enfuvirtide structure

Table 2. Drug combinations (cocktails) used in complex treatment of a HIV infection

Combination Trade name FDA approval

Lamivudine/Zidovudine (3TC/ZDV) Combivir 27/9/1997

Abacavir/Lamivudine/Zidovudine (ABC/3TC/ZDV) Trizivir 14/11/2000

Abacavir/Lamivudine (ABC/3TC) Epzicom 2/8/2004

Emtricitabine/Tenofovir (FTC/TDF) Truvada 2/8/2004

Efavirenz/Emtricitabine/Tenofovir (EFV/FTC/TDF) Atripla 12/6/2006

Emtricitabine/Rilpivirine/Tenofovir (FTC/RPV/TDF) Complera 10/8/2011

Elvitegravir/Cobicistat/Emtricitabine/Tenofovir
(QUAD, EVG/COBI/FTC/TDF) Stribild 27/8/2012

Abacavir/Dolutegravir/Lamivudine (ABC/DTG/3TC) Triumeq 22/8/2014 

Atazanavir/Cobicistat (ATV/COBI) Evotaz 29/1/2015

Darunavir/Cobicistat (DRV/COBI) Prezcobix 29/1/2015

Elvitegravir/Cobicistat/Emtricitabine/Tenofovir/Alafenamide 
(EVG/COBI/FTC/TAF) Genvoya 5/11/2015
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invisible to the immune system [51, 52]. Induction of 
transcription in these cells leads to the formation of in-
fectious viral particles [53].

The development of an anti-HIV-1 vaccine is consid-
ered as an alternative option. The first vaccine was de-
veloped in the early 2000s; however, the effectiveness 
of vaccination was much lower than that of classic anti-
HIV drugs [54, 55]. Currently, the activity of so-called 
broad-spectrum neutralizing antibodies is undergoing 
clinical trials. The results of preliminary studies sug-
gest that neutralizing antibodies may become promis-
ing anti-HIV drugs [56, 57].

Currently, the possibility of affecting a latent virus 
is being investigated. There are two approaches, called 
sterilizing and functional cure. The sterilizing cure 
means complete purging of the body of the viral ge-
nome through the destruction of cells bearing the pro-
virus integrated into their genome; the functional cure 
is a complete suppression of viral activity in the body, 
which includes blocking latent provirus reactivation.

One of the variants of the sterilizing cure is the 
transplantation of bone marrow from donors resistant 
to the HIV infection (e.g., whose genome contains a mu-
tant gene of HIV-1 co-receptors, Δ32 CCR5). As shown 
in 2009, this approach enabled a complete cure of the 
HIV infection; i.e., all copies of the viral genome were 
eliminated from the body. This event was called the 
“Berlin patient” [58]. The patient underwent radiation 
therapy and bone marrow transplantation from a do-
nor with Δ32 CCR5. Later, after discontinuation of an-
ti-HIV therapy, the virus could no longer be detected 
his body. Initially, the case engendered great optimism 
among physicians. But to date, there have been cases 
where this approach has not had the desired effect. 
Therefore, the search for other therapies continues.

Latent provirus reactivation
One of the sterilizing cure variants is the “awakening” 
of latent proviruses. Theoretically, medication that is 
able to reactivate a latent provirus can successively in-
duce the transcription of the HIV-1 genome, synthesis 
of viral proteins, and emergence of infectious HIV-1 
particles, which would result in the death of the infect-
ed cell and decrease the number of latent HIV-1 copies 
in the human genome. This approach was called “shock 
and kill.” Cells carrying viral genome copies are sup-
posed either to die due to the cytopathic viral effect or 
to be destroyed by the immune system. This approach 
should be combined with maintenance therapy by 
HIV-1 inhibitors to prevent the spread of the reacti-
vated virus.

Vorinostat, the histone deacetylase inhibitor used in 
cancer therapy, was studied as a potential anti-HIV-1 
drug [59]. As was demonstrated in cells derived from 

patients and in clinical trials, the inhibitor can induce 
the transcription of viral genes in some patients. At the 
same time, vorinostat is cytotoxic and ineffective in all 
cases, which makes its wide clinical application prob-
lematic. Other histone deacetylase inhibitors are un-
dergoing clinical trials [60, 61].

This approach has at least two disadvantages. The 
first is the potential side effects in the form of non-spe-
cific induction of host cell gene transcription. The sec-
ond is the impossibility to predict whether all the cells 
harboring induced proviruses die. There is evidence 
that the immune system cannot recognize all these cells 
[62]. Progress in this direction hinges on developing a 
method to effectively destroy cells that harbor the ac-
tivated provirus.

Along with the investigation of the possibility to 
“sterilize” the body from all proviral copies, there are 
studies that endeavor to search for a functional cure 
that does not require a complete elimination of all cop-
ies of the viral genome but effectively inhibits potential 
viral activity, which excludes the need for a constant 
use of HIV-1 life cycle inhibitors.

Inhibition of integrated provirus transcription
One of the potential therapeutic targets is the HIV-1 
Tat protein and the Tat/TAR/P-TEFb complex. Tat is 
one of the HIV-1 regulatory proteins: a transcription 
activator. Tat binds to the so-called TAR region of 60 
nucleotides located at the 5’-end of a transcribed RNA 
chain, which does not affect transcription initiation but 
increases the processivity of RNA polymerase, thereby 
enhancing transcription many-fold. P-TEFb kinase, the 
third component of the complex, may also be a target 
for therapy. Inhibition of the formation and activity 
of the complex would reduce the transcription level 
and prevent provirus reactivation [63, 64]. Currently, 
low-molecular-weight inhibitors affecting either the 
Tat protein or TAR are under development. Computer 
simulation is used for the selection of potential low-mo-
lecular-weight inhibitors.

The TAR sequence is highly conserved among HIV-1 
strains, which makes it possible to select versatile drugs 
that interact with TAR. Quinolones are effective inhib-
itors of Tat-dependent transcription [65, 66]. To date, 
the molecular mechanism of binding to the target has 
been determined for only a few compounds exhibit-
ing inhibitory activity. For example, 6-aminoquinolone 
WM5 inhibits the interaction between Tat and TAR 
through specific binding to the TAR. At the same time, 
some quinolone derivatives inhibit Tat-dependent 
transcription, but they do not interact with the TAR/
Tat complex [67].

There are a number of low-molecular-weight com-
pounds that interact with the Tat protein and block its 
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binding to TAR. These agents are not yet used for anti-
HIV therapy. One of these, the Tat inhibitor triptolide, 
is undergoing clinical trials. Triptolide is a natural com-
pound isolated from the plant Tripterygium wilfordii. 
Triptolide was demonstrated to promote rapid Tat 
degradation in cells, thereby inhibiting Tat-dependent 
transcription [68].

Genome editing
A completely new anti-HIV-1 therapy option is gene 
therapy that includes the editing of the integrated 
proviral DNA and blocking further functioning of the 
virus. In 2013, the CRISPR/Cas9 system was used in 
model HEK293 and HeLa cell lines whose genomes 
contained an expression cassette comprising a gene en-
coding GFP and a sequence encoding the HIV-1 Tat 
protein under the control of the HIV-1 LTR. The CRIS-
PR/Cas9 system activity for editing the LTR sequence 
was shown to reduce the GFP expression level in the 
HEK293 cell line. Similar results were obtained on Ju-
rkat line cells bearing a simulation of latent proviral 
DNA in their genome, which is an indication of the fact 
that the CRISPR/Cas9 system may be used to prevent 
latent provirus reactivation.

It was demonstrated that the TAR sequence can be 
used as a target for genome editing by the CRISPR/
Cas9 system [69]. Another potential target is the HIV-1 
co-receptor CCR5 [70–72].

However, implementation of this system in clinical 
practice requires the development of an effective de-
livery system as well as a series of pre-clinical trials. 
Definitely, this method is very promising.

CONCLUSION
The use of HIV-1 inhibitors for antiviral therapy is cur-
rently the only method that is actively being applied. In 
the case of HAART, the use of a combination of drugs 
aimed at inhibiting different steps of the HIV-1 life cy-
cle minimizes the disadvantages of this approach, be-
cause HAART decreases the likelihood of a selection of 
drug-resistant viral forms and requires smaller doses 
of all of the drugs, which reduces the potential cumula-
tive toxic effect. New treatment options, which are un-
der development, require further research and clinical 
trials, but they seem promising for future use. 

This work was supported by the Russian Foundation 
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INTRODUCTION
Fluorescence-based molecular markers have for a long 
time served as a tool for in vitro imaging of biomole-
cules. Fluorescent labeling with a synthetic fluorophore 
was first reported in 1942, when fluorescein isothio-
cyanate (FITC)-labeled anti-pneumococcal antibodies 
were obtained [1]. Until the 1980s, fluorescent labeling 
was mostly used to analyze fixed biological specimens. 
Over the past two decades, a number of methods have 
been designed that allow one to insert fluorescent tags 
into living objects [2], in particularly, as genetically en-
coded chimeras of target cellular proteins (TCPs) with 
GFP-like fluorescent proteins (FPs) [3–5]. However, in 
some cases, the analysis of living systems requires the 
use of low-molecular-weight fluorescent probes [6, 7] to 
directly modify TCP [8, 9]. The main advantage of these 
fluorophores is their small size and the availability of 
compounds with the desired chemical and photophys-
ical properties.

The possibility of using a certain fluorophore de-
pends on its chemical (reactivity, solubility, lipophilic 
properties, pKa, and stability) and photophysical prop-

erties (excitation maximum (λex
), emission maximum 

(λ
em

), extinction coefficient (ε), quantum yield (Φ), 
lifetime of the excited state, and photostability). The 
extinction coefficient multiplied by the quantum yield 
(ε × Φ) is the universal parameter used to determine 
the sensitivity of this method for different fluoro-
phores. This value is directly proportional to the bright-
ness and takes into account the amount of absorbed 
light and the yield of fluorophore emission.

PROPERTIES OF SYNTHETIC FLUOROPHORES

Fluorophores emitting in the UV 
and blue spectral ranges
Fluorophores emitting in the UV spectral range are 
used to label living systems not that frequently, since 
UV light is toxic for them. Furthermore, it is diffi-
cult to distinguish between the fluorescence signals 
of these tags and cell autofluorescence. Pyrene de-
rivatives (Fig. 1) are a classic example of fluorophores 
emitting in the near-UV spectral range: they are 
characterized by λ

ex
 = 340 nm, λ

em
 = 376 nm, a high 
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quantum yield Φ = 0.75, chemical stability, and long 
fluorescence lifetime, which allows fluorophore mol-
ecules to form excimers with a bathochromic shift in 
the emission spectra. These properties of pyrenes are 
used in the monitoring of conformational changes in 
the protein structure [10] and to determine the concen-
trations of ions in certain metals [11, 12]. Pyrene de-
rivatives, such as 8-hydroxy-1,3,6-pyrenetrisulfonate 
(pyranine, Fig. 1), are used as pH indicators or sensors 
for Cu+ ions [13]. The 8-O-carboxymethylpyranine de-
rivative is characterized by λ

ex
/λ

em
 401.5/428.5 nm and 

ε = 2.5 × 104 M-1cm-1 (405 nm). This fluorophore can be 
used as a bright and photostable tag emitting in the 
violet spectral range for multicolor labeling of cellular 
objects [14].

Fluorescent markers based on coumarin derivatives 
are widely employed as chemosensors and in the la-
beling of biomolecules [15, 16]. A substituent inserted 
at position 7 of coumarin yields fluorophores emitting 
in the visible range of the spectrum: e.g., 7-hydroxy-
4-methylcoumarin (Fig. 2). This fluorophore is charac-
terized by λ

ex
 = 360 nm, λ

em
 = 450 nm, ε = 1.7 × 103 M-

1cm-1, and Φ = 0.63. 7-Hydroxycoumarin derivatives act 
as an intracellular fluorescent sensor of phosphatase 
activity; its mixed carbonates are used to determine 
the lipase and esterase activities [17, 18]. A related com-
pound, 7-amino-4-methylcoumarin (Fig. 2), exhibits 
the same spectral properties as the hydroxy derivative 
at pH > 5.

The indole derivative 4’,6-diamidino-2-phenylindole 
(DAPI; Fig. 3) was first synthesized in 1971 at the Otto 
Dann’s laboratory in pursuit of anti-trypanosomiasis 
drugs. This compound proved inefficient as medica-
tion but demonstrated DNA-binding ability [19]. Since 
the binding of DAPI to DNA significantly increases 
fluorescence in the blue spectral range (λ

em
 = 461 nm 

for DAPI bound to DNA), this marker is widely used 
to label DNA in living cells [20]. It has recently been 
shown that irradiation of DAPI with UV light or laser 
light with λ = 405 nm results in its photoconversion [21, 
22]. The emission maximum of the fluorophore shifts 
toward the green region of the spectrum (505 nm) af-
ter argon laser excitation of the photoconverted form 

of DAPI at 458 nm. Furthermore, the photoconverted 
green form of the fluorophore loses its color after blue-
light irradiation [22]. This property was used in single-
molecule localization microscopy (the SMLM method 
in subdiffraction imaging) of DNA, which has made it 
possible to reconstruct the accurate map of distribution 
of these molecules in cell nuclei and chromosomes dur-
ing mitosis [20].

The fluorescent dibenzimidazole derivatives were 
first synthesized and used by Hoechst AG company for 
fluorescence microscopy. The compound Hoechst 33342 
(Fig. 3) fluoresces in the cyan-blue spectral range and 
has an emission maximum at 461 nm. It binds to DNA, 
easily penetrates through the cell membrane, and can 
be used for experiments on living cells [20].

Bimane, 1,5-diazabicyclo[3.3.0]octa-3,6-dien-2,8-
dione (Fig. 3), is characterized by λex

 = 390 nm, 
λ

em
 = 482 nm, and Φ = 0.3. Bimane fluorescence is 

Pyrene Pyranine

Fig. 1. Fluorophores based on condensed aromatic com-
pounds with emission in the UV- and blue spectral ranges

Fig. 2. Fluorophores based on coumarin derivatives

7-hydroxy-4-methylcoumarin 7-amino-4-methylcoumarin

Fig. 3. Synthetic fluorophores emitting in the blue and cyan spectral ranges

DAPI Hoechst 33342 Bimane 
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quenched in the presence of tryptophan and tyrosine; 
the degree of quenching depends on the distance be-
tween these two residues (≤ 10–15 nm). This property 
of the fluorophore was used for real-time detection of 
the conformational changes in enzymes during sub-
strate binding [23, 24].

Fluorophores emitting in the green–
yellow spectral range
NBD (4-nitrobenzo-2-oxa-1,3-diazole) and its deriva-
tives exhibit emission in the green region of the spec-
trum. NBD chloride (Fig. 4) reacts with amino and thiol 
groups. Complexes between NBD chloride and prima-
ry amines have the excitation and emission maxima 
λ

ex
 = 465 nm, λ

em
 = 535 nm (ε = 2.2 × 104 M-1cm-1 and 

Φ = 0.3). Another NBD derivative that selectively in-
teracts with cysteine has been successfully used as a 
fluorescent sensor of Cys in HeLa cells [25]. The sen-
sitivity of NBD derivatives to the microenvironment 
proved important in producing lipid markers [26, 27] 
or new kinase substrates [28]. NBD-based Cu2+ and S2- 

sensors that allow one to determine the concentration 
of these ions in a living cell have been designed [29].

NBD-SCN was used to detect cysteine and homocys-
teine. Substitution of the thiocyanate group with cys-
teine or homocysteine increases the intensity of NBD 
fluorescence at 550 nm 470- and 745-fold, respective-
ly [30]. Moreover, NBD-SCN exhibits relatively high 
membrane-penetrating properties and can be used to 
visualize changes in the concentration of cysteine and 
homocysteine in a living cell [30].

Naphthalene derivatives are among the most fre-
quently used fluorophores emitting in the green spec-
tral range. This group of tags includes dansyl chloride 
that reacts with amino groups and EDANS (Fig. 4). De-
rivatives of this compound are characterized by λ

ex
 = 336 

nm, λ
em

 = 520 nm, ε = 6.1 × 103 M-1cm-1, and Φ = 0.27. 
EDANS-based fluorescent markers are currently used 
in in vivo experiments [31]. Another fluorophore, 4-ami-
no-3,6-disulfonylnaphthalimide, is characterized by 
fluorescence emission in the yellow spectral range. Its 
carbohydrazide, known as Lucifer yellow (λ

ex
 = 428 nm, 

Fig. 4. Fluorophores emitting in the green-yellow spectral range

NBD chloride Dansyl chloride EDANS  Lucifer yellow

Lactone Quinoid form

Fluorescein
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λ
em

 = 534 nm, Fig. 4), is used as a polar label and in two-
photon excitation experiments [32].

Fluorophore fluorescein (Fig. 4) exhibits unique 
properties: it can exist in aqueous solutions in seven 
prototropic forms, including the most biologically im-
portant ones – the mono-anionic and dianionic forms 
– which interconvert with pK

a 
~ 6.4 [33]. The dianion-

ic form displays maximal fluorescence (λ
ex

 = 490 nm, 
λ

em
 = 514 nm, ε = 9.3 × 104 M-1cm-1, and Φ = 0.95). The 

pH sensitivity of fluorescein derivatives was used to 
produce fluorescent pH indicators [34, 35]. These deriv-
atives were employed to obtain sensors for ions of vari-
ous metals: e.g., Fluo-3 for measuring the concentration 
of calcium ions in living cells [36, 37]. Fluorescein exists 
in two equilibrium forms: as lactone and the quinoid 
form (Fig. 4). Acylation or alkylation of phenol groups 
results in the fixation of a molecule as nonfluorescent 
lactone, which can be used to synthesize fluorogenic 
substrates for a number of enzymes [38, 39]. However, 
fluorescein-based fluorophores have significant draw-
backs, as well. They are characterized by a high rate of 
photobleaching; the wide emission band of these fluo-
rophores limits their application in multi-color label-
ing of cellular objects. Furthermore, they are prone to 
self-quenching at high densities of tag insertion in TCP.

Another group of synthetic fluorophores emitting in 
the green spectral range is based on rhodamine deriva-
tives. Introduction of various substituents into the rho-
damine structure allows one to tune its spectral char-
acteristics. The most typical example is rhodamine 110 
(Fig. 5) (λex

 = 497 nm, λ
em

 = 520 nm, ε = 7.6 × 104 M-1cm-1, 
and Φ = 0.88 [40]). Insertion of four-membered azetidine 
rings at two nitrogen atoms substantially increases the 
quantum yield and brightness of the fluorophore [41], 
while insertion of four methyl groups at the N, N’ atoms 
shifts the excitation and emission maxima towards the 
long-wavelength region (λ

ex
/ λ

em
 548/572 nm), but re-

duces the quantum yield of the fluorophore (Φ = 0.41) 
in aqueous solutions [42]. Rhodamines containing rigid 
cyclic systems instead of amino groups are character-

ized by higher quantum yields; their spectra are shift-
ed towards the long-wavelength region. In particular, 
sulforhodamine 101 (Texas Red) (Fig. 5) and its deriva-
tives – the fluorophores that are most frequently used in 
cellular biology [43, 44] – are also used as photosensitiz-
ers in photodynamic therapy [45]. Together with fluo-
rescein, rhodamine tags are components of FRET pairs 
[46, 47]. Substitution of both amino groups in rhodamine 
can yield its nonfluorescent derivative. This property 
is used in the synthesis of photoactivable rhodamine 
analogues [48] and to synthesize fluorogenic substrates 
when studying the mechanisms of enzyme catalysis. 
Rhodamine 110 derivatives have been used as substrates 
to determine the activity of various enzymes [49]. Hybrid 
fluorophores consisting of a polypeptide-linked quan-
tum dot and rhodamine that can be cleaved by caspase-1 
have been used in apoptosis assays [50]. Rhodamine de-
rivatives are also used when designing indicators of pH 
and the ions of some metals [51, 52].

The compounds under the Alexa Fluor trademark 
are a large group of hydrophilic negatively charged 
tags that are represented by sulfated derivatives of 
various fluorophores, such as fluorescein, coumarin, 
cyanine, or rhodamine. The well-known rhodamine 
derivative Alexa Fluor 488 exhibits properties largely 
similar to those of FITC (λex

 = 493 nm, λ
em

 = 519 nm). 
However, unlike FITC, Alexa Fluor 488 is character-
ized by higher photostability, higher brightness, and 
lower pH sensitivity. Optimal results in comparable 
experiments on specific labeling of modified histones 
were demonstrated by Fab fragments labeled with Al-
exa Fluor 488 [53]. Alexa Fluor 488 can act as a donor-
fluorophore to study the structure of various cellular 
receptors using the FRET effect [54].

Fluorophores emitting in the red, far-
red, and near-infrared spectral range
Fluorophores emitting in the far-red and near-infra-
red spectral ranges are of the greatest interest, since 
the light-exciting fluorescence of these fluorophores is 

Fig. 5. Xanthene-based synthetic fluorophores

Rhodamine 110 Sulforhodamine 101 Seminaphtharhodafluor Naphthofluorescein
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non-toxic to living systems. Furthermore, infrared rays 
can penetrate living tissues much deeper than shorter 
wave light. In addition, background autofluorescence 
has virtually no effect on the imaging of biomolecules 
in living systems using far-red and infrared fluoro-
phores. Unfortunately, the majority of known synthet-
ic fluorophores belonging to this group have a signifi-
cant drawback: a low quantum yield of fluorescence in 
aqueous solutions. Probably, among the fluorophores 
of this group, special attention should be focused on 
fluorescein and rhodamine derivatives with xanthene 
structures modified by the addition of aromatic rings. 
These substituents cause a significant bathochromic 
shift in fluorescence spectra. One of these derivatives, 
naphthofluorescein (Fig. 5), fluoresces in alkaline solu-
tions at much longer wavelengths (λ

ex
/λ

em
 – 595/660 

nm). However, all the advantages of this far-red flu-
orescent tag are outweighed by the fact that it has a 
lower extinction coefficient (ε = 4.4 × 104 M-1cm-1) and 
quantum yield (Φ = 0.14). This series of derivatives has 
been successfully used as sensors in living cells [55, 56].

In efforts to obtain rhodamine derivatives absorbing 
at longer wavelengths, its analogues with the oxygen 
atom between two aromatic cycles substituted by silicon 
(Si-rhodamine), germanium (Ge-rhodamine), or tin (Sn-
rhodamine) atoms were synthesized [57]. The resulting 
derivatives retain the key characteristics of rhodamine, 
such as a high quantum yield in aqueous solutions, re-
sistance to photobleaching, and high water solubility. 
Three new compounds – SiR680, SiR700, and SiR720 
– with fluorescence in the near-infrared region (670–
740 nm) were obtained by inserting additional aromatic 
substituents in Si-rhodamine. SiR680 and SiR700 were 
shown to exhibit appreciably high quantum yields in 
aqueous solutions (Φ = 0.35 and 0.12, respectively) [58]. 
Activated succinimide derivatives of SiR700 were used 
in vivo for the imaging of a tumor growth [58, 59].

Xanthene dyes with a structure containing an ad-
ditional aromatic ring exhibit unique properties. Unlike 
the symmetric fluorescein and rhodamine derivatives, 

the resonance forms of these compounds are not equiv-
alent to each other and have different spectral proper-
ties. Hence, the asymmetry of these tags can be used to 
design ratiometric fluorescent indicators. The ratio be-
tween the fluorescent intensities of different forms of 
indicators allows one to accurately determine the intra-
cellular concentration of various ions. Seminaphthoflu-
orescein-based fluorophores are used as pH sensors and 
indicators of other ions. Rhodol-based seminaphtho-
xanthenes are also applied as pH indicators. The ratio-
metric pH sensor seminaphthorhodafluor (Fig. 5) is one 
of such examples [60, 61]. This compound is character-
ized by λex

 = 573 nm, λ
em

 = 631 nm, ε = 4.4 × 104 M-1cm-1, 
and Φ = 0.092 at high pH values. 

Resorufin (Fig. 6) is used, in particular, for real-time 
detection of endogenous phosphatase activity in living 
cells [62]. At pH > 7.5, resorufin exists in anionic form 
with fluorescence emission in the red spectral range 
(λ

ex
 = 572 nm, λ

em
 = 585 nm, ε = 5.6 × 104 M-1cm-1, and 

Φ = 0.74). The fluorescence intensity of this dye signifi-
cantly decreases at low pH values.

Some synthetic fluorophores can be modified so that 
their fluorescence is “switched on” only after activation 
with light of a certain wavelength. These photoacti-
vatable, or latent, fluorophores are used for space- and 
time-resolved dynamic imaging of processes requir-
ing the activation of small populations of fluorescent 
markers. In particular, these fluorogenic markers are 
synthesized via reactions between a fluorophore and 
o-nitrobenzyl bromide. A molecule can be activated 
by irradiation at 365 nm; the o-nitrobenzyl group is 
cleaved to release the active fluorophore (Fig. 6). Ac-
tive migration of microtubules during mitosis was dem-
onstrated for the first time, and the dynamics of actin 
microfilaments was studied using photoactivation of 
a tubulin-conjugated fluorogenic probe [63]. A num-
ber of photoactivable coumarin analogues capable of 
penetrating into the cell have been synthesized [64, 65]. 
After penetrating into the cell, a small population of 
coumarin molecules was activated and used as a fluo-

Fig. 6. Resorufin and its photoactivatable o-nitrobenzyl derivative

Resorufin

UV light
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rescent reporter to monitor the migration of molecules 
through gap junctions [65].

Borodifluorodipyrromethene-based compounds 
widely known as BODIPY are used to synthesize fluo-
rescent markers [66, 67], including those for labeling 
biomolecules in living cells [68]. They are character-
ized by high photostability and quantum yield, neutral 
charge, and narrow absorption and emission bands. 

This series of dyes can be tuned to the desired wave-
length using certain substituents [69]. However, wide 
application of these fluorophores is limited because 
of their poor solubility in water. Some BODIPY fluo-
rophores (Fig. 7) exhibit spectral properties similar to 
those of fluorescein: e.g., BODIPY FL (λ

ex
 = 505 nm, λ

em
 

= 511 nm, ε = 9.1 × 104 M-1cm-1, and Φ = 0.94). Insertion 
of additional aromatic substituents in the BODIPY FL 
molecule (Fig. 7) shifts emission towards the red and 
far-red regions (BODIPY TR, BODIPY 630/650 and 
BODIPY 650/665).

Most BODIPY-based labels are stable fluorescent 
markers. However, fluorophores altering their optical 
properties during photoactivation or upon binding to 
biologically important molecules have also been syn-
thesized [70, 71]. A neutrally charged BODIPY can pen-
etrate through the cell membrane. BODIPY and some 
of its derivatives exhibit appreciably high lipophilic 
properties and, therefore, are accumulated mostly in 

the membranes of subcellular structures [72]. Hence, 
modified BODIPY derivatives containing hydrophilic 
moieties are required for the imaging of biomolecules 
localized in cytosol.

BODIPY and its derivatives are characterized by 
a small Stokes shift, which is the reason for the self-
quenching of these markers at a high density of bio-
molecule labeling. This property is used to synthesize 
fluorogenic substrates for proteinases whose fluores-
cence intensity increases during the proteolysis of pro-
teins labeled with this tag with a higher density [73].

Carbocyanine dyes (cyanins) are compounds with 
polymethine chains of different lengths that have an 
odd number of carbon atoms between two nitrogen 
atoms (R2

N-(CH=CH)
n
-CH=N+R

2
) [70] (Fig. 8). The 

structure of these compounds is very similar to that 
of the chromophores in the visual pigment rhodopsin 
[74]. This property was recently used to design a con-
struct encoding a specific protein binding retinoic acid 
(CRABPII) that can form a complex with the fluoro-
genic derivative of cyanine dye. Unlike the original 
profluorophore, this complex is characterized by a 
bright fluorescence in the far-red spectral range and 
high quantum yield [75]. Labels with only one terminal 
nitrogen atom involved in the aromatic heterocycle are 
known as hemicyanine dyes. Hemicyanines are used as 
ratiometric fluorescent pH sensors in in vivo experi-

Fig. 7. BODIPY-based fluorophores

BODIPY FL  BODIPY TR  BODIPY 630/650  BODIPY 650/665

Fig. 8. Derivatives of cyanine dyes Cy3, Cy5, and Cy5.5

Cy3 Cy5 Cy5.5
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ments [76]. Cyanine tags in which the terminal charge-
carrying atoms are directly bound to the methine chain 
are called streptocyanine tags. Streptocyanine dyes 
have been used as an indicator of superoxide dismutase 
activity [77].

Carbocyanine compounds are given names corre-
sponding to the number of carbon atoms between the 
dihydroindole components of the molecule. In terms of 
its spectral characteristics, Cy3 (Fig. 8) is comparable 
to tetramethylrhodamine (λ

ex 
= 554 nm, λ

em
 = 568 nm). 

The spectra of Cy5 are shifted towards longer wave-
lengths (λ

ex
 = 652 nm, λ

em
 = 672 nm), while the more 

extensive constructs, such as Cy7, exhibit fluorescence 
emission in the near-infrared region (λ

ex
 = 755 nm, 

λ
em

 = 788 nm). Cyanines are characterized by a high ex-
tinction coefficient (up to 300, 000 M–1cm–1) and high 
solubility in water. Absorption and emission can be 
shifted towards longer wavelengths either by increas-
ing the length of the polymethine chain or by inserting 
an aromatic moiety of terminal heterocyclic fragments. 
Increasing the length of the polymethine chain by two 
carbon atoms shifts the absorption maximum by ~100 
nm, while insertion of the benzene ring to the terminal 
indole residue shifts absorption by ~30 nm [78]. Such 
structural modifications are denoted with a “.5” index: 
e.g., Cy5.5.

The p-nitrobenzoyl derivative of the heptacyanine 
fluorophore emitting in the near-infrared region was 
used as a ratiometric sensor of cysteine in mitochondria 
under oxidative stress. It has been demonstrated that 
this fluorophore can be used in living mice as a sensor 
of Cys [79] and glutathione levels in living cells [80].

SITE-DIRECTED REACTIONS OF A SYNTHETIC 
FLUOROPHORE CONJUGATION TO  TCP

Covalent binding reactions
Various chemical reactions are currently used to bind 
synthetic fluorophores to functional groups of bio-
molecules [81]. Succinimide ester (Fig. 9) is the most 
frequently used: its interaction with primary and 
secondary amino groups yields a stable amide bond. 
Isothiocyanate is another commonly used compound. 
Fluorophores modified with iodacetamide, maleimide, 
or dithioles are used to label sulfhydryl groups.

Bioorthogonal conjugation [82] and the so-called 
“click” chemistry [83–85] draw special attention. In 
this case, the chemical groups involved in the reaction 
of conjugation to a biomolecule do not react with other 
functional groups. These chemical groups are inserted 
in the molecules either via the metabolic machinery of 
the cell [86, 87] or due to the TCP enzymatic activity of 
[88, 89]. The azide moiety complies with all the require-
ments imposed on a bioorthogonal chemical group: it is 

characterized by high reactivity, selectivity, stability in 
aqueous media, and low reactivity towards biological 
molecule functional groups. Insertion of a small azide 
moiety only results in minor structural perturbations of 
the biomolecule. The bioorthogonal label inserted into 
a cellular object can be covalently bound to the fluoro-
phore due to highly selective click reactions: Cu-cata-
lyzed azide–alkyne cycloaddition is a classic example 
of those (Fig. 9) [90, 91]. However, Cu-catalyzed reac-
tions can be used mainly in in vitro experiments, since 
the catalyst needs to be delivered to the reaction site 
in the living systems. In addition, copper is toxic at the 
concentrations used for labeling. Bertozzi et al. [92] have 
developed a method of modification where an alkyne 
is a component of the strained eight-membered ring 
(Fig. 9). In this system, the alkyne exhibits increased 
reactivity and does not require a catalyst. Later on, 
difluorocyclooctynes [93] with much higher reactivity 
were obtained, allowing one to use click chemistry for 
azide-labeled biomolecules in living organisms [94]. The 
Staudinger ligation is another example of bioorthogonal 
reaction application for in vivo labeling (Fig. 9) [95, 96].

Reactions yielding sulfides and metal-
chelate fluorophore–TCP complexes
Introduction of small amino acid sequences into the 
target protein is another promising approach in conju-
gating synthetic fluorophores to TCP. These sequenc-
es need to have an appreciably high affinity to the 
selected fluorescent marker. For example, the Cys-
Cys-Pro-Gly-Cys-Cys sequence forms a hairpin-like 
structure due to the -Pro-Gly- insertion [97]. Hence, 
four cysteine residues form a cluster characterized 
by high affinity to organic arsenic compounds [98]. In 
particular, the arsenic-disubstituted derivative of flu-
orescein FlAsH (λex = 508 nm, λem = 528 nm) reacts 
with this tetracysteine sequence to form a complex 
with a dissociation constant that lies in the picomo-
lar range (Fig. 10A) [8, 99]. Furthermore, FlAsH ex-
hibits bright green fluorescence only when bound to 
the tetracysteine sequence, thus significantly reduc-
ing background fluorescence. Besides FlAsH, there 
is ReAsH (λex = 593 nm, λem = 608 nm), a resoru-
fin-based marker (Fig. 10A) exhibiting fluorescence 
in the red spectral range [8, 100].

It should be mentioned that FlAsH and ReAsH are 
membrane-permeable labels, which facilitates their 
delivery to the cell. Side reactions with monothiols are 
a drawback common to these compounds; however, 
nonspecific binding can be suppressed with an ex-
cess amount of dithiotreitol. Labeling with FlAsH and 
ReAsH is also complicated under oxidative conditions 
because of the oxidative reactions that the tetra-Cys 
sequence is involved in.
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Metal coordination complexes are used in another 
method for fluorophore insertion into the TCP [101]. A 
polyhistidine sequence ((His)

n
, where n ≥ 6) that forms 

complexes with nickel nitrile triacetate (Ni2+–NTA) acts 
as a complexing agent (Fig. 10B). Derivatives of cyanine 
dyes with one or two covalently bound Ni2+–NTA com-
plexes were synthesized to specifically label proteins 
containing the poly-His-sequence. The disubstituted 
derivatives Cy3 and Cy5 have demonstrated a higher 
affinity compared to the monosubstituted ones and were 
used in FRET experiments to measure the distances in 
DNA complexes with the poly-His-labeled protein [102].

The key disadvantage of the poly-His/Ni2+–NTA 
system for in vivo experiments is the low binding affin-
ity (the K

d
 values lie within 1–20 µM), which negatively 

affects the stability of the fluorophore-TCP complex 
and, eventually, visualization of TCP. Piehler et al. syn-
thesized fluorescein derivatives with 1–4 covalently 
bound NTA residues and characterized their interac-
tion with the poly-His-sequence (His6 and His10). The 
stability of multivalent chelating groups to bind in-
creased by more than four orders of magnitude, com-
pared to that of mono-NTA and reached the subnano-
molar level [103].

Poor permeability across the cell membrane is an-
other serious limitation in using the Ni2+-NTA complex 
in vivo. Tampe et al. applied the membrane-translo-
cating TAT-peptide (49RKKRRQRRR57) to deliver 
Ni2+-NTA inside the cell [104]. The resulting trisNTA/
His6-TAT49−57 complex was used to deliver fluores-
cently labeled NTA into the cell (the cytosol and nu-
cleus); trisNTA was then predominantly bound to the 
His10-tagged intracellular protein. The translocating 
peptide His6-TAT49−57 was released, since it had a 
higher binding affinity to His10 (K

d
 = 0.1 nm) [103].

Sun et al. suggested a different approach to the syn-
thesizing of membrane-permeable constructs [105]. 
They obtained a compound where NTA was covalently 
bound to fluorophore and aryl azide (Ni2+-NTA-AC). 
Ni2+-NTA-AC easily penetrated through the cell mem-
brane and was bound to intracellular proteins carrying 
the poly-His tag. Light activation resulted in covalent 
binding of aryl azide to TCP, which increased fluores-
cence 13-fold and ensured stable binding to the fluo-
rescent tag. 

In addition to the tetracystein and poly-His se-
quences, poly-Asp ((Asp

4
)

n
, where n = 1–3) were also 

used to label TCP. Hamachi et al. synthesized fluores-
cein-tagged polynuclear Zn2+ complexes (a binuclear 
Zn2+ complex is shown in Fig. 10C) [106]. In this case, 
increased affinity was observed for a longer poly-Asp 
chain. Tetranuclear Zn2+ complexes were used for fluo-
rescent labeling of the muscarinic acetylcholine recep-
tor, and its initial activity was retained.

Site-directed labeling using enzyme reactions
Another technology of fluorophore insertion in TCP is 
based on enzyme reactions. The so-called SNAP-tag 
[107], CLIP-tag [108], HALO-tag [109], and TMP-tag 
[110–112] methods are used in this case.

In the SNAP-tag method, O6-alkylguanine transfer-
ase (AGT, Fig. 11A) acts as a fusion protein. AGT has a 
molecular weight of 20 kDa; it transfers alkyl groups 
from O6 of the alkylated guanine residue to the cyste-
ine residue in the active site of the enzyme (see review 
[113]). Incubation of cells expressing AGT-TCP with 
the O6-benzylguanine substrate, in which the p-ben-
zyl group carries a fluorophore, results in fluorescent 
labeling of AGT–TCP at cysteine in the active site of 
AGT [9]. Mutant forms of AGT were also obtained, cat-
alyzing the reaction of alkyl radical transfer to AGT–
TCP 50 times faster compared to the wild-type enzyme 
[107]. The SNAP-tag technology is currently the most 
commonly used to label intra- and extracellular pro-
teins.

The CLIP-tag method is similar to SNAP-tag; it em-
ploys the mutant form of AGT, whose substrates are 
fluorescent analogues of O2-benzylcytosine (Fig. 11B) 
[108]. Despite the similarity between these technolo-
gies, SNAP-tag and CLIP-tag are characterized by dif-
ferent substrate specificities and can be used for simul-
taneous imaging of several cellular objects. 

In the HALO-tag method, a genetically engineered 
variant of haloalkane dehalogenase acts as a fusion pro-
tein that specifically reacts with halogenated alkanes 
covalently bound to fluorophore (Fig. 11C) [114, 115]. 
This reaction, in which covalent binding is formed be-
tween the enzyme and the fluorescently labeled alkane, 
is highly specific and allows one to quickly insert a tag 
into proteins both in vitro and in vivo (103–106 M−1 s−1) 
under physiological conditions; importantly, this reac-
tion is irreversible.

In all the methods mentioned above, the unreact-
ed tag needs to be thoroughly washed off the cells to 
achieve high contrast. SNAP-tag fluorogenic sub-
strates containing an enzymatically removable fluo-
rescent quencher were synthesized to eliminate this 
drawback (Fig. 11A). The enzymatic reaction with 
SNAP-tag results in cleavage of the quenching group, 
thus increasing the fluorescence intensity more than 
fiftyfold. The advantage of these no-wash fluorophores 
was demonstrated using the spatio-temporal dynamics 
of epidermal growth factor receptors during cell mi-
gration [116].

The TMP-tag carrying a mutant of dihydrofolate 
reductase (eDHPR L28C) from Escherichia coli (mo-
lecular weight of ~18 kDa) is an alternative system. As 
a result of the enzyme reaction, fluorescently labeled 
2,4-diamino-5-(3,4,5-trimethoxybenzyl)pyrimidine 
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Fig. 10. Reactions of sulfide and metal-chelate complex formation between a fluorophore and a target cell protein (TCP)
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Fig. 11. Enzymatic reactions for TCP labeling using SNAP-tag (A), CLIP-tag (B), Halo-tag (C), and TMP-tag (D)
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(trimethoprim, or TMP) binds to eDHPR–TCP (Fig. 
11D) that is expressed in animal cells. The system is 
characterized by a relatively low background fluores-
cence and rapid kinetics [111]. A nonfluorescent TMP 
derivative containing a fluorophore and the corre-
sponding quenching agent was produced to further re-
duce the background fluorescence caused by either the 
unbound or nonspecifically bound fluorescent tags. The 
TMP ligand binds to eDHPR–TCP, and the quencher is 
removed during the enzyme reaction. This method was 
shown to be efficient in labeling histones in the nuclei 
of HEK 903T cells [117].

CONCLUSIONS
The methods used for imaging biomolecules in living 
systems using synthetic fluorophores have been signif-
icantly modified in recent years. Various experimental 
and conceptual limitations have been overcome, pri-
marily, for the site-directed reactions that allow one 
to insert a fluorescent tag into TCP. Modern technolo-
gies based on novel photoswitchable fluorophores are 
developing rapidly, such as subdiffraction microscopy 
that allows one to visualize cellular objects at resolu-
tions in the nanometer scale.

Bioorthogonal labeling has made it possible to insert 
synthetic fluorophores that are much smaller than flu-
orescent proteins into TCP. The internal sites of TCP 
can be labeled using this method, as opposed to label-
ing N- and C-terminal regions using FPs. Furthermore, 
the spectral properties of synthetic fluorophores can be 
easier tuned compared to FPs. Synthetic fluorophores 
can also be used to label non-protein objects (nucleo-
tides, lipids, glycans, metabolites, etc.). 

Although the constructs used in the enzyme meth-
ods for fluorophore insertion (SNAP-tag, CLIP-tag, 

HALO-tag, and TMP-tag) are of a size comparable to 
that of FPs, any small molecule can be inserted into 
TCPs using these techniques. Enzyme methods for 
fluorophore insertion into TCPs have been used more 
and more routinely to solve complex problems in mod-
ern biology and medicine. Use of these technologies in 
transgenic animals has been reported [118].

Today, the method involving the formation of met-
al–chelate complexes and sulfides is also frequently 
used for in vivo fluorescent labeling. As opposed to 
the previous techniques, it employs a small peptide 
fragment fused to TCP. New fluorophores exhibiting 
higher binding affinity and fluorescence intensity have 
been designed since the first publication that reported 
on the use of FlAsH. TCPs labeled with photoswitch-
able fluorescent tags have also been created using the 
metal–chelate technologies.

Taking into account the large number of application 
problems existing in the imaging of biomolecules in liv-
ing systems, is it unlikely that a single universal fluoro-
phore that meets all the desirable requirements can be 
designed. Moreover, the investigation of complex sys-
tems with several target objects requires the simultane-
ous use of several different fluorophores. Hence, further 
advance in this field solely depends on the synthesis of 
novel fluorophores that comply with the requirements 
of fluorescent microscopy, such as high photostability, 
low phototoxicity during long-term imaging, and the 
possibility of labeling multiple objects in living systems. 

This work was supported by the Russian Science 
Foundation (grant no. 14-50-00131).
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To the memory of K.B. Shapovalova with whom the 
author studied striopallidar control over the muscle 
myosin phenotype.

INTRODUCTION . MYOSIN PHENOTYPE .
Physiologists have investigated skeletal muscle fib-
er types since 1873 [1] when it was established that 
muscles are composed of fibers with different func-
tional properties and arranged in a mosaic pattern. 
Slow-twitch fibers are characterized by high fatigue 
resistance and a longer duration of contraction, but 
lower maximum force and velocity of contraction. Fast-
twitch fibers are characterized by higher contraction 
velocity and force, but profound fatigability. In recent 
decades, it has been established that these properties 
are determined by the predominant isoform of the my-
osin heavy chain (MyHC). There are four isoforms, and, 
therefore, four types of fibers: I, slow; IIA, fast; IId/x 
fast; and IIB, the fastest one, which is represented only 
in the muscles of small mammals [2] (Fig. 1, Table). My-
osin isoforms, prevailing in a fiber, determine its myo-
sin phenotype, and the ratio of different types of fib-

ers corresponds to muscle composition or the myosin 
phenotype. Along with fibers dominated by a certain 
type of MyHC isoform, muscles comprise fibers having 
two (or more) different MyHC isoforms. These fibers 
are called hybrid fibers. The expression of each of the 
myosin isoforms is determined by fiber innervation. 
Fibers innervated by one motor neuron comprise a 
motor unit and, in the vast majority of cases, are char-
acterized by the same myosin phenotype [3]. Postural 
(tonic) muscles, having a high tone and supporting the 
body’s posture in the Earth gravitational field, contain 
the largest amount of type I slow fibers. According to 
modern concepts, the motoneuron controls the fibers 
using a certain discharge frequency pattern (10 Hz for 
slow and 50–60 Hz for fast motor units) and secretion of 
the appropriate neurotrophic agents, which affects the 
expression of myosin genes: i.e. the myosin phenotype 
of the fibers [3, 4].

The myosin phenotype is very stable; however, there 
are impacts that can significantly alter the myosin gene 
expression and thereby determine the slow-to-fast 
transformation of fibers, or vice versa. For example, 

ABSTRACT Skeletal muscle consists of different fiber types arranged in a mosaic pattern. These fiber types are 
characterized by specific functional properties. Slow-type fibers demonstrate a high level of fatigue resistance 
and prolonged contraction duration, but decreased maximum contraction force and velocity. Fast-type fibers 
demonstrate a high contraction force and velocity, but profound fatigability. During the last decades, it has been 
discovered that all these properties are determined by the predominance of slow or fast myosin-heavy-chain 
(MyHC) isoforms. It was observed that gravitational unloading during space missions and simulated micrograv-
ity in ground-based experiments leads to the transformation of some slow-twitch muscle fibers into fast-twitch 
ones due to changes in the patterns of MyHC gene expression in the postural soleus muscle. The present review 
covers the facts and mechanistic speculations regarding myosin phenotype remodeling under conditions of 
gravitational unloading. The review considers the neuronal mechanisms of muscle fiber control and molecular 
mechanisms of regulation of myosin gene expression, such as inhibition of the calcineurin/NFATc1 signaling 
pathway, epigenomic changes, and the behavior of specific microRNAs. In the final portion of the review, we 
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low-frequency electrostimulation during several weeks 
leads to the formation of 30–40% slow-type fibers in 
predominantly fast muscles [4]. The same effect in the 
fast ankle plantaris muscle was observed in animals 
with ablated or subjected to tenotomy triceps surae 
muscles: i.e. during the so-called compensatory over-

load [4]. In all these cases, the leading role in myosin 
phenotype transformations was attributed to chang-
es in the muscle contractile activity pattern resulting 
from changes in the nature of the motor neuron dis-
charge pattern (or, in the case of direct electrical stim-
ulation, to its pattern).

Fig. 1. Immunocytochemical detection of muscle fibers expressing MyHC Iβ isoform, MyHC IIA, and MyHC IIB in the 
cross-section of m. plantaris of rats by the triplelabeling method. The main fiber types and hybrid fibers are shown.
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THE MECHANISMS OF ACTIVITY-DEPENDENT 
MYOSIN PHENOTYPE REMODELING
Chronic activity of slow-twitch fibers is associated with 
two phenomena: a constantly high myoplasm level 
of calcium ions and a low level of high-energy phos-
phates [4–6]. Therefore, the search for the signaling 
mechanisms that regulate MyHC gene expression was 
limited to identifying the pathways dependent on the 
concentration of calcium ions and high-energy phos-
phates. Calcineurin/NFAT is believed to be the most 
important signaling cascade that affects the expression 
of slow MyHC isoforms (and regulates the expression of 
many other genes). Calcineurin is a protein localized in 
the sarcomeric Z-disc. When interacting with the calci-
um-calmodulin complex, it displays phosphatase activi-
ty and dephosphorylates NFATs1 (the nuclear factor of 
activated T-cells), which can be translocated into myo-
nuclei [6, 7] (Fig. 2). In the nucleus, this factor is either 
stored in heterochromatin (and gradually transferred 
therefrom to euchromatin) [8] or directly interacts 

with MEF-2, a transcription factor specifically bound 
to the slow MyHC gene promoter. In this pattern, an 
intense transcription of slow MyHC gene is initiated [7, 
8]. The NFAT dephosphorylation reaction is inhibited 
by Z-disc proteins, calsarcin-1, and calsarcin-2, which 
operate in slow-twitch and fast-twitch fibers, respec-
tively. Knockout of the genes of these proteins results 
in a significant redistribution of the myosin phenotype 
towards the slow type [9, 10] (Fig. 2). Calsarcin gene ex-
pression (especially calsarcin-2) is inhibited in the case 
of double knockout of the E3 ubiquitin ligases MuRf-
1 and MuRf-2 [11]. It can be assumed that calsarcin-2 
expression is stimulated by the presence of MuRf ubiq-
uitin ligases in the nucleus. It has been shown that al-
teration of the titin/connectin state results in the re-
lease/dephosphorylation of MuRf-2 caused by the titin 
kinase domain localized on the M-disk, which leads to 
its import into myonuclei [12]. It is possible that titin 
alteration ultimately leads to increased expression of 
calsarcin-2, contributes to the stabilization of the fast 

Fig. 2. Functional diagram of the calcineurin/NFATc1 signaling pathway. (According to Liu et al. [16], revised). ECC – 
electromechanical coupling, CaN – calcineurin. Explanations are provided in the text.
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myosin phenotype, and prevents any transformation 
towards the slow type. However, overexpression of 
the calsarcin gene is insufficient to completely inhib-
it the phosphatase activity of calcineurin. It is known 
that calsarcin-2 can be immobilized on the cytoskele-
tal components of Z-disc, α-actinin-2, and α-actinin-3, 
and immobilization on α-actinin-2 is more stable [13]. 
Therefore, in the absence of the α-actinin-3 gene or its 
deficit, calsarcin demonstrates stable immobilization 
and the slow-type phenotype of the fiber is produced 
(Fig. 3). 

Dephosphorylation of the GSK3β signaling protein 
(glycogen synthase kinase) promotes NFAT export 
from the nucleus and shifts the equilibrium toward 
the fast isoforms [14] (Fig.2). In this case, the GSK3β 
inhibitory activity may be suppressed by nitric oxide 
through the cGMP-pathway [15]. 

Another mechanism of myosin phenotype regulation 
( also calcium-dependent) is implemented through the 
kinase activity of calcium-calmodulin kinase (CaMK). 
When activated by the calcium-calmodulin complex, 
this enzyme phosphorylates histone deacetylase 4 
(HDAC4) and prevents it from entering the myonu-
clear space [16]. In the case of a low concentration of 
the calcium-calmodulin complex and correspondingly 
low kinase activity of CaMK, HDAC4 is underphos-
phorylated and some of its molecules are translocated 
to myonuclei [17]. In myonuclei, HDAC4 deacetylates 
not only H3 histone, but also the MEF-2 transcription 
factor, which interacts with the myf7 gene promoter 
(i.e. MyHC Iβ gene) [17]. This leads to a decrease in the 
general transcriptional activity of the genome and ex-
pression of MyHC Iβ (Fig. 4). Interestingly, here again, 
there is an “inhibiting” mechanism: HDAC4 can be 
ubiquitinylated and destroyed. This preserves the slow 
myosin phenotype [18].

The ratio of phosphorylated and non-phosphoryl-
ated high-energy phosphates, another physiological 
trigger of signaling processes, regulates the activity of 
AMP-dependent protein kinase (AMPK), which con-
trols the main pathways of the energy metabolism of 
muscle fibers [19]. Additionally, AMPK phosphoryl-
ates the histone deacetylases HDAC4 and 5, which sig-
nificantly facilitates the expression of the slow MyHC 
isoform and several other genes that control the reg-
ulatory proteins of oxidative metabolism [20, 21]. Fur-
thermore, AMPK activity can be modulated (stimulat-
ed) by nitric oxide [22].

Another mechanism of myosin phenotype modula-
tion provides up-regulation of MyHC Iβ gene expres-
sion (myh7 gene) by means of microRNA. Besides the 
main MyHC Iβ gene (myh7 gene), the mammalian ge-
nome comprises the myh7b (myh14) gene, which is ex-
pressed in the skeletal muscles of adult mammalians 

in the form of mRNA; at the protein level, this gene is 
expressed only in the extraocular muscle [23]. Howev-
er, its introns encode miR-499 microRNA. Expression 
of the myh7b gene is stimulated by miR-208b, which 
is encoded by the intron of myh7, the essential gene 
of slow myosin. In turn, miR-499 inhibits the expres-
sion of specific blockers of myh7 gene promoters (Sox6, 
Pur-β, and Thrap1) [24] (Fig. 5). Interestingly, expres-
sion of the myh7b gene is stimulated by overexpression 
of MEF-2 (the basic transcriptional MyHC Iβ promoter) 
[25]. This suggests that an increase in the concentration 
of the calcium/calmodulin complex results in penetra-

Fig. 3. Calsarcin deposition diagram in α-actinin-2 and 
α-actinin-3 structures. (According to Seto et al. as revised 
in [13]). Explanations are provided in the text.
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tion of MEF-2, which can be dephosphorylated by cal-
cineurin [26], in to the nucleus, where it regulates myh7 
expression. It also stimulates the synthesis of miR-499 
that prevents the blockade of MyHC Iβ expression [25]. 
Thus, expression of miR-499 and miR-208b provides a 
smooth synthesis of slow myosin in the presence of an 
appropriate physiological stimulus (calcium ions).

MYOSIN PHENOTYPE UNDER GRAVITATIONAL 
UNLOADING CONDITIONS
Changes in the fiber myosin phenotype under gravita-
tional unloading were observed in many laboratories. 
In particular, it was observed that rat hindlimb sus-
pension results in increased content (%) of type II fib-
ers and decreased proportion of type I fibers in soleus 
muscle [27–30] (Fig. 6). 

A seven-day spaceflight resulted in a slow-to-fast 
shift in the fiber type ratio in soleus and EDL rat mus-
cles [31, 32]. In a 12.5- to 14-day flight, a decrease in 
the content of type I fibers in soleus and adductor lon-

gus muscles was observed [33, 34]. We were the first 
to discover an increased proportion of type II fibers in 
soleus and vastus lateralis muscles in monkeys after a 
12.5-day spaceflight in the Kosmos-2229 biosatellite 
[35]. In cases when the shift in the fiber ratio could not 
be detected by staining for myofibrillar ATPase, an in-
creased amount of fibers, reactive to fast myosin an-
tibodies and a decreased amount of fibers reactive to 
slow myosin antibodies, was typically observed [36–41]. 
Electrophoresis revealed the emergence of a new iso-
form of myosin-heavy chains, 2d or 2x, in a suspension 
experiment [40]. An increased proportion of hybrid fib-
ers consisting of both slow and fast forms of the myo-
sin-heavy chain, was repeatedly detected in suspen-
sion experiments and spaceflights [37, 41]. A reduced 
proportion of fibers expressing the slow MyHC isoform 
and increased proportion of fibers expressing fast iso-
forms was also observed in soleus muscle samples from 
astronauts after a 6-month mission [42]. A shifted ratio 
of MyHC isoforms towards the fast type was detected 

Fig. 4. Functional diagram of the calcium-calmodulin kinase/histone deacetylase 4/5 signaling pathway (according to 
Liu et al. [17], revised). HDAC – histone deacetylase, CaMK – calcium-calmodulin kinase, MEF-2 – transcription factor 
(myocyte enhancement factor).
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using an electrophoretic analysis in the vastus later-
alis muscle of astronauts after an 11-day flight [43]. In 
our lab, a reduced proportion of slow MyHC fibers in 
human soleus was observed as early as after a 7-day 
exposure to dry immersion [44, 45]. Interestingly, the 
intensity of the myosin phenotype transformation to-
wards the slow type usually did not exceed 15–20% of 
the fibers, whereas other effects of muscle unloading 
involved most of the muscle fibers. This fact suggests 
that the final stabilization of the fast phenotype under 
unloading conditions is achieved only in the part of the 
fibers being transformed.

NEURONAL MECHANISMS OF MYOSIN PHENOTYPE 
REGULATION DURING GRAVITATIONAL UNLOADING
Several observations suggest that the elimination of 
support afferentation is the main mechanism leading to 
the “switching-off” of the electrical activity of postur-
al muscle motor units during gravitational unloading 
(see review [44]). The use of mechanical stimulation of 
plantar support zones under these conditions maintains 
the normal level of electrical activity of postural mus-
cles. Interestingly, the use of mechanical stimulation of 
plantar support zones during exposure to dry immer-
sion enabled us to avoid a decrease in the proportion 
of slow fibers [44, 45]. When suspending rats with one 
hindlimb interacting with an artificial support, the so-
leus muscle of this leg demonstrated no myosin pheno-

type transformation towards the fast type, as opposed 
to the contralateral limb [46]. Low-frequency chronic 
electrostimulation of rat soleus muscle combined with 
the conventional suspension model also prevents my-
osin phenotype transformation [47, 48]. The same ef-
fects were observed after chronic muscle stretching 
or resistive exercises during gravitational unloading 
(suspension or 84-day bed rest) [49–51]. The results 
of these studies suggest that low-intensity muscular 
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miR-208
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Рur-β
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miR-208b

Myh7b
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Fig. 5. Participa-
tion of microRNA 
in the regulation 
of MyHC Iβ ex-
pression (accord-
ing to McCarthy 
et al. [25]). 
Explanations are 
provided in the 
text.

Fig. 6. Il’in-Novikov method of rat suspension as revised 
by Morey-Holton.
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activity and resistive effects prevent changes in the 
myosin phenotype. Based on the aforementioned ob-
servations, we can suggest that the shift in myosin 
phenotype under gravitational unloading is caused, 
among other things, by changes in the neuronal con-
trol of motor unit activity. Indeed, the experiments 
with three-day dry immersion in humans revealed in-
activation of slow-type motor units [52]. These results 
were confirmed in experiments with recording of the 
electrical activity of soleus muscle and fast synergists 
in Macaca mulatta during spaceflight [53] and rat hind-
limb suspension, as well as their exposure under con-
ditions of Kepler parabolic flight [54]. We can assume 
that it is the “switching-off” of slow motor units that 
leads to changes in the myosin phenotype in all of these 
cases. This hypothesis can be confirmed by the results 
obtained in the “spinal isolation” model, where all af-
ferent and descending tracts to the lumbar spinal cord 
are dissected, while motor terminals are intact. In these 
experiments with complete “disconnection” of spinal 
motoneurons, myosin phenotype shift towards the fast 
type was observed [55]. When supplying chronic car-
bachol to striatopallidal structures during suspension, 
enhanced stability of the postural synergies in animals 
were even accompanied by an increase in the propor-
tion of slow-type soleus fibers [56]. The disabling affer-
ent activity of the tibialis anterior (TA) muscle (antag-
onist of soleus muscle) by means of tenotomy combined 
with hindlimb suspension prevents an increase in the 
proportion of fast-type fibers in murine soleus muscle 
[57]. It is conceivable that, during gravitational unload-
ing, activation of the TA muscle [58] or the decrease in 
the intensity of the exciting striatopallidal effects [56] 
results in a decreased discharge activity of slow-type 
motor units of soleus muscle and, thus, leads to changes 
in the myosin phenotype of its fibers. 

Another hypothetical neurophysiological mechanism 
of soleus motor unit inactivation under microgravity 
conditions is discussed in connection with the study of 
the muscle effects of vestibular deafferentation in ani-
mals. For this purpose, experiments with deafferenta-
tion of vestibular receptors using arsenilate injections 
were carried out [59]. After a month-long adaptation 
of rats to vestibular deafferentation, a decrease in the 
proportion of fibers expressing MyHC Iβ and their 
cross-sectional area, as well as an increase in the pro-
portion of fibers expressing fast MyHC isoforms, was 
observed in soleus muscle. It is worthy of note that the 
discovered phenomenon is similar to the myosin phe-
notype transformation observed after spaceflights. 
This is indicative of the possibility that the function-
al changes in the vestibular apparatus in zero gravity 
state can contribute to changes in the nature of myosin 
isoform expression. This viewpoint is quite contestable. 

First, myosin phenotype transformation towards the 
fast type is also observed in ground-based zero gravity 
simulation models, when there is only mild alteration of 
the vestibular apparatus function (see above). Second, a 
similar study conducted using surgical vestibular deaf-
ferentation (labyrinthectomy) led to opposite changes 
in soleus muscle of animals. The myosin phenotype of 
soleus muscle shifted towards an increased proportion 
of slow-type fibers [60, 61]. Unfortunately, our knowl-
edge of the vestibular effects on the postural muscle 
myosin phenotype is limited to the aforementioned 
publications. Obviously, there remain many more ques-
tions than answers. Further research will contribute to 
filling in the blind spots in this field.

EXPRESSION OF MYOSIN GENES UNDER 
CONDITIONS OF GRAVITATIONAL UNLOADING
At the beginning of this review, we stated that changes 
in the myosin phenotype during functional unloading 
(disuse) are determined by a decreased expression of 
the slow MyHC isoform gene and increased expression 
of the fast MyHC isoform gene ([4], etc.). It is interesting 
to follow the time-course dynamics of the process. Ste-
vens et al. were the first to show that a mild decrease 
in the content of MyHC Iβ mRNA occurs as early as on 
the 4th day in suspended Wistar rats, and on the 7th day 
it becomes a trend and amounts to about 20% [62]. Re-
searchers from the University of California, Irwin, de-
tected a statistically significant decrease in the content 
of MyHC Iβ mRNA in Sprague-Dowley rats as early as 
after 24-hour suspension [63]. We observed a signifi-
cant decrease in MyHC Iβ mRNA of Wistar rats on the 
7th day of suspension, but a slight downward tendency 
was observed earlier, on the 3rd day [64] (Fig. 7A). Thus, 
all these studies demonstrated a decrease in mRNA ex-
pression of the slow isoform of myosin heavy chains, 
but the speed of this process varied in different stud-
ies. Early and significant growth of the muscle content 
of mRNA encoding IIb and IId/x isoforms of myosin 
heavy chains (Fig. 7C,D) was also observed. Interest-
ingly, after a 3- to 4-day suspension, there was not a 
single “pure” slow fiber in the pools of individual fibers: 
i.e. each fiber undergoes gradual replacement of MyHC 
Iβ by fast-type isoforms [65]. According to our data, the 
time-course dynamics of the MyHC IIA mRNA con-
tent [66] differs from the dynamics of MyHC Iβ mRNA, 
as well as MyHC IIb and IId/x mRNA. The content of 
MyHC IIA mRNA decreases after a 3-day suspension 
and further decreases up to day 7. After a 14-day sus-
pension, the content of MyHC IIA mRNA was found to 
be so high that it did not differ from the control values 
(Fig. 7B). 

Thus, the changes in the myosin phenotype under 
gravitational unloading are preceded by changes in the 
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expression pattern of mRNA encoding the correspond-
ing MyHC isoforms. For this reason, the search for the 
molecular mechanisms of myosin phenotype transfor-
mation largely reduces to the study of the mechanisms 
of myosin gene expression regulation.

Molecular regulatory mechanisms of gene 
expression of myosin heavy chain isoforms 
in postural muscles during unloading
The mechanisms of the shift in the expression of MyHC 
isoform genes toward the fast type are still largely 
unexplored. The study of the role of the calcineurin/
NFATc1 signaling system during gravitational unload-
ing revealed that intensive transportation of NFATc1 
to the nuclei of rat soleus fibers [67] occurs after a 14-
day suspension of Morey-Holton rats. However, the 
NFATc1 content in the myonuclei of human muscles is 
significantly reduced after a 60-day bed rest hypoki-
nesia [68]. Obviously, there is a contradiction between 

these results. The issue of the intensity of the NFAT im-
port to the nucleus during unloading remains unclear. 
Cyclosporin A, a NFATc1 dephosphorylation inhibitor 
[69, 70], was used in our laboratory and K.M. Baldwin’s 
laboratory to demonstrate that expression of slow-type 
MyHC mRNA is further reduced under the action of cy-
closporin A, a calcineurin inhibitor, during suspension. 
This is indicative of the potential compensatory func-
tion of this signaling pathway during unloading. Fur-
thermore, the difference between the intensity of the 
decrease in slow-type MyHC mRNA expression during 
unloading and under the same conditions, but with un-
derlying administration of cyclosporin A, is small, but 
statistically significant. The similar amount of changes in 
this experiment indicates that downregulation of slow-
type MyHC during unloading is largely due to inhibition 
of the calcineurin/NFATc1 signaling pathway.

Transformation towards a fast phenotype does not 
occur when suspending mice knockout on both MuRF 

Fig. 7. The dy-
namics of expres-
sion of MyHC 
isoform mRNA 
in rat m. soleus 
during unload-
ing (suspension) 
[64]; HS3 – 3-day 
suspension, HS7 – 
7-day suspension, 
HS14 – 14-day 
suspension. The 
data were ob-
tained by quan-
titative real-time 
PCR.
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ubiquitin ligases [71]. Therefore, MuRF-dependent 
expression of calsarcin-2 is probably an important el-
ement for the stabilization of the fast myosin pheno-
type under the influence of hypothetical mechanisms 
whose compensatory effect is targeted at preserving a 
slow phenotype. We were the first to discover the iso-
form-specific time-course dynamics of calsarcin mRNA 
expression during simulated gravitational unloading 
(Fig. 8) [66]. On the 3rd day of suspension, the level of 
calsarcin-1 expression was the same as in the control, 
and then it decreased for up to 14 days. As early as on 
the 3rd day, the level of calsarcin-2 mRNA was twofold 
higher than in the control and it continued to increase 
up to day 14.

In view of both published and our own results, we 
can assume that, in the portion of fibers containing a 
significant proportion of fast MyHC isoforms, increased 
expression of calsarcin-2 results in the prevention of 
compensatory activation of the calcineurin pathway 
and, thereby, stabilization of the fast phenotype in 
these fibers. In other fibers (mostly slow ones), reduced 
calsarcin-1 expression may intensify the calcineurin 
pathway and, thereby, stabilize their slow phenotype. 
Thus, stable populations of slow and fast fibers with 
a significant shift towards the fast fiber type form by 
day 7. Additionally, we found a statistically signifi-
cant increase in the level of MuRF-1 and MuRF-2 in 
the nuclear fraction of rat soleus muscle after a 3-day 

Fig. 8. mRNA expression and the level of calsarcin proteins in rat m. soleus during unloading (suspension) [64]. 
HS3 – 3-day suspension, HS7 – 7-day suspension, HS14 – 14-day suspension. The data were obtained by quantitative 
real-time PCR and Western blotting (third diagram).
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suspension; i.e., it is during this period that expression 
of calsarcin-2 increases [66]. This phenomenon, along 
with the effects of murf genes knockout [11], suggests 
the existence of a causal link between translocation of 
MuRF-1 and MuRF-2 to the nuclei at the initial stage 
of the unloading and increased calsarcin-2 expression.

It is possible that deposition of calsarcin in the struc-
ture of α-actinin-2 plays an important role in these 
processes. In our laboratory, a decreased content of 
α-actinin-2 in samples of murine soleus muscle was ob-
served after a 7-day suspension of rats [72]. Therefore, 
it can be expected that bound calsarcin-2 is released 
due to alpha-actinin-2 degradation during simulat-
ed gravitational unloading. Cytoskeleton degradation 
during unloading is usually attributed to calcium-de-
pendent cysteine proteases: calpains. It is, therefore, 
interesting that an increased expression of calpasta-
tin, an endogenous calpain inhibitor, did not result in a 
transformation of the myosin phenotype towards the 
fast type in suspended mice [73]. The lack of transfor-
mation in these mice may be indicative of the fact that 
calpain activation can be one of the factors contributing 
to the transformation of the myosin phenotype during 
unloading. Since calpain activation during gravitational 
unloading is associated with the accumulation of cal-
cium ions in the myoplasm [74–76], it is expected that 
blocking calcium ions delivery to the fiber when using 
nifedipine during gravitational unloading will result in 
decreased calpain activity and a less pronounced deg-
radation of cytoskeletal proteins. Moreover, degrada-
tion of α-actinin-2 will not be as deep as in the case of 
suspension without additional action and the calsarcin 
depot will remain full. In this case, downregulation of 
MyHC Iβ will be completely or partially prevented. In 
support of this hypothesis, we found that there was no 
transformation of rat soleus muscle fibers in suspended 
rats administered chronic nifedipine [77]. However, the 
mechanisms of participation of calpains in MyHC ex-
pression regulation remain insufficiently studied.

In experiments on suspended rats in 2015, we ob-
served activation (i.e., a decrease in the negative phos-
phorylation) of another endogenous inhibitor of the 
calcineurin/NFATc1 signaling pathway, glycogen 
synthase kinase GSK3β, which, in the absence of neg-
ative phosphorylation, phosphorylates NFATc1 and 
promotes its export from the nucleus [66]. The activi-
ty of this enzyme can be inhibited with a high content 
of nitrogen oxide in the fiber, which acts through the 
guanylate cyclase mechanism [78]. We have previous-
ly shown that the nitrogen oxide level in rat soleus is 
significantly reduced during gravitational unloading 
[79]. At the same time, administration of L-arginine, 
which enhances nitric oxide production, prevented a 
reduction of the MyHC Iβ mRNA content. Apparent-

ly, a decreased level of nitrogen oxide in the fiber dur-
ing unloading can be considered as one of the stabiliz-
ing factors of the fast phenotype, which acts through 
GSK3β.

Salanova et al. [68] suggest that reduction in the in-
tensity of NFATc1 import to myonuclei during func-
tional unloading is associated with another mechanism: 
a decrease in Homer-1 scaffold protein expression, 
which was observed in human soleus muscle and vas-
tus lateralis muscle after long-term bed rest hypoki-
nesia. In that study, Homer-1 function is described as 
the scaffold support for approximation and interaction 
between calcineurin and NFATc1 in the postsynaptic 
area and Z-disc area. The mechanisms regulating the 
expression of this protein are not known.

The role of the ratio of high-energy phosphates in 
the control of the myosin phenotype under unloading 
conditions can be assessed only in the case when there 
is a significant change in this ratio at one or another 
stage of the process. Indeed, an early study by Ohira’s 
group revealed that a 10-day rat hindlimb suspen-
sion does increase the level of phosphocreatine in rat 
soleus muscle [80]. It turned out that a reduced level 
of phosphorylated high-energy phosphates due to ad-
ministration of β-guanidinopropionic acid prevents a 
transformation of the myosin phenotype towards the 
fast type in suspended animals [81]. It is known that 
chronic administration of β-guanidinopropionic acid 
acts through AMPK-dependent signaling pathways 
[82]. Until recently, nobody knew how AMPK activity 
changed during unloading. The results of two studies 
in this field directly contradict each other [83, 84]. In 
our laboratory, it was shown that gravitational unload-
ing using the conventional “dry” immersion model for 
3 days results in a significant decrease in the AMPK 
phosphorylation level in human soleus muscle [85]. It 
is believed that phosphorylation/dephosphorylation 
of HDAC molecules is the main mechanism of AMPK 
impact on gene expression. It can be assumed that their 
action (deacetylation of H3 histone and MEF2 tran-
scription factor) occurs during simulated gravitational 
unloading. Indeed, acetylation of H3 histone in the gene 
locus of the fast myosin isoform increases in suspended 
rats [86]. It was recently established that no slow-to-
fast fiber transformation occurs in soleus muscle of sus-
pended rats subject to the action of the classical HDAC 
inhibitor [87].

The mechanism of microRNA-dependent regulation 
of myosin gene expression is also modulated under un-
loading conditions (see Introduction). Rat hindlimb sus-
pension results in a reduced expression of miR-499 and 
miR-208b microRNA in the soleus muscle, and, there-
fore, there are conditions for the functioning of spe-
cific blockers of the myh7 gene promoter: i.e. reduced 
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expression of slow myosin [25]. These data are consist-
ent with the results of Tsika’ group demonstrating an 
increased expression of the blockers of the myh7 gene 
promoter, Pur-α, Pur-β, and SP3, and their binding to 
specific sites on the promoter during suspension [88, 
89]. These processes may result from a reduced expres-
sion of the myh7b gene and miR-499. Little is known 
about the physiological regulators of specific blockers 
of myh7 gene expression and regulatory miR-499 and 
miR-208b.

The data on the regulation of myh7 gene expression 
provided in this review show that, despite the inves-
tigation of the molecular mechanisms that determine 
a reduced expression of slow MyHC isoforms under 
gravitational unloading, a complete picture of the func-
tioning of these mechanisms cannot yet be built. It can 
be assumed that the functioning of a complex system of 
endogenous inhibitors of the calcineurin/NFATc1 sign-
aling pathway is targeted at overcoming the compensa-
tory muscle responses and fast phenotype stabilization. 
At the same time, it is unknown which epigenetic pro-
cesses trigger the processes of myh7 gene inactivation 
and reduction of slow MyHC isoform expression at the 
very early stage of gravitational unloading during the 
first 24 hours.

Even less is known about the mechanisms that stim-
ulate the functioning of the gene promoters of the fast 
MyHC isoform. It is believed that, in the absence of 
stimulants of the slow-type MyHC isoform, DNA bind-
ing to the MyoD transcriptional regulator enhances the 
expression of the fast-type myosin gene [90]. At the 
same time, MyoD knockout hindlimb unloaded animals 
demonstrate no transformation towards the fast type 
[91]. This fact suggests that MyoD significantly affects 
the expression of fast MyHC isoform genes during 
gravitational unloading. Interestingly, the stimulatory 
effect of MyoD on the expression of fast myosin iso-
forms is inhibited by NFATc1 [92]. Another reciprocal 
regulation mechanism is characteristic of the expres-
sion of MyHC IIA, on the one hand, and IId/x and IIb, 
on the other hand. It was found that spinal isolation 
results in a reduced expression of MyHC IIA and in-
creased expression of IId/x [93]. We observed a similar 
phenomenon at the early stage of gravitational unload-
ing in experiments with hindlimb suspension [66]. It 
has been found that the MyHC IId/x gene promoter is 
located next to the MyHC IIA gene and transcription 
from the former occurs in two directions. Transcrip-
tion from the sense strand triggers transcription of the 
IIx gene; antisense RNA is synthesized from the com-
plementary strand, which leads to the destruction of 
MyHC IIA mRNA [93]. Thus, activation of the gene ex-
pression of the fast myosin isoform results in a reduced 
expression of the MyHC IIA gene.

CONCLUSION
Regulation of myosin gene expression is being inten-
sively studied at the moment. However, there is no 
clear picture of the long-known and still obscure phe-
nomenon of the changing pattern of the expression 
of these genes during gravitational unloading. Basic 
questions concerning the described phenomenon will 
be answered in the near future. The adaptive role of 
the transformation of muscle fibers during gravita-
tional unloading is not covered in numerous publica-
tions related to this problem. Hypogravity results in 
the “disabling” of mostly postural extensors, especial-
ly soleus muscle, and therein the fibers expressing the 
slow MyHC isoform and thus implementing slow “ton-
ic” contractile activity. The changing nature of pos-
tural synergies under real and simulated zero gravity 
conditions leads to the elimination of the “tonic” com-
ponent of the motor function. Therefore, the shift of 
the myosin phenotype towards the fast type can be 
an integral part of these adaptive rearrangements of 
the motor control system in mammals. Another view 
of the adaptive role of the myosin phenotype shift 
is based on the well-known differences in trophic 
mechanisms; i.e., the mechanisms that maintain the 
structure and metabolism of slow-type and fast-type 
muscle fibers. The elegant work of Ohira’s group [94] 
demonstrated that denervation of rat soleus muscle, 
combined with hindlimb suspension exposure, does 
not lead to an increase in atrophic changes, i.e. reduc-
tion of the fiber cross-sectional area. Under the same 
conditions, atrophy of the plantaris muscle was signif-
icantly less pronounced than atrophy of soleus muscle, 
but it was much more pronounced when the muscle 
was denervated. This is indicative of the fact that 
neurotrophic effects in the fast fiber effectively pre-
vent the intensive development of atrophic processes. 
This strategy is not specific to slow-type fibers, whose 
structure is entirely determined by the intensity and 
duration of the contractile activity. It can be assumed 
that the transformation of the myosin phenotype of 
slow-type fibers changing them into fast ones can in-
crease the amount of fibers, preserving the volume of 
the myofibrillar apparatus during inactivity due to 
neurotrophic effects. 
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INTRODUCTION
During cell movement, the coordinated processes of 
actin polymerization and the interaction between ac-
tin filaments and the cellular membrane push the ac-
tive cell edge forward and result in filopodia forma-
tion. These processes are coordinated by actin-binding 
proteins. Disruptions in the function of actin-binding 
proteins that infringe on cell motility are a distinct 
feature of neoblasts. BAR family proteins act as con-
necting links between actin dynamics and membrane 
rearrangements in all eukaryotes. BAR domains were 
originally defined as the conserved regions of the ani-
mal proteins BIN and amphiphysin, as well as the yeast 
Rvs161 and Rvs167 proteins [1]. Along with the BAR 
domain, the proteins belonging to this family contain 
other domains that are required to ensure that they 
bind to specific proteins and lipids, which determines 
their function and arrangement in a cell [2] (Fig. 1). The 
preferential binding of BAR domains to curved mem-
brane regions makes it possible to attract target pro-
teins to membrane rearrangement sites.

There are different ways through which BAR 
domain proteins can affect actin polymerization. In 
some cases, they activate the actin nucleation factors 
WASP (Wiskott-Aldrich Syndrome Protein) and 
WAVE (Wiskott-Aldrich Verprolin Protein) [3], while 
other BAR domain proteins interact with Rho GTPases 

[4]. Most BAR domains attract the proteins specific to 
a certain cellular process to the membrane thanks to 
SH3 domains, which can interact with a number of 
proteins that contain proline-rich sequences [5, 6]. This 
fact raises the question of which factors determine the 
specificity of attracting certain proteins. According 
to the existing hypothesis, partner proteins recognize 
the spatial arrangement of SH3 domains rather than 
individual SH3 domains [7] (see text below).

In addition to attracting partner proteins, SH3 
domains often function as regulators of the BAR 
domain activity [8, 9]. Binding of SH3 to the BAR 
domain typically transforms the structure into an 
autoinhibited state; this state can be activated only 
via interaction with an activator protein [9]. In the 
F-BAR protein Nervous wreck (Nwk), binding of the 
SH3 domain to F-BAR does not block its membrane-
binding ability but only increases the amount of 
phosphatidylinositol-4,5-bisphosphate (PI(4,5)P2

) 
required for the binding [10].

The PICK protein, whose functions have to do with 
the internalization and exposure of AMPA receptors 
to the cell surface, provides an interesting example 
of BAR domain activity regulation [11]. PICK is 
inhibited by another BAR domain protein, ICA69 
[12]. It remains unclear whether this is caused by the 
formation of a heterodimer from the BAR domains 
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ICA69 and PICK or by the co-oligomerization of their 
homodimers. The second version seems more plausible, 
taking into account the stability of the dimers of BAR 
domain proteins and the potential involvement of the 
C-terminal region of ICA69 in the interaction.

According to the Uniprot database, the BAR family 
currently includes more than 220 proteins [13]; crystal 
structures have been obtained only for 25% of them 
[14]. The overarching feature of all BAR domains is that 
they form dimers with the positively charged surface 
that binds to negatively charged lipid membranes [15, 
16]. BAR domains can be classified into several groups 
based on their structural and phylogenetic properties: 
classical BAR/N-BAR, F-BAR, and I-BAR (Fig. 1) [17].

Classical BAR domains and N-BAR domains
A classical BAR domain is a dimer where each mon-
omer consists of three bent antiparallel α-helices [15]. 
The classical BAR and N-BAR dimers have a crescent 
shape and bind to the membrane by their concave sur-
face. Most proteins containing the classical BAR do-
mains are present in mammalian nerve cells, where 
they are involved in the formation of synaptic contacts 
and in the processes related to signal transduction [18].

Amphiphysins are among the best-studied BAR 
domain proteins; their functions are associated with 

neuronal endocytosis [19]. Mammals carry two genes 
encoding amphiphysins. The amphiphysin II isoform, as 
well as drosophila amphiphysin, is expressed in muscle 
cells instead of neurons; it is involved in the formation 
and stabilization of T-tubules [20, 21]. Mutations in 
human amphiphysin II/BIN1 cause a hereditary 
neuromuscular disease known as centronuclear or 
myotubular neuropathy [22]. The N-terminal BAR 
domain is the only conserved region of different 
amphiphysins.

The crystal structure of the BAR domain of 
drosophila amphiphysin was obtained in 2004, and a 
prediction was made that similar domains can be found 
in many protein groups [15]. Based on their structural 
similarity, the earlier deciphered structure of the 
C-terminal domain of arfaptin [23] and the endophilin 
structure deciphered later [24] were classified as 
belonging to the BAR domain family. By that time, 
the significant role of endophilin in endocytosis and 
its interaction with amphiphysin and dynamin had 
already been reported in a number of studies [25, 26].

According to X-ray diffraction analysis data, clusters 
of positively charged amino acid residues (Fig. 2) reside 
at the ends of the BAR domain, between the α-helices 
2 and 3 and on its concave surface. Mutations in them 
reduce the ability of the BAR domain to bind to the 

Fig. 1. The do-
main structures 
of BAR family 
members (left 
side) and the 
structures of 
BAR domain 
dimers (right 
side).
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membrane and modify liposomes in vitro. It has also 
been shown that the 26 a.a.r. N-terminal sequence 
of amphiphysin has an unordered structure in the 
solution but folds into an amphipathic helix (AH) when 
interacting with lipids. The insertion of an AH helps the 
BAR domain generate the membrane curvature [27]. 
AH was subsequently found in many (but not all) BAR 
domain proteins.

I-BAR domains
The I-BAR domain was first determined as a homol-
ogous N-terminal domain of mammalian IRSp53 and 
MIM proteins and called the IM domain (IRSp53/MIM) 
[28]. Later, due to its structural similarity to the BAR 
domains, this domain became known as I-BAR (Inverse 
BAR) [29]. I-BAR domain proteins are present both in 
higher and lower eukaryotes but have not been found 
in yeasts.

Similarly to the classical BAR domains, I-BAR 
domains consist of three α-helices and form dimers; 
many of these dimers bind to liposomes and modify 
their curvature in in vitro experiments [30–32]. The 
I-BAR dimer is less curved than the classical BAR (Fig. 
1). Clusters of positively charged amino acids that are 
responsible for the binding to negatively charged lipids 
in the membrane reside on their convex, rather than 
on the concave, surface (Fig. 2) and cause membrane 
curvature in the opposite direction as compared to 
BAR’s action [28, 33].

The gene encoding IRSp53 is actively expressed 
in various mammalian cells and tissues, especially in 
neurons. IRSp53 knockout mice showed impaired 
learning skills and memory [34]. IRSp53 contains a 
CRIB motif that binds to GTPase Cdc42 and an SH3 
domain that interacts with WAVE. When bound into 
a complex with Cdc42 and the Eps8 protein, it can 
induce filopodia formation [35], while in complex with 
WAVE it causes lamellipodia formation [36]. IRSp53 
is regulated by phosphorylation of two threonine 
residues, which results in binding of protein 14-3-3 to 
it and subsequent inactivation [37]. Smaller amounts of 
IRTKS, the closest homologue of IRSp53, were found 
in the brain; it was also detected in the bladder, liver, 
testes, heart, and lungs. Unlike IRSp53, IRTKS does 
not bind to Cdc42 and its expression in cells causes 
the formation of clusters of short actin filaments 
but not filopodia; however, the specific biological 
functions of IRTKS have not been elucidated yet [38]. 
MIM (Missing-In-Metastasis) was given its name due 
to the fact that its expression was reduced in some 
metastasizing cell lines [39]; however, the more recent 
studies have demonstrated that its expression can also 
be elevated in other metastasizing cell lines [40]. MIM 
is actively expressed in the heart, skeletal muscles, 

and the central nervous system during ontogenesis. 
Overexpression of MIM in mammalian cell lines 
leads to the disappearance of actin stress fibers and 
emergence of multiple small protrusions on the cell 
surface [41]. The activity of MIM, identically to that 
of IRSp53, is regulated by the phosphorylation of the 
residue in the central portion of the protein (outside the 
I-BAR domain) [42]. MIM was reported to be involved 
in cilia formation [43]; however, its accurate role in 
animal development and physiology remains unclear. 
The ABBA protein, the closest homologue of MIM, is 
expressed in glial cells of the murine central nervous 
system but is absent in neurons. In the glial cell line C6-
R, ABBA resides within cortical actin; its knockdown 
results in defects in lamellipodia formation [44].

The atomic structure of the I-BAR domain of the 
Pinkbar (Planar Intestinal- and Kidney-specific 
BAR) protein was deciphered in 2011: the structure 
is characterized by an almost zero curvature [45]. This 
protein is expressed in epithelial intestinal and renal 
cells and partakes in membrane structuration in the 
intercellular contact zone. The I-BAR domain of the 

Fig. 2. Membrane deformation by BAR domains. The 
electrostatic surface potentials of the domains are shown 
with blue as positive and red as negative; the membrane 
surface is depicted as a red dotted line.
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Pinkbar protein, unlike the other known domains, can 
form flattened membrane regions and aggregate into 
stable flat oligomers both on the lipid membrane and in 
solution [29, 45]. The results of domain oligomerization 
include membrane deformation and clustering of 
charged lipids PI(4,5)P

2
 in the membrane. I-BAR 

domains have a higher electrostatic potential compared 
to the classical BAR domains and can form PI(4,5)P

2
 

clusters at the micron scale [33].

F-BAR domains
Another broad group of BAR domain proteins con-
tains the F-BAR domain (Fes/CIP4 homology-BAR). 
F-BAR proteins were found in most eukaryotes except 
for plants; they are considered to be the key regula-
tors of cellular membrane curvature [46]. Most of the 
known F-BAR domain proteins are involved in clath-
rin-mediated or caveolin-dependent endocytosis. Many 
of them also partake in the formation of filopodia and 
lamellipodia: filopodia are required for the formation 
of axons [47], while lamellipodia inhibit this process 
[48]. Both these structures can ensure the migration 
of normal cells and be involved in the dissemination of 
metastasizing cells [49]. Cell division that also involves 
F-BAR domain proteins is another crucial process the 
disruption of which triggers tumor formation. Diseases 
associated with an altered expression level or muta-
tions in the genes encoding proteins belonging to this 
family include developmental disorders, neurological 
and autoinflammatory diseases, invasive tumors, car-
diac hypertrophy, carbohydrate metabolism disorder, 
and renal failure, thus making F-BAR domain proteins 
a potential therapeutic target [50].

The F-BAR domain was first discovered in the 
CIP4 protein (CDC42-Interacting Protein 4) [51]. 
The conserved N-terminal region (60 a.a.r.) of the 
CIP4 and FES proteins became known as FCH (FES/
CIP4 Homology). It resides next to a domain whose 
structure is similar to that of the BAR domain and 
forms a functional unit with it (F-BAR). An analysis 
of the crystal structures of the F-BAR domains in 
mammalian FBP17 and CIP4 proteins showed that 
the shape of F-BAR domains is less curved and more 
elongated compared to that of classical BAR domains 
[16] (Fig. 1). They consist of five α-helices: the short 
N-terminal helix, three long and one short C-terminal 
helices, followed by a short sequence responsible for 
homodimerization. The surfaces with which monomers 
interact with each other mostly contain hydrophobic 
amino acid residues and several charged ones (Fig. 2). 
Mutations in the conserved positively charged amino 
acid residues on the concave side of F-BAR dimers 
reduce the ability of proteins to bind to the membrane 
and modify liposomes in vitro [16, 52].

Recent studies demonstrate that some F-BAR 
domains selectively bind to phosphoinositides [53, 
54]. Thus, the yeast protein Rgd1p that activates 
Rho3 and Rho4 GTPases [55] was found to have a 
phosphoinositide-binding site that the other F-BAR 
domain yeast proteins Bzz1p and Hof1p do not have 
[56]. In vitro experiments have demonstrated that 
Rgd1p preferentially binds to liposomes containing 
PI(4,5)P2

. Deciphering of the crystal structure of 
the complex between Rgd1p and myo-inositol-
1,2,3,4,5,6-hexakisphosphate (Ins P6), which acts as 
an analogue of the phosphoinositide lipid head, made 
it possible to identify which amino acid residues the 
phosphoinositide-binding site consists of.

The CIP4, FBP17, and FCHo2 proteins also 
exhibit specificity to phosphoinositides and contain 
a corresponding binding site [16, 52, 57]. The same 
site was revealed in human protein Gmip [58], which 
activates RhoA GTPase and plays a crucial role in 
cortical actin rearrangement during early mitosis 
[59] and in neuronal migration [60]. In both processes, 
phosphoinositides are important regulators. Hence, the 
specificity of the binding of some F-BAR domains to 
lipids enables the attraction of F-BAR domain proteins 
to certain membrane regions. Furthermore, binding 
of F-BAR domains limits the diffusion of lipids and, 
therefore, transmembrane proteins, which may be 
of crucial importance for the spatial arrangement of 
proteins in a specific cellular process [54, 61].

The interaction between BAR domain 
proteins and the membrane
The main functions of BAR domains include the gener-
ation of membrane curvature, its propagation, stabili-
zation, and/or sensing, followed by the recruitment of 
cytosolic protein factors to a specific site in the cell [17]. 
Generation of the curvature and its propagation are 
coupled processes: local deformations of the membrane 
caused by one dimer facilitate the binding of other di-
mers.

The initial stages of generation of the membrane 
curvature take place due to the electrostatic binding of 
the BAR domain to the membrane and, in some cases, 
due to the incorporation of an N-terminal AH into the 
membrane [62]. Binding is based on the interaction 
between positively charged amino acids and negatively 
charged lipids; as mentioned above, some BAR domains 
preferentially bind to phosphoinositides [56]. The 
incorporation of AHs into one monolayer facilitates 
curvature generation due to the asymmetry emerging 
in the bilayer structure [63]. It was also demonstrated 
that AHs in some BAR proteins play a key role in the 
fragmenting of small liposomes [64]. However, the 
existing experimental data on the binding of BAR 
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domains that carry no AH to membranes [65, 66] do 
not allow one to unambiguously answer the question 
about the role of AHs in the generation of membrane 
curvature.

Curvature propagation requires an interaction 
between many BAR domains. The structure formed by 
them on the membrane surface is known as a scaffold. 
All BAR domain proteins are believed to be capable 
of scaffold formation; the scaffold structure largely 
determines the result of the effect on the membrane. In 
its turn, the scaffold structure depends on the protein 
concentration and membrane tension. It was shown 
by coarse-grained molecular dynamics simulation 
that when present at low concentrations, N-BAR 
domains aggregate on flat membranes and liposomes 
to form a filamentary structure and networks; after a 
20% surface density is achieved, they start forming a 
membrane protrusion [67]. N-BAR protein endophilin, 
whose functions are related to endocytosis, can induce 
tubule formation on the giant liposome at ~5% density 

and low surface tension (ST). A high protein density is 
required for tubules to be formed at high ST values; 
tubule formation is completely inhibited at ST > 
0.25 mN/m. The effect of ST on scaffold assembly is 
caused by the fact that the binding of dimers through 
their terminal regions is mediated by local membrane 
deformations, which are impeded by high ST values. 
This fact suggests that reduced ST can trigger the 
mechanism of activation of rapid endocytosis [68].

The sensitivity of BAR domains 
to membrane curvature
The investigation of the fluorescence intensity of the 
proteins on the membrane tubules formed by giant li-
posomes has shown that BAR domains can act as detec-
tors of membrane curvature: the density of arrange-
ment of the BAR domains bound to membrane tubules 
is several dozen or even hundreds of times higher than 
that of the BAR domains residing on a flat membrane. 
All the tested BAR domain proteins amphiphysin [69], 
endophilin [70], BIN1 [71], syndapin [65], and IRSp53 
[66] have been shown to exhibit preferential binding to 
membrane tubules. In order to explain why BAR do-
mains with a similar structure have different effects on 
membranes, let’s discuss the ways in which a number 
of BAR domains are arranged on the membrane.

Since X-ray diffraction analysis does not provide 
any idea on how proteins interact with a full-size 
membrane, reconstructions of the oligomers of BAR 
domains bound to membrane tubules were obtained by 
cryo-electron microscopy [7, 72, 73] (Fig. 3).

Studies of the arrangement of the F-BAR 
domains of endophilin on the membrane tubule have 
demonstrated that they are oriented at a 10° angle with 
respect to each other [7] (Fig. 3A). The large regions of 
the unoccupied membrane between the neighboring 
bundles (~50 Å) can be attributed to the need to 
provide access for GTPases, with which endophilin 
interacts during endocytosis [74]. When full-length 
endophilin interacts with a membrane tubule, its SH3 
domains are also arranged on the surface as dimers. 
This has been confirmed by experiments with cross-
linking of cysteins inserted into SH3 domains [75]. It 
was suggested that this spatial organization can be 
recognized by the GTPase dynamin that carries two 
neighboring proline-rich sequences [75].

Another oligomeric structure that was studied using 
cryo-electron microscopy and helical reconstruction 
was the structure of the BAR domains of the 
amphiphysin II isoform involved in the organization 
of T-tubules [72] (Fig. 3B). The BAR domains of 
amphiphysin are more densely packed than those in 
the endophilin structure and in such a way that one 
end of the BAR domain is oriented inward into the 

Fig. 3. Oligomerization of BAR domains on membranes. 
A – The cryo-electron microscopy model of a 28-nm 
membrane tubule with endophilin oligomers (top image). 
The BAR domain (orange) and additional helices (cyan 
and magenta) are fitted into the electron density [7]. B 
– Oligomerized BAR domains of amphiphysin 2 [72]. C – 
Scheme of BAR domain oligomerization and formation of 
membrane tubules [16]. D – Interactions between dimer-
ized BAR domains of CIP4 [73]. E – Interactions between 
dimerized BAR domains of Pinkbar [45].
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membrane, while the other one is oriented outwards. 
Unlike in endophilin, they are stably connected with 
one another by AHs, which presumably partake in 
curvature initiation. As a result, the tubules formed 
by amphiphysin are much more rigid. This agrees 
well with the biological functions of these proteins: 
amphiphysin forms stable T-tubules, while endophilin 
is involved in the formation of the dynamic structures 
that quickly assemble and disassemble during 
endocytosis [76].

X-ray crystallography was used to determine 
the structures of individual F-BAR domains and to 
propose a scheme of their interaction with membranes. 
In crystals, F-BAR domains form flat scaffolds where 
the BAR domains have a lateral orientation. The 
BAR domains interact with each other through the 
terminal and lateral regions. When interacting with 
the membrane, the BAR domains turn so that the 
curved side carrying the positively charged amino 
acid residues faces the membrane; the flat scaffold 
acquires a ring shape, and then it becomes helical and 
twists around the tubule being formed [16] (Fig. 3C). 
This assumption has been confirmed by cryo-electron 
microscopy [73] and molecular simulation data [77].

The isolated I-BAR domains can actively form the 
membrane curvature [33]. However, since this ability is 
less pronounced in full-length I-BAR proteins [41] due 
to autoinhibition, they can bind to the already curved 
membrane. The functions of membrane curvature 
sensing and generation are not mutually exclusive; 
hence, it can be assumed that protein behavior depends 
on its concentration: at low concentrations, they sense 
the existing membrane curvature and attract other 
proteins to it, while at high concentrations, they can 
aggregate into oligomers (Fig. 3D) and be actively 
involved in curvature propagation [78]. On the other 
hand, the I-BAR domains of the Pinkbar protein form 
flattened membrane regions instead of curvatures. 
Accordingly, although containing terminal interactions 
that are typical of BAR domains, their oligomers are 
flat (Fig. 3E).

Stabilization of the membrane curvature 
The significance of N-terminal AHs in stabilizing inter-
action with lipids was established using various meth-
ods [15, 79]. In in vitro experiments, the absence of AHs 
made endophilin unable to modify liposomes and form 
tubules. This has also been demonstrated by molecular 
dynamics simulation [7]. A more recent study by elec-
tron paramagnetic resonance showed that endophilin 
AHs penetrate into the lipid bilayer by 8–11 Å below 
the level of phosphate groups and are not in direct con-
tact with each other [80]. A hypothesis has been put 
forward that the importance of AHs for protein oli-

gomerization can be possibly related to the mutual co-
ordination of lipids. Incorporation of AHs into the top 
lipid monolayer results in the generation of a positive 
membrane curvature, due to the asymmetry emerging 
in the bilayer structure.

The endophilin structure determined by cryo-
electron microscopy indicated that the insertions of 
neighboring (parallel to the long axis of the tubule) 
dimers do not interact with each other and are oriented 
towards the membrane. This differentiated them 
from the arrangement in the crystal structure and in 
the liposome-bound state. The difference was later 
attributed to two conformational states: at high protein 
concentrations sufficient for oligomer formation, the 
N-BAR domain resides closer to the membrane, thus 
contributing to a deeper incorporation of AH [80], 
impeding spontaneous membrane curvature, and 
stabilizing the membrane tubule. The conformational 
switch between endophilin states can be associated 
with the phosphorylation of Ser75: the emergence of a 
negative charge impedes the incorporation of AH into 
the membrane and tubule stabilization. The mutations 
in LRRK2 kinase associated with Parkinson’s disease 
are known to increase the phosphorylation of Ser75 and 
cause the disruption of endocytosis in synapses [81].

In addition to attracting partner proteins, the SH3 
domain of endophilin regulates the activity of the 
N-BAR domain. It was demonstrated by a molecular 
dynamics simulation that the SH3 domain in solution 
binds to the N-terminal AH due to hydrophobic 
interactions and the formation of salt bridges between 
charged residues [8]. The negative electrostatic 
potential concentrates at the SH3 domain, whereas the 
positive potential concentrates at the AH. Hence, when 
a protein approaches the membrane the AH turns 
towards it, while the SH3 domain turns away from it. 
On the one hand, the SH3 domain in this autoinhibited 
form does not interact with other proteins in solution. 
On the other hand, the protein “searches” for the 
region in the membrane that would be suitable in terms 
of electrostatic potential and would have defects in 
lipid packing, where the AH can be incorporated.

Recently there has been evidence that not all BAR 
domains exhibit activity in the formation of membrane 
tubules or membrane invagination. The yeast protein 
Cdc15p involved in cytokinesis oligomerizes into 
filaments and does not cause membrane modification 
[82]. Oligomerization of Cdc15p is needed for a 
contractile ring to form; however, in this case the protein 
does not change the membrane’s shape but only helps 
attract other proteins to it. Lack of tube-forming ability 
was also demonstrated for six mammalian F-BAR 
domains. The common function of F-BAR domain 
proteins possibly consists in the attraction and spatial 



66 | ACTA NATURAE |   VOL. 8  № 4 (31)  2016

REVIEWS

arrangement of other proteins near the membrane, and 
only in some cases do they change the membrane shape 
[83]. The F-BAR domain protein Nervous wreck (Nwk), 
whose homologues are found in many organisms, from 
insects to higher vertebrates, is one of such proteins. Two 
homologues of this protein are involved in membrane 
rearrangements in mammalian stereocilia and cerebellar 
neurons [84, 85].

Nontraditional orientation: The F-BAR 
domain protein Nervous wreck
Neuronal growth and the formation of new connec-
tions, the processes underlying learning and memory, 
are controlled by growth factors. Receptors bound to 
growth factors are moved inside the cell by endocytosis 
and sent to special cellular compartments, where they 
can undergo modification or degradation, or interact 
with other proteins [86]. Determining the mechanisms 
that control the rate and direction of the flow of recep-
tor-containing endosomes is essential for understand-
ing the signal transduction processes. The neuromuscu-
lar junction of Drosophila melanogaster is a convenient 
model for studying synaptic growth regulation, since 
the muscle area increases more than one hundredfold 

within four days, which is accompanied by a significant 
increase in the number of neuronal contacts. Neuronal 
growth regulation includes both the retrograde sig-
nals from the muscle and anterograde signals from the 
neuron to the muscle cell [87]. Mutations in the proteins 
regulating endocytosis are known to result in excessive 
axon branching, since they impede the attenuation of 
the signal from growth factor receptors [88–90].

The F-BAR protein Nervous wreck (Nwk) exhibits 
limited homology to other F-BAR proteins. In vitro 
studies have shown that, unlike other F-BAR proteins, 
Nwk causes the formation of cellular protrusions rather 
than invaginations (Fig. 4A) [91].

In order to study the interaction between the 
Nwk F-BAR domain and the membrane, its model 
was built based on the known crystal structure of 
the homologous F-BAR domain FCHO2, which has a 
specific S-shape [92] (Fig. 4B). Electron microscopy was 
used to study the ways in which the F-BAR domains 
of the Cip4 and Nwk proteins were organized on lipids. 
As expected, the Cip4 F-BAR domains were found 
to aggregate into linear filaments, while the Nwk 
F-BAR domains were found to form higher order V-, 
N-shaped, and zigzag structures [92]. It is important 
to mention that these structures were not observed 
in the absence of lipids. The mechanism of interaction 
between Nwk and membranes was proposed based on 
these findings. The zigzag structures form a “ridge” on 
the membrane whose geometry depends on the angle 
between the dimers and the frequency of the dimers 
with the concave side facing the membrane. In cells, 
this ridge can form a ring marking the membrane 
region that is subsequently transformed into a cellular 
protrusion by microtubules and actin filaments (Fig. 
4C) [92].

The end regions of the dimer that are responsible for 
oligomerization and electrostatic interactions between 
the membrane and the concave side of F-BAR play a 
crucial role in this process [92]. Protrusion formation 
also requires actin filament polymerization; however, 
the protrusions that have already formed do not 
respond to treatment with the actin polymerization 
inhibitor latrunculin B. This fact indicates that actin 
is required for their formation only [93]. Interestingly, 
the structure of the emerged protrusions differs 
from that of filopodia, since the protrusions contain 
microtubules, along with actin filaments. Treatment 
with the microtubule depolymerizing agent nocodazole 
also does not destroy the protrusions.

The functioning of Nwk in neurons is apparently 
ensured not only by its F-BAR domain, but also by 
two SH3 domains, each of them binding to certain 
proteins. Nwk in recycling endosomes interacts with 
the SNX16 protein belonging to the sorting nexin 

Fig. 4. Noncanonical activity of the F-BAR domain of Nwk 
[92]. A – Formation of inner membrane tubules caused by 
the expression of typical F-BAR domains and formation 
of cellular protrusions in the case of the F-BAR domain 
of Nwk. B – Model of the F-BAR domain of Nwk (mono-
mers are shown in different colors). C – Model of cellular 
protrusion formation caused by F-BAR domain oligomeri-
zation and actin polymerization.
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family, which, in its turn, is bound to the presynaptic 
growth factor Tkv [94]. The interaction between Nwk 
and SNX16 reduces the signal from Tkv and is needed 
to ensure the receptor’s return onto the membrane. 
Furthermore, Nwk binds to the proteins involved in 
endocytosis regulation (Dap160, dynamin, and Wsp). 
Experiments with the mutant SH3a and SH3b domains 
showed that SH3a binds to dynamin and Wsp, while 
SH3b is responsible for binding to Dap160 [95]. Wsp 
activates the Arp2/3 complex, which triggers actin 
polymerization that is required for endocytosis [96]. 
However, Nwk activates Wsp in a much weaker fashion 
than the mammalian SH3 domain proteins (e.g., Nck) 
activate WASP [97]. The effect can be enhanced by the 
co-action of Nwk and another activator of Wsp, Cdc42 
GTPase. Hence, Nwk interacts with the endocytic 
machinery through SH3 domains and, together 
with Cdc42, activates Wsp/Arp2-3-dependent actin 
polymerization for synaptic growth regulation.

Another important function of Nwk SH3 domains 
is the regulation of F-BAR activity. The SH3b domain 
was shown to bind to F-BAR; however, this does not 
result in a loss of its membrane-binding ability but 
only increases the amount of the negatively charged 
lipids needed for binding [10]. Both the F-BAR 
domain itself and the full-length protein modify giant 
liposomes; however, their excessively high negative 
charge prevents membrane deformation [10]. One of 
the possible explanations is that at lower PI(4,5)P2

 
concentrations, most F-BAR domains are bound to 
the membrane by their concave side, which facilitates 
deformation. On the other hand, it is quite possible 
that the reason lies in changes in the properties of the 
membrane itself. The increased PI(4,5)P

2
 concentration 

in the membrane leads to a rise in the degree of order 
of lipids, which is characterized by an alignment 
of hydrocarbon tails, increased bilayer thickness, 
decreased lateral diffusion coefficient, etc. [98, 99]. The 

formation of these lipids microdomains may impede 
membrane deformation or the dynamic migration 
of proteins that is required for oligomerization [100]. 
The membrane composition can regulate other BAR 
domain proteins in a similar way: the increased 
PI(4,5)P

2
 concentration suppresses the membrane-

deforming activity of the F-BAR domain FBP17 in 
in vivo experiments [101]. Binding of SH3 domains to 
F-BAR was previously believed to result in complete 
autoinhibition, which can be eliminated either by 
binding to other proteins [102] or by increasing the 
negative charge in the membrane [103]. However, the 
example of Nwk indicates that this mechanism is more 
complex and requires further research.

CONCLUSIONS
Deciphering the crystal structures of BAR domains has 
made it possible to describe the mechanisms of changes 
in the membrane shape at the molecular level, while 
in vitro studies and electron microscopy have allowed 
researchers to explain how the schemes of oligomeriza-
tion of BAR domains result in the formation of various 
membrane structures. It has been demonstrated how 
the activity of some BAR domain proteins can be regu-
lated by intra-protein and protein–protein interactions, 
as well as what the mechanism for achieving a specific-
ity of partner protein recruitment is. However, despite 
the significant progress in understanding the role of 
BAR domain proteins in cell activity, many questions 
still remain to be answered. Taking into account that 
changes in the expression level and mutations in the 
genes encoding BAR domain proteins are related to 
many serious diseases, this field of research is of inter-
est both for biology and medicine. 

This work was supported by the Russian Science 
Foundation (grant no. 14-14-00234).
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INTRODUCTION
Not only have the numerous studies focused on α-hel-
ical peptides that have been conducted over the past 
quarter century contributed to a better understand-
ing of protein folding into the native biologically active 
conformation, but also they are of significant inter-
est for designing therapeutic agents that are efficient 
in treating diseases associated with a disruption of 
the protein–protein interaction [1–3]. Since the early 
1990s, a large body of experimental data on the folding 
and stability of α-helices in monomeric peptides has 
been accumulated [4, 5]. These data demonstrate that 
the amino acid sequences of α-helices are usually not 
optimal for ensuring high conformational stability. This 
can be an important factor in preventing the accumula-
tion of erroneous intermediate products in the folding 
of globular proteins. Hence, designing short α-helical 
peptides and proteins with sufficient conformational 
stability under specified ambient conditions (tempera-

ture, pH, and ionic strength) still remains an interesting 
problem of practical importance in protein engineering 
[1, 6].

The large amount of experimental data on the phys-
ical interactions that affect the stability of α-helices in 
proteins and monomeric peptides allows researchers to 
build theoretical models that describe α-helix–coil tran-
sitions and use them to elaborate new high-efficiency 
computational methods for designing α-helical peptides 
characterized by high conformational stability.

Stabilization of α-helices has been employed re-
peatedly to design industrially relevant enzymes that 
can work at elevated temperatures [7, 8]. This review 
discusses various methods for enhancing the thermal 
stability of globular proteins, including such molecular 
mechanisms as changing the amino acid composition of 
proteins in thermophilic organisms, inserting additional 
ion pairs and hydrogen bonds, using amino acids with 
an increased  propensity to α-helical conformation, for-
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mation of additional disulfide bridges, strengthening of 
the hydrophobic interactions, introducing proline sub-
stitutions in loops, binding to metal ions, denser pack-
ing, etc.

THE MOLECULAR MECHANISMS OF 
THERMAL STABILITY OF PROTEINS
Thermostable enzymes are used in many biotechno-
logical processes, both in laboratory and in large-scale 
industrial production [9, 10].

Hyperthermophilic microorganisms that grow op-
timally at 80–110°C are the natural source of thermo-
philic proteins. These organisms, which were originally 
discovered in hot springs, mainly belong to the Archaea 
kingdom. The enzymes in these organisms also exhibit 
optimum activity at high temperatures (>70°C), and 
some of them are active at temperatures significantly 
higher than 100°C. Thermostable enzymes are usually 
inactive at temperatures below 40°C [11].

The ability to reliably predict the key physicochem-
ical properties of mutant proteins, such as stability and 
solubility in water, is of paramount importance in mo-
lecular biology and biotechnology. A number of studies 
have been published where factors affecting the sta-
bility and solubility of proteins were investigated and 
models for predicting the consequences of point muta-
tions in proteins were elaborated [11–14]. Today, it is 
clear that there are many factors that can disrupt the 
stability or activity of a protein structure.

The features of the structural organization of ther-
mostable proteins and enzymes that allow them to 
function at temperatures above 100°C have been in-
tensively investigated both in experimental and funda-
mental studies, starting from the mid-1980s (according 
to the Medline database, a total of ~3,000 studies have 
been published) [12, 15–18].

The discussion is based on a comparative analysis of 
homologous proteins from mesophilic and thermophil-
ic microorganisms (further in this review referred to 
as mesophilic and thermophilic proteins, respective-
ly). The thermostable proteins described by that time 
showed no specific features in their secondary or ter-
tiary structures that were typical only of thermophiles 
as compared to their mesophilic analogues. However, 
the differences revealed at the level of their amino acid 
sequences were rather diverse. Such a variety of the 
characteristics of thermostable proteins can be ground-
ed in the fact that thermophilicity is determined by a 
summation of the effects of various factors emerging 
due to a suitable combination of the weak interactions 
involved in protein stabilization.

It has been recently demonstrated that the mecha-
nisms of adaptation to high temperatures in different 
organisms may depend on their evolutionary history 

[19]. Moreover, amino acid substitutions, presumably 
those associated with the thermal resistance of pro-
teins, were found to often reside in α-helices [20–22]. 
Therefore, an analysis of the energy balance of molec-
ular interactions inside α-helices may shed light on the 
reasons behind the stability of thermophilic proteins at 
high temperatures.

Changes in the amino acid composition of 
proteins in thermophilic organisms
Changes in the amino acid composition of proteins in 
thermophilic organisms compared to their mesophilic 
analogues were among the first factors affecting ther-
mal stability that were studied [23, 24]. A statistical 
analysis demonstrated that glycine, serine, lysine, and 
the aspartic acid residues in thermophilic proteins are 
often replaced with alanine, threonine, arginine, and 
glutamic acid, respectively [25]. The function of these 
substitutions mainly consists in increasing the internal 
and reducing the external hydrophobicity of thermo-
stable proteins. Moreover, these substitutions some-
what increase the stability of α-helices and the pack-
ing density of amino acids in thermostable proteins. A 
number of additional studies focused on various physi-
cal factors that can alter the amino acid composition of 
thermophilic proteins have recently been performed 
(see the review devoted to this topic [18]).

We have demonstrated in a series of studies [26–28] 
that the α-helices of thermostable proteins are in gen-
eral more conformationally stable than the identical 
α-helices of highly homologous proteins in mesophilic 
and psychrophilic bacteria. The composition of the 
α-helices of thermostable proteins changes due to an 
increase in their content of amino acids with a high  
propensity to form α-helices (alanine and leucine) and, 
therefore, a decrease in their content of β-branched 
residues (valine, isoleucine, and threonine). Further-
more, a significant rise in the abundance of amino acids 
that can stabilize α-helices through strong interactions 
between their side chains and the side chains of oth-
er amino acids (e.g., glutamic acid and arginine) was 
detected. Similar findings were also made in a study 
performed by a different research group; particularly, 
a significant decrease in the content of β-branched res-
idues with a low tendency to form α-helices in thermo-
philic proteins was also revealed [29].

Matthews et al. [30] demonstrated that the introduc-
tion of proline residues increases the thermal stability 
of a protein due to a decrease in the entropy of the un-
folded state.

Additional hydrophobic interactions are the crucial 
mechanism behind structure stabilization in thermo-
stable proteins. It has been shown that every additional 
methyl group inserted into a protein structure on aver-



72 | ACTA NATURAE |   VOL. 8  № 4 (31)  2016

REVIEWS

age increases the stability of the folded protein confor-
mation by ~1.3 (±0.5) kcal/mol [31].

Ion pairs and binding to metal ions
Comparison of the spatial structures of thermophilic 
proteins and their analogues from mesophilic organ-
isms has demonstrated that thermophilic proteins 
have a significantly higher number of ion pairs, which 
considerably stabilizes their structure at high temper-
atures [32]. One of the most vivid illustrations of this 
phenomenon is the content of ion pairs observed in hy-
perthermophilic lumazine synthase from Aquifexae ol-
icus, which was more than 90% higher than that in its 
mesophilic analogue from Bacillus subtilis [33].

It has been known for a long time that metal ions 
often stabilize and activate certain enzymes. Hence, 
xylose isomerase from Streptomyces rubiginosus binds 
to two ions from the set of Co2+, Mg2+ or Mn2+: one of 
them is directly involved in catalysis, while the other 
one predominantly participates in the stabilization of 
the enzyme structure [34]. Some thermostable ferre-
doxins have been shown to contain metal ions that are 
not found in their mesophilic homologues [35].

Increase in the number of noncovalent interactions
It is believed that an increase in the nonlocal non-

covalent interactions (e.g., ion pairs, hydrogen bonds, 
and van der Waals contacts) binding the non-adjacent 
portions of proteins can significantly increase their 
thermal stability. Recently accumulated data gener-
ally prove this hypothesis. Hence, chimeras are built 
using the homologous proteins rubredoxins from Py-
rococcus furiosus and Clostridium pasteurianum [36]. 
The relative stability of these chimeras as compared 
to rubredoxins from P. furiosus and C. pasteurianum 
indicate that there are interactions between the protein 
nucleus and one of the β-sheets via hydrogen bonding 
and hydrophobic interactions, which makes a consider-
able contribution to the thermal stability of the protein. 
Neither the nucleus nor the β-sheet separately ensures 
the required stabilization. A comparison of identical 
proteins from the thermophilic and mesophilic organ-
isms (373 protein pairs http://phys.protres.ru/resourc-
es/termo_meso_base.html) has shown that the former 
have a closely packed water-accessible residues, while 
the packing of the interior parts of these proteins are 
almost identical in both cases [37].

Hydrogen bonds
Another factor of the type is the formation of addi-
tional hydrogen bonds that stabilize the structure of 
a number of thermostable proteins at high tempera-
tures [38–40]. In particular, an investigation of the 
mechanism of action of hydrogen bonds on the ther-
mal stability of RNAse T1 has shown that every addi-

tional hydrogen bond increases the thermal stability 
of this protein by on average 1.3 kcal/mol [38]. Tanner 
et al. [39] revealed a strong correlation between the 
thermal stability of the GAPDH protein (glyceroalde-
hyde-3-phosphate dehydrogenase) and the number of 
hydrogen bonds between the polar uncharged amino 
acid residues in it. An assumption was made that there 
are two main reasons that explain what effect the ex-
istence of additional hydrogen bonds may have on the 
thermal stability of the protein: 1) the dehydration en-
ergy of these  residues is much lower than that of the 
charged  residues in ion pairs, and 2) the gain in en-
thalpy for these hydrogen bonds is significantly higher 
due to electrostatic charge–dipole interactions.

Formation of disulfide bridges
Formation of additional disulfide bridges is another 
crucial factor that stabilizes the protein structure at 
high temperatures [41, 42]. This effect is believed to be 
for the most part related to the reduction of the config-
urational entropy of the unfolded protein state. 

In some cases, the effect of inserting multiple di-
sulfide bridges into the structure was additive [43]. In 
particular, mutants with disulfide bridges between the 
residues 3–97, 9–164 and 21–142 were designed in the 
bacteriophage T4 lysozyme molecule (the disulfide-free 
enzyme), which turned out to be significantly more 
thermostable than the wild-type protein.

However, no such additivity was observed in other 
cases [42, 44, 45]. Furthermore, formation of disulfide 
bonds sometimes has no effect on the thermal sta-
bility of a protein [45] or even reduces it [42], thus an 
indication that there are regions with different ther-
mal sensitivities in a protein’s structure. Interestingly, 
the magnitude of the effect of thermal stabilization of 
a protein using artificial disulfide bridges, at least in 
some cases, is approximately proportional to the loga-
rithm of the number of amino acid residues that sepa-
rate two cysteine residues forming a disulfide bridge 
[16, 43].

This approach to designing thermostable proteins 
has recently acquired additional popularity due to the 
elaboration of novel theoretical approaches that allow 
one both to calculate all the possible combinations of 
artificial disulfide bridges based on the known spatial 
structure of the protein and to roughly estimate their 
energy and the probability of spontaneous formation 
[46].

Directed evolution
Directed evolution is the main experimental method 
used to improve enzyme properties [47]. The key ad-
vantage of this approach is that it does not require any 
knowledge about the details of the structure of the 
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enzyme being altered. The method is based on the ex-
perimenter-controlled process of artificial, accelerated 
evolution of microorganisms that are intentionally ex-
posed to harsh environmental conditions. As opposed 
to natural evolution, this process is more intense and 
selective; it has a specific purpose, is time-limited, and 
imitates such natural processes as random mutagene-
sis, recombination, and selection.

Research into directed evolution of industrially rel-
evant proteins using chemical and radiation-induced 
mutagenesis was started in the early 1980s. In the 
1990s, it accelrated as the era of industrial molecular 
biotechnology began. The intense development in this 
field is driven by the demand to produce new natural 
biocatalysts that would be more efficient and safe for 
humans. A novel approach, the DNA shuffling meth-
od, was proposed in 1994 [48]: it proved to be efficient 
and underlay a number of different modifications of 
the original method. Hence, this approach was used to 
produce thermostable subtilisin E, which is 15 times 
more active at 37°C than the wild-type protein from B. 
subtilis [49]. The examination of its structure showed 
that most of the mutations that increase the thermal 
stability of the protein reside in the loops connecting 
secondary-structure elements [50]. In a different ex-
periment, the thermal stability and activity of p-ni-
trobenzyl esterase from B. subtilis were increased by 
five low-accuracy PCR cycles accompanied by one 
DNA shuffling step [51]. The thermal stability of the 
mutant protein increased by 10°C; its activity was 
higher than that of the wild-type enzyme at any tem-
perature.

COMPUTATIONAL METHODS FOR A RATIONAL 
DESIGNING OF THERMOSTABLE PROTEINS
A number of theoretical models and computer-assisted 
algorithms based on physical and chemical principles 
have been proposed to predict the conformational sta-
bility of proteins and to design thermostable mutants 
[52–54]. The results demonstrate rather convincing-
ly that these approaches may become reliable tools of 
protein engineering in the near future.

The molecular dynamics method (MD) is one of the 
well-proven computational approaches to the simu-
lation of the conformational mobility of proteins and 
their folding into the native conformation, as well as to 
the rational design of proteins with altered properties 
[55]. In order to eliminate the need to simulate exces-
sively long molecular dynamics trajectories, a theoret-
ical model and the corresponding software have been 
developed which allow one to predict the mobile and 
more stable regions in a protein with a known spatial 
structure without simulating the detailed molecular 
dynamics of this protein [56].

Multiple MD trajectories of the same protein un-
der identical conditions make it possible to determine 
the structure and sequence of its intermediate states 
during thermal unfolding [57]. These observations can 
provide hints about how the unfolding of the enzymes 
starts and which enzyme regions are the most suitable 
for stabilization [58].

Other approaches based on modern methods for it-
eration and optimization of the energy of the side-chain 
conformational isomers of the amino acid residues in 
proteins under study are also used besides MD [59]: for 
example, the computer-assisted global optimization al-
gorithm based on the DEE theorem imposing conditions 
for revealing the rotamers that cannot be members of 
the conformation characterized by the global energy 
minimum [60]. This approach was employed to design 
a thermostable mutant of streptococcal protein G [61]. 
The melting point of the mutant protein was beyond 
100°C, which is 20°C higher than that of the wild-type 
protein.

The energy potential for assessing the effect of point 
mutations on the stability of globular proteins with 
known spatial structures has recently been devel-
oped [62]. These computations are also available online 
(http://foldx.embl.de/). The computations include an 
assessment of changes in the free energy of the pro-
tein after amino acid substitution and the calculated 
position of charged groups, water bridges, and metal 
binding sites, which can also greatly affect the confor-
mational stability of proteins.

FACTORS AFFECTING THE CONFORMATIONAL 
STABILITY OF α-HELICES IN SHORT PEPTIDES
Unlike in proteins, short peptides 10- to 20 amino-ac-
id-residues-long lack many of the possibilities for 
structure stabilization that globular proteins have. 
Back in the early 1980s, it was thought that short pep-
tides cannot maintain their stable conformation in wa-
ter even at relatively low temperatures [63]. However, 
in the mid-1970s, Finkelstein and Ptitsyn predicted in 
their theoretical studies that short peptides consisting 
of amino acids exhibiting high proneness to the α-hel-
ical structure can have appreciably stable α-helical 
conformations in aqueous solutions [64–68]. These the-
oretical predictions were later experimentally proven 
by investigating synthetic peptides whose sequences 
repeat those of ribonuclease A α-helices [69, 70]. The 
theoretical model developed by Finkelstein and Ptitsyn 
describes the probabilities of formation of α-helices, 
β-structures, and turn regions in short peptides and 
globular proteins based on the classical Zimm-Bragg  
approach, with modifications that take into account 
some additional interactions, such as the electrostatic 
interactions between the charged side chains and the 



74 | ACTA NATURAE |   VOL. 8  № 4 (31)  2016

REVIEWS

macrodipole of the α-helix, as well as the hydrophobic 
interactions between the side chains of certain amino 
acids. This theoretical model was employed to design 
software (ALB) that successfully predicts both the ap-
proximate level of conformational stability of α-helical 
peptides [4] and, with a ~65% probability, the distribu-
tion of the secondary structural elements in globular 
proteins [71]. The main drawback of this model is that 
it does not take into account certain interactions (e.g., 
the so-called Capping Box and/or presence of proline in 
the first N-terminal position of α-helix), the positional 
dependences of the  propensities of amino acids in the 
first and last turn of an helix, or the effect of various 
special sequences of the regions in the peptide under 
study that are adjacent to the α-helix (as demonstrated 
later, these regions play a significant role in the stabi-
lization of the α-helical conformation in proteins and 
peptides).

Starting in the late 1980s, and especially in the 1990s, 
a large number of experiments have been conducted 
where amino acid substitutions in short synthetic poly-
alanine-based peptides were used to study various in-
teractions in α-helices [72]. This approach has allowed 
researchers to accumulate sufficient data and to pro-
ceed to a quantitative description of the cooperative 
mechanisms of conformational transitions into the 
α-helical conformation for peptides with random se-
quences [5, 73].

It is currently believed that each of the 20 natural 
amino acids has an intrinsic  propensity to form α-hel-
ical conformations in peptides and proteins that is as-
sociated with their covalent structure (e.g., changes in 
the configurational entropy of the side chains of amino 
acids during a transition from a random conformation 
into the α-helical one) [74]. In addition, the stability of 
α-helical protein conformations is affected by the in-
teractions between side chains (between the residues at 
positions i,i+3 and i,i+4), the electrostatic interactions 
between the charged polar residues with the macrodi-
pole of the α-helix, and the capping interactions be-
tween the residues adjacent to the α-helix and the un-
bound NH- and CO- moieties in the main chain of the 
protein in the first and last turn of the α-helix [5, 73].

Furthermore, local motifs of amino acid sequences 
that include the residues adjacent to the α-helix, which 
either are specifically packed against the residues of 
the first (N-terminal) and last (C-terminal) turn of the 
helix or form a network of specific hydrogen bonds 
with it, have also been reported [75].

It is usually assumed that the structural propensity 
of amino acids is independent of their positions in the 
α-helix [4, 76, 77]. However, the first and last turns of 
the α-helix are not equivalent to the remaining por-
tion of the helix. Figure 1 shows that the mobility of the 
side chain of valine at the central positions of the helix 
is strongly limited compared to the situation when it 

i → i+4

i → i+3

N-terminus C-terminus

N-cap

Salt bridge

C-cap

Fig. 1. The structure and factors that influence the conformational stability of the α-helix in proteins and monomeric pep-
tides
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resides are in the first turn of the helix. The accuracy 
of the theoretical models of α-helix/random coil tran-
sitions in the description of experimental findings on 
measuring the stability of α-helical peptides with com-
plex amino acid sequences is significantly reduced if no 
allowance is made for this factor [78–80].

CHEMICAL METHODS FOR THE STABILIZATION 
OF α-HELICAL STRUCTURES

Since α-helices often serve as a structural basis for 
intermolecular interfaces of protein complexes, they 
are frequently used to design peptide inhibitors target-
ed against the formation of these complexes. Targeted 
destruction of certain protein–protein interactions us-
ing α-helical or β-structural peptides is a topical issue 
in chemical biology that researchers are currently try-
ing to solve.

However, the use of peptide inhibitors has serious 
limitations. First of all, there is the insufficient stabili-
ty of the α-helical conformation of short peptides with 
amino acid sequences isolated from natural proteins. 
Furthermore, these proteins are characterized by poor 

cell membrane penetrability and are easily degradable 
by proteases. Over the past 30 years, various methods 
for chemical modification of short α-helical peptides 
have been designed to increase the stability of α-helical 
conformations and their proteolytic stability (Fig. 2). 
Chemical modifications for stabilizing α-helical con-
formations include: 1) inserting residues with limited 
mobility, such as α-α-dialkylated residues [81], into the 
amino acid sequence; (2) covalent crosslinking of side 
chains of the amino acids residing on neighboring turns 
of α-helices, including the formation of covalent bridg-
es based on disulfide bonds [82], lactam structures [83] 
and hydrocarbons [3]; and 3) capping the group at the 
N- or C-termini of the peptide [84], as well as various 
combinations of the aforementioned modifications [2].

The chemical modifications that stabilize α-helices 
turn out to also be able to improve the cell permeability 
of these peptides in some cases, making them good in-
hibitors of an intracellular target. In particular, a large 
body of data on increased membrane permeability in 
some types of human cancer cells for chemically modi-
fied α-helical peptides has been published [85].

Fig. 2. The main 
ways of chemi-
cal modification 
to increase the 
conformational 
stability of α-heli-
cal structures

Lactam Triazole                 Metal alloy

Photocontrolled macrocycle       Disulfide bridge Hydrocarbon stapling
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DESIGNING STABLE α-HELICES OF PROTEINS 
THROUGH GLOBAL OPTIMIZATION OF 
THEIR AMINO ACID SEQUENCES
SEQOPT, the recently developed method for a global 
optimization of the amino acid sequences of α-helices 
in monomeric peptides and globular peptides is one of 

the efficient methods for solving the problem associat-
ed with the stabilization of the structure of biologically 
active α-helical peptides using natural amino acids only 
[1]. This method allows one to design α-helices of pro-
teins that have the maximum possible conformation-
al stability under specific conditions (conformational 
environment, pH, temperature, and ionic strength of 
solution) using global optimization of amino acid se-
quences, including arbitrary fixation of any amino acid 
combinations. The model that theoretically underlies 
the proposed method is the AGADIR model, which de-
scribes the thermodynamics of folding of α-helices un-
der various ambient conditions (temperature, pH, and 
ionic strength of solution, etc.) [77] and has also been 
used to design mutant proteins that exhibit enhanced 
conformational stability [7]. Its model reproduces well 
the existing experimental data on the stability of the 
α-helical conformations of a large number of short pep-
tides [73, 77–80, 86–88].

The dependence of the energy parameters of the 
model on the temperature, pH, and ionic strength of 
the solution was included in the calculations as de-
scribed in [86].

Although no guaranteed convergence to the global 
minimum can currently be achieved for the majority of 
multivariate problems that are of practical significance, 
the elaborated method was shown to be characterized 
by high efficiency in optimizing the amino acid se-
quences of α-helical peptides. The measured CD values 

Fig. 3. The distribution of populations of all possible 
segments in a short peptide 13-amino-acid-residues-long 
(according to AGADIR [77]). A – the C-terminal peptide 
from ribonuclease A (ac-AETAAAKFLRAHA-nh2) [69,70]; 
B – the peptide with an optimized sequence of the same 
length ac-DYMERWYRYYNEF-nh2
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Fig. 4. The screenshot of the SEQOPT software for 
specifying parameters, such as pH, temperature, ionic 
strength, the initial sequence for the optimization and the 
fixed position of amino acid residues, the minimum level of 
solubility, and the allowed calculation time
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of several synthetic peptides with optimized sequences 
demonstrated good agreement with theoretical calcu-
lations in terms of both the absolute and relative α-hel-
ical contents [6].

It is well-known that short peptides are typically 
rather mobile and do not have a single dominant con-
formation. Figure 3 shows the distributions of popula-
tions for all possible segments in 13 amino acid residues 
short peptides. The sequence (AETAAAKFLRAHA) 
of one of these peptides (see panel 3A) corresponds to 
the α-helix of ribonuclease A, one of the first peptides 
whose significant stability of the α-helical conforma-
tion in water has been demonstrated experimentally 
(HС ~21%, 5°C, pH 7, ionic strength 100 mmol/L, the 
N- and С-termini are acetylated and amidated, respec-
tively). The data for a peptide of the same length but 
with the optimized sequence DYMERWYRYYNEF and 
HC ~ 88% are shown in Fig. 3B for the sake of compar-
ison.

These figures demonstrate that in the protein with 
the amino acid sequence taken from the globular pro-
tein, several helical segments starting with alanine at 
position 4 were populated in the solution. The popu-
lations of each segment changed randomly depend-
ing on its length and, therefore, the amino acids of the 
C-terminal portion of this region. As a result, the first 
four and the last two amino acids in this peptide stand 
almost no chance of participating in the formation of 
α-helical conformation, whose average length is ~6  
amino acid residues. Therefore, the helical content of 
this peptide is rather low: about 21%.

The optimized sequence, as opposed to the native 
one, behaves in completely different fashion. The hel-
ical segment covering the entire peptide sequence is 
characterized by the highest population. It is followed 

by segments differing from the maximum segment by 
one or two residues that have lost their α-helical con-
formation at the N- and C-termini.

As a result, the total helical content of the peptide 
with the optimized sequence is as high as ~90%. The 
stability of the α-helical conformation rises with in-
creasing peptide length and approaches 100%. The av-
erage length of the α-helical region of the peptide is 
also considerably greater. These results both demon-
strate the potential of the SEQOPT method and indi-
cate that the potential of 20 natural amino acids allows 
one to obtain appreciably stable conformations in the 
short α-helical peptide that are as short as 10–20 res-
idues.

A new function of the algorithm that is of prac-
tical importance has been added in the updated 
SEQOPT version (web server can be accessed at 
http://mml.spbstu.ru/services/seqopt/, see Fig. 4). It 
enables to determine the minimal allowable level of sol-
ubility for α-helical peptides with optimized sequences. 
As far as the authors know, it is the first study in the 
new and promising field of global optimization of the 
amino acid sequences of proteins.

PERMEABILITY OF CELL MEMBRANES TO PEPTIDES
The highly stable α-helical peptides that are employed 
as highly active and specific inhibitors of protein–pro-
tein interactions are currently being used with increas-
ing regularity in medicine as broad-spectrum antibi-
otics and to destroy certain complexes that play a key 
role in the activity of human cells [2]. One of the key 
downsides in using peptides in medicine consists in 
their penetrability through the cell membranes.

The cell wall prevents the penetration of foreign 
molecules inside the cell, thus impeding the use of the 

Table 1. The most commonly used peptides that exhibit antibacterial activity and can penetrate through the cell mem-
brane

PEPTIDE AMINO ACID SEQUENCE SECONDARY 
STRUCTURE REFERENCE

Penetratin RQIKIWFQNRRMKWKK α-helical [90]
Tat GRKKRRQRRRPPQ nonstructural, PPII-helical [91]

Pep-1 KETWWETWWTEWSQPKKKRKV α-helical [92]
S4

13
 -PV ALWKTLLKKVLKAPKKKRKV α-helical [93]

Magainin 2 GIGKFLHSAKKFGKAFVGEIMNS α-helical [94]
Buforin II TRSSRAGLQFPVGRVHRLLRK α-helical [95]

Apidaecins RP - - - - - PRPPHPR nonstructural [96]
Transportan (TP10) GWTLNSAGYLLGKINLKALAALAKKIL α-helical [97]

MAP KLALKLALKALKAALKLA α-helical [98]
sC18 GLRKRLRKFRNKIKEK α-helical [99]

LL-37 LLGDFFRKSKEKIGKEFKRIVQRIKDFLRNLVPRTES α-helical [100]
Bac7 PFPRPGPRPIPRPLPFPRPGPRPIPRP PPII- and α-helical [101]
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designed highly stable peptides for therapeutic pur-
poses. There are several approaches to solving this 
problem. One of these approaches is based on using 
special receptors that recognize certain chemical com-
pounds and switch on the mechanisms of active trans-
port inside the cell [89]. Another method consists in 
the destruction of the cell membrane and penetration 
through the newly opened pores.

The entire family of peptides that exhibit antimicro-
bial properties, can penetrate through cell membranes, 
and are able to carry both other peptides and chemical 
compounds of a different nature through the mem-
brane is known and well-studied [102, 103]. These pep-
tides were isolated from proteins of various organisms, 
ranging from viruses to higher organisms (Table 1).

Successful use of peptides that exhibit antibacterial 
activity to deliver therapeutic agents inside the cell has 
been demonstrated in a number of experiments [101, 
104, 105]; there is no fundamental difference in the ef-
ficiencies of their penetration into different cells. Signal 
peptides belonging to another group can also penetrate 
into these cells. The common mechanism of their ac-
tion is still to be determined [89]. Table 2 lists the amino 
acid sequences of peptides and indicates their ability to 
penetrate into the cells of single-celled microorganisms.

These peptides can be synthesized or cloned along 
with the required therapeutic agents.

INTRACELLULAR PROTEOLYSIS OF Α-HELICAL PEPTIDES
One of the key issues hindering the development of 
peptide therapeutic agents is their proteolytic insta-
bility and the problems associated with delivery to mo-
lecular targets. Proteolysis typically takes place in the 
intestine, in microvilli on the inside walls of the small 
intestine, in enterocytes, hepatocytes, antigen-pre-
senting cells, and plasma; hence, oral administration of 
peptide-based drugs is usually infeasible and injections 
are needed. However, even in the case of parenteral 

administration, the degradation of peptide-based drugs 
in the blood, in combination with rapid renal clearance, 
makes this type of therapeutic agents expensive and 
inconvenient [112]. Furthermore, synthetic therapeutic 
peptides are typically non-structured and, therefore, 
are cleaved rapidly by intracellular proteases under 
natural conditions; their half-life often does not exceed 
a few minutes.

The proteolytic stability of α-helical peptides can be 
increased by inserting various factors that stabilize the 
conformational stability of the α-helix: additional salt-
bridge bonds or other modifications, such as lactam 
bridges [113, 114], or formation of peptide oligomeric 
structures [115].

Since natural peptides are in general characterized 
by a relatively short lifetime in plasma, several ap-
proaches have been designed to increase it. The first 
approach is aimed at limiting enzyme degradation by 
identifying the possible peptide cleavage site, followed 
by structural modifications, such as amino acid substi-
tution at the cleavage site. Peptide resistance to cleav-
age can also be enhanced by improving the peptide’s 
secondary structure folding. This approach involves 
the use of structure-induced probes: the (SIP)-tail s, 
lactam bridges, and either stapling or cyclization of the 
peptide chain [3, 83, 116].

Another method used to increase a peptide’s lifetime 
is to bind the peptide to circulating protein albumin as 
a transporter and peptide acylation [117]. Binding of 
polyethylene glycol to peptides is often used to increase 
plasma elimination the half-life of peptide-based 
agents [118].

CONCLUSIONS
Biologically active peptides are becoming increasing-
ly popular as potential therapeutic agents because of 
their high activity, nontoxicity, and moderate cost. The 
problems related to their insufficient conformational 

Table 2. N-terminal peptides facilitating the penetration of microorganisms into cells

AMINO ACID SEQUENCE Candida  
albicans

Saccharomyces 
cerevisae

Staphylococcus 
aureus

Bacillus 
subtilis

Escherichia 
coli Reference

VLTNENPFSDP + + + [106]
YKKSNNPFSD + + + [107]
RSNNPFRAR + + + [107]

CMVSCAMPNPF + [108]
LLDLMD + [109]
LMDLAD + + [109]

RQIKIWFQNRRMKWKK + [110]
YGRKKRRQRRRCKGGAKL + [110]

CFFKDEL + [111]
GASDYQRLGC + + [111]
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stability, penetrability through cell membranes, and 
rapid degradation by intracellular proteases are over-
come to a significant extent through employing modern 
methods for the design of highly stable peptides based 
only on natural amino acids or using several types of 
their chemical modifications. SEQOPT is a recently de-
veloped computational method for designing α-helical 
peptides that contain only 20 natural amino acids. Pep-
tides with the maximum possible stability of α-helical 
conformation can be produced using this method. It al-
lows one to take into account the conformational envi-

ronment, the ambient conditions (pH, temperature, and 
ionic strength of solution), and the minimum acceptable 
solubility level and to arbitrarily fix any amino acid 
combinations needed to ensure the biological activity 
of the peptides. The conformational stability of mono-
meric peptides with an optimized structure approaches 
that of the α-helical regions of the secondary structure 
of globular proteins. 

This work was supported by the Russian Science 
Foundation (research project № 14-34-00023).
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INTRODUCTION
5’-phosphorylated nucleosides are important metabo-
lites of DNA and RNA biosynthesis, as well as co-sub-
strates and cofactors of numerous biochemical reac-
tions [1–3]. The important role these compounds play 
in a living cell underlies the interest in the synthesis of 
not only natural members of this class, but also their 
various analogues to directly affect the metabolism in 
normal and pathological conditions [4–8]. A large num-
ber of heterobase- and sugar-modified nucleosides 
are used as important antiviral and anticancer agents 
[9–13]. The effect of modified nucleosides is mediated 
through their intracellular conversion primarily into 
5’-monophosphates and then usually into 5’-di- and 
triphosphates that act as antimetabolites. The first step 
in the metabolic activation of modified nucleosides – 

conversion into 5’-monophosphates – is known to de-
termine the nucleoside’s biological properties. It should 
also be noted that heterobase- and/or sugar-modified 
nucleoside-5’-monophosphates are of considerable in-
terest as starting materials for the chemical synthe-
sis of phosphate derivatives (prodrugs) and enzymatic 
conversion into 5’-triphosphates for subsequent inclu-
sion in oligonucleotides [14–16]. The development of 
effective biosynthetic approaches to the production of 
5’-monophosphates of modified nucleosides draws the 
attention of researchers engaged in the development of 
highly efficient chemotherapeutic agents.

Mono- and multi-enzymatic synthesis of nucleoside 
5’-mono- and 5’-triphosphates has been the subject of 
numerous publications [17–21]. Of these, we were par-
ticularly interested in the phosphoribosyltransferases 
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that were recently successfully used in a cascade five-
component synthesis of purine riboside-5’-monophos-
phates [22–24]. Nucleoside phosphorylases of thermo-
philic microorganisms are known to be less sensitive to 
the substrate structure [25, 26], which enables them to 
act at 70–80 oC and significantly increases the enzy-
matic reaction efficiency due to the increased solubility 
of heterocyclic substrates [27]. All these data aroused 
our interest in the purification of the recombinant en-
zymes ribokinase, phosphoribosylpyrophosphate syn-
thetase, and adenine phosphoribosyltransferase from 
thermophilic microorganisms and in the investigation 
of their substrate properties to determine the appli-
cability of these enzymes in the cascade synthesis of 
purine nucleoside-5-monophosphates according to the 
Diagram in Fig. 1.

MATERIALS AND METHODS

Cloning
Genes TT_RS05985, TT_RS06430, and TT_RS06315 
encoding TthPRPPS1, TthPRPPS2, and TthAPRT, re-
spectively, were amplified on the genomic DNA tem-
plate of the Thermus thermophilus HB27 strain by a 
polymerase chain reaction (PCR) using synthetic prim-
ers. The QT17_05185 gene encoding RK from Thermus 
sp. 2.9 was codon-optimized for expression in Escheri-
chia coli and synthesized by a chemical and enzymatic 
method from overlapping oligonucleotides. All genes 
were cloned into the expression vector pET-23d+ at 

the NcoI and XhoI restriction endonuclease recognition 
sites.

Cultivation of producer strains
E. coli BL21(DE3), Rosetta (DE3), and C3029/pGTf2 
strains were transformed with the produced expres-
sion vectors pER-PRPPS1-Tth, pER-PRPPS2-Tth, 
pER-APRT-Tth, and pER-RK-Tsp. Producer strains 
derived from E. coli BL21(DE3) and Rosetta(DE3) were 
cultured at 37 °C in a LB medium containing ampicillin 
(100 µg/mL). Cultivation of the producer strains de-
rived from E. coli C3029/pGTf2 was carried out in a 
LB medium containing 50 µg/mL ampicillin, 20 µg/mL 
chloramphenicol, and 1 ng/mL tetracycline. After 
reaching a absorbance of A595

 = 0.8, the cultures were 
added with IPTG to a final concentration of 0.4 mM and 
cultivation was continued at 23 and 37 °C. The cultiva-
tion duration varied from 4 to 16 h, depending on the 
strain. After culturing, the cell biomass was separated 
by centrifugation, homogenized at a 1:10 (w/v) ratio 
in a buffer solution (50 mM Tris-HCl, pH 8.5, 150 mM 
NaCl, 2 mM PMSF), and disrupted using a Labsonic P 
ultrasonicator (Sartorius, Germany) at 4 °C for 10 min 
(cycle, 0.4 sec; amplitude, 30%). The amount of target 
enzymes in soluble and insoluble cell fractions was 
determined by densitometric analysis of electropho-
retic gels using the ImageLab 5.0 software (Bio-Rad, 
USA) [28]. The producer strains containing a maxi-
mum amount of the targeted protein in the superna-
tant were chosen: E. coli BL21(DE3)/pER-APRT-Tth 

Fig. 1. A diagram of the multi-enzymatic cascade synthesis of substituted adenosine-5’-monophosphates.

X = OH ribo-, arabino-
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(culturing at 37 °C for 4 h after adding IPTG), E. coli 
Rosetta(DE3)/pER-PRPPS1-Tth (37 °C for 4 h), E. coli 
S3029/pGTf2/pER-PRPPS2-Tth (37 °C for 5 h), and E. 
coli S3029/pGTf2/pER-RK-Tsp (23 °C for 16 h). The 
strains were grown in 5–6 L of the culture medium.

Isolation and purification of TthPRPPS1, 
TthPRPPS2, and TspRK
Cell biomass of the producer strains TthPRPPS1, Tth-
PRPPS2, and TspRK was re-suspended in a buffer 
solution (50 mM Tris-HCl, pH 8.7, 1 mM PMSF) at a 1:10 
(w/v) ratio and disrupted using the Labsonic P ultrason-
icator at +4 °C for 20 min (cycle, 0.5 sec; amplitude, 50%). 
Cell debris was removed by centrifugation at 12,000 
rpm at +4 °C for 30 min on a Hermle Z383K centrifuge 
(HERMLE Labortechnik GmbH, Germany). In purifi-
cation of TspRK, a clarified cell lysate was heat-treated 
at 65 °C for 10 min to precipitate contaminating proteins 
and DNA. The precipitate was removed by centrifuga-
tion. Further purification of the enzymes was carried out 
according to the same scheme. A clarified cell lysate was 
loaded onto a XK 16/20 column (GE Healthcare, USA) 
with Ni2+-IDA resin (Qiagen, Germany) pre-equilibrat-
ed with 50 mM Tris-HCl buffer, pH 8.7. Ballast proteins 
were removed by washing with 50 mM Tris-HCl buff-
er, pH 8.7, containing 50 mM imidazole. A target protein 
was eluted with a buffer solution of 50 mM Tris-HCl and 
200 mM imidazole, pH 8.7. After affinity chromatogra-
phy, fractions containing a target protein were added 
with EDTA to a concentration of 5 mM and concentrat-
ed using an Amicon 8200 200 mL stirred ultrafiltration 
cell (Millipore, USA) on an YM 10 kDa membrane (Mil-
lipore) when purified TthPRPPS1 and TthPRPPS2 and 
on an YM 30 kDa membrane (Millipore) when purified 
TspRK. Further purification was performed on a HiLoad 
16/60 column with Superdex 200 resin (GE Healthcare) 
equilibrated with buffer containing 20 mM Tris-HCl, 1 
mM ATP, 1 mM MgCl

2
, 5% glycerol, 0.04% NaN

3
, pH 8.5. 

Fractions containing a target protein were pooled and 
concentrated by ultrafiltration to a final concentration 
of 12 ± 1 mg/mL as previously described. The protein 
concentration was determined by the Bradford method 
using BSA as a standard [29]. Protein purity was deter-
mined by polyacrylamide gel electrophoresis under de-
naturing conditions [28]. Purified enzymes were stored 
at –80 °C.

Isolation and purification of TthAPRT
Cell biomass of the TthAPRT producer strain was dis-
rupted according to the procedure described for the 
other enzymes. A clarified cell lysate was added with 
NaCl to a concentration of 300 mM and heat-treated at 
65 °C for 10 min. After ballast protein precipitation by 
centrifugation, the lysate was applied to a PD-10 col-

umn with Sephadex G-25 Medium resin (GE Health-
care, USA) equilibrated with a buffer solution contain-
ing 20 mM Tris-HCl and 1.0 mM EDTA, pH 9.0. After 
desalting, the protein solution was loaded onto a XK 
16/20 column with Q Sepharose XL (GE Healthcare, 
USA) equilibrated with the same buffer solution. A 
target protein was eluted with a linear concentration 
gradient of NaCl (0 to 400 mM). Fractions containing 
the target protein were pooled and loaded onto an XK 
16/20 column with Phenyl Sepharose HP (GE Health-
care, USA) equilibrated with buffer containing 20 
mM Tris-HCl, 1 M (NH4

)
2
SO

4
, 1.0 mM EDTA, pH 7.6. 

TthAPRT was eluted with a linear gradient of (NH
4
)-

2
SO

4
 (from 1 to 0 M). Fractions containing the target 

protein were pooled and concentrated by ultrafiltra-
tion on a PBGC 10 kDa polysulfone membrane to a 
final concentration of 5.0 ± 0.5 mg/mL as previously 
described. The final purification was performed on a 
HiLoad 16/60 column with Superdex 200 resin equili-
brated with 20 mM Tris-HCl buffer, pH 8.0, containing 
50 mM NaCl, 5% glycerol, and 0.04% NaN

3
. Fractions 

containing the target protein were pooled and concen-
trated by ultrafiltration to a final concentration of 12 ± 
1 mg/mL. The protein purity and concentration were 
determined as described previously [28, 29]. The puri-
fied enzyme was stored at –80 °C.

Enzymatic activity assay
The TspRK activity was determined radiochemically 
based on the formation of D-ribofuranosyl-5-[32P]phos-
phate in the presence of [γ-32P]ATP. A reaction mix-
ture (0.05 mL, 20 mM Tris-HCl, pH 8.0) contained a 0.4 
mM disodium ATP salt, 1 mM D-ribose, 5 mM MgCl

2
, 

50 mM KCl, 1 mM KH
2
PO

4
, 6 µCi of [γ-32P]ATP, and 

0.15 µg of TspRK. The mixture was incubated at 75 °C. 
Then, 0.8 µL aliquots were taken at 10, 20, and 40 min, 
applied to plates with PEI-cellulose, and eluted with 
0.5 M aqueous potassium dihydrogen orthophosphate. 
The amount of D-ribofuranosyl-5-[32P]phosphate was 
determined on a TRI-CARB 2100TR liquid scintillation 
counter (Packard BioScience Co.).

The TthPRPPS1 and TthPRPPS2 activity was de-
termined in a reaction mixture containing a 1 mM di-
sodium ATP salt, a 1 mM disodium salt of D-ribose-5 
phosphate, 5 mM MgCl

2
, 10 mM KH

2
PO

4
, 20 mM Tris-

HCl, pH 8.0, at 75 °C. TthPRPPS (0.75 µg) was added to 
0.5 mL of the mixture.

The TthAPRT activity was determined in a reac-
tion mixture containing 1 mM adenine, a 1 mM pen-
tasodium salt of 5-phosphoribosyl-α-1-pyrophosphate 
(PRPP), 5 mM MgCl

2
, and 20 mM Tris-HCl, pH 8.0, 

at 75 °C. TthAPRT (0.125 µg) was added to 0.5 mL of 
the reaction mixture. The amount of the product (µM) 
formed for 1 min was taken as the activity unit.
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Determination of ribokinase kinetic parameters
A reaction mixture (0.5 mL, 20 mM Tris-HCl, pH 8.0) 
contained (a) a disodium salt of ATP (0.01 to 0.6 mM) 
and D-ribose (1 mM) or (b) D-ribose (0.01 to 8.0 mM) and 
ATP (1 mM) to determine the K

M
 and V

max
 values for 

ATP and D-ribose, respectively, 5 mM MgCl
2
, 50 mM 

KCl, 10 mM KH
2
PO

4
, and 0.0175 µg of TspRK. Each ex-

periment used 16 reaction mixtures. The mixtures were 
incubated at 75 °C for 12 min; each experiment was 
performed in triplicate. Then, the mean rate was deter-
mined in three experiments at the same enzyme con-
centration. Substrate and product concentrations were 
determined by HPLC under isocratic elution with 0.1 M 
KH

2
PO

4
 (water, pH 6.0, flow rate of 0.5 mL/min) with 

detection at 254 nm (Waters 2489 UV detector; Supelco-
sil LC-18-T column, 5 µm, 150 × 4.6 mm).

Determination of the kinetic 
parameters of PRPP-synthetases
The kinetic parameters of the enzymes were deter-
mined at a ATP concentration that varied in the range 
of 0.005 to 0.2 mM. A similar interval was used for D-ri-
bose-5 phosphate. The remaining conditions were the 
same as those in the enzymatic activity assay. The re-
action was conducted for 2 min in triplicate. Then, the 
mean rate was determined in three experiments at the 
same concentration. Concentrations of ATP and AMP 
were determined by HPLC under isocratic elution with 
0.1 M KH

2
PO

4
 (pH 6.0, flow rate of 0.5 mL/min) with 

detection at 254 nm (Waters 2489 detector; Supelcosil 
LC-18-T column, 5 µm, 150 × 4.6 mm).

Determination of the kinetic 
parameters of APR-transferase
The kinetic parameters of APR-transferase were de-
termined at an adenine concentration that varied in 
the range of 0.005 to 0.2 mM and a PRPP concentration 
that varied from 0.05 to 1.2 mM. The remaining condi-
tions were the same as in the enzymatic activity assay. 
The reaction was conducted for 1 min in triplicate. The 
mean reaction rate was determined based on the re-
sults of three experiments at the same concentration. 
Adenine and AMP concentrations were determined by 
HPLC under isocratic elution with 36% aqueous meth-
anol (flow rate of 0.5 mL/min) with detection at 254 nm 
(Waters 2489 detector; MZ PerfectSil 100 ODS-3 col-
umn, 5 µm, 150 × 4.6 mm).

The kinetic parameters were determined by a non-
linear regression analysis using the SciDAVis v.0.2.4 
software. The apparent catalytic constant (k

cat
) was cal-

culated per one subunit, whose weight was determined 
based on the amino acid sequence (32.0 kDa for TspRK, 
34.5 kDa for TthPRPPS1, 34.6 kDa for TthPRPPS2, and 
19.0 kDa for TthAPRT).

RESULTS AND DISCUSSION
To study the possibility of three-step nucleotide bio-
synthesis, we carried out comprehensive work on the 
production of recombinant enzymes of the nucleic acid 
metabolism (ribokinase, two PRPP-synthetases, and 
APR-transferase from T. thermophilus) and an inves-
tigation of their substrate properties.

The QT17_05185 gene encoding RK from Thermus 
sp. 2.9 was generated by a chemical-enzymatic method. 
Genes TT_RS05985, TT_RS06430, and TT_RS06315 
encoding TthPRPPS1, TthPRPPS2, and TthAPRT 
from T. thermophilus HB27, respectively, were ampli-
fied from the genomic DNA by PCR. All genes were 
cloned into the plasmid vector pET23d+. The resulting 
expression vectors pER-PRPPS1-Tth, pER-PRPPS2-
Tth, and pER-RK-Tsp contained hybrid genes with a 
reading frame including sequences encoding enzymes 
and an affinity tag of six histidine residues. The expres-
sion vector pER-APRT1-Tth contained an unmodified 
sequence encoding TthAPRT.

The plasmids were used to transform the E. coli 
strains BL21(DE3), Rosetta(DE3), and C3029/pGTf2. 
We determined the culture conditions under which 
producer strains synthesized target enzymes in soluble 
form. Producers of soluble recombinant TspRK and 
TthPRPPS2 were derived from E. coli S3029/pGTf2. 
This strain was generated by transforming E. coli 
S3029 cells with the plasmid vector pGTf2 (Takara Bio 
Inc) carrying sequences encoding GroES-GroEL-Tig 
chaperones under the control of the Pzt-1 promoter. 
The choice of the E. coli Rosetta(DE3) strain for Tth-
PRPPS1 biosynthesis was based on the fact that the 
TT_RS05985 gene encoding TthPRPPS1 contains 
codons rarely used in E. coli (one AGA, nine AGGs, 
10 CGGs, one AUA, one CUA, and 15 CCCs). The 
Rosetta(DE) strain synthesizes tRNAs for these rare 
codons. Soluble recombinant TthAPRT was produced 
in the E. coli BL21(DE3) strain.

Isolation and purification of ribokinase and two 
PRPP-synthetases included metal chelate and gel fil-
tration chromatography stages (Tab. 1). Heat treatment 
of the cell lysate during TspRK purification significant-
ly enriched the target protein fraction due to aggrega-
tion of cellular proteins and DNA. A similar treatment 
of both TthPRPP-synthetases did not provide positive 
results, but it led to a loss of the target protein. Due to 
the high probability of proteolysis, metal chelate chro-
matography was conducted under cooling conditions, 
with addition of EDTA to the pooled fractions. Follow-
ing the final purification step using gel filtration chro-
matography, all protein samples were concentrated.

Isolation and purification of TthAPRT included heat 
treatment, desalting, concentration, and anion ex-
change, hydrophobic interaction, and gel filtration chro-
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matography steps (Table 1). As in the case of TspRK, the 
first step involved heat treatment of a clarified cell ly-
sate with addition of a salt to the solution (up to 300 mM 
sodium chloride), which greatly accelerated the aggre-
gation of contaminating cell proteins and DNA.

The developed techniques provided a yield of all re-
combinant thermophilic enzymes not less than 8–10 mg 
per 1 L of the culture medium, with an electrophoretic 
purity of at least 95%.

Next, we determined the kinetic parameters and op-
timal activity conditions for the purified recombinant 
enzymes.

The specific activity of TspRK was determined by a 
radiochemical method based on the formation of D-ri-
bofuranosyl-5-[32P]phosphate in the presence of [γ-32P]
ATP. The amount of the product (µM) formed for 1 min 
was taken as the activity unit. The TspRK activity was 
5.5 U/mg.

The specific activity of TthPRPPS1 and TthPRPPS2 
was determined indirectly via AMP formation in a re-
action mixture (according to HPLC) in the presence of 
two substrates: ATP and D-ribose-5-phosphate. The 
activity was 0.85 U/mg for the former enzyme and 11 
U/mg for the latter enzyme. Given the large differenc-
es in the enzyme activity, using the second synthetase 
for nucleotide synthesis seemed to be more rational, 
with allowance for a lower protein consumption. The 
TthAPRT properties were studied in a model reaction 
of adenine with 5-phosphoribosyl-α-1-pyrophosphate. 
The AMP formation was monitored by HPLC. The spe-
cific enzyme activity was 8.8 U/mg.

A high concentration of ribose as a substrate was 
found to inhibit the enzymatic activity of TspRK. 
This effect was described for human ribokinase [30]. 
Therefore, the results of ATP experiments were 
analyzed using the Michaelis-Menten equation 

Table 1. Steps of the isolation and purification of ribokinase, PRPP-synthetases, and APR-transferase

Purification step Volume, mL Protein concentration, mg/mL Total protein, mg
Ribokinase from Thermus sp. 2.9

1. Ultrasonic disintegration 150* 8.3 1245
2. Heat treatment 136 1.7 231.2

3. Metal chelate chromatography 30 1.9 57
4. Concentrating 9 6 54

5. Gel filtration chromatography 28.5 1.28 36.4
6. Concentrating 2.6 11.7 30.4

PRPP-synthetase 1 from T. thermophilus HB27
1. Ultrasonic disintegration 150** 10 1500
2. Affinity chromatography 100 0.8 80

3. Concentrating 13 5.7 74.1
4. Gel filtration 50 1 50

5. Concentrating 4 12.3 49.2
PRPP-synthetase 2 from T. thermophilus HB27

1. Ultrasonic disintegration 130** 11.2 1456
2. Affinity chromatography 125 0.6 75

3. Concentrating 10.3 6.2 63.9
4. Gel filtration 37.5 1.2 45

5. Concentrating 3.4 12 40.8
APR-transferase from T. thermophilus HB27

1. Ultrasonic disintegration 157*** 6 942
2. Heat treatment 149 1.3 193.7

3. Gel filtration 258 0.7 181
4. Anion exchange chromatography 72 1.2 86.4

5. Hydrophobic interaction chromatography 73 0.8 58.4
6. Concentrating 11 5 55

7. Gel filtration chromatography 52 0.87 45.2
8. Concentrating 3.4 12.5 42.5

* From 5.8 L of culture.
** From 5 L of culture.
*** From 6 L of culture.
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V = V
max

 × S / (K
M

 + S). In experiments with D-ribose, 
we used an equation allowing for the substrate inhi-
bition effect due to the binding of a second molecule 
V = V

max
 × S / (K

M
 + S + S2 / K

i
).

The kinetic parameters of natural substrates of the 
enzymes are listed in Tab. 2.

Figures 2–4 present the results of experiments on 
exploring optimal conditions for the activity of the re-
combinant enzymes.

The studied enzymes were active in a broad temper-
ature range. The maximum activity of TspRK and Tth-
PRPPS1 was observed at 85°C, whereas the TthAPRT 

activity at this temperature was lower by 35%. There-
fore, we decided to conduct further cascade syntheses 
at 75°C.

The activity of the enzymes in a buffer solution lack-
ing magnesium ions was very low. Addition of magne-
sium chloride to a concentration of 0.25 mM led to a 
considerable increase in the activity.

At higher concentrations, the dependence of enzyme 
activity on the magnesium ion concentration was as fol-
lows: the activity decreased in the case of TspRK and 
TthPRPPS1, increased in TthAPRT, and drastically 
increased in TthPRPPS2. Thus, the cascade reactions 

Table 2. Kinetic parameters of the natural substrates of the studied enzymes

Substrate K
M

, µM K
i
, µM V

max
, µM/min·mg k

cat
, 1/s k

cat
/K

M
, 1/M·s

Ribokinase from Thermus sp. 2.9
ATP 75 ± 11 – 13 ± 1 6.8 ± 0.7 9.1 × 104

D-ribose 20 ± 6 1,700 ± 400 13 ± 2 7.1 ± 1.2 3.5 × 105

PRPP-synthetase 1 from T. thermophilus HB27
ATP 10 ± 2 – 0.71 ± 0.05 0.41 ± 0.03 4.3 × 104

D-ribose-5 phosphate 32 ± 6 – 0.85 ± 0.11 0.49 ± 0.06 1.5 × 104

PRPP-synthetase 2 from T. thermophilus HB27
ATP 12 ± 2 – 20 ± 2 11 ± 1 9.9 × 105

D-ribose-5 phosphate 40 ± 4 – 24 ± 2 14 ± 1 3.4 × 105

APR-transferase from T. thermophilus HB27
Adenine 13 ± 2 – 6.0 ± 0.4 1.9 ± 0.1 1.4 × 105

PRPP 179 ± 35 – 9.2 ± 1.1 2.9 ± 0.4 1.6 × 104

Fig. 2. The temperature dependence of the enzyme activ-
ity. The activity at 75 °C was taken as 100%. Reactions 
were conducted in a temperature range from 36 to 92 °C 
in 0.05 mL of 20 mM Tris-HCl buffer, pH 8.0, containing: 1) 
0.4 mM ATP, 1 mM ribose, 1 mM KH

2
PO

4
, 5 mM MgCl

2
, 

50 mM KCl, 0.15 µg of TspRK, 2) 1 mM ATP, 1 mM D-
ribose 5-phosphate, 5 mM MgCl

2
, 10 mM KH

2
PO

4
, 0.75 

µg of TthPRPPS1 or TthPRPPS2, 3) 1 mM adenine, 1 mM 
PRPP, 5 mM MgCl

2
, 0.125 µg of TthAPRT.
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Fig. 3. The dependence of enzyme activity on the mag-
nesium ion concentration. The activity in the presence of 1 
mM Mg2+ was taken as 100%. Reactions were conducted 
at a temperature of 75°C, at a MgCl

2
 concentration that 

varied from 0 to 5 mM, in 0.5 mL of 20 mM Tris-HCl buffer, 
pH 8.0, containing: 1) 0.4 mM ATP, 1 мМ ribose, 1 mM 
KH

2
PO

4
, 50 mM KCl, 0.15 µg of TspRK, 2) 1 mM ATP, 1 

mM D-ribose 5-phosphate, 10 mM KH
2
PO

4
, 0.75 µg of 

TthPRPPS1 or TthPRPPS2, 3) 1 mM adenine, 1 mM PRPP, 
0.125 µg of TthAPRT.
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Fig. 4. The dependence of enzyme activity on the in-
organic phosphate concentration. The activity in the 
presence of 10 mM Pi was taken as 100%. Reactions were 
conducted at a temperature of 75°C, at a KH

2
PO

4
 concen-

tration that varied from 0 to 100 mM, in 0.5 mL of 20 mM 
Tris-HCl buffer, pH 8.0, 5 mM MgCl

2
, containing: 1) 0.4 

mM ATP, 1 mM ribose, 50 mM KCl, 0.15 µg of TspRK, 
2) 1 mM ATP, 1 mM D-ribose 5-phosphate, 0.75 µg of 
TthPRPPS1 or TthPRPPS2, 3) 1 mM adenine, 1 mM PRPP, 
0.125 µg of TthAPRT.
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Fig. 5. Enzymatic activity of ribokinase in the presence of 
different carbohydrates. Reactions were conducted at a 
temperature of 75°C in 0.05 mL of 20 mM Tris-HCl buffer, 
pH 8.0, containing 0.4 mM ATP, 1 mM carbohydrate (no 
carbohydrates in the control reaction), 1 mM KH

2
PO

4
, 

5 mM MgCl
2
, 50 mM KCl, 0.15 µg of RK.
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Fig. 6. Substrate specificity of PRPP synthetases toward 
various carbohydrate-5-phosphates. Reactions were 
conducted at a temperature of 75 °C in 0.5 mL of 20 mM 
Tris-HCl buffer, pH 8.0, containing 1 mM ATP, 1 mM 
carbohydrate-5-phosphate (no carbohydrates in the 
control reaction), 5 mM MgCl

2
, 10 mM KH

2
PO

4
, 0.75 µg 

of PRPPS.
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involving TthPRPPS1 should be conducted at a magne-
sium chloride concentration of 0.25–0.5 mM; and those 
involving TthPRPPS2 – at 5 mM magnesium chloride.

The enzymes responded differently to the addition 
of potassium orthophosphate. The activity decreased in 
the case of TspRK, remained unchanged in TthAPRT, 
and significantly increased in both TthPRPPSs, with 
the TthPRPPS2 activity starting to decrease at a salt 
concentration of more than 25 mM. The optimum Pi 

concentration for conducting cascade reactions is 10–
25 mM.

The most crucial question remained the substrate 
specificity of each enzyme for different carbohydrates.

D-ribose and 2-deoxy-D-ribose are TspRK sub-
strates (Fig. 5), with the activity toward deoxy-sugar 
being 57% of that for D-ribose. The activity toward D-
arabinose and D-xylose was 2 times higher than the 
background activity, which may indicate that they can 

Fig. 7. Cascade synthesis of 2Cl-AMP and 2F-AMP from 
appropriate heterocyclic bases and D-ribose. Reaction 
conditions: 0.5 mM D-ribose, 1 mM ATP, 0.4 mM hetero-
cyclic base (2-chloro- or 2-fluoroadenine), 20 mM Tris-HCl 
(pH 8.0), 50 mM KCl, 1 mM MgCl

2
, 10 mM KH

2
PO

4
, 75°C, 

0.3 µg of TspRK, 1.1 µg of TthPRPPS1, 0.25 µg of TthAPRT 
in 250 µL of the reaction mixture.
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Mass/charge, m/z

Mass/charge, m/z

Fig. 8. a) A mass spectrum of the 2Cl-AMP nucleotide produced by cascade synthesis: C
10

H
13

N
5
O

7
P

1
Cl

1
, 

[M+H]+=382.0328, [M-P-Rib]+=170.0230. b) A mass spectrum of the 2F-AMP nucleotide synthesized by cascade 
synthesis: C

10
H

13
N

5
O

7
P

1
F

1
, [M+H]+=366.0564, [M-P-Rib]+=154.0511.

Table 3. Substrates of APR-transferase

Base Conversion for 24 h, % MS of product, [M+H]+

2,6-Diaminopurine 16.8 363.0786 (calc. 363.0813)
2-Chloroadenine 97.6 382.0257 (calc. 382.0314)
2-Fluoroadenine 36.5 366.0564 (calc. 366.0611)

Adenine 50.0 348.0677 (calc. 348.0704)
2-Methoxyadenine 60.9 378.0812 (calc. 378.0809)
N1-methyladenine 78.2 362.0843 (calc. 362.0800)
N6-benzyladenine 1.9 438.1117 (calc. 438.1173)

2-Aminobenzimidazole 0.1 346.0796 (calc. 346.0799)
1,2,4-Triazole-3-carboxy-N-methylamide 0 –

Guanine 0 –
Hypoxanthine 0 –

7-Deaza-2,6-diaminopurine 0 –

Note. Reaction conditions: reaction mixtures (0.5 mL; 20 mM Tris-HCl, pH 8.0, 75 °C) contained 0.4 mM heterocyclic 
base, 0.4 mM PRPP, 0 to 5 mM MgCl

2
, 1.25 µg of TthAPRT.

be used as substrates, but much less specific ones. Ac-
tivity for D-glucose and D-lyxose was not detected.

We tested the activity of both TthPRPPSs toward 
2’-deoxy-ATP, GTP, and 2’-deoxy-GTP. The activity 
for 2’-deoxy-ATP was 80% of that for ATP. No activity 
toward GTP and 2’-deoxy-GTP was detected (data not 

shown). It may be that these TthPRPPSs are first-type 
enzymes [31]. All reactions were conducted under the 
same conditions as those for the activity assay: only the 
added substrate was varied. Both enzymes were able 
to catalyze the reaction with D-arabinose-5-phosphate 
(Fig. 6). However, activity for 2-deoxy-D-ribose-5 
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phosphate was not detected, indicating the importance 
of a hydroxyl group at the second sugar position to the 
enzymatic reaction.

We conducted several reactions to test the applica-
bility of different heterocyclic bases for nucleotide syn-
thesis. The data on nucleotide synthesis using TthAP-
RT are shown in Tab. 3.

The data in Table 3 demonstrate that TthAPRT is spe-
cific to 6-aminopurines. 2-Chloroadenine, N1-methyl-
adenine, and 2-methoxyadenine proved to be good sub-
strates. No enzymatic activity was detected in reactions 
with hypoxanthine, guanine, N6-benzyladenine, amino-
benzimidazole, and 1,2,4-triazole-3-carboxy-N-methyl-
amide. The equilibrium in reactions with 2-chloroade-
nine was strongly shifted towards nucleotide formation 
(98% after 1 day). The reaction was conducted at 75 °C, 
which was preferable in the case of 2-chloroadenine be-
cause of its poor solubility. 2,6-Diaminopurine also was a 
substrate, while no product was detected in the reaction 
with its 7-deaza analogue, suggesting the need for a ni-
trogen atom at the seventh position of the purine.

After studying the substrate specificity of TthAP-
RT, we conducted a cascade synthesis of 2Cl-AMP and 
2F-AMP from appropriate heterocyclic bases and D-

ribose. The results are shown in Fig. 7. The process of 
cascade nucleotide synthesis was monitored by a liquid 
chromatography-mass spectrometry analysis of the re-
action mixture; samples were taken at 1, 2, 24 h from 
the start of the process. Figure 8 shows the mass spec-
tra of the target products.

Therefore, by the synthesis of 2-chloro (fluoro)-ad-
enosine monophosphate (2Cl-AMP and 2F-AMP), we 
demonstrated the relevance of a thermophilic enzy-
matic system for the production of bioactive nucleo-
tides.

CONCLUSION
Our findings indicate that a cascade of thermophilic 
enzymes of the nucleic acid metabolism (ribokinase; 
phosphoribosylpyrophosphate synthetase, and ade-
nine phosphoribosyltransferase) can be used to produce 
modified nucleotides. This approach provides opportu-
nities for the replacement of chemical methods of nu-
cleotide synthesis with biocatalytic ones. 

The authors are grateful to the Russian Science 
Foundation (project No. 14-50-00131) for financial 
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INTRODUCTION
The cerebellum is an important part of the CNS due 
to the variety of functions it performs. The cerebellum 
plays a key role in motor activity by monitoring all mo-
tor acts and minimizing the error between an intended 
and performed action [1]. One of the manifestations of 
cerebellar dysfunction is spinocerebellar ataxia, a dis-
ruption of the accuracy and coordination of voluntary 
movements, the development of which is often asso-
ciated with the death or dysfunction of Purkinje cells 
(PС). In addition, the dysfunction manifested in the 
change in the pattern of PC activity can occur prior to 
the disruption of motor activity. For example, in mice 
with genetically determined hereditary spinocerebellar 
ataxia type 2, physical activity begins to deteriorate on 
the 8th week, the number of PC start to decrease on 
the 12th week, while the decrease in the PC discharge 
frequency can be registered as early as on week 6 of 
postnatal development [2]. Studies carried out on sec-
tions of the cerebellum of mice and rats have demon-

strated that pacemaker activity changes in such neuro-
degenerative diseases as spinocerebellar ataxia type 2 
and 3, as well as episodic ataxia type 2 [3–5].

Са2+-activated К+ channels are expressed by many 
neurons of the CNS and are of three types: channels of 
large (BK), small (SK), and intermediate (IK) conduct-
ance [6]. SK channels are voltage-independent channels 
which are directly activated only by Са2+ at submicro-
molar concentrations [7], enhancing the action potential 
after-hyperpolarization in neurons [6]. PCs are charac-
terized by a pronounced expression of small-conduct-
ance Са2+-activated К+ channels of the SK2 subtype [8]. 
Blocking SK2 channels with apamin in PCs that have a 
trimodal pattern of activity causes a shortening of its 
cycles, while in cells with a tonic type of discharge this 
leads to increased frequency and occurrence of explo-
sive discharge [9].

We have previously shown that the frequency of 
simple spikes increases and the depression period after 
a complex spike decreases in normal aging in PCs [10, 
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ABSTRACT Small-conductance calcium-activated potassium channels (SK channels) are widely expressed in CNS 
tissues. Their functions, however, have not been well studied. Participation of SK channels in Purkinje cell (PC) 
pacemaker activity has been studied predominantly in vitro. Here we studied for the first time the effects of SK 
channel activation by NS309 or CyPPA on the PC simple spike frequency in vivo in adult (3 – 6 months) and 
aged (22 – 28 months) rats using extracellular microelectrode recordings. Both pharmacological agents caused 
a statistically significant decrease in the PC simple spike frequency. The maximum value of the decrease in the 
simple spike frequency did not depend on age, whereas a statistically significant inhibition of the spike frequency 
was achieved faster in aged animals than in adult ones. In experiments on cultured neurons PCs were identified 
by the expression of calbindin as the PC-specific marker. Registration of transmembrane currents in cerebellar 
neurons revealed the direct action of NS309 and CyPPA on the SK channels of PC consisted in the enhancement 
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11]. A similar age-related increase in the frequency of 
PC discharges was shown in the study by Kasumu et al. 
in mutant mice with a model of spinocerebellar ataxia 
type 2 [12].

Almost all studies of SK channels in cerebellar 
PC are performed under in vitro conditions. Howev-
er, in this case, the integrity of the cerebellum struc-
ture itself, as well as the afferent and interneuronal 
connections, is disturbed. Numerous papers devoted 
to genetically predetermined cerebellar pathologies 
have been based mainly on young and adult animals, 
whereas information on the changes in PC functions in 
aged animals during normal aging remains scant. For 
this reason, a comparative study of the features of PC 
function in vivo in late ontogenesis appears to be im-
portant. Taking into account the direct involvement of 
SK channels in the regulation of the pattern of cere-
bellar PC activity and its change during aging, as well 
as the contribution of SK channels to the development 
of various neurodegenerative diseases, the objective of 
this work was to perform a comparative study of the 
contribution of SK channels to the pattern of PC activ-
ity in adult and aged rats.

EXPERIMENTAL SECTION

Extracellular registration of 
cerebellar PC activity in vivo
This study was conducted on Wistar rat males and fe-
males. The animals were divided into two groups during 
the experiment: adults (3 to 6 months) and aged (21 to 
24 months). For the anesthesia of the animals, urethane 
was used, which was administered intraperitoneally at 
a rate of 1,300 and 1,000 mg/kg of body weight of the 
adult and aged rats, respectively. PCs were registered 
and identified as previously described [13]. In anesthe-
tized animals, the scalp and muscle layer were removed, 
and a hole 1 mm in diameter was drilled in the occipital 
bone above the cerebellar vermian. Next, the animal was 
fixed in a stereotaxic frame. For the registration of ex-
tracellular PC activity, microelectrodes made of borosil-
icate glass (outer diameter: 1.5 mm, inner diameter: 1.10 
mm, Sutter Instrument, USA) and filled with a solution 
of 2.5 M NaCl were used. A microelectrode was placed 
in the cerebellar tissue using an automatic manipulator 
with a penetration step of 5 µm and a depth of up to 5 
mm. PCs were identified by their characteristic pattern 
of activity: the presence of simple and complex spikes, 
as well as a pause after a complex spike before a series 
of simple spikes. The signal of the registered cell was 
amplified (AC/DC Differential Amplifier, model 3000, 
A-M Systems, Inc., USA) and digitized at a sampling fre-
quency of 10,000 smp/s (ADC L-791, “L-CARD” Ltd, 
Russia) using the original Bioactivity Recorder v.5.3 

software developed by D.A. Sibarov [http://sibarov.ru/
index.php?slab=software] for further analysis of sim-
ple frequency spikes using the Clampfit 10.2 software 
(Molecular Devices Corp., USA). Active substances were 
loaded according to the standard method [14] by appli-
cation to the exposed surface of the cerebellum in the 
area of microelectrode placement. First, control series of 
experiments were conducted in which the application of 
saline (0.9% NaCl) was performed. Then, a positive mod-
ulator of SK and IK channels NS309 (Tocris, USA) and 
selective activator of small-conductance calcium-acti-
vated potassium channels of the SK2 and SK3 subtypes, 
CyPPA (Tocris, USA), were used in the next series of 
experiments (Fig. 1). The concentrations of active sub-
stances chosen depending on the depth of microelec-
trode penetration were 100–200 µM for NS309 and 1–2 
mM for CyPPA. Solutions of the active substances were 
prepared in 0.9% NaCl. Registration of PC activity was 
performed for 30 sec prior to substance application and 
then during periods of the same duration 5, 15, 30, 45 
and 60 min after application.

In order to compare the control and experimental 
data, the frequency of simple spikes was measured 
in each cell for 30 sec for all the specified time points. 
Then, relative frequencies for each time point were 
calculated taking the frequency of spikes prior to ap-
plication as the unit rate. The mean frequency value 
and standard error of mean (SEM) were calculated for 
each time point. Two-way ANOVA with Bonferroni’s 
post-test was used for the assessment of the statisti-
cal significance of the differences between the control 
and experimental data, i. e. under the action of positive 
modulators. For a comparison of the original frequency 
with the average values at each time point in the con-
trol series of experiments, one-way ANOVA was used.

Preparation of the primary culture 
of cerebellar neurons
In primary cultures of neurons isolated from differ-
ent parts of the embryonic brain, particularly the cer-

Fig. 1. Chemical structure of the activators, or allosteric 
modulators, of SK channels that increase their sensitivity 
to calcium
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ebral cortex [15] and the cerebellum [16], a differen-
tiation of the main types of neurons characteristic of 
these regions in the adult brain takes place. For exam-
ple, a primary culture of cerebellar neurons has been 
successfully used to study the properties of Purkinje 
cells [17]. Primary cultures were prepared from the 
cerebellum of embryos on day 20–21 of prenatal de-
velopment (Е20–E21). In order to obtain a suspension 
of cerebellum cells, the isolated tissue was placed in a 
trypsin solution (0.04 mg/ml) and the cells were then 
treated with a DNase solution (0.04 mg/ml), trypsin in-
hibitor, and fetal bovine serum. After centrifugation, 
cell dissociation was performed by pipetting in the me-
dium. Dispersed cells were cultured on 7-mm glasses 
treated with a poly-D-lysine in Neurobasal medium 
(Gibco, USA) supplemented with B27 (Gibco, USA), 
L-glutamine (Gibco, USA), and 20 mM KCl to increase 
the chance of survival of cerebellar neurons, including 
Purkinje cells and granular neurons [18].

Registration of neuronal currents 
by the voltage-clamp method 
The direct effect of SK channel modulators on neurons 
in a primary culture of cerebellar neurons was con-
firmed using the voltage-clamp in the whole-cell con-
figuration. In the current fixation mode, we registered 
the action potential shape, and in the voltage-clamp 
mode, we obtained the current-to-voltage characteris-
tics of SK channels.

Experiments in cerebellar culture cells were per-
formed on day 7–8 in vitro (DIV 7–8). Extracellular sa-
line of the following composition was used in the exper-
iments: 140 mM NaCl, 2.8 mM KCl, 2 mM CaCl, 10 mM 
HEPES. Intracellular solution for microelectrode filling 
had the following composition (mM): 9 NaCl, 17.5 KCl, 
121.5 K-gluconate, 1 MgСl2

, 10 HEPES, 0.2 EGTA, 
2 MgATP, 0.5 NaGTP. A MultiClamp 700B amplifier 
with a Digidata 1440A data collection system and the 
pClamp v10.2 software (Molecular Devices, USA) were 
used for current registration. The sampling frequency 
was 20,000 smp/s. The initially registered signal was 
subjected to preliminary analog filtering (equivalent of 
the 8th-order Bessel high-pass filter) with a cutoff fre-
quency of 200 Hz. For the application of test substances 
(100 µM CyPPA or 10 µM NS309), a BPS-4-based sys-
tem for a quick change of solutions (Ala Scientific In-
struments, USA) with a multi-channel capillary perfu-
sion was used, the tip of which was placed 200–300 µm 
away from the registered cell. PCs were identified by 
soma size, which is significantly larger than for other 
types of neurons (about 4-fold) and rhythmic genera-
tion of action potentials.

The current-to-voltage characteristics of the chan-
nels activated by CyPPA and NS309 were determined 

based on the difference between the neuronal currents 
registered under the Ramp protocol: a smooth change 
in the potential from –100 to +60 mV in 5 seconds be-
fore and after the application of substances. The sta-
tistical significance of the changes in the after-hyper-
polarization of spikes under the influence of positive 
modulators of SK and IK channels was evaluated using 
the unpaired Student’s t-test.

Immunohistochemical staining of Purkinje cells
The presence of PC in a primary culture of rat cerebel-
lar cells was additionally monitored using an immuno-
cytochemistry analysis of calbindin protein expression, 
a marker of this type of neurons [19]. During prepara-
tion for immunocytochemical staining, the glasses with 
cells were fixed with a 4% formaldehyde solution and 
then treated with ammonium chloride (0.535 mg/ml), 
Triton X-100 (0.2% solution), and glycine (15 mg/ml). 
Non-specific binding of antibodies was blocked by 
treating the glasses with cells with a 2% solution of bo-
vine serum albumin. All solutions were prepared based 
on PBS. For the identification of calbindin in PC, mouse 
primary monoclonal antibodies to this protein (Calbin-
din-D28k, Abcam, ab82812) were used. Immunoposi-
tive reaction was visualized using secondary antibod-
ies conjugated to Alexa 633 fluorochrome (Molecular 
Probes A21052, Life Technologies, USA). In order to 
avoid rapid bleaching of fluorescent dyes, the glass-
es, treated with antibodies, were fixed on slides with 
an adhesive containing the Mowiol compound (Sig-
ma-Aldrich, Germany). The fluorescence of immunop-
ositive neurons was registered on a confocal scanning 
microscope Leica SP5 MP (Leica Microsystems Inc., 
Germany) equipped with ×63 oil immersion lens  (HCX 
APO CS 63×/1.4; Leica Microsystems, Inc., Germany). 
Excitation of the Alexa 633 dye was performed using 
an argon laser with a wavelength of 633 nm. The dye 
emission range was 640–700 nm. Image processing was 
performed using the Leica LAS AF software (Leica Mi-
crosystems Inc., Germany).

RESULTS

Influence of positive modulators of SK channels 
on the PC simple spike frequency in aged rats
In our study, all afferent PC connections were pre-
served during the registration of PC action potentials 
in vivo, in contrast to the experiments carried out on 
the tissue sections, which caused irregular pulse inter-
vals. Examples of a typical PC activity in aged animals 
are shown in the control and upon NS309 action, as well 
as in the control and upon CyPPA action (Fig. 2A). Ap-
plication of physiological saline did not cause significant 
changes in the frequency of PC simple spikes in aged 
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animals for 60 minutes (15 to 43 Hz at the beginning 
and 16 to 48 Hz at the end, p > 0.95, n = 7, ANOVA). 
The increase in the average value of the relative fre-
quency of simple spikes at certain periods of registra-
tion was 0–3% and reached its maximum value 30 min-

utes after application (Fig. 2B). These results clearly 
demonstrate that the application procedure did not af-
fect the pattern of PC discharge.

NS309 caused a gradual decrease in the simple spike 
frequency of PCs. Significant differences in the fre-
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Fig. 2. Activity of rat cerebellar Purkinje cells under the influence of positive modulators of calcium-activated potassium 
channels. A – aged rats. Fragments of a recording of the activity of individual PCs prior to and after CyPPA and NS309 
application. Arrows indicate episodes of occurrence of complex spikes. B – aged rats. Change in the medium frequency 
of simple spikes of cerebellar PC for 1 hour after the application of saline or SK channel activators. C – adult rats. Frag-
ments of a recording of the activity of individual PCs prior to and after CyPPA and NS309 application. D – adult rats. 
Change in the medium frequency of simple spikes of cerebellar PC for 1 hour after the application of saline or SK channel 
activators. Green asterisks indicate a statistically significant difference from the control frequency values at the corre-
sponding moments of NS309 application, red – CyPPA application (ANOVA, Bonferroni post-test * – p < 0.05, ** – p 
< 0.01, *** – p < 0.001)
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quency in the control at the appropriate time point 
(p < 0.05, n = 10, ANOVA, Bonferroni post-test) were 
revealed 15 min after application, which persisted until 
the end of the registration period. The lowest value of 
the simple spike frequency was achieved 60 min after 
the start of application and was on average 29% lower 
than the control value at this time (Fig. 2B).

Upon CyPPA action, a statistically significant de-
crease in the simple spike frequency of the PC dis-
charge (p < 0.001, n = 11, ANOVA, Bonferroni post-
test) occurred 30 minutes after the start of registration, 
i. e. later than in the case of NS309, while the maximum 
decrease at the end of registration was on average 21% 
(Fig. 2B).

Influence of positive modulators of SK channels 
on the PC simple spike frequency in aged rats
Figure 2B shows examples of a typical PC activity in 
adult animals in the control and under NS309 action, as 
well as in the control and under CyPPA action. In this 
age group, a tendency for an increase in the frequen-
cy of simple spikes was noted upon the application of 
saline. However, these changes were not statistically 
significant (p > 0.10, n = 8, ANOVA).

In adult animals, a decrease in the simple spike fre-
quency of the PC discharge was achieved 45 min af-
ter the start of NS309 application (p < 0.001, n = 9, 
ANOVA, Bonferroni post-test), i. e. later than in aged 
mice. The maximum, 33% on average, decrease oc-
curred at the end of the 60th minute of registration 
(Fig. 2D).

Upon CyPPA application, as in the case of NS309, a 
statistically significant decrease in the simple spike fre-
quency of the PC discharge was achieved 45 minutes 
after the start (p < 0.001, n = 8, ANOVA, Bonferroni 

post-test). The maximum decrease occurred after 60 
minutes (a median 36% decrease) (Fig. 2D).

Despite the fact that a significant decrease in the 
simple spike frequency upon the action of both posi-
tive modulators of SK channels was achieved earlier in 
aged rats compared to the control, the maximum effect 
of CyPPA (n = 11) and NS309 (n = 10) did not differ 
in the animals regardless of age. Moreover, we did not 
manage to detect a statistically significant difference in 
the effects of NS309 and CyPPA in aged and adult rats 
(р > 0.8, ANOVA).

Electrical activity of cerebellar neurons in culture 
under the influence of SK channel modulators
Cerebellar cells in a primary culture form a neuronal 
network on day 7 of culturing, wherein immunohis-
tochemical staining for calbindin-D28k confirmed the 
presence of Purkinje cells distinguished by the large 
size of their soma (Fig. 3). In an electrophysiological 
study, part of the “large” neurons were characterized 
by a spontaneous periodic generation of an action po-
tential (AP) typical of Purkinje cells.

It cannot be unambiguously concluded from the in 
vivo experiments whether the studied modulators act 
directly on PC or whether their effect is mediated by 
net interactions through influence on intercalary neu-
rons. In order to test the hypothesis on the direct action 
of CyPPA and NS309 on cerebellar neurons, we studied 
their impact on spike generation by neurons in a prima-
ry culture using local perfusion. In neurons with spon-
taneous generation of AP (Fig. 4A), the application of 
10 µM CyPPA caused transient depolarization followed 
by hyperpolarization, accompanied by an attenuation 
of the spontaneous generation of AP (n = 5). The gen-
eration of spikes caused by the injection of a current 

Fig. 3. Purkinje cells in a 
DIV 7 primary culture of 
rat cerebellum neurons. 
A – fluorescent image of the 
immunopositive response to 
the calbindin protein, which 
is expressed only in Purkinje 
cells. B – result of image 
superposition in transmitted 
light and fluorescence of 
the calbindin-D28k protein 
obtained by immunolabeling 
of the corresponding protein 
with antibodies conjugated 
with Alexa 633 fluorochrome

A B

50 µm 
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of threshold amplitude in neurons without spontane-
ous activity was effectively suppressed by the applica-
tion of both 100 µM CyPPA and 10 µM NS309 (n = 18, 
Fig. 4B). Both substances induced hyperpolarization, 
with the effect being more pronounced in the case of 
NS309. A comparison of the forms of AP of a sponta-
neously active neuron before and after the application 
of potassium channel activators showed that both sub-
stances enhance AP after-hyperpolarization (Fig. 5A). 
Such phenomenology is typical of the activation of SK 
channels. In addition, after-hyperpolarization at the 
point of minimum was increased by 3.1 ± 0.3 mV upon 
the action of CyPPA and by 6.1 ± 0.3 mV upon the ac-
tion of NS309. The effect of NS309 was significantly 
stronger than that of CyPPA (n = 140; p < 0.01, un-
paired Student’s t-test). The current-to-voltage char-
acteristics of the channels activated by CyPPA and 
NS309 presented in Fig. 5B are also typical of SK chan-
nels [20].

Thus, CyPPA and NS309 similarly suppress the gen-
eration of AP by Purkinje cells both in vivo when ap-
plied to the cerebellum surface and in vitro in a prima-
ry culture of neurons.

DISCUSSION
There is evidence indicating that NS309 and CyPPA, 
positive modulators of SK channels, change the pattern 

of neuronal activity. Experiments performed on sec-
tions of the cerebellum have demonstrated a decrease 
in the frequency of PC discharge after NS309 applica-
tion in a bath with a washing solution [3]. Similar re-
sults were obtained in in vivo experiments,  showing 
that the use of CyPPA and NS309 causes a decrease in 
the discharge frequency of substantia nigra dopamin-
ergic neurons [21, 22]. In our experiments conducted in 
vitro on primary cultures of cerebellar neurons, CyPPA 
and NS309 also effectively suppressed the generation 
of spontaneous and evoked spikes (Fig. 4A, B) because 
of an increase in the after-hyperpolarization (Fig. 5A) 
caused by SK channel activation (Fig. 5B) directly in 
the studied neurons. CyPPA is a selective activator of 
SK2 and SK3 channels, while only Purkinje cells are 
characterized by a high expression of SK2 in the cere-
bellar cortex in the late prenatal and postnatal periods 
[8], which makes these cells the primary target of the 
action of SK channel activators. Due to the anatomical 
structure of the cerebellum, activators of SK channels, 
when applied to the surface, first penetrate the mo-
lecular layer, where they can interact with the den-
dritic tree of PC and PC somas during diffusion (Fig. 
6A). The roles of dendritic and somatic SK channels 
vary. In young rats (10–90 days of age), a blockage of 
somatic SK channels enhances the frequency of auto-
rhythmic activity of PC, whereas a blockage of den-

Fig. 4. Examples of the 
influence of CyPPA and 
NS309 on the sponta-
neous generation (A) 
and action potentials 
caused by a depolarizing 
stimulus (B) in cerebel-
lar neurons. Intracellu-
lar registration of the 
membrane potential in 
the current-clamp mode. 
Action potentials were 
evoked by current injec-
tion (1.1 threshold value) 
through a recording 
electrode
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dritic SK channels not only enhances the frequency 
of simple spikes, but also reduces the leakage current 
and improves transmission in synaptic inputs to PC [9]. 
Furthermore, a blockage of only dendritic SK channels 
had a significantly lesser effect than a blockage of den-
dritic and somatic SK channels [9]. Apparently, in our 
experiments, the gradual diffusion of NS309 or CyP-
PA from PC dendrites toward the soma determines the 
gradual enhancement of the effect of these SK channel 
activators with time. In our experiments conducted in 
vivo, activation of SK channels by the positive modu-
lators CyPPA and NS309 resulted in a change in the 
pattern of PC activity. In both the groups of adult and 
aged rats, the simple spike frequency was statistically 
significantly reduced compared to the control series. 
Although the reduction in the simple spike frequency 
caused by SK channel modulators was almost identical 
for the groups of adult and aged rats, the decrease in 
the frequency of simple spikes in aged rats occurred 
earlier compared to the control: 30 min after CyPPA 
application and 15 min after NS309 application. In adult 
rats, the decrease in the simple spike frequency under 
the influence of both substances was observed after 45 
min.

CyPPA and NS309 in saturating concentrations en-
hance the sensitivity of SK channels to intracellular 
calcium many-fold, resulting in the fact that maximum 
activation of these channels is achieved at any physio-
logical concentration of intracellular calcium [23]. In our 
experiments, SK channel activators achieved saturat-

ing concentrations near PC gradually during diffusion. 
Thus, the rate of the effect’s onset could depend on the 
age-related features of the dynamics of intracellular 
calcium. Activation of SK channels in PC is determined 
by the entry of calcium through voltage-gated calcium 
channels (VGCC) (Fig. 6B). Reduced Cav2.1 (P/Q-type 
VGCC) expression and almost complete knockout of 
Cav1.3 (L-type VGCC) is noted in the molecular layer 
of the cerebellum of aged animals [24]. Cav1.3 is acti-
vated at very low values of membrane potential; i. e., 
it is the most sensitive to depolarization [25], whereas a 
deficiency of Cav2.1 can lead to ataxia type 2 [26–28], 
since a large proportion of the calcium in PC entering 
through VGCC is accounted for by Cav2.1 [29]. Under 
conditions of age-related partial loss of VGCC and the 
calcium signal associated with it, the normal activa-
tion of SK channels can be affected. Moreover, oscil-
lations of membranous intracellular calcium modulate 
the activity of other types of receptors; in particular, 
desensitization of glutamate receptors, which provide 
glutamatergic synaptic transmission [30].

The study carried out in vivo in adult mice showed 
that the simple spike frequency of PC discharge upon 
NS309 application is reduced much more than in CyP-
PA application [13]. The results presented in the cur-
rent paper demonstrate a similar decrease in the simple 
spike frequency under the influence of positive mod-
ulators of SK channels, NS309 and CyPPA, in adult 
rats. A tendency to a more pronounced decrease in the 
simple spike frequency was noted under the action of 

Fig. 5. Influence of CyPPA and NS309 on the after-hyperpolarization in the neurons of the cerebellum. A – mean action 
potentials in the control and in the presence of 100 µM CyPPA or 10 µM NS309 (no less than 140 AP was averaged for 
each condition) registered upon fixation of a neuronal current. B – current-voltage characteristics of the channels acti-
vated by CyPPA and NS309 in cerebellar neurons registered in the current-clamp mode. Insertion illustrates the Ramp 
protocol used to measure the current-to-voltage characteristics of SK channels
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NS309 rather than CyPPA in the group of aged ani-
mals. Moreover, the decrease in the simple spike fre-
quency after CyPPA application was comparable with 
earlier findings in mice, while NS309 had a more pro-
nounced influence on the activity of cerebellar PC in 
mice than rats. CyPPA is known to be a selective mod-
ulator of SK channels, while NS309 is also an activa-
tor of the IK channels [31] expressed in PC dendrites, 
where they modulate temporal summation of synaptic 
inputs [32]. Thus, in our experiments in vitro, NS309 
enhanced the after-hyperpolarization of PC more so 
than CyPPA. Apparently, due to this, a decrease in 
the simple spike frequency in PC is more pronounced 
upon NS309 action than in the case of CyPPA, which 
activates only SK2 channels in PC. The difference in 
the efficiency of the NS309 effect on the simple spike 
frequency of cerebellar PC discharge of mice and rats 
is probably due to the species differences in the expres-
sion and function of IK channel features in the cerebel-
lum or the features of the diffusion barriers upon the 
specific method of application of these substances in 
these animals.

Application of positive modulators of SK channels in 
animals that serve as a model of some types of spinocer-
ebellar ataxias leads to the restoration of an impaired 
pattern of PC activity and, in some cases, to the disap-
pearance of ataxia symptoms [4, 5, 8, 9], which implies 
that they have a therapeutic effect. Moreover, the use of 
SK channel activators allows one to compensate for the 
age-related changes in the autorhythmic functions of 
cerebellar PC. The reasons for the age-related differenc-
es in the effects of SK channel activators require further 
study, since they could be associated to a deficit in the 
functions of the voltage-gated calcium channels of PC. 
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Fig. 6. The scheme of 
SK channel modulator 
action on Purkinje cells 
(PC) upon application 
to the surface of the 
cerebellum. A – sim-
plified diagram of 
neuronal connections 
of PC in the cerebellar 
cortex. (+) – excitato-
ry and (–) – inhibitory 
synaptic connections, 
PC – Purkinje cell, SC – 
stellate cell, BC – bas-
ket cell, GC – granule 
cell. B –relationships 
between the key ion 
channels of the PC reg-
ulating their autorhyth-
mic activity
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INTRODUCTION
Acute leukemias are a heterogeneous group of neo-
plastic diseases of the hematopoietic tissue, which are 
characterized by overproduction and accumulation of 
morphologically immature (blast) hematopoietic cells 
in the bone marrow. Depending on the hematopoietic 
lineage giving rise to tumor cells, acute leukemias are 
conventionally divided into acute lymphoblastic and 
acute myeloid leukemias. Untreated, the disease rap-
idly progresses and always results in the death of the 
patient. The most common causes of death are severe 
infectious and hemorrhagic complications arising from 
the replacement of normal hematopoietic tissue with 
blast cells.

The central goal of a treatment for any type of leu-
kemia is the eradication of the tumor clone, restoration 
of normal hematopoiesis, and the achievement of long-
term relapse-free survival of patients. The introduc-
tion of cytostatic drugs in clinical practice in the late 

1960s enabled the achievement of complete remission 
in 85–95% of children with ALL [1]. In that case, an im-
portant prognostic factor is age; event-free survival of 
children in various age groups varies from 83–97% (1–5 
years) to 49–66% (10–15 years). Recently, the Russian 
Research Group for the Treatment of Acute Lympho-
blastic Leukemia (RALL) has demonstrated that the 
5-year relapse-free survival rate in adult patients un-
der 30 years of age is 71.5%, while this indicator in pa-
tients aged 30–55 years is lower – 61.8% [2]. Adults and 
children with ALL have been demonstrated to differ 
not only in the survival rate, but also in the biological 
properties and prognosis of the disease [3, 4]. In par-
ticular, a favorable prognostic group in adults includes 
the T cell type of the disease, whereas this type in chil-
dren is considered prognostically adverse. In addition, 
adults are more likely to show prognostically adverse 
chromosomal aberrations (t(9;22), t(4;11)), myeloid an-
tigens on the membrane of tumor cells, and hyperleu-
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kocytosis at the disease onset, and they are more often 
diagnosed with the T-cell immunophenotype [3, 4].

Another important factor that affects the progno-
sis in ALL is the residual amount of tumor cells in the 
bone marrow, or minimal residual disease (MRD). MRD 
evaluation is considered not only as an independent 
prognostic factor, but also as a criterion for allocating 
patients into relapse risk groups [5–7]. The most suit-
able for MRD quantification are techniques with the 
highest sensitivity level (10–4–10–5), such as real-time 
PCR (RT-PCR) with patient-specific primers, as well 
as multicolor flow cytometry. MRD evaluation in ALL 
patients by PCR is based on the identification of the 
clonal rearrangements of the T-cell receptor (TCR) and 
the immunoglobulin (IG) genes in the tumor cells, and 
the selection of patient-specific primers to the CDR3-
region of the genes [8].

Clonal rearrangements of the IG and TCR genes 
occur in 98% of B-ALL patients and in 95% of T-ALL 
patients [9]. Because different chromosomal aberra-
tions are found in tumor cells derived from different 
patients, only rearranged IG and TCR genes are con-
sidered to be universal markers for monitoring tumor 
clones in almost all patients during disease/therapy. 
Detection of clonality alone is not enough for ALL diag-
nosis. Clonal rearrangements are sometimes found also 
in the reactive (non-tumor) processes of inflammatory, 
infectious, or autoimmune genesis. A clonal product in 
these cases is usually detected on a polyclonal back-
ground. The differential diagnosis between tumor and 
non-tumor lymphoproliferation is somewhat difficult 
in some lymphomas, mycosis fungoides, and Sezary 
syndrome; however, a study of clonality in ALL when 
most peripheral blood lymphocytes (> 20%) are repre-
sented by tumor cells is not associated with these dif-
ficulties.

RT-PCR with patient-specific primers selected for 
a unique nucleotide sequence of the V-D-J-region of 
clonally rearranged IG or TCR genes enables a highly 
sensitive (10–4–10–5) evaluation of the amount of re-
sidual tumor cells in ALL patients [10]. However, the 
data obtained from studying clonal rearrangements at 
the onset and relapse of ALL in children indicate that 
IG and TCR gene rearrangements can change during 
the disease: part of the identified clonal rearrange-
ments disappears at relapse, and/or new rearrange-
ments emerge. It should be noted that we are talking 
just about a partial change in clonal rearrangements, 
because a complete change in IG and TCR gene rear-
rangements at relapse indicates a development of sec-
ondary ALL [11, 12]. Partial differences in clonal rear-
rangements at the onset and relapse occur in 67–70% 
of children with B-ALL and in 45–50% of children with 
T-ALL [13–15]. Data on the evolution of tumor clones 

in adult ALL is scant [11]. Szczepanski et al. reported on 
an evaluation of TCR genes in 9 adults with T-ALL [11]. 
The overall stability of TCR genes in the adult T-ALL 
was shown to be higher (97%) than that in childhood 
T-ALL (86%) [11]. However, IG gene rearrangements 
at the onset and relapse were not studied.

Alteration of clonal rearrangements, i.e. clonal evo-
lution of the tumor, may lead to a loss of the target for 
MRD studies and to false negative results. Therefore, 
the suitability of a particular rearrangement to study 
MDR in ALL is determined not only by the rearrange-
ment detection frequency, but also by its stability. The 
crucial data on the stability and frequency of various 
rearrangements in B-ALL and T-ALL are summarized 
in Table 1 [5–11, 15–19].

TCR δ-chain (TCRD) gene rearrangements are spe-
cific to early stages of T cells development and occur 
in about 55% of T-ALL cases only [20]. TCR γ-chain 
(TCRG) gene rearrangements occur in 95% of T-ALL 
patients [21]; TCR β-chain (TCRB) gene rearrange-
ments occur in 92% of T-ALL patients. The stability of 
TCRB rearrangements in T-ALL relapses in children 
was shown to be lower than that of γ- and δ-chains – 
80, 86, and 100%, respectively (Table 1) [11]. Despite 
a high detection rate and high stability, monoclonal 
rearrangements of γ-chain genes are not the best tar-
get for MRD monitoring, because they possess a short 
fragment of inserted nucleotides [22]. According to the 
published data, T-ALL is often more resistant to ther-
apy and, therefore, MRD positive than B-ALL [23]. A 
high stability of IGK gene rearrangements (95%) in B-
ALL children, complete V-D-J-rearrangements of the 
IGH (88%), TCRB (89%), and TCRD (86%) genes, a rel-
atively high stability of TCRG gene rearrangements 
(75%), and a low stability of incomplete (D-J) rear-
rangements of IGH genes (57%) and incomplete re-
arrangements of TCRB genes (67%) were established 
(Table 1). Furthermore, oligoclonal rearrangements 
were initially detected in a large proportion of child-
hood B-ALL cases (26–30%) [13–15]. Сlonal products 
of an incomplete gene rearrangement and derived 
clonal products with complete rearrangements can be 
present in ALL, which is explained by the action of 
V(D)J-recombinases and the ongoing process of im-
munoglobulin and TCR gene rearrangements in early 
progenitor cells [11, 15, 24]. Oligoclonality (presence 
of two or more clones) is most often detected in IGH 
genes: complete rearrangements – in 30–40% of cas-
es, incomplete rearrangements – in 50–60% of cases, 
and TCR δ-chain gene rearrangements – in 20–25% 
of cases (Table 1). Oligoclonal rearrangements are not 
recommended for use as a target for MRD evaluation, 
because they are unstable and often produce false 
negative results.
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The evolution of tumor cells (alteration of clonal TCR 
and IGH gene rearrangements) at relapse has been 
studied mainly in childhood ALL. Data on adult ALL 
is very limited. Given that adult and childhood ALLs 
have different biological characteristics and prognosis, 
the aim of our study was to examine patterns of clonal 
immunoglobulin and T-cell receptor gene rearrange-
ments and how stable they are in adults with B-ALL 
and T-ALL who had undergone treatment at the He-
matology Research Center.

MATERIALS AND METHODS

Patients and samples
The study included 63 ALL patients: 34 patients with 
B-cell ALL, including two patients with Ph+ ALL; 
28 patients with T-cell ALL; and one patient with bi-
phenotypic ALL (Table 2). All patients underwent a 
standard cytogenetic examination and a FISH-study of 
bone marrow cells using fluorescent probes t(9;22) and 
t(4;11) (Table 3). Out of the 63 patients, 20 had a normal 
karyotype, 17 had no mitosis, and six had different var-
iations of chromosome 9 and/or 22. The translocation 
t(9;22) was detected by FISH, and the chimeric tran-
script BCR/ABL (p190) was identified by a molecu-
lar-genetic method (Ph+ B-ALL). In five patients, the 
translocation t(4; 11) was identified by FISH and the 
chimeric transcript MLL-EPS15 was detected by PCR. 
Multiple chromosomal abnormalities were found in 
seven patients; four patients had trisomy 21. We stud-
ied DNA from all 63 samples of bone marrow at the dis-
ease onset. The patients’ age ranged from 19 to 59 years 

(median, 28 years). In 6 of the 63 patients, clonal rear-
rangements were studied at the onset and relapse. The 
time to relapse ranged from 5.4 to 11.6 months. The pa-
tients were observed at the Department of Chemother-
apy for Hemoblastoses and Hematopoiesis Depressions 
of the Hematology Research Center (HRC). The diag-
nosis was made according to the WHO classification. 
All the patients enrolled in the study provided their 
consent to data processing. Blood from healthy donors 
was obtained at the HRC blood transfusion department.

Analysis of clonality using IG/TCR 
gene rearrangements
Leukocytes and DNA were isolated from peripheral 
blood as described previously [25]. The DNA concen-
tration was determined spectrophotometrically. DNA 
samples were stored at –20 °C. B- and T-cell clonali-
ty was determined using multiplex BIOMED-2 prim-

Table 1. Stability and detection the rate of clonal rearrangements in B-ALL and T-ALL [7]

Gene Rearrangement
B-ALL T-ALL

Rate, % Stability, %
Rate, % Stability, %

mono oligo mono oligo
IGH VH-JH (complete) 93 30–40 88 47 5 NT

DH-JH (incomplete) 20 50–60 57 38 23 NT
All IGH 98 40 85 44 23 NT

IGK Vκ-Kde 45 5–10 95 40 0 NA
Intron RSS-Kde 25 5–10 86 0 0 NA

All Kde 50 5–10 95 40 0 NA
TCRB VB-JB (complete) 21 10–15 89 60 77 79

DB-JB (incomplete) 14 10–15 67 0 55 80
All TCRB 33 10–15 81 43 92 80

TCRG VG-JG 55 15 75 95 86
TCRD VD-JD or DD-JD1 < 1 NA NA NA 50 100

VD2-DD3 or DD2-DD3 40 20–25 86 26 55 100
All TCRD 40% 20–25% 86% 26% 55% 100%

Note. NT – not tested, NA – not applicable.

Table 2. Brief characteristics of ALL patients

Age, years 19–59 (M, 28) 

Gender, M/F 32/31

B-ALL/T-ALL/biphenotypic ALL 34/28/1

Number of relapses (B-ALL/T-ALL) 6 (4/2)

Relapse-free time, months 5.4–11.6 (М, 6.2) 

Note. M – median age.
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Table 3. Results of conventional  cytogenetic testing and FISH-analysis of translocations t(4;11) and t(9;22) in ALL pa-
tients

Patient ALL type conventional  cytogenetic testing, FISH, PCR
1 B-II No mitosis
2 B-I Normal karyotype
3 B-I der(7)add(p22), –8?, der(9), i(q10), der(14), add(q32?), +mar der(9)?(17)cp/46, XX [3]

4 B-I Additional material on the short arm of chromosome 10; trisomy of chromosomes X, 12, and 22; FISH t(4;11); 
MLL-EPS15 identified by PCR

5 B-I 55XX; derivatives of chromosomes 3 and 11; deletion of the short arm of chromosome 12 and the long arm of 
chromosome 13

6 B-I Normal karyotype
7 B-I Normal karyotype
8 B-I No mitosis, FISH t(4;11), MLL-EPS15 identified by PCR

9 B-II Additional signal from an IGH gene locus (14q32) was identified in 80% of nuclei (trisomy of chromosome 14? 
another translocation involving an IGH gene locus)

10 B-II Normal karyotype
11 B-II No mitosis
12 B-II 53XY? +X,+4,+6,+14,+21,+21,+mar [10]
13 B-II Normal karyotype
14 B-II No mitosis
15 B-II No mitosis

16 B-II In 15%, two additional signals each from loci of ABL (9q34) and BCR (22q11) genes, tetrasomy of chromosomes 9 
and 22?

17 B-II Trisomy 21
18 B-II Normal karyotype
19 B-II Trisomy 21
20 B-II Trisomy 21, monosomy 13
21 B-II Normal karyotype
22 B-II No mitosis
23 B-II Normal karyotype
24 B-II Normal karyotype
25 B-II Normal karyotype
26 B-III Two cells with del (11), FISH t(4;11), MLL-EPS15 identified by PCR
27 B-III Normal karyotype
28 B-III 47XX +5 (5q31)
29 B-III 54X, ?+X, Y, +4, +5, +6, ?–7, +14, +21, +22, +?mar or i(7)(q10) or i(8)(q10), +mar[19], 46XY
30 B-III +8+11+21
31 B-Ph+ No mitosis, FISH t(9;22), BCR-ABL identified by PCR
32 B-Ph+ Normal karyotype, FISH t(9;22), BCR-ABL identified by PCR
33 B-II No mitosis
34 B-II No mitosis
35 T-I 46XY[2]/90-92, XXYY, =mar[10]
36 T-I No mitosis
37 T-I 11q23 rearranged, FISH t(4;11), MLL-EPS15 identified by PCR
38 T-I Normal karyotype
39 T-I del9(p13)
40 T-I No mitosis
41 T-I Normal karyotype
42 T-I Trisomy in 15.5%; in 45% tetrasomy in the gene locus PMLL\11q23; FISH t(4;11); MLL-EPS15 identified by PCR
43 T-I Normal karyotype
44 T-II Normal karyotype
45 T-II Normal karyotype
46 T-II Normal karyotype
47 T-II No mitosis

48 T-II Deletion of the long arm of chromosome 5? or translocation t(5;?), derivatives of chromosomes 2, 4, 5, 7, 22, and 17 
(with involvement of the p53 gene)

49 T-II Trisomy of chromosome 8
50 T-II (47, XY, +8 (20))
51 T-II Normal karyotype
52 T-II No mitosis
53 T-III Normal karyotype
54 T-III 47, XY+mar [20]
55 T-III der(1)add(p36)?dup(p31p36)?{20}; momosomy 9 or deletion of locus 9q34
56 T-III No mitosis
57 T-III Derivative of chromosome 11, deletion of the long arm of chromosome 6
58 T-III No mitosis
59 T-III No mitosis
60 T-III No mitosis
61 T-IV t(6;17) +20
62 T-I del 11q23

63 Biphenotypic 
ALL 47, XY, der(2)add(p24-25), +5, del(7)(q22), del(13)(q11-q34), +14[6]/46, XY[4]

Note: relapsed patients with identified rearrangements of T-cell receptor genes and immunoglobulin genes at the onset 
and relapse are shown in bold.
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er sets for fragment analysis [26]. B-cell clonality was 
evaluated by IGH heavy chain (VH-JH FR1/FR2/
FR3/DH-JH) and IGK κ-light chain (Vk-Jk/Vk-KDE/
IntronRSS-KDE) gene rearrangements. T-cell clonality 
was evaluated by gene rearrangements of the T-cell 
receptors TCRG (VG-JG), TCRB (VB-JB/DB-JB), and 
TCRD (VD-JD/DD2-JD/VD-DD3/DD2-DD3). All IG 
and TCR gene loci were analyzed in multiplex reactions 
with a large number of primers clustered in several 
tubes according to the BIOMED-2 protocol recommen-
dations (briefly described in Table 4). The TCRB genes 
were amplified using a TCRB Gene Clonality Assay 
ABI Fluorescence Detection kit (Invivoscribe Tech-
nologies, USA) according to the manufacturer’s rec-
ommendations. A mixture (25 µL) for the PCR of the 
IGH, IGK, TCRG, and TCRD genes contained 5 pM of 
each primer (Synthol, Russia), 100–200 ng of DNA, and 
12.5 µL of 2 × PCRMasterMix (Promega, USA). Ampli-
fication was performed on a DNAEngine automated 
thermocycler (BioRad, USA). PCR conditions were as 
follows: 95 °C (7 min), then 35 cycles of 95 °C (45 s), 60 °C 
(45 s), 72 °C (45 s), and 72 °C (10 min). The cell lines Ju-
rkat and Daudi were used as a positive (clonal) control. 
Peripheral blood mononuclear cells of healthy donors 
were used as a polyclonal control. A fragment analy-
sis of PCR products was performed on an ABIPRISM 
3130 Genetic Analyzer (Applied Biosystems, USA). 
For this purpose, 2 µL of a 20-fold diluted PCR prod-
uct was mixed with 10 µL of Hi-Di formamide (Applied 
Biosystems, USA) and 0.04 µL of a GeneScan 500-LIS 
Size Standard (Applied Biosystems, USA). After de-

naturation at 95 °C for 3 min and subsequent cooling, 
10 µL of the mixture was added to a well of a 96-well 
plate and high resolution capillary electrophoresis was 
performed on a POP-4 polymer (Applied Biosystems, 
USA). The fluorescence of amplicons and their profile 
were evaluated using the GeneMapper v.4.0 software 
(Applied Biosystems, USA).

RESULTS AND DISCUSSION
Clonal rearrangements were studied in 34 patients with 
B-cell ALL, 28 patients with T-cell ALL, and 1 patient 
with biphenotypic ALL. The frequencies of clonal TCR 
γ-, β-, and δ-chain and IG heavy- and light-chain gene 
rearrangements in B- and T-ALL are presented in Ta-
ble 5. A biallelic rearrangement (two peaks) of TCRG 
genes and an oligoclonal rearrangement (four peaks) 
of TCRD genes were detected in the patient with bi-
phenotypic ALL. In patients with B-cell ALL, the IG 
heavy-chain (82.4%) and TCR γ-chain (76.5%) gene re-
arrangements were the most frequent; TCR β-chain 
and IG κ-chain gene rearrangements were found in 
38.2% of cases; TCR δ-chain gene rearrangements oc-
curred in 55.9% of cases. In patients with T-cell ALL, 
TCR γ-, δ-, and β-chain gene rearrangements were 
detected in 89.3%, 64.3%, and 60.7% of cases, respec-
tively. IGH rearrangements in T-ALL occurred less of-
ten (28.6%) than others. A Vk/KDE rearrangement of 
immunoglobulin κ-light chain genes was found in one 
case of T-ALL. Our data on the frequency of clonal IG 
and TCR gene rearrangements somewhat differ from 
the data obtained in international studies, which may 

Table 4. Description of multiplex reactions and PCR primers according to the BIOMED-2 protocol

Gene Primer set Forward primers Reverse primers (labeled) Product length, bp

IGH

A VH1-7 (FR1) JHcons FAM 310–360
B VH1-7 (FR2) JHcons FAM 250–295
C VH1-7 (FR3) JHcons FAM 100–170
E DH1-6 JHcons TAMRA 110–290 and 390–420
D DH7 JHcons TAMRA 100–130

IGK 
A Vκ1/6-7 Jκ1-4, Jκ5 FAM 120–300
B Vκ1/6-7, INTR KDE-FAM 210–390

TCRD
D1 Dδ2,Vδ1-Vδ6 Jδ1FAM, Jδ2R6G

Jδ3TAMRA, Jδ4ROX 120–280

D2 Dδ2,Vδ1-Vδ6 Dδ3FAM 130–280

TCRG
GA Vγ1f, Vγ10 Jγ1/2FAM, Jp1/2 R6G 145–255
GB Vγ9, Vγ11 Jγ1/2FAM, Jp1/2 R6G 80–220

TCRB

A Vβ2-Vβ24 Jβ1.1, Jβ1.6HEX
Jβ2.2, Jβ2.6, Jβ2.7FAM 240–285

B Vβ2-Vβ24 Jβ2.1, Jβ2.3, Jβ2.4,
Jβ2.5 FAM 240–285

C Dβ1, Dβ2 Jβ1.1, Jβ1.6HEX
Jβ2.1, Jβ2.7FAM

170–210
285–325
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be associated with our small sample size. Oligoclonal 
rearrangements (three or more clonal peaks) occurred 
both in B-ALL (IGH in 12% (4 of 34) of patients, TCRD 
in 18% (6 of 34) of patients) and in T-ALL (TCRD in 32% 
(9 of 28) of patients).

In six patients, clonal rearrangements were investi-
gated at the onset and relapse. A total of 17 clonal TCR 
and 5 clonal IG gene rearrangements were identified at 

Table 5. Detection rate (%) of clonal TCR γ-, β-, and δ-chain gene rearrangements and IG heavy- and light-chain gene 
rearrangements in B- and T-ALL

Rearrangements B-ALL (n = 34) T-ALL (n = 28)

TCRG VG–JG 74.3 (n = 26) 89.3 (n = 25)

TCRB
VB–JB (complete) 26.5 (n = 9) 50 (n = 14)

DB–JB (incomplete) 23.5 (n = 8) 46.4 (n = 13)
All TCRB 38.2 (n = 13) 60.7 (n = 17)

TCRD
VD–JD/DD2–JD 17.6  (n = 6) 53.6 (n = 15)

VD–DD3/DD2–DD3 47.1 (n = 16) 32.1 (n = 9)
All TCRD 55.9 (n = 19) 64.3 (n = 18)

IGH
VH–JHFR1/FR2/FR3 (complete) 73.5 (n = 25) 7.1 (n = 2)

DH–JH (incomplete) 26.5 (n = 9) 25 (n = 7)
All IGH 82.4 (n = 28) 28.6 (n  = 8)

IGK
Vk–Jk 26.5 (n = 9) 0 (n = 0)

Vk–KDE/Intron RSS–KDE 26.5 (n = 9) 3.6 (n = 1)
All IGK 38.2 (n = 13) 3.6 (n = 1)

Table 6. Clonal products identified at the onset and relapse in six patients diagnosed with ALL

Patient/
diagnosis

Case 1
T-ALL

Case 2
T-ALL

Case 3
B-ALL

Case 4
B-ALL

Case 5
B-ALL

Case 6
B-ALL

O R O R O R O R O R O R

TCRG-GA + + + + – – + – – + + +

TCRG-GB + + – – – – + – – + – +

TCRB-A + + – – – – + – – – – +

TCRB-B – – – – – – – – – – + +

TCRB-C – – – – – – – – – – – –

TCRD-D1 + + + +1 + + + + + + – –

TCRD-D2 + + – – – + + – + – – –

IGH-A/IGH-B/IGH-C – – – – – + – – + +1 + +

VK-A – – – – – + + – – – + –

VK-B – – – – – – + + – – – –

Note. “+” – monoclonal rearrangement, “–” – polyclonal rearrangement, “+1” – initial clonal rearrangement is detect-
ed along with an additional rearrangement different from the one identified at the onset, O – onset, R – relapse.

the onset. Six clonal TCR and three clonal IG gene rear-
rangements different from those identified at the onset 
were detected at relapse (Table 6).

Two patients with B-cell ALL had a loss of one of the 
clonal rearrangements identified at the onset, with new 
rearrangements simultaneously emerging (patient 5 in 
Fig. 1 and patient 6 in Table 6). In one patient diagnosed 
with early precursor T-ALL, the clonal TCR γ-, β-, and 
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δ-chain gene rearrangements completely coincided at 
the onset and relapse (case 1). In one T-ALL patient, 
new rearrangements emerged, in addition to the clonal 
rearrangements identified at the onset (case 2). In one 
patient, only two of the seven rearrangements identi-
fied at the onset were preserved up to the relapse (Fig. 
2, patient 4). In one patient, only one clonal TCR δ-chain 
gene rearrangement was detected at the B-ALL onset, 
which was preserved up to the relapse, but several new 
rearrangements emerged, including clonal IGH and IG 
light κ-chain gene rearrangements.

We were able to demonstrate that at least one of the 
initially detected clonal products was preserved up to 
ALL relapse in all patients (Table 6). This confirms the 
data showing that at least one initial clonal product is 
preserved even in the case of late ALL relapse in chil-
dren (more than 5 years after remission achievement) 
[27]. In our work, differences in clonal rearrangements 
at the onset and relapse were found in five out of six 
(83%) patients. Even with this small sample size, we 
observed clonal evolution at relapse, which raises the 
issue of initial selection of the target for MRD quan-

Patient 5
Onset 

Relapse

poly

poly

poly

GA GA

GB GB

D1 D1

D2 D2

IGH-A IGH-A

IGH-B IGH-B

IGH-C IGH-C

Fig. 1. Fragment analysis of TCR, TCD, and IGH gene amplification products in patient 5 at the onset and relapse. Two 
142 and 207 bp clonal products (indicated by arrows) of TCRD gene rearrangements and a 347 bp clonal product of 
IGH gene rearrangements were amplified at the disease onset. In this patient, the rearrangements remained at the 
relapse and new clonal products were also identified (TCRGA – 164 bp, TCRGB – 151 and 165 bp; IGHA – 330 bp, 
IGHB – 263 bp, IGHC – 127 bp).
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Fig. 2. Fragment analysis of TCRG, TCRD, IGK, and TCRB gene amplification products in patient 4 at the onset and 
relapse. Seven clonal rearrangements were identified at the diagnosis. Only two of them were preserved at the relapse 
(TCRD – 124 bp; IGK – 283 bp).

Patient 4
Onset Relapse

poly

poly

poly

poly

GA GA

GB GB

D1 D1

D2 D2

VK-A VK-A

VK-B VK-B

TCRB-A TCRB-A НА
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tification. At least two independent targets with high 
stability are conventionally used to minimize the risk 
of false positive results. However, in practice, a pa-
tient-specific primer with the desired specificity and 
sensitivity cannot be selected for every target. First of 
all, this applies to incomplete rearrangements or gene 
rearrangements lacking the D-segment, e.g. TCRG 
(Vγ-Jγ). We found a loss of the patient-specific targets 
identified in three patients at the onset. To trace minor 
subclones at the onset and to evaluate their behavior 
in the presence of therapy, we decided to increase the 
initial sensitivity of the method. V- and J-family spe-
cific primers were used to re-examine the initial ma-
terial for the presence of the clones that emerged at 
the relapse. The use of these primers increases the sen-
sitivity of tumor cell detection from 10–1 to 10–2–10–3. 
However, even with this sensitivity, subclones were not 
detected at the onset, which suggests a small size of the 
subclones and confirms the data of other studies. For 
example, in 77% (35 of 45) of childhood B-ALL cases, 
clones with new rearrangements at relapse were pres-
ent only as small subclones at the onset [28]. The size of 
these resistant subclones ranged from 10–2 to 10–5 cells, 
and the lower the cell number was, the longer the time 
to relapse was [29].

Recently, acute lymphoblastic leukemias were 
shown to have a complex and genetically heteroge-
neous composition of tumor cells within one disease 
[30, 31]. In most ALL cases, clonal evolution is based on 
the reactivation of one of the minor subclones, which 
is resistant to therapy [29, 32, 33]. Clonal diversity is 
the mechanism underlying tumor progression. Some 
clonal cells are likely to have properties that are dif-
ferent from those of other cells (genetic mutations, 
division rate, immunological maturity), making them 
resistant to chemotherapy. The causes behind late re-
activation of the initial tumor clone remain unknown. 
Perhaps, the immune surveillance and the mechanisms 

of antitumor immunity weaken, or new genetic muta-
tions emerge in tumor cells that are then reactivated. 
The use of quantitative methods to evaluate MRD is an 
independent prognostic factor and a criterion for the 
stratification of patients into relapse-risk groups. The 
spectrum of clonal rearrangements can vary during the 
disease. This process can occur during early induction 
therapy, which leads to false negative results of MRD 
evaluation and prevents a stratification of patients into 
risk groups. Successful monitoring of the minimal re-
sidual disease can be ensured only through the selec-
tion of patient-specific primers for each clonal target 
identified at the onset.

CONCLUSION
Five out of six (83%) patients studied had differenc-
es in clonal rearrangements at the onset and relapse, 
which indicates clonal instability in the presence of 
polychemotherapy. Tumor cells in ALL initially show 
a complex and genetically heterogeneous composition; 
while some clones disappear due to polychemother-
apy, others that are unidentified because of the insuf-
ficient sensitivity of the method acquire the ability to 
activate. Clonal evolution is one of the mechanisms be-
hind tumor progression and is a serious obstacle to the 
quantification of MRD by PCR. We have demonstrated 
that the absence of amplification with patient-specific 
primers selected for targets sequenced at the disease 
onset cannot fully guarantee an absence of residual dis-
ease because tumor clones were shown to be unstable 
in some cases of acute leukemia. Therefore, clonality 
should be re-examined in doubtful cases of suspect-
ed relapse and the absence of amplification with pa-
tient-specific primers. Investigation of clonal evolution 
mechanisms and the ability of chemotherapy to affect 
clonal evolution processes will contribute to the devel-
opment of new prognostic factors and therapeutic ap-
proaches. 
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INTRODUCTION
Rheumatoid arthritis (RA) is a heterogeneous auto-
immune disease characterized by a systemic inflam-
mation of the connective tissue. The morphological 
presentation of RA includes the inflammation of the 
articular capsule tissue, proliferation and hyperplasia 
of synovial cells, pannus formation, and structural de-
struction of cartilage and the subchondral bone. RA is 
characterized by a steadily progressive disease of the 
joints and internal organs, leading to early disability 
and shortened life expectancy. About 70 million people 
worldwide suffer from RA. Most often, the disease at-
tacks older people. The reasons that cause the develop-
ment of arthritis remain not well established, possibly 
because of their multiplicity [1–4].

Various animal models are used to study the patho-
genesis of RA and develop drugs effective against the 
disease. The vast majority of research on the induction 
and therapy of RA are performed on certain lines of 
mice and rats [1, 2, 5, 6]. This is first of all due to the 
good state of knowledge on and homogeneity of these 
animals and the large number of available immunolog-
ical reagents and test systems. However, none of these 
models fully reflects all aspects of the development of 
human RA [1, 5, 7] and, therefore, preclinical studies 
of potential antiarthritic drugs should be carried out in 
various animal models.

The genetic heterogeneity of humans and probable 
multiplicity of arthritis induction mechanisms actualize 
the use of laboratory animals that are close to humans 
in their physiological and immunological properties as 

RA models. It is believed that guinea pigs are more ap-
propriate models on which to study and develop treat-
ments for various human inflammatory and infectious 
diseases than mice and rats [8–10].

Our work was aimed at developing a reproducible 
model of adjuvant-induced arthritis (AIA) in outbred 
guinea pigs.

EXPERIMENTAL

Animals
We used female outbred guinea pigs weighing 200–250 
g (3–4 weeks of age) received from the animal kennel 
of the State Research Center of Virology and Biotech-
nology VECTOR. The animals were kept under natural 
light conditions with constant access to water and food.

Arthritis induction using Freund’s adjuvant 
The animals were subcutaneously injected with a Fre-
und’s complete adjuvant (CFA) solution into the hind 
paw at a dose of 50, 100, or 200 µm, which correspond-
ed to groups 50, 100, and 200, respectively. The con-
trol group guinea pigs (C) were administered 200 µl of 
a sodium phosphate buffer (PBS). Each of the control 
group and group 50 consisted of 9 guinea pigs; group 
100 – 14; and group 200 – 10 animals.

The width of the distal metatarsal region of both 
hind paws was measured one day after CFA injection 
and then every 3–4 days. Group C, 50, and 200 animals 
were taken out of the experiment (2–3 animals at a 
time), using ether anesthesia according to the animal 
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use regulations in compliance with humanity princi-
ples as stated in the European Community Directives 
(86/609/EEC) and Helsinki Declaration, on the 16, 28, 
42, and 56th day. CFA-induced pathological changes 
were assessed based on a histological examination of 
tissues of both hind limbs of the experimental and con-
trol animals. All group 100 animals were taken out of 
the experiment on day 28th after CFA injection.

Histological analysis
The hind limbs of the guinea pigs were fixed in a 10% 
neutral formalin solution for histological examination 
(BioVitrum, Russia) for 48 hours. Then, bone-contain-
ing samples were decalcified using a BioDec R prepa-
ration (Bio Optica Milano, Italy) for 48–72 hours. After 
decalcification, the animals’ hind paws were dissect-
ed in the sagittal direction as described in [2] in order 
to prepare histological specimens. Further material 
processing was performed according to the standard 
procedure for histological preparations: sequentially 
dehydrated in alcohols with increasing concentrations, 
soaked in a xyloparaffin mixture, and embedded in 
paraffin blocks. Paraffin sections (4–5 µm thick) were 
prepared using an automatic rotary microtome HM 360 
(Germany). Sections were stained with hematoxylin 
and eosin. Differential staining of connective tissue was 
carried out using the Van Gieson’s stain. Light optical 
examination and microphotography was performed 
on a AxioImager Z1 microscope (Carl Zeiss, Germany) 
equipped with a high resolution digital camera HRc 
(Carl Zeiss, Germany), using the AxioVision 4.8.2 soft-
ware package (Carl Zeiss, Germany).

The statistical analysis of the results of the histolog-
ical analysis of the samples obtained from group 100 
animals was done using a point-based assessment of 
the severity of pathological manifestations of the dis-
ease in different groups. The disease severity was as-
sessed based on four criteria: inflammatory response in 
articular capsule tissues, severity of synovitis (pannus 
formation), cartilage erosion, and destruction of the ar-
ticular surface of the bone.

The inflammatory response was scored as 1 point in 
the case of periarticular tissue infiltration with isolat-
ed lmphocytes and granulocytes; 2 points – in the case 
of significant infiltration, formation of small lympho-
cytic-histiocytic nodules, and moderate swelling of the 
periarticular tissue. In the case of severe diffuse soft 
tissue infiltration with macrophage cells, lymphocytes, 
granulocytes, and plasma cells, formation of a dense 
infiltration, and significant edema, the inflammatory 
response was scored as 3 points.

The development of synovitis was assessed as fol-
lows: 1 point – there are signs of swelling of the synovi-
al membrane and synoviocyte proliferation; 2 points – 

actively proliferating granulation tissue forms pannus 
at the points of contact between the synovium and car-
tilage, forming the articular surface; 3 points – pannus 
“overlaps” on the articular cartilage and destroys it.

Cartilage destruction was evaluated based on dam-
age depth: 1 point – erosion of the surface layer (artic-
ular surface) or emergence of cell-free fields, 2 points – 
lesions spreading to the mid-thickness of the cartilage; 
3 points – destruction involves the whole cartilage.

Severity of bone destruction: 1 point – there are 
small areas of resorption in the epiphyseal areas of 
the bones that form the join; 2 points – local injury to 
the peri-epiphyseal cortical layer; 3 points – extensive 
damage to the cortical layer, destruction of trabeculae 
of the cancellous bone, and bone deformity.

RESULTS

Clinical manifestations of arthritis in 
guinea pigs injected with CFA 
Outbred guinea pigs were subcutaneously injected 
with CFA into the hind paw at a dose of 50, 100, or 200 
µl. The width of the distal metatarsal area of both hind 
paws was measured, and it was found that the hind 
limb injected with adjuvant increased in size as a re-
sult of an inflammatory response (Fig. 1). The response 
(swelling and inflammation) to the CFA injection man-
ifested itself as early as on the first days after the in-
jection, swelling of the treated paw rapidly increased 
during the first 2 weeks, and then this value almost 
reached a plateau. The most severe swelling, which 
covered almost the entire paw, occurred in group 200 
(Fig. 2).

Histological analysis of the hind paws 
of AIA guinea pigs, group 200
Pathomorphological symptoms of arthritis were simi-
lar in all groups of AIA animals. The most significant 
changes were observed in the left hind paw (on the side 
of the injection of the inducing CFA preparation) in the 
200 group. For this reason, further discussion herein 
refers to this particular group.

By day 16th, of the experiment, a diffuse dense cel-
lular infiltration was observed in the reticular dermis, 
subcutaneous fat tissue, and between muscle fibers, 
while the surface layers of the skin remained intact. 
The infiltrate was dominated by granulocytes (mostly 
neutrophils), macrophages, and a small amount of plas-
ma cells. Necrotic disintegration zones were sometimes 
observed in the central portion of large infiltration re-
gions. Pronounced edema, inflammatory cell infiltra-
tion (Fig. 3C), and hemodynamic disorders in the form 
of a significant plethora of small- and medium-caliber 
vessels, stasis, and thrombosis of small vessels of the 
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venous bed were observed around the joints. The syn-
ovium was swollen and significantly thickened due to 
cell proliferation. In the marginal zone of the synovium, 
at the point of its contact with cartilage, development 
of granulation tissue and its spread to the articular sur-
face of the cartilage was observed (Fig. 3D). Cartilage 
lesions were limited to variously sized erosions, cavi-
ties, and formation of cell-free zones in the cartilage 
(Fig. 4C). No changes in the subchondral bone tissue 
were observed at this stage of the experiment (Fig. 4D).

By day 28, the severity of the edema and inflamma-
tory cell infiltration in the periarticular soft tissues in-
creased (Fig. 3E). Joint disease progressed. The inflam-
matory process mainly involved large joints: ankle and 
talo-navicular ones. Small tarsus and metatarsus joints 
were damaged to a lesser degree. Dramatic thicken-
ing of the synovium covering the villi was observed, as 
well as proliferating synovial cells arranged in multiple 
layers. In some cases, the synovial cells exfoliated into 
the joint cavity (Fig. 3F). In the subepithelial layer, the 
perivascular space was dilated, there was a pronounced 
perivascular edema, swelling and delamination of mus-
cular coat of the vessels, swelling and thickening of the 
endothelium, and margination and adhesion of neutro-
phils on endothelial cells. Overgrowth of granulation 
tissue, which “overlapped” with the cartilage in the 
form of pannus, was observed along the margins of the 
articular cartilage (Fig. 4E). There were varying de-
grees of cartilage lesions. Typically, rather large fields 

of surface layer erosion and destruction areas were 
observed, which sometimes extended over the whole 
thickness of the cartilage. Thinning of the subchondral 
bone plate and emergence of rather extensive zones of 
cortical layer destruction were observed (Fig. 4F).

42 days after the CFA injection, massive infiltration 
of the soft tissue of the foot with necrotic areas at the 
central portion of the infiltration was observed on the 
side of the injection. Angiomatosis, congestion, and a 
large number of fibroblasts were observed on the pe-
riphery of infiltration foci, indicating the beginning 
of the active repair process of articular capsule tissue 
(Fig. 3G). The synovium was strongly edematous, and 
its hypertrophic villi deeply penetrated the articular 
cavity. An active process of vascular and connective 
tissue regeneration was observed under the synovium 
and in the villi (Fig. 3H). There were multiple lesions 
of the cartilage, which involved both large joints and 
small metatarsal joints. The severity of the degradation 
also varied from marginal deformation of the cartilage 
(Fig. 4G) to a complete cartilage loss over the large area 
of the articular surface and local destruction of bone 
trabeculae of the cancellous bone (Fig. 4H).

On day 56 of the experiment, a certain decrease in 
the activity of the inflammatory process was observed, 
along with progression of tissues sclerosis around the 
inflammatory infiltrate (Fig. 3I). In some cases, the 
connective tissue grew into the infiltration, forming 
smaller cell fibrotic granulomas surrounded by a fi-
brous capsule. Despite the decrease in the inflammato-
ry response in the surrounding tissues, inflammation of 
the synovium remained active. Various degrees of syn-
ovitis were observed in all animals. Along the diffuse 
infiltration, small granulomatous nodules were often 
found under the synovium (Fig. 3J). Pronounced deg-
radation of the articular cartilage (Fig. 4I) and granu-
lation tissue growth into the cancellous bone was ob-
served (Fig. 4K).

In the right untreated hind limbs, inflammation 
manifested itself in the form of small foci of inflamma-
tory cell infiltration, mainly along small-caliber blood 
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Fig. 1. Development of inflammatory response in the left 
hind limb of guinea pigs after the injection of the complete 
Freund’s adjuvant at a dose of 50 (group 50), 100 (group 
100), or 200 (group 200) µl. The percentage ratio of the 
width of the experimental left paw to that of the intact 
right paw is shown (as the arithmetic mean per group ± 
standard deviation); C, control animal group injected with 
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Fig. 2. Appearance of the hind limbs of the control group 
(C), groups 50, and group 200 guinea pigs on day 37 after 
CFA injection; L and R stand for left and right paws.
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Fig. 3. The dynamics of inflammatory signs in the periarticular tissue (left column) and synovial membrane (right column); 
see body text for details. Hematoxylin and eosin staining (F, staining according to Van Gizon). In the schemes, the 
main joint elements and the pathological signs of arthritis (central column) are color-coded: bone tissue, yellow; carti-
lage, blue; joint capsule (inflammation), red; synovial membrane, cyan; pannus, magenta; damaged bone trabeculae 
in the cancellous bone, gray. The corresponding structures are indicated with arrows in micro images; arrow colors 
corresponds to the colors in the scheme. White arrows show erosive lesions on the articular cartilage surface and black 
arrows show granuloma under the synovial membrane.

0

16

28

42

56

A B

C D

E F

G H

I J

50  µm

50  µm

50  µm

50  µm50  µm

50  µm

50  µm

50  µm 200 µm

100 µm



114 | ACTA NATURAE |   VOL. 8  № 4 (31)  2016

RESEARCH ARTICLES

0

16

28

42

56

A B

C D

E F

G H

I J

50 µm

50 µm

50 µm

50 µm50 µm

50 µm

50 µm

50 µm 50 µm

50 µm

Fig. 4. The dynamics of articular cartilage (left column) and underlying bone (right column) lesions; see text for details. 
Hematoxylin and eosin staining. The color coding in the schemes (central column) is the same as in Figure 3.

vessels. However, synovitis symptoms were observed 
42 and 56 days after the injection of adjuvant, although 
to a much lesser degree than on the side of the CFA 
injection. Moreover, erosive lesions of the articular car-
tilage in these extremities were observed in 56 days. 

Histological analysis of the hind limbs 
of guinea pigs with AIA, group 50.
The pathological changes in the hind limbs of group 50 
guinea pigs differed from those in group 200 mainly in 
their severity. In group 50, inflammation in the artic-
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ular capsule and surrounding tissues attained a max-
imum 28 days after the CFA injection, while in group 
200, the active inflammatory process continued as long 
as 42 days into the experiment. By day 28, the first 
signs of recovery around the inflammatory focus were 
observed in both groups in the form of vascular prolif-
eration and proliferation of spongy irregular connective 
tissue. Deep cartilage erosion and destructive lesions 
of the cortical layer of the bone were observed in the 
joint, which worsened over time. However, the severity 
of these signs was significantly less pronounced com-
pared to group 200. Moreover, the pathological process 
typically involved one joint, while in group 200, two or 
even three hind limb joints were involved.

Reproducibility of AIA in guinea pigs, group 100
All 14 guinea pigs in group 100, which was used to as-
sess the reproducibility of the AIA, developed synovial 
and articular cartilage lesions on the side of the CFA 
injection (left hind paw) characteristic of rheumatoid 
arthritis. In addition to the cartilage surface erosion 
observed in all animals in this group, the destruction 
involved half the thickness of the articular cartilage 
in half of the cases. In two cases, there were portions 
of completely destroyed cartilage and the underlying 
bone was damaged. In four animals, articular cartilage 
of the ankle was not involved despite a rather signifi-
cant inflammation in the articular capsule and synovi-
um tissues. At the same time, in these animals, cartilage 
destruction was observed in other joints.

There was almost no inflammation in the limbs sym-
metrical to the CFA injection sites. There were only 
small foci of inflammatory cell infiltration along the 
small-caliber blood vessels. However, moderate mani-
festations of synovitis were observed in half of the ani-
mals, and erosive lesions of the articular cartilage were 
observed in two animals. Moreover, in one case, there 
was a limited area where cartilage tissue was destroyed 
over the full thickness of the articular cartilage, which, 
however, did not fit into the overall picture of lesions 
in this group of animals. The severity of various patho-
logical manifestations in individual animals as assessed 
on the three-point scale (see. Experimental) is reported 
in the Table, and the average totals for the whole group 
100 are shown in Fig. 5.

DISCUSSION
It is known that RA is a disease characterized by a di-
versity of molecular mechanisms and the sensitivity 
of individuals to different therapeutic agents. There-
fore, the use of different laboratory models is advisable 
when testing potential antiarthritic drugs [1–3, 5, 6, 
11]. Currently, the most well studied induced arthritis 
models are based on certain lines of mice and rats [1, 

2, 5, 6]. However, none of these models reflect all the 
characteristic features of RA in humans [5] and, there-
fore, the search for additional experimental models of 
RA remains relevant. 

We evaluated the effectiveness of arthritis induction 
after subcutaneous CFA injection into the hind paw of 
outbred guinea pigs and a reproducible development 
of AIA.

It was shown that injection of arthritis-inducing 
CFA results in the development of a granulomatous 
inflammation of the soft tissues of the paw on the in-
jection side, which involves capsules of large and small 
joints. The active phase of the inflammation in the per-
iarticular tissues remits by day 42 of the experiment. 
Sclerosis signs develop in 28 days, and further develop-
ment leads to encapsulation of the inflammation lesion. 
At the same time, the pathological process in the joint 
itself, which leads to deep destruction of the articular 
cartilage and underlying bone, does not stop at the end 
of the observation period (56 days). This may be indic-
ative of a transformation of arthritis into chronic form. 
Despite a rather pronounced inflammation in the peri-
articular tissues, the pathological processes involve not 
all hind limb joints. The frequency and severity of the 
damage to the joint clearly depends on the adminis-
tered dose. In group 200, where the inducing dose was 
the highest, the most severe disease joint was observed.

In this model, there are fibrin deposits on the syno-
vial surface, leukocyte infiltration of the synovium and 
surrounding tissue, a productive response in the form 
of a proliferation of granulation tissue and emergence 
of angiomatosis areas characteristic of the acute phase 

Fig. 5. Comparative characteristics of the severity of the 
injury to the periarticular and articular tissues in the guinea 
pig hind limbs: left, on the side of the CFA injection; right, 
in the symmetrical intact limb. The mean values for group 
100 are shown.
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of RA. A cellular response in the form of an increased 
number of plasma cells and formation of follicle-like 
lymphoid infiltrates, erosive lesions of the cartilage ar-
ticular surface, often accompanied by deep destruction 
of large areas of the latter, and epiphyseal lesions, com-
plements the picture of the systemic disease. 

It is known that even the use of linear mice and 
rats usually does not result in the induction of experi-
mental arthritis in all tested animals [1, 2]. This reduc-
es the informative value of the data obtained during 
pre-clinical trials of new RA treatments. Therefore, 
the search for well reproducible modes of induced ar-
thritis remains an important area of research [2, 11, 12]. 
We quantified AIA reproducibility in group 100 guin-
ea pigs. It was shown (Table) that injection of CFA at a 
dose of 100 µl causes significant damage to joint tissue 
(injection side), which indicates a good reproducibility 
of arthritis induction in the used RA model and its po-
tential in evaluating antiarthritic drugs and their dos-
age regimens. It should be noted that, in 28 days, there 
were no pathological changes in the right (untreated) 
hind paw or they were much less pronounced than in 
the left (treated) paw of all group 100 guinea pigs, ex-
cept for animal number 12 (Table).

Assessment of pathological changes in the hind limb tissues of guinea pigs caused by the injection of 100 µl of CFA (see 
the text for details)

Animal 
No 

On the side of CFA injection (left paw) Intact (right paw)

Inflammation Synovitis Cartilage 
erosion 

Bone 
destruction Inflammation Synovitis Cartilage 

erosion 
Bone 

destruction

1 3 2 2 0 0 0 0 0

2 2 1 1 0 1 0 0 0

3 2 2 3 0 0 0 0 0

4 3 1 2 1 0 0 0 0

5 2 2 1 0 1 1 0 0

6 2 2 2 0 1 0 0 0

7 3 2 2 0 0 1 0 0

8 2 2 1 0 1 0 0 0

9 1 2 1 0 0 0 0 0

10 2 1 1 0 0 0 0 0

11 2 2 2 1 1 1 1 0

12 1 1 1 0 1 1 3 0

13 2 2 1 0 1 1 0 0

14 1 2 1 0 0 0 0 0

Apparently, the degenerative processes in the un-
derlying bone tissue of group 100 animals did not have 
enough time to develop to a full extent by that time (28 
days), so that the severity of the inflammatory process, 
which is quite pronounced in the joint tissues, did not 
always correlate with the damage to the subchondral 
bone. However, in a model which is used to assess the 
effectiveness of potential drugs, this is rather an ad-
vantage than a drawback, since the far-gone destruc-
tive process in the joint was more drug-refractory and 
thus complicated the assessment of the treatment re-
sults.

CONCLUSION
We have suggested a laboratory model of RA based on 
a subcutaneous CFA injection to outbred guinea pigs. A 
high effectiveness and reproducibility of AIA in these 
animals was shown. The developed model would facili-
tate pre-clinical testing of antiarthritic drugs. 

This work was supported by the Russian Science 
Foundation (grant No 14-15-00050).
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INTRODUCTION
The properties of light as a therapeutic agent have 
been used by mankind for over 3,000 years [1]. The 
starting point of our modern approach to the study 
of the photosensitivity phenomenon is considered to 
be the work of Oscar Raab published in 1900 [2]. Raab 
revealed that the combination of light with certain 
chemicals induces the death of living cells: the acri-
dine orange dye causes the death of ciliates on a sunny 
day, but not on a cloudy day [2]. Modern photodynamic 
therapy (PDT) appeared with the discovery of this fact.

The modern form of the photodynamic therapy is a 
three-component system consisting of a photosensitizer, 
a light of a certain wavelength, and molecular oxygen. 
These three key elements, each individually non-toxic, 
produce reactive oxygen species (ROS) when combined 
and, thus, induce oxygen-mediated cell death.

PDT is a promising method for the treatment of hu-
man malignant tumors, because it allows for selective 
and local action on the tumor.

Because photodynamic therapy requires an external 
light source, the method is applied only in the treat-
ment of skin and retina tumors in clinical practice, as 
well as the epithelial surfaces of organs accessible to 
catheters and endoscopes. For example, PDT is now ap-
proved for the treatment of head and neck carcinomas 
[3], lung cancer [4], the upper digestive tract [5], and 
malignancies [6].

The main obstacle of photodynamic therapy is re-
lated to a loss of the optical activity (intensity) of the 
exciting light as a result of refraction, reflection, ab-
sorption and dispersion of light quanta in biological tis-
sues. Due to the ability of tissues to absorb and disperse 
light, the penetrating power of visible light in tissues 
does not exceed 10 mm. Moreover, light absorption is 
determined by the biological chromophores of the tis-
sue: almost all proteins are target chromophores in the 
ultraviolet region of the spectrum, oxyhemoglobin, de-
oxyhemoglobin, and melanin absorb light with a wave-
length of 400 to 600 nm, while water absorbs light with 
a wavelength of 1,200 to 2,000 nm. Thus, the “optical 
window” of biological tissues for PDT is in the range of 
650–1,200 nm [7].

With the onset of metastasis, it becomes difficult or 
impossible to deliver light directly to all tumor growth 
foci. In the case if internal light sources are developed, 
the light can be delivered to any body area and to any 
depth, which can significantly expand the scope of 
photodynamic therapy application [8].

The phenomenon of bioluminescence resonance en-
ergy transfer (BRET) is widely used in modern molec-
ular and cell biology for in vivo and in vitro study of 
intracellular processes, as well as for bioimaging [9–11]. 
BRET is based on Förster resonance energy transfer 
between two chromophores, where a luciferase sub-
strate serves as the donor, which is oxidized in the 
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presence of oxygen and emits photons in the visible 
spectrum, while a fluorescent protein acts as the ac-
ceptor (Fig. 1A).

With the advances in gene therapy approaches, the 
gene encoding luciferase can be selectively expressed 
in tumor cells using tumor-specific promoters [12, 13] 
or selectively delivered to tumor cells using such vehi-
cles as pseudotyped viral vectors [14] targeting poly-
ethyleneimine complexes, etc. [15]. Thus, the use of bi-
oluminescence as an intracellular source of light for the 
excitation of the photosensitizer in a cancer cell may 
serve as a solution to the problem of light delivery to 
the deep regions of tissues.

The applicability of the phenomenon in therapy was 
first demonstrated in 1994 [16]: photosensitizer hy-
pericin excited by luciferin bioluminescence led to in 
vitro inactivation of the equine infectious anemia virus.

However, the use of BRET in the photodynamic 
therapy of cancer was demonstrated only in 2003 [17]. 
The photosensitizer bengal red located in the cytosol 
in the presence of luciferin caused the death of 90% of 
a population of NIH 3T3 mouse fibroblasts stably ex-
pressing the luciferase gene.

According to [18], the luminescent molecule luminol 
can also be used as an intracellular light source for the 
excitation of the photosensitizer. The viability of HeLa 
cells treated with luminol in the presence of the pho-
tosensitizer was less than 10%. Anti-tumor therapy in 
vivo led to a 55% decrease in tumor growth in mice of the 
experimental group compared to the control group. In 
addition, luminol and the photosensitizer were injected 
directly into the tumors of the experimental animals.

The possibility of using BRET-mediated photody-
namic therapy of deep tissue tumors and metastases 
was demonstrated in a mouse model in 2015 [19]. In that 
work, quantum dots coated with luciferase were used 
as an intracellular source for photodynamic therapy. 
The quantum dots excited the photosensitizer chlorin 
e6 in the presence of a luciferase substrate, leading to a 
regression of the primary tumor focus and metastases 
in the lymph nodes.

We should note that chemical photosensitizers ad-
ministered intratumorally or systemically to the body 
were used in all of the mentioned papers.

Targeted genetically encoded protein photosensi-
tizers with high cytotoxic activity against HER2-pos-
itive breast adenocarcinoma cells in vitro were pre-
viously obtained in our laboratory on the basis of the 
phototoxic flavoprotein miniSOG [20–23]. MiniSOG 
excitation occurs in the blue region of the spectrum 
(λmax 

= 448 nm) [24], which imposes some restrictions on 
the use of these photosensitizers in vivo.

In order to solve the problem of blue light delivery 
in vivo, we propose a system where the miniSOG pho-

tosensitizer is excited during luciferase NanoLuc (Pro-
mega) oxidation of the substrate (furimazine). We have 
shown that NanoLuc luciferase expressed in eukaryot-
ic cells as part of the genetic construct with miniSOG 
causes the excitation of phototoxic flavoprotein in the 
presence of the furimazine substrate. Moreover, mini-
SOG exhibits photoinduced cytotoxicity and causes the 
death of 48% of the transfected cells.

EXPERIMENTAL SECTION

Eukaryotic cell cultures
Human breast adenocarcinoma SK-BR-3 cells were 
used in this study. The cells were grown in a McCoy’s 5A 
(HyClone, Belgium) or RPMI 1640 medium without phe-
nol red (Gibco, Germany) containing 10% fetal bovine 
serum (HyClone, Belgium) and antibiotics (50 U/ml pen-
icillin, 50 µg/ml streptomycin, “PanEco”, Russia) at 37°C 
and 5% CO

2
 in high humidity. For cultivation of the cells 

expressing miniSOG, riboflavin (“Pharmstandart-Ufa-
Vita”, Russia) was added to the medium as a source of 
the FMN cofactor to a final concentration of 150 µM.

NanoLuc–miniSOG construction
The coding sequence of the photoactivatable cytotox-
ic miniSOG protein gene was cloned into pNL1.1.CMV 
(Promega) plasmid containing the NanoLuc lucif-
erase gene under the control of the CMV promot-
er using standard techniques of genetic engineering. 
The coding sequence of miniSOG was amplified from 
the pDARP-miniSOG plasmid [22] using the specific 
primers oGP13 (5′-GCGGGTGGCGGAGGGAGCATG-
GAAAAGAGCTTTGTGATTACC-3′, linker sequence 
is underlined) and oGP14 (5′-GGTCTAGAATTAGC-
CATCCAGCTGC-3′, XbaI endonuclease restriction 
site is underlined). The coding region of the NanoLuc 
luciferase gene was amplified using the specific prim-
ers oGP11 (5′-CAGTTTGTTTCAGAATCTCGGGG-3′, 
AvaI endonuclease site is underlined) and oGP12 
(5′-CCATGCTCCCTCCGCCACCCGCCAGAATGCGT-
TCGCACAG-3′, linker sequence is underlined). The se-
quence underlined in the structure of primers encodes 
the GGGGS peptide linker inserted in order for the two 
functional domains (NanoLuc luciferase and miniSOG 
phototoxin), which are part of the fusion protein, not to 
experience steric constraints and retain their functional 
properties. PCR products encoding NanoLuc and mini-
SOG were combined in an equimolar ratio, heated to 
90°С, and then the temperature was slowly decreased 
to 24°С for the complementary regions of the linker se-
quence to interact with each other. Next, PCR was per-
formed using the primers oGP11 and oGP14 to obtain a 
complete NanoLuc-miniSOG hybrid construct. The re-
sulting fragment was treated with the restriction endo-
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nucleases AvaI and XbaI and cloned into a pNL1.1.CMV 
vector digested with the same restriction enzymes. As 
a result, a pNanoLuc-miniSOG plasmid was obtained 
containing NanoLuc- and miniSOG-encoding sequenc-
es within the same reading frame connected by a linker 
region under the control of the constitutive promoter 
CMV. The accuracy of the construct was confirmed by 
sequencing. The scheme of the genetic construct is pre-
sented in Fig. 1B.

pNanoLuc-miniSOG-puro plasmid construction
To obtain cell lines that stably expressed the Nan-
oLuc-mSOG fusion gene, the puromycin resistance 
gene was introduced into the NanoLuc-miniSOG plas-
mid. This gene, including the NP promoter of the hu-
man p53 gene and polyadenylation signal, was ampli-
fied from pLCMV-puro plasmid (kindly provided by 
P.M. Chumakov) using the specific primers 5′-AAG-
GAAAAAAGCGGCCGCTGTGAAGGAAGCCAAC-
CA-3′ (NotI endonuclease site is underlined) and 
5′-AAAACTGCAGTTCCGGCTCGTATGTTGTGT-3′ 
(PstI endonuclease site is underlined). The resulting 
fragment was treated with the restriction endonucle-
ases PstI and NotI and ligated to pNanoLuc-mSOG 
plasmid pretreated with the same restriction enzymes.

Transfection of SK-BR-3 cells
For transfections, plasmid DNA isolated from bacteri-
al cells with the PureLinkTM kit (Invitrogen) according 

to the manufacturer’s instructions was used. Trans-
fection was performed using FuGENE® HD (Prome-
ga) according to the manufacturer’s recommendations 
(http://www.promega.com/techserv/tools/Fugene-
HdTool/). A day before the transfection, the cells were 
seeded at a density of 105 cells/ml in a complete growth 
medium without antibiotics. FuGENE® HD and DNA 
were used in a 3: 1 ratio, and the concentration of the 
plasmid DNA during the formation of the complexes 
was 0.02 µg/µl. The volume of the medium that was 
added to the cells and contained FuGENE® HD–DNA 
complexes was 1/20 of the total volume of the growth 
medium. The complexes were prepared in a medium 
without serum and antibiotics, cultured at room tem-
perature for 5–10 min and added to the cells. In the 
case of plasmids containing miniSOG, riboflavin (FMN 
cofactor) was added to the cells 6 h after the transfec-
tion. The optimal transfection conditions were deter-
mined in preliminary experiments by evaluating mini-
SOG fluorescence 24–48 h after the transfection using 
a fluorescence microscope.

Sorting of transfected cells
Cells expressing NanoLuc-miniSOG were collected 48 h 
after transfection using a BD FacsVantage sorter (BD, 
USA). For the sorting, the area of bright fluorescent 
cells was selected on a FL1-FL2 diagram so that it did 
not capture the cells that were fluorescent due to the 
presence of FMN in the medium (background FMN flu-

Fig. 1. Bioluminescence system based on luciferase, furimazine, and miniSOG. A – Schematic illustration of the BRET sys-
tem for PDT. B – Gene construct encoding NanoLuc, peptide linker GGGGS and cytotoxic module miniSOG within one 
reading frame. C – Normalized emission spectrum of furimamide (NanoLuc
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orescence). The sorted cells were seeded at a density 
of 105 cells/ml per well of a 96-well plate in 100 µl of a 
complete growth medium containing penicillin (50 U/
ml), streptomycin (50 µg/ml), kanamycin (100 µg/ml), 
and gentamicin (10 µg/ml) (all antibiotics are produced 
by “PanEco” Russia).

Preparation of stable cell lines
The concentration of puromycin (Sigma, USA) that 
caused the death of 100% of the cells in 14 days (0.25 
mg/ml for SK-BR-3 cells) was detected during pre-
liminary experiments. The medium in the plates with 
cultured cells was replaced with a fresh medium con-
taining FMN and puromycin 48 h after transfection 
with the pNanoLuc-miniSOG-puro plasmid. Clones of 
the stably transfected cells were formed by day 14–15, 
after which the cells were passaged in the presence of 
puromycin for 3 months.

Detection of NanoLuc luciferase luminescence
The luminescence of NanoLuc luciferase and the Nano-
Luc-miniSOG fusion protein was evaluated 48–72 h af-
ter transfection on an Infinite M1000 Pro device (Tecan, 
Switzerland). Measurements were carried out using liv-
ing cells in a complete RPMI medium without phenol red 
in 96-well plates with black walls (three repeats for each 
sample). The luciferase substrate furimazine (Promega) 
was added at concentrations of 30, 43, and 75 µM in the 
injection mode on an Infinite M1000 Pro device (Tecan, 
Switzerland). The delay after injection until the start of 
the analysis was 10 sec. Luminescence spectra were ob-
tained for each experimental point in the wavelength 
range from 400 nm to 600 nm with a 4-nm increment 
and detection time of 100 msec. The obtained data were 
processed using the OpenOffice software, version 4.1.2. 
Mathematical data processing (smoothing with cubic 
splines) was used for the spectra plotting.

Evaluation of the cytotoxic effect of 
NanoLuc-miniSOG in vitro
The cytotoxicity of NanoLuc-miniSOG in the presence 
of furimazine was evaluated using the МТТ test [25]. 
SK-BR-3 cells stably expressing the NanoLuc-mini-
SOG gene were seeded in a 96-well plate in the amount 
of 105 cells/ml of the medium in a volume of 200 µl of 
suspension per cell and cultured overnight. Then, the 
cells were supplemented with furimazine and incu-
bated for 48 h. The medium was removed, 100 µl of a 
3-[4,5-Dimethylthiazol-2-yl]-2,5-diphenyltetrazolium 
bromide (MTT, “PanEco”) solution in a McCoy’s 5A 
medium was added per well (0.5 mg/ml), and then the 
cells were incubated at 37°C and 5% CO

2
 for 1 h. Next, 

the MTT solution was removed, 100 µl of DMSO was 
added to the wells, and the plate was incubated on a 

shaker until complete dissolution of the formazan crys-
tals. The optical absorption of the content of each well 
was measured on a tablet spectrophotometer Infinite 
M1000 (Tecan, Switzerland) at two wavelengths: 570 
(experimental) and 650 nm (reference). The experi-
ments were conducted in triplicate. Cell survival after 
incubation with furimazine was assessed based on the 
amount of formazan formed as a result of the reduction 
of the MTT solution by the cells and dissolved in di-
methylsulfoxide (the amount of formazan corresponds 
to the number of living cells). The data were processed 
using the OpenOffice software, version 4.1.2.

RESULTS AND DISCUSSION
For effective direct energy transfer from the oxidized 
form of the substrate to an acceptor (Förster resonance 
energy transfer), a number of conditions are required. 
First of all, an emission spectrum of the donor had to 
coincide as much as possible with the excitation spec-
trum of the acceptor. Secondly, the donor and acceptor 
had to be separated from each other by a distance not 
exceeding 10 nm [26].

Having performed an analysis of the published data, 
we found that the reaction of furimazine oxidation by 
NanoLuc luciferase of the deepwater shrimp Oplo-
phorus gracilirostris results in an emission of light in 
the visible spectrum with an emission maximum at 
460 nm [27]. The absorption maximum of the photo-
toxic flavoprotein miniSOG is 448 nm [24]. Thus, the 
oxidized form of furimazine (furimamide) and mini-
SOG offer a good donor-acceptor pair for biolumines-
cence resonance energy transfer. Superposition of the 
furimamide emission and miniSOG excitation spectra 
is shown in Fig. 1C.

Fig. 2. Emission spectra of the bioluminescence sys-
tems NanoLuc-furimazine (NanoLuc) and NanoLuc-fu-
rimazine-miniSOG (NanoLuc-miniSOG) in the presence of 
FMN.
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In order to bring together the donor and acceptor 
spatially, we obtained a construct containing NanoLuc 
luciferase and miniSOG phototoxin genes connected 
by a short linker of 15 nucleotides within the same sin-
gle reading frame under the control of the constitutive 
CMV promoter (Fig. 1B).

The efficiency of this system was evaluated in vit-
ro using a SK-BR-3 line transfected with the obtained 
construct. An analysis of the emission spectra of the 
transfected cells in the presence of furimazine demon-
strated a peak at 460 nm, corresponding to the emission 
maximum of the oxidized form of furimazine (Fig. 2).

FMN is known to be a cofactor of all phototropins 
(including flavoprotein miniSOG). The phototoxicity 
of miniSOG directly depends on its saturation with 
the cofactor: FMN enters an excited state under the 
impact of a blue light quantum, and all the energy of 
the excited state of FMN transfers into the generation 
of reactive oxygen species [24]. Therefore, riboflavin, 
which penetrates through the cellular membrane and 
turns into FMN as a result of phosphorylation by ribo-
flavin kinase, was added at a concentration of 150 µM 
to the cells transfected with the pNanoLuc-miniSOG 
plasmid. Addition of riboflavin to the cells transfected 
with pNanoLuc-miniSOG in the presence of furimazine 
led to a decreased intensity of the peak at 460 nm and 
the appearance of a peak at 500 nm (miniSOG emission 
maximum), which indicates energy transfer from fu-
rimamide to miniSOG. We should note that addition of 
FMN to cells transfected with the plasmid containing 
the NanoLuc luciferase gene (without miniSOG) does 
not lead to the appearance of a 500 nm peak (Fig. 2).

In order to evaluate the cytotoxic effect caused by the 
NanoLuc–furimazine–miniSOG system, SK-BR-3 cells 
transfected with the pNanoLuc-miniSOG plasmid were 
sorted using a BD FacsVantage sorter (BD) 48 h after 
transfection. The selected cells were seeded in a 96-well 
plate for the assessment of the NanoLuc-miniSOG con-
struct cytotoxicity in the presence of furimazine. How-
ever, the cells that had passed through the sorter and 
were exposed to the laser with a wavelength of 473 nm 
turned out to be not viable. We believe that short-time 
exposure to blue light (cell passage through the laser 
beam) was enough for miniSOG excitation and manifes-
tation of its photoinduced cytotoxicity.

In order to circumvent this problem, we obtained a 
SK-BR-3 cell line stably expressing the NanoLuc-mini-
SOG construct. The selection of transfectants was car-
ried out in the presence of the puromycin antibiotic as 
described in the “Experimental section.”

The analysis of the emission spectra of the cells 
containing the NanoLuc-miniSOG fusion protein in 
the presence of various concentrations of furimazine 
showed a peak at 460 nm, the intensity of which corre-

lated with the substrate concentration (Fig. 3A). Addi-
tion of FMN to the cells led to the appearance of a peak 
at 500 nm, typical of a miniSOG emission maximum 
(Fig. 3A).

For a study of the cytotoxic effect of the “NanoLuc 
luciferase-furimazine-miniSOG phototoxin” system, 
SK-BR-3 cells stably expressing a NanoLuc-miniSOG 
hybrid construct were seeded in a 96-well plate and 
grown in the presence of FMN for 24 h. Further, fu-
rimazine was added to the cells at various concentra-
tions and the cells were incubated at 37°C in a CO2

 at-
mosphere for 48 h. The cytotoxic effect at a maximum 
concentration of furimazine was 48% (Fig. 3B).

It is known that miniSOG localized in mitochondria 
or in the plasma membrane causes the death of almost 
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Fig. 3. Functional characteristics of the bioluminescence 
system NanoLuc-furimazine-miniSOG. A – Dependence 
of NanoLuc-miniSOG emission spectra on furimazine and 
FMN concentrations. B – Dependence of the cytotox-
ic effect of the NanoLuc-miniSOG fusion protein on the 
furimazine concentration.
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100% of HelaKyoto cells under exposure to blue light 
(55 mW/cm2) [28]. Moreover, the unsaturated fatty ac-
ids contained in the plasma membrane in high amounts 
are the primary target for reactive oxygen species [29]. 
An additional factor contributing to the photo-induced 
damage to lipids is molecular oxygen, which is solu-
ble in lipids. Thus, the photosensitizer is more likely to 
meet with molecular oxygen and generate ROS in a li-
pid environment than in water.

Taking into account the data in the papers [28, 29], 
we believe that the cytotoxic effect we identified in the 
course of our study can possibly be enhanced by using 
NanoLuc-miniSOG hybrid constructs with signals of 
various intracellular localization (mitochondrial, mem-
brane, lysosomal). The systems based on a BRET-me-
diated activation of the photosensitizer will significant-
ly enhance the capabilities of PDT by overcoming the 
problem of the “optical window” of biological tissues.

We have proved that cytotoxic flavoprotein mini-
SOG excitation by light emitted by the oxidized form 
of the luciferase substrate is possible, and shown that 

this system can be used for photo-induced cell death.

CONCLUSION
This paper shows for the first time that it is possible 
to use bioluminescence resonance energy transfer to 
excite a genetically encoded photosensitizer. The light 
emitted by the oxidized form of the luciferase substrate 
renders the phototoxic protein miniSOG, which is part 
of the fusion with luciferase, into the excited state nec-
essary for the generation of reactive oxygen species 
and cell death induction. The use of bioluminescence as 
an intracellular source of photosensitizer excitation in 
a cancer cell may become a solution to the problems of 
light delivery into deep regions of tissues and enhance 
the capabilities of photodynamic therapy of deep tissue 
tumors and metastasis. 

This work was supported by the Russian Science 
Foundation (grant No 16–14–10321).
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