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Letter from the Editors

Dear readers of ActaNaturae,
We are delighted to bring you the 30th 
issue of the journal.

We continue to develop steadily. In 2015, 
our impact factor rose to 1.77, making Acta 
Naturae third among Russian research jour-
nals in all disciplines. The credit goes to the 
highly professional work of the editorial staff, 
the Editorial Board, as well as to the increased 
quality of the papers published. Gone are the 
days when the Editorial Board had to put in a 
lot of effort in attracting well-known authors 
to submit articles. Today, with the portfolio 
full, we have an opportunity to select the sub-
mitted papers more carefully and strictly.

In the near future we intend to launch the 
“electronic editorial board” system, which 
will hopefully make communication between 
authors and the editorial staff, peer review-
ers, and the Editorial Board more mobile, will 
allow one to check manuscript status, to look 
through the comments of peer reviewers, and 
to edit one’s personal data provided upon in-
itial registration.

We are looking forward to receiving new 
interesting manuscripts to publish with great 
pleasure!

See you in our next issue! 

The Editorial Board
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Transplantation of umbilical cord blood cells is widely used 
in clinical practice. However, the limited number of hema-
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transplantation are significant limitations for the use of the 
cord blood. The goal of the present review is to analyze the 
recent methodological approaches to increase the effective-
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The time-lapse imaging data of preimplantation human embryo development were 
used to estimate the different forms of embryo cleavage relative to embryo progress 
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obtained using noninvasive methods complement and extend our understanding 
of the embryogenesis of eutherian mammals and may be applied in the practice of 
reproductive technologies.

ММ
100

80

60

40

20

0

100

80

60

40

20

0

100

80

60

40

20

0

2:2:2

2:2, 2:2:1

2:1:2

2:1, 2:1:1

1:2:2

1:2, 1:2:1

1:1:2

1:1, 1:1:1

МЕ

ЕМ

4 5 6 7 8 9 10 11 12 13 14 15

Distribution of blasto-
mere cleavage periods 
for 4-cell and 8-cell 
embryos.



4 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

CONTENTS

Indexed in Pubmed, Web of Science,  
Scopus, and RISC

Founders
Ministry of Education and  

Science of the Russian Federation,
Lomonosov Moscow State University,

Park Media Ltd

Editorial Council
Chairman: A.I. Grigoriev

Editors-in-Chief: A.G. Gabibov, S.N. Kochetkov

V.V. Vlassov, P.G. Georgiev, M.P. Kirpichnikov,
A.A. Makarov, A.I. Miroshnikov, V.A. Tkachuk,

M.V. Ugryumov

Editorial Board
Managing Editor: V.D. Knorre

Publisher: K.V. Kiselev

K.V. Anokhin (Moscow, Russia)
I. Bezprozvanny (Dallas, Texas, USA)

I.P. Bilenkina (Moscow, Russia)
M. Blackburn (Sheffield, England)

S.M. Deyev (Moscow, Russia)
V.M. Govorun (Moscow, Russia)
O.A. Dontsova (Moscow, Russia)

K. Drauz (Hanau-Wolfgang, Germany)
A. Friboulet (Paris, France)

M. Issagouliants (Stockholm, Sweden)
A.L. Konov (Moscow, Russia)

M. Lukic (Abu Dhabi, United Arab Emirates)
P. Masson (La Tronche, France)
K. Nierhaus (Berlin, Germany)

V.O. Popov (Moscow, Russia)
I.A. Tikhonovich (Moscow, Russia)

A. Tramontano (Davis, California, USA)
V.K. Švedas (Moscow, Russia)

J.-R. Wu (Shanghai, China)
N.K. Yankovsky (Moscow, Russia)

M. Zouali (Paris, France)

Project Head: N.V. Soboleva
Editor: N.Yu. Deeva

Designer: K.K. Oparin
Art and Layout: K. Shnaider
Copy Chief: Daniel M. Medjo

Address: 119234 Moscow, Russia, Leninskiye Gory, Nauchny 
Park MGU, vlad.1, stroeniye 75G.

Phone/Fax: +7 (495) 727 38 60
E-mail: vera.knorre@gmail.com, actanaturae@gmail.com

Reprinting is by permission only.

© ACTA NATURAE, 2016
Hoмep пoдпиcaн в пeчaть 26 мaя 2016 г. 

Tиpaж 200 экз. Цeнa cвoбoднaя.
Oтпeчaтaнo в типoгpaфии «MИГ ПPИHT» 

JULY-SEPTEMBER  2016 VOL. 8 № 3 (30)

Letter from the Editors  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .1

REVIEWS  

E.V. Sotnezova, E.R. Andreeva, A.I. Grigoriev, 
L.B. Buravkova

Ex Vivo Expansion of Hematopoietic Stem and 
Progenitor Cells from Umbilical Cord Blood   .  .6

O. V. Markov, N. L. Mironova, V. V. Vlasov, 
M. A. Zenkova

Molecular and Cellular Mechanisms of 
Antitumor Immune Response Activation by 
Dendritic Cells  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .17

M. A. Borisov, O. S. Petrakova, I. G. Gvazava, 
E. N. Kalistratova, A. V. Vasiliev

Stem Cells in the Treatment of Insulin-
Dependent Diabetes Mellitus  .  .  .  .  .  .  .  .  .  .  .  .  .  .31

A. E. Guller, P. N. Grebenyuk, A. B. Shekhter, 
A. V. Zvyagin, S. M. Deyev

Bioreactor-Based Tumor Tissue Engineering   .44

M. M. Ziganshina, S. V. Pavlovich, N. V. Bovin, 
G. T. Sukhikh

Hyaluronic Acid in Vascular and Immune 
Homeostasis during Normal Pregnancy and 
Preeclampsia  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .59

S. V. Zhenilo, A.S. Sokolov, E. B. Prokhortchouk

Epigenetics of Ancient DNA  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .72



  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 5

CONTENTS

IMAGE ON THE COVER PAGE
(see the article by Zhenilo et al.)

RESEARCH ARTICLES

A.P. Bonartsev, G. A. Bonartseva, 
V. L. Myshkina, V. V. Voinova, 
T. K. Mahina, I. I. Zharkova, S. G. Yakovlev, 
A. L. Zernov, E. V. Ivanova, E. A. 
Akoulina, E. S. Kuznetsova, V. A.  Zhuikov, 
S. G. Alekseeva, V. V. Podgorskii, 
I. V. Bessonov, M. N. Kopitsyna, 
A. S. Morozov, E. Y. Milanovskiy, Z. N. Tyugay, 
G. S. Bykova, M. P. Kirpichnikov, K. V. Shaitan

Biosynthesis of poly(3-hydroxybutyrate-
co-3-hydroxy-4-methylvalerate) by Strain 
Azotobacter chroococcum 7B   .  .  .  .  .  .  .  .  .  .  .  .77

Yu. K. Doronin, I. V. Senechkin, L. V. Hilkevich, 
M. A. Kurcer

Cleavage of Human Embryos: Options and 
Diversity  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .88

N.A. Zolotarev, O.G. Maksimenko, 
P.G. Georgiev, A.N. Bonchuk

ZAD-Domain Is Essential for Nuclear 
Localization of Insulator Proteins in Drosophila 
melanogaster  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .97

O.G. Kulakova, M.R. Kabilov, L.V. Danilova, 
E.V. Popova, O.A. Baturina, E.Y. Tsareva, 
N.M. Baulina, I.S. Kiselev, A.N. Boyko, 
A.V. Favorov, O.O. Favorova, V.V. Vlassov

Whole-Genome DNA Methylation Analysis  
of Peripheral Blood Mononuclear Cells  
in Multiple Sclerosis Patients with Different 
Disease Courses   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .103

Yu.O. Nikishina, A.Ya. Sapronova, 
M.V. Ugrumov

The Effect of Dopamine Secreted  
by the Brain into the Systemic Circulation  
on Prolactin Synthesis by the Pituitary gland  
in Ontogenesis   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .111

D.K. Nilov, A.V. Kulikov, E.A. Prokhorova, 
V.K. Švedas

Identification of New Structural Fragments 
for the Design of Lactate Dehydrogenase A 
Inhibitors   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .118

O. A. Smirnova, O. N. Ivanova, 
F. Sh. Mukhtarov, V. L. Tunitskaya, J. Jansons, 
M. G. Isaguliants, S. N. Kochetkov, A. V. Ivanov

Analysis of the Domains of Hepatitis C Virus 
Core and NS5A Proteins that Activate the  
Nrf2/ARE Cascade  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .123

A.P. Topolyan, M.A. Belyaeva, E.E. Bykov, P.V. 
Coodan, E.A. Rogozhin, D.A. Strizhevskaya, 
O.M. Ivanova, A.V. Ustinov, I.V. Mikhura, I.A. 
Prokhorenko, V.A. Korshun, A.A. Formanovsky

Derivatization of Aminoglycoside Antibiotics with 
Tris(2,6-dimethoxyphenyl)carbenium Ion  .  .  .  . 128

O.V. Shamova, D.S. Orlov, M.S. Zharkova, 
S.V. Balandin, E.V. Yamschikova, D. 
Knappe, R. Hoffmann, V.N. Kokryakov, 
T.V. Ovchinnikova

Minibactenecins ChBac7 .Nα and ChBac7 .Nβ - 
Antimicrobial Peptides from Leukocytes of the 
Goat Capra hircus.   .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .136

Guidelines for Authors  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  .  . 147

Epigenetics  
of Ancient DNA

modern DNA

ancient bone

ancient DNA



6 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

REVIEWS

INTRODUCTION
At the end of the last century, umbilical cord blood 
(UCB) attracted the interest of researchers and phy-
sicians in the field of bone marrow transplantation due 
to its successful use as an alternative source of hemato-
poietic cells. Currently, UCB is used for more than just 
hematological transplantations. The list of diseases and 
pathologies which can be treated with UCB is expand-
ing every year. It should be noted that UCB contains 
blood cells of different commitment, including mature 
blood elements and hematopoietic stem and progenitor 
cells (HSPCs), as well as other cell types: undifferenti-
ated somatic stem cells [1–5], multipotent mesenchy-
mal stromal cells (MSCs) [6–9], and endothelial progen-
itor cells [10].

As a hematopoietic tissue transplant, cord blood has 
the following undisputable advantages: a non-invasive 
method of collection, availability, and safety for a do-
nor and lower incidence and severity of “graft-versus-
host” reactions compared to the bone marrow or mobi-
lized peripheral blood [11–13]. However, due to a low 

content of HSPCs, UCB also has some disadvantages 
associated with the slow recovery of hematopoiesis and 
immunity. UCB substantially differs from that of bone 
marrow or mobilized peripheral blood in quantity, com-
position, and properties of hematopoietic cells. In con-
trast to bone marrow HSPCs, UCB HSPCs are outside 
of the cell cycle, but they have a pronounced and rath-
er fast proliferative response to growth factors stimu-
lation [14–17]. The ability of UCB HSPCs to expand ex 
vivo in response to stimulation became the basis for the 
development of different approaches towards increase 
of the HSPC number in UCB transplants.

There are two main strategies to enrich the HSPC 
number in  a UCB mononuclear fraction: the first one 
is based on the expansion of committed hematopoi-
etic progenitors and the other one, on increasing the 
number of cells with a high proliferative potential, 
HSPCs [18]. In the first case, the use of committed 
cells reduces the duration of hematopoietic recovery 
after transplantation, while the second one eliminates 
the need for an additional unit of UCB. For example, 

Ex Vivo Expansion of Hematopoietic Stem 
and Progenitor Cells from Umbilical Cord 
Blood

E.V. Sotnezova, E.R. Andreeva, A.I. Grigoriev, L.B. Buravkova*
Institute of Biomedical Problems of the Russian Academy of Sciences, Khoroshovskoye shosse 76A, 
Moscow, 123007, Russia 
*E-mail: buravkova@imbp.ru
Received February 10, 2016; in final form, March 30, 2016
Copyright © 2016 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT Transplantation of umbilical cord blood cells is currently widely used in modern cell therapy. Howev-
er, the limited number of hematopoietic stem and progenitor cells (HSPCs) and prolonged time of recovery after 
the transplantation are significant limitations in the use of cord blood. Ex vivo expansion with various cytokine 
combinations is one of the most common approaches for increasing the number of HSPCs from one cord blood 
unit. In addition, there are protocols that enable ex vivo amplification of cord blood cells based on native hemato-
poietic microenvironmental cues, including stromal components and the tissue-relevant oxygen level. The new-
est techniques for ex vivo expansion of HSPCs are based on data from the elucidation of the molecular mecha-
nisms governing the hematopoietic niche function. Application of these methods has provided an improvement 
of several important clinical outcomes. Alternative methods of cord blood transplantation enhancement based 
on optimization of HPSC homing and engraftment in patient tissues have also been successful. The goal of the 
present review is to analyze recent methodological approaches to cord blood HSPC ex vivo amplification.
KEYWORDS cord blood, hematopoietic stem cells, ex vivo expansion.
ABBREVIATIONS UCB, umbilical cord blood, HSPC, hematopoietic stem and progenitor cells, MSC, mesenchymal 
stromal cells, CFU, colony-forming units, G-CSF, granulocyte-colony stimulating factor, GM-CSF, granulocyte-
macrophage colony-stimulating factor, IL-2, IL-3, IL-4 etc., interleukin 2, 3, 4 etc., TGF-β, transforming growth 
factor beta, dmPGE2, 16,16 dimethyl prostaglandin E2, SDF-1, stromal cell-derived factor-1, CXCR4, CXC che-
mokine receptor type 4, C3a, complement fragment 3a.
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successful long-term recovery of hematopoiesis after 
bone marrow aplasia with ex vivo expanded commit-
ted progenitors requires the administration of an ad-
ditional unit of UCB which has not been subjected to 
any manipulations and contains HSPCs. However, if 
the ex vivo expansion provides cells that are capable of 
long-term support of the hematopoiesis (long-term re-
populating cells), then further manipulations will pro-
duce both undifferentiated and committed cells, which 
can guarantee short-term and long-term recovery of 
hematopoiesis after the transplantation. This approach 
does not require the administration of an additional 
unit of UCB. It is worth noting that in addition to the 
approaches described above, there are other strategies 
to improve the efficiency of UCB application that are 
not aimed at expansion, but focus on enabling effec-
tive homing and engraftment of the transplanted cells 
[19–25].

BASIC APPROACHES TO EX VIVO EXPANSION 
OF UMBILICAL CORD BLOOD HSPCs 
The development of effective and controlled approach-
es to generating a large number of HSPCs focuses pri-
marily on the selection of growth media components 
and methods for the isolation of undifferentiated cells. 
However, most of the existing models for culturing 
HSPCs from UCB underestimate the importance of the 
local microenvironment: interactions with stromal ele-
ments, paracrine regulation, and oxygen concentration 
(Fig. 1).

Use of enriched fractions of UCB
The choosing of an approach to the expansion of umbil-
ical cord blood cells starts with the choice between the 
use of an unfractionated hematopoietic tissue sample 
and conducting a selection. The separation of HSPCs is 
performed using magnetic or fluorescent-labeled mon-
oclonal antibodies against specific antigens. It is possi-
ble to use either a positive (isolation of certain types of 
cells from heterogeneous initial material) or negative 
(unwanted cells are removed from the suspension) se-
lection. It has been shown that the use of a fraction en-
riched in hematopoietic cells leads to better outcomes 
of expansion in vitro [26].

CD34 and CD133 are the most common markers for a 
positive selection of hematopoietic stem cells, but their 
use excludes from the expansion cells that are nega-
tive for these antigens, but possess stem cells proper-
ties [27]. The presence of certain surface markers is not 
indicative of the physiological features of a cell, such as 
its capacity for self-renewal, proliferation, or differen-
tiation. In addition, the expression of a phenotype may 
be unstable. For example, Summers et al. have shown 
that a population of CD34-Lin- umbilical cord blood 

cells generates CD34+-HSPCs in co-culture with mu-
rine bone marrow stromal cells [28]. This approach has 
other disadvantages, as well: it requires a large number 
of initial cells and some hematopoietic cells are lost dur-
ing the isolation [29]. A decision to forgo prior immune 
separation prevents potential cellular damage during 
numerous laboratory manipulations (centrifugation, 
resuspension, etc) and changes in the functional state 
of the cells provoked by the binding of antibodies to 
surface molecules [30].

Some studies have applied unfractionated UCB in 
HSPC expansion [31–33]. There are also approaches in 
which one portion of a cord blood unit is administered 
to a recipient without any treatment, while the other 
portion is used for expansion with prior enrichment 
(CD34+ or CD133+ selection). In this approach, the graft 
retains its immunological potential, which improves its 
engraftment and immunological restoration [34, 35].

Soluble components of culturing systems
Fetal calf serum (FCS), which contains a natural cock-
tail of growth factors, adhesion mediators, minerals, 

Umbilical cord 
blood (UCB)

Separation  
of red blood cells

UCB mononuclear 
fraction

HSPC enriched fraction (immu-
noseparation, adhesion-based 

selection, leukopheresis)

Ex vivo expansion

Suspension  
culture

Co-culture  
with stromal cells

Fig. 1. Methodological approaches for ex vivo expansion 
of cord blood cells
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lipids and hormones, is the standard component for 
cultivation of most human cell types, including HSPCs. 
However, there is no consensus on the possibility of 
using cells after FCS-supported expansion in clinical 
settings. The disadvantages of a serum include diffi-
culties in standardization of its composition, potential 
viral contamination, and high risk of immunization of a 
recipient with foreign proteins [36, 37]. Therefore, some 
researchers reject FCS in favor of cytokine cocktails 
[26, 38]. Nevertheless, it should be taken into account 
that the serum contains some minor components whose 
exact activity has not yet been identified and, there-
fore, may not be fully compensated for in serum-free 
media.

Numerous soluble factors that affect the prolifera-
tion and differentiation of HSPCs have been identified 
to date. Their various combinations define the timing 
and degree of expansion of the cultured cells. Both pe-
ripheral blood cells and UCB cells synthesize cytokines. 
In particular, UCB T-cells, NK-cells, and macrophages 
produce a granulocyte colony-stimulating factor (G-
CSF), a granulocyte-macrophage colony-stimulating 
factor (GM-CSF), a macrophage colony-stimulating 
factor, interleukins 2, 3 and 4 (IL-2 -3, -4), transforming 
the growth factor (TGF-β), and interferon-γ [39–41]. 
However, the amount of the mediator synthesized, its 
biological activity, and the number of producing cells 
are considerably lower in UCB than in peripheral blood.

Despite the abundance of recombinant cytokines 
that are used for the expansion of primitive hematopoi-
etic progenitors, no optimal combination has yet been 
approved for use in clinical practice. The most com-
monly used factors are the stem cell factor (SCF), IL-3 
and -6, G-CSF, thrombopoietin (TPO), and Flt-3 ligand 
[42, 43].

It should be noted that in addition to the set of fac-
tors, their concentration and the sequence of their use 
are also important. For example, cultivation of HSPCs 
during the first three days using SCF, IL-3, Flt-3, TPO, 
in 4% fetal calf serum, followed by transfer into a me-
dium with 20% fetal calf serum and macrophage colony 
stimulating factor, Flt-3, IL-3, and SCF promotes the 
expansion of CD34+ cells [43]. Growth factors SCF, Flt-
3, IL-11, IL-3, IL-6, GM-CSF are responsible for cell 
proliferation, whereas the macrophage-colony-stim-
ulating factor, G-CSF, erythropoietin (EPO), and TPO 
are responsible for cell differentiation and maturation. 
SCF, IL-3, and IL-6 act in the G0/G1 phase of the cell 
cycle and collectively induce mitosis [44]. 

Other combinations of cytokines are also used for the 
expansion of hematopoietic cells. Haylock et al. showed 
that expansion with a combination of IL-lβ, IL-3, IL-6, 
G-CSF, GM-CSF, and SCF is more effective than with-
out one of these six cytokines [45].

It should be noted that there are factors whose pres-
ence in the culture medium reduces the expansion of 
hematopoietic cells. It has been shown that IL-8, plate-
let factor-4, protein induced by IFN-γ, and monocyte 
chemotactic factor-1 downregulate in vitro prolifera-
tion of colony-forming units of granulocytes, erythro-
cytes, monocytes and megakaryocytes (CFU-GEMM), 
granulocytes and monocytes (CFU-GM), and burst-
forming units of red blood cells (BFU-RBC), stimulated 
by growth factors [46, 47]. Also, macrophage inflamma-
tory protein-α inhibits the proliferation of murine stem 
cells, corresponding to CFU-S 12 (colony forming units 
of the spleen, which give rise to granulocytic, mono-
cytic, erythroid, megakaryocytic and lymphoid colonies 
on Day 12 after the transplantation into irradiated ani-
mals) and earlier CFU-Bl cells (cells forming blast cell 
colonies in the culture) in mice in an ex vivo system [48].

Culture systems that contain only soluble factors de-
prive hematopoietic cells of the supporting influence 
of the microenvironment: cell interactions with non-
hematopoietic cells, components of the tissue matrix, 
and paracrine mediators. On the other hand, the ad-
dition of exogenous cytokines into stroma-based co-
cultures where feeder cells produce SCF and IL-6, as 
well as many other paracrine factors, may promote the 
maintenance of hematopoietic progenitors, but this is 
not strictly mandatory.

MODELING A SPECIFIC MICROENVIRONMENT 
FOR EX VIVO EXPANSION OF UCB HSPCS
It should be mentioned that early studies of adult he-
matopoietic stem cells have been associated with mod-
eling of their natural microenvironment [49, 50]. For 
example, the initial attempts to cultivate hematopoi-
etic cells in suspension cultures demonstrated a rapid 
decline of hematopoiesis and replacement of hemato-
poietic cells with macrophages. The use of a culturing 
system comprising the bone marrow cell layer, howev-
er, yielded a culture containing hematopoietic progen-
itors possessing the properties of intact bone marrow 
hematopoietic stem cells [49]. Further studies were fo-
cused on the development of various modifications and 
improvement of the cultivation system.

Co-cultivation with stromal cells
Co-culturing with stromal feeder cells is a more phys-
iological alternative to the application of recombinant 
cytokines, which had been used since the beginning of 
bone marrow hematopoietic cell studies [49]. Research-
ers are actively looking for new cell lines that support 
in vitro expansion of HSPCs during co-cultivation [51]. 
Co-culturing of hematopoietic progenitors with dif-
ferent types of cells which exhibit feeder properties 
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towards them is not only useful for the expansion of 
undifferentiated precursors for their subsequent clini-
cal use, but also allows one to elucidate the relationship 
between the cells within the hematopoietic niche.

The traditional and most rational approach to the 
expansion of HSPC in vitro is to use mesenchymal stro-
mal cells as a feeder layer [52–59]. Besides the feeder 
properties, MSCs have high proliferative activity and 
are more accessible than other types of human feeder 
cells (such as ductal epithelial cells or splenocytes) [60]. 
It has been shown that in Dexter-cultures bone mar-
row stromal cells can support hematopoiesis in vitro for 
more than 6 months [49]. Some researchers use MSCs 
after differentiation into osteoblasts, thus creating a 
semblance of an endosteal niche [61].

MSCs and more differentiated stromal cells secrete 
various cytokines [62–64]. Almost all data on cytokine 
production by human MSCs are collected in vitro; 
therefore, it is impossible to state with any degree of 
confidence how each cytokine is involved in paracrine 
regulation in vivo. Nevertheless, it has been shown that 
MSCs produce large amounts of cytokines that support 
resting or self-renewed HSPCs, in particular SCF, a 
leukemia cell inhibitory factor, stromal cell-derived 
factor 1 (SDF-1), oncostatin M, morphogenetic bone 
protein-4 , Flt-3 ligand, and TGF-β, IL-1, -6, -7, -8, -11, 
-12, -14, -15 [62, 63]. Furthermore, when IL-1α is added 
to the culture medium, MSCs can produce growth fac-
tors, such as GM-CSF and G-CSF, which affect more 
mature hematopoietic precursors, indicating mutual 
regulation of hematopoietic cells and MSCs [65–67].

Stromal precursors from different sources are ap-
plied in in vitro modeling of bone marrow niche con-
ditions [52, 54, 68]. MSCs from the bone marrow are 
the most commonly used, and, therefore, they are well 
characterized as feeder cells. MSCs have also been 
derived from the walls of blood vessels, the synovial 
membrane, placenta, umbilical cord blood, and the sub-
endothelial layer of the umbilical vein. MSCs from dif-
ferent sources differ in the expression of some mark-
ers, their ability to proliferate and differentiate, but in 
general their characteristics are similar [69–72]. MSCs 
from the stromal-vascular fraction of human adipose 
tissue have been shown to support hematopoiesis in vi-
tro [53, 73]. Therefore, they are a good alternative to 
bone marrow MSCs and represent an easily accessible 
source of feeder cells for the expansion of UCB HSPCs 
for widespread clinical use [74].

McNiece et al. developed a protocol for culturing 
HSPCs according to which 14-day expansion includes 
7 days of co-cultivation with bone marrow MSCs in 
the presence of hematopoietic cytokines, followed by 7 
days of culturing in the presence of cytokines alone [52]. 
This technique significantly reduces the neutrophils 

and platelets recovery time after transplantation of two 
units of UCB, one of which is enriched with HSPCs us-
ing the protocol above. Thus, the use of feeder layers 
for expansion of UCB HSPCs allows one to exclude ex-
ogenous growth factors that reduce the efficiency of 
cell amplification.

Tissue-related oxygen level
Oxygen concentration is one of the main factors of he-
matopoietic microenvironment that is involved in the 
regulation of hematopoietic cell development. The 
oxygen level in bone marrow varies from 1 to 6%; the 
hypoxic areas contain resting HSPCs, whereas prolif-
erating HSPCs are located in sites with higher O2 

[75]. 
Low partial oxygen pressure plays an important role 
in the maintenance of certain physiological properties 
of hematopoietic cells, which is important for studies 
of stromal and hematopoietic cells interactions in vit-
ro, and must always be taken into consideration when 
designing amplification protocols for UCB cells [76, 77]. 

A lower oxygen level is known to have a significant 
effect on hematopoietic cells in vitro, affecting their 
colony-forming ability, resistance to radiation, and 
their potential to restore hematopoiesis in lethally ir-
radiated animals [75, 78]. Additionally, low partial oxy-
gen pressure promotes the viability and proliferation 
of undifferentiated hematopoietic cells over committed 
progenitors [78, 79].

Remarkably, a combination of different O
2
 concen-

trations and cytokine sets results in amplification of 
UCB cells with different properties. For example, Iva-
novic et al. have shown that the application of 3% oxy-
gen in the presence of SCF, G-CSF, TPO, and IL-3 sup-
ports primitive hematopoietic cells capable of restoring 
hematopoiesis in irradiated animals after transplan-
tation and contributes to the expansion of committed 
precursors (CFU) [80]. 

It has also been shown that cultivation of a UCB 
fraction enriched with CD133+ cells supplemented with 
the recombinant cytokines SCF, Flt-3, TPO, IL-6, and 
IL-3 under 5% O

2
 results in an almost 27-fold increase 

in the number of CD34+CD38- cells (irrespective of the 
presence of serum in the medium), which is significant-
ly (P < 0.01) higher than in the case of a standard oxy-
gen concentration [81]. Cells amplified in low oxygen 
condition contained more CFU with a myeloid potential 
and had a higher ability to restore hematopoiesis af-
ter transplantation into irradiated animals. It has been 
shown that a low oxygen level induces the expression 
of the HIF-1α, VEGF, and ABCG2 genes in hematopoi-
etic cells and activates the expression of CXC chemo-
kine receptor 4 (CXCR4) [82].

Tursky et al. cultivated UCB cells at 10% oxygen in 
a medium supplemented with cytokines (TPO, SCF, 
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Flt-3 ligand and IL-6) and obtained a higher HSPC ex-
pansion compared with the most common UCB cell cul-
turing protocol (20% oxygen, TPO, SCF, and G- CSF) 
[42].

One of the important features of hematopoietic cells 
in occuping certain “niches” when co-cultured with 
stromal cells is also dependent on the oxygen level. 
Already in 1977, Dexter et al. had described the com-
partmentalization of hematopoietic cells in such co-
cultures: some hematopoietic progenitors were pres-
ent in the suspension above the feeder layer, some 
adhered to the stromal surface, and some cells migrat-
ed to the substromal space (Fig. 2A) [49]. Long-term 
co-cultivation was accompanied by the formation of 
sites of HSPC  active proliferation and  the formation 
of so-called “cobblestones” areas, which are detected 
by phase-contrast microscopy and look like dense cell 
clusters under the MSC layer (Fig. 2B) [82].

The spatial organization of hematopoietic cells in a 
co-culture is comparable to their distribution in bone 
marrow: based on a state of resting or active prolif-
eration, cells are located in areas with different oxy-
gen levels and nutrients availability. It was assumed 
that the fraction of cells which adhered to the surface 
of MSCs was enriched in actively proliferating cells. 
Compared to other fractions of hematopoietic progeni-
tors in the co-culture, the cells that migrated under 
the stromal monolayer rarely divided and retained an 

immature CD34+CD38- phenotype [83]. Therefore, the 
peculiarities of HSPCs distribution in certain compart-
ments based on their proliferative potential can be used 
for the fractionation of cells according to their ability 
to adhere and the isolation of populations of cells with 
certain properties (Fig. 3) [73].

According Jing et al., the most “hypoxic” hematopoi-
etic cells were localized under the stromal monolayer 
when cultured under standard (atmospheric) 20% O

2
 

[83]. The adhesion of HSPCs to the stromal layer de-
creased under reduced O

2
, but these conditions pro-

moted the migration of the cells under the MSC mono-
layer. Hypoxia conditions amplified the production of 
vascular endothelial growth factor A, which apparent-
ly enhanced the permeability of the MSCs monolayer. 
It should be noted that a reduced oxygen concentration 
affects both hematopoietic and stromal cells and their 
interaction [83].

Reconstruction of the bone marrow microenvi-
ronment ex vivo involves generating a tissue-related 
oxygen level and the application of feeder layers, in 
particular MSCs, as a cellular component of the micro-
environment [76, 77]. However, it should be taken into 
account that the reduced O

2
 in the culture medium af-

fects not only the hematopoietic cells, but also MSCs. 
In vitro studies revealed a decrease in the ostegenic 
and adipogenic differentiating potential of MSCs un-
der hypoxic conditions [84, 85]. Furthermore, a reduced 

Fig. 2. Cord blood 
mononuclear cultiva-
tion on a MSC feeder 
layer. A. Representative 
image of HSPC/MSC 
co-culture and schematic 
distribution of HSPCs. B. 
MSC-associated HSPCs 
in HSPC/MSC co-
culture. HSPCs attached 
to the MSC surface 
(white arrows), “cobble-
stone” area forming cells 
beneath the MSCs (red 
arrows).

Suspended  
HSPCs

Adhered  
HSPCs

HSPCs under MSCs
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B
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oxygen concentration during cultivation promoted 
chondrogenic differentiation and an increase in the 
proliferative activity and the number of fibroblast-col-
ony-forming units [84, 86, 87]. These findings highlight 
the role of oxygen as an important factor that defines 
the fate of stromal and hematopoietic cells. It is impor-
tant to consider the effect of oxygen on the production 
of biologically active MSC mediators, when these cells 
are used as a feeder layer for the cultivation of hemato-
poietic cells. It has been shown that MSC production of 
such mediators as IL-1β, IL-10, the hepatocyte growth 
factor, vascular endothelial growth factor, basic fibro-
blast growth factor, TGF-β, and GM-CSF increases un-
der 4–5% O

2
, while that of the tumor necrosis factor α 

decreases [64, 88].
Koller et al. conducted in vitro expansion of hemato-

poietic cord blood cells using an approach based on the 
effect of a combination of hematopoietic microenviron-
ment factors [89]. The UCB cells were cultured in the 
presence or absence of recombinant cytokines and an 
MSC underlayer at 5 or 20% O

2
. It was found that the 

use of IL-3/IL-6 allows one to achieve a more efficient 
expansion of hematopoietic progenitors than IL-1/IL-3 
for more than 8 weeks. This effect was enhanced un-
der reduced O

2
. The presence of irradiated stromal cells 

had no significant effect on the expansion of hemato-
poietic cells in the presence of cytokines, especially at 
low oxygen.

The effect on hematopoietic cells may vary depend-
ing on the oxygen concentration in the medium. Co-
culturing of umbilical cord blood mononuclears and 
bone marrow MSCs at 2% O

2
 promotes a substantial-

ly lower production of CD34+ cells (25-fold increase 
vs. 60-, 64- and 92-fold increase at 5, 21, 10% O

2
, re-

spectively, on Day 10). Studies of growth dynamics 
revealed a higher proliferative rate of the UCB cells 
cultured at 5, 10, and 21% oxygen than that of those 
cultured at 2% О

2
 [90].

Therefore, to develop effective and controlled ap-
proaches for obtaining large quantities of hematopoi-
etic stem and progenitor cells for transplantation, it is 
necessary to take into account the particular features 
of the microenvironment of hematopoietic niches, in-
cluding the tissue-related oxygen level.

MOLECULAR GENETIC APPROACHES TO EXPANSION 
OF HEMATOPOIETIC STEM AND PROGENITOR 
CELLS FROM UMBILICAL BLOOD EX VIVO
The routine approaches to the expansion of UCB cells 
are based on data from studies of the effect of cellu-
lar and non-cellular hematopoietic microenvironment 
factors on the HSPC, including the tissue-releated ox-
ygen level, interaction with stromal cells, and paracrine 
mediators. However, the development of molecular 
genetic techniques has greatly enhanced our under-
standing of the mechanisms that mediate the function 
of hematopoietic niches, thereby allowing us to develop 
new technological approaches to the amplification of 
UCB HSPCs.

Notch-mediated expansion
A family of Notch ligands and receptors is involved 
in numerous processes [91–93]. The Notch 1 recep-
tor is found on CD34+ hematopoietic progenitors [94]. 
Moreover, activation of Notch signaling contributes to 
maintenance of the phenotype of the most primitive 
hematopoietic stem cells in vitro. This results in a se-
rum-free system for culturing CD34+ hematopoietic 
cells that consist of immobilized Delta1 Notch-ligand 
and early hematopoietic stem cells cytokines (SCF, 
TPO, Flt-3 ligand, IL-3 and IL-6) [95]. Ambiguous re-
sults were obtained for the transplantation of two units 
of UCB, one of which was enriched in HSPCs using the 
Notch-system, during a clinical trial. The use of Notch-
graft reduced the neutrophils recovery time; howev-
er, after 3 months the hematopoiesis in the recipients 

Fig. 3. The experimental design of cord blood mononuclear (CB MNC) expansion on a MSC layer, where the adhered 
fraction of CB MNCs is able to generate a new cell population enriched with HSPCs (Maslova et al., 2013).

CB MNCs

Stromal layer

Day 0 Day 3  Day 7

HSPC suspension

Removal of the non-adhered 
CB MNC



12 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

REVIEWS

was maintained by the other UCB transplant. The ob-
served effect can be explained by two reasons: the loss 
of cells providing long-term hematopoietic recovery 
(long-term repopulating cells) during the cultivation 
and the immune response of the T-cells of the intact 
UCB transplant [34, 35].

Expansion in the presence of StemEx (copper chelate)
Copper-deficient patients have a significantly slower 
granulocytopoiesis and erythropoiesis and their bone 
marrow biopsy specimens reveal a reduction in the 
number of mature granulocytes and increase in the 
number of promyelocytes and myelocytes compared to 
people without this deficiency [96, 97]. This observation 
led to a hypothesis that copper deficiency affects the 
differentiation of myeloid progenitors. Later, a StemEx 
component of a culture system was developed whose 
action is based on the effect of low copper concentra-
tions on the differentiation of hematopoietic stem cells 
in vitro. In StemEx, a copper chelator, tetraethylene-
pentamine interacts with early and late hematopoietic 
cytokines [98, 99]. The use of the StemEx technology in-
volves the expansion of cells from one unit of the UCB 
in the presence of StemEx for 21 days. The other por-
tion of the UCB is left intact, and they are administered 

together with the cells amplified in the presence of the 
StemEx [100]. This approach has improved several im-
portant clinical outcomes compared to intact UCB, in-
dicating the effectiveness of this cultivation system for 
the amplification of UCB HSPC ex vivo [101].

NiCord expansion
The NiCord technology is based on the action of an epi-
genetic factor, nicotinamide, which slows down the dif-
ferentiation and increases the functionality of hemato-
poietic stem and progenitor cells obtained during ex 
vivo expansion. The addition of nicotinamide, together 
with hematopoietic cytokines, to the culture increases 
the proportion of CD34+CD38- primitive cells and en-
hances migration towards SDF-1 in vitro. In addition, 
highly efficient engraftment of the amplified cells has 
been demonstrated in in vivo models [102]. NiCord not 
only increases the number of HSPCs compared with 
the technologies presented above, but also promotes 
efficient engraftment of cells. The particular feature of 
a NiCord graft is that after a 21-day expansion it con-
tains, in addition to a HSPC fraction, a fraction of un-
cultivated T-cells, which is collected and re-frozen af-
ter cryopreservation. Therefore, a NiCord graft retains 
its immunological potential, which improves engraft-

Fig. 4. Current technological approaches to the modification of hematopoietic stem and progenitor cells from umbilical 
cord blood ex vivo

Ex vivo modification 
of the umbilical cord 

blood HSPCs
Co-culture with 

stromal cells

Tissue-related  
oxygen level

Expansion

Additional factors

Hematopoietic  
cytokines, IL-3,  
IL-6, SCF, TPO,  
Flt-3 еtс.

Delta1 Notch-ligand
StemEx
NiCord
Stem-Regenin 1

Improvement  
of HSPC homing

dmPGE2, fucosylation,  
SDF-1–CXCR4-interaction,  

C3а-complement



REVIEWS

  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 13

ment and immunological reconstitution. The results 
of a clinical application of HSPCs that were amplified 
according to the NiCord protocol and transplanted 
together with an additional unit of the UCB indicate 
an earlier recovery of neutrophils (median of 11 days 
vs. 25 days, p = 0.001) and platelets (30 days versus 41 
days, p = 0.012) compared to the controls [103]. This 
study confirms the presence of long-term repopulating 
cells and short-term repopulating cells in the umbilical 
cord blood transplant after NiCord expansion.

Expansion in the presence of Stem-Regenin 1
Stem-Regenin 1 is a purine derivative that promotes 
ex vivo expansion of HPSCs [104]. The Stem-Regenin 
1 technology uses a fractionated CD34+ population of 
UCB cells to initiate the cell culture. It has been shown 
that 3 weeks of expansion in a serum-free medium 
supplemented with Stem-Regenin 1, TPO, SCF, Flt-
3 ligand, and IL-6 results in 1118-fold amplification 
of CD34+ cells relative to the initial population. The 
removal of the Stem-Regenin 1 from the cultivation 
system leads to rapid differentiation, indicating the 
important role of this component in maintaining an 
undifferentiated state of the hematopoietic UCB pro-
genitors. The cells obtained with Stem-Regenin 1 are 
capable of highly efficient engraftment after trans-
plantation into immunocompromised mice, indicating 
that the presence of hematopoietic progenitors in them 
provides for early and sustained hematopoietic recov-
ery. This technology has performed well in clinical tri-
als and is actively studied today [105]. 

STRATEGIES AIMED AT IMPROVING HSPC HOMING
Besides the described-above techniques there are also 
approaches to improving homing and engraftment of 
potential UCB stem cells which do not involve prior ex-
pansion. They represent an inexpensive and safe alter-
native to ex vivo expansion of HPSCs.

Co-cultivation with E2 prostaglandin
The study of hematopoiesis in Danio rerio fish revealed 
the involvement of dmPGE2 (16,16-dimethyl prosta-
glandin E2) in the homeostasis of hematopoietic stem 
cells [22]. It suggested that short ex vivo exposure of 
UCB cells to dmPGE2 would increase the “effective 
dose” of hematopoietic stem cells without significant 
toxicity for the patient. It has been shown that a short-
term incubation of HSPCs with dmPGE2 increases 
the number of these cells after transplantation and 
provides an advantage in serial transplantation with 
full multilineage bone marrow recovery in mice [106]. 
Promising results were obtained in the clinical use of 
dmPGE2, and the method continues to be actively de-
veloped [24].

Fucosylation
This approach aims to improve the homing of UCB stem 
cells in the bone marrow stroma. The technique is based 
on the fact that hematopoietic UCB stem cells do not mi-
grate to the bone marrow as actively as adult bone mar-
row cells or mobilized peripheral blood cells. The reduced 
efficacy of homing in the bone marrow can be attribut-
ed partly to the lack of binding to adhesion molecules 
(P- and E-selectins), which are expressed on endotheli-
al cells in bone marrow vessels [19]. Fucosylation of the 
selectin ligands expressed on UCB stem cells increases 
their affinity for P- and E-selectins of the hematopoie-
tic microvasculature bed, which is crucial for enabling 
HSPC “rolling” [107]. The rather simple fucosylation 
procedure includes incubating the UCB cells with fuco-
syl transferase IV and its substrate GDP-fucose for 30 
min at room temperature. The increased efficiency of 
UCB stem cells engraftment has been demonstrated in 
in vivo models for the use of pre-transplantation ex vivo 
fucosylation in immunodeficient mice [25, 108].

CXCR4-SDF-1 interaction
SDF-1 and its receptor CXCR4 also enable HSPC hom-
ing and their retention in the bone marrow. CXCR4 is 
expressed in different cells, including MSCs, endotheli-
al cells, and various hematopoietic cell subpopulations, 
including HSCPs. SDF-1 is a potent chemoattractant 
for CD34+ HSPCs, which subsequently migrate to the 
bone marrow along the SDF-1 gradient after trans-
plantation [109–113]. The optimum expression of 
CXCR4 in HSPCs and the effective level of SDF-1 in 
the recipient bone marrow support the engraftment. 
Dipeptidyl peptidase-4 (DPP4) is a down-regulator of 
this interaction, since it can cleave the N-terminal di-
peptide from SDF-1, thereby reducing its activity and 
ability to interact with the receptor. Inhibition of this 
enzyme has resulted in a 2- to 3-fold increase in the 
homing of human CD34+ and Lin- cells in transplanta-
tion into NOD/SCID/B2mnull mice [114]. Furthermore, 
it is known that dipeptidyl peptidase-4 regulates the 
function of hematopoietic growth factors. Therefore, 
inhibition of this enzyme improves not only the homing, 
but also cell growth mediated by growth factors [115]. 
The use of drugs that inhibit dipeptidyl peptidase-4 has 
demonstrated encouraging results for the engraftment 
of UCB transplants [116]. Further studies are aimed at 
determining the optimal dosage and timing.

Component of C3a complement
A C3a fragment is a product of the proteolytic cleavage 
of the complement protein C3.  Along with numerous 
immunoregulatory properties, C3a sensitizes human 
hematopoietic stem and progenitor cells to homing to-
wards SDF-1 via binding of C3a to the CXCR4 receptor. 
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C3a, along with DPP4 and hyaluronic acid, fibronectin 
and fibrinogen, regulates the expression of SDF-1 on 
HSPCs [117, 118]. Preclinical studies have shown that 
incubation of hematopoietic stem cells with C3a prior to 
transplantation to lethally irradiated mice accelerates 
engraftment [20, 21]. However, the results of clinical 
application were not as successful, since C3a did not 
provide any advantages in terms of engraftment [23].

CONCLUSION
Despite numerous studies aimed at optimizing the en-
richment of hematopoietic transplants with stem cells, 
no optimized technology for the amplification of stem 
cells has been developed to date. The main challenges 
for researchers include the need for a better under-
standing of the composition and biological properties 
of the hematopoietic transplants that are responsible 
for hematopoietic recovery in a recipient and the de-
velopment of approaches that enable the amplification 
of HSPCs.

A comparative analysis of data reveals two trends: 
the application of stromal feeder layers in systems for 
amplifying UCB cells or the use of various combina-
tions of hematopoietic cytokines. However, suspension 
cultures in which the maintenance of hematopoietic 
precursors occurs only through hematopoietins do not 
take into account the role of the local microenviron-

ment (interactions with stromal cells and oxygen regu-
lation) even though it has been shown that these fac-
tors may be critical for the development of blood cells. 
The expansion of UCB HSPCs in co-culture is more 
effective than in a suspension culture. In addition, co-
cultivation improves the engraftment of the amplified 
cells after transplantation. The addition of exogenous 
cytokines to the co-culturing system further supports 
the expansion of HSPCs. Thus, it seems appropriate to 
use ex vivo systems, which include both the stromal 
sublayer, physiological level of oxygen, and the neces-
sary cocktail of cytokines and growth factors, for am-
plification.

Molecular genetic approaches have proven to be 
quite successful, as well; they are aimed at both ampli-
fication of hematopoietic cells and improvement of the 
homing of transplanted cells in a recipient’s bone mar-
row (Fig. 4). Ex vivo systems for the amplification of 
HSPCs have already been developed and successfully 
used: however, the search for new effective approach-
es to UCB cells expansion that are based on modern cel-
lular and molecular biological techniques continues. 
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INTRODUCTION
Today, methods based on the activation of the immune 
system are of particular importance in cancer therapy. 
Dendritic-cell- (DC)-based vaccines capable of trigger-
ing and maintaining a tumor-specific T and B cell im-
mune response stand out among various approaches [1]. 
DCs are professional antigen-presenting cells (APCs) 
the main function of which is to capture foreign anti-
gens and process and present them on the cell surface 
in complexes with major histocompatibility complex 
(MHC) class I and II molecules to naive T cells. This in-
teraction results in the maturation and activation of tu-
mor-specific cytotoxic T lymphocytes (CTLs) capable 
of migrating to tumor sites, identifying tumor cells, and 
destroying them. In addition, the interaction triggers 
a response by type 1 and 2 T helper cells (Ths), which 
stimulates the T and B cell arms of the antitumor im-
mune response. Additional stimulation by DC-secreted 

cytokines promotes the proliferation of tumor-specif-
ic CTL clones. The challenge today is to develop DC-
based vaccines for the effective treatment of cancers 
and overcoming tumor-induced immunodeficient con-
ditions.

The tumor microenvironment is known to suppress 
the immune system, which enables that tumor to es-
cape immune surveillance. The tumor and its microen-
vironment produce various chemokines and cytokines 
that inhibit the maturation of APCs and T cells, which 
finally leads to the suppression of the functional activ-
ity of the T cell arm of antitumor immunity. Immuno-
suppression caused by the action of substances secret-
ed by the tumor environment leads to the failure of 
standard treatments for malignant tumors. Therefore, 
the development of antitumor therapies based on the 
activation of the immune system is topical today. DC-
based vaccines are considered as one of the most effec-
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and major subsets of mouse and human DCs, as well as the differences between them. The cellular mechanisms 
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tive ways to overcome immunodeficiency on the basis 
of body resources.

This review describes the origin of DCs, their sub-
sets, the molecular and cellular mechanisms of DC-
based antitumor immune response activation, and the 
resistance of the tumor and its environment to the abil-
ity of dendritic cells to suppress tumor growth.

BASICS OF DC FUNCTIONING: THE RELATIONSHIP 
TO INNATE AND ADAPTIVE IMMUNITY
The main task of the DCs present in all body tissues 
is to recognize exogenous or endogenous pathogenic 
antigens (Ags) and transmit the received information 
to adaptive immunity cells (naive T cells) through the 
presentation of Ags in a complex with the MHC mole-
cules on the DC surface.

DCs are key cells that interconnect ancient low-spe-
cific innate immunity and evolutionarily new, highly 
specific adaptive immunity. DCs originate from bone 
marrow progenitors that a are common to monocytes, 
macrophages, and granulocytes – the main cellular 
factors of innate immunity. DCs share the common 
properties of these cells; in particular, the ability of 
phagocytosis, i.e. to uptake solids (cells, apoptotic bod-
ies, proteins, etc). Indeed, almost all innate immune 
cells, except eosinophils and natural killers (NKs), use 
phagocytosis as one of the important mechanisms for 
the destruction of targets (bacteria and foreign or self, 
infected or tumor cells) [2]. DCs use phagocytosis, along 
with pinocytosis and receptor-mediated endocytosis, 
to uptake Ags for subsequent processing and presenta-
tion.

Innate immune cells have a nonspecific mechanism 
of target recognition using receptors that identify not 
single molecules (Ag epitopes), as the T cells of adap-
tive immunity, but groups of molecules, reporting on 
the foreignness or aggressiveness of their carriers [3]. 
For example, the surface of most innate immune cells 
bears lectins that recognize the terminal sugar residues 
of proteoglycans. The cell surface of DCs also possesses 
a large amount of C lectins, in particular mannose re-
ceptors (CD206) that bind terminal mannose residues 
[4]. Mannose receptors are also widely expressed by 
macrophages.

Another property common to DCs and innate im-
mune cells, namely phagocytes (monocytes and mac-
rophages), is the DCs ability to present Ags in com-
plexes with MHC molecules to lymphocytes. However, 
DCs, which are professional APCs, stimulate T cells 
10–100 times more effectively than other APCs (mono-
cytes, macrophages, B cells) [5–7]. Only DCs are able to 
cross-present Ags most effectively; i.e. to present ex-
ogenous Ags in complexes with MHC class I molecules 
to CD8+ T cells, triggering an Ag-specific response by 

CTLs [8]. In addition, only DCs can present Ags to the 
naive T cells in lymphoid organs [9].

Another cellular factor of innate immunity is NKs 
that have a lymphocytic origin but differ from adap-
tive immune lymphocytes by a more primitive recogni-
tion mechanism and the only way of destroying target 
cells through perforin-dependent cytolysis involving 
perforin and granzyme [3]. DCs were shown to closely 
interact with NKs, stimulate NK proliferation and cy-
tokine production, and also increase NK cytotoxicity. 
Activated NKs, in turn, play an important role in the 
elimination of immature tolerogenic DCs. On the other 
hand, NKs can induce DC maturation and affect the 
polarization of T cell responses. After recognizing a tar-
get, NKs secrete the tumor necrosis factor α (TNF-α) 
and interferon-γ (IFN-γ) that promote DC matura-
tion and polarization of the T helper type 1 response 
(Th1 response). Furthermore, these cytokines enhance 
cross-presentation of Ags by dendritic cells to T cells. 
Thus, the relationship between DCs and NKs is of great 
importance in developing an effective tumor-specific 
adaptive immune response [10].

To generate an antigen-specific adaptive immune 
response, immature DCs leave the bone marrow and 
migrate with the blood flow to peripheral tissues. 
There, DCs uptake foreign or self Ags, process, and ex-
pose Ags on the cell surface in complexes with MHC 
class I and II molecules. At the same time, DCs in pe-
ripheral tissues are affected by pathogenic agents and/
or inflammatory cytokines, which leads to DC matura-
tion. Mature Ag-loaded DCs migrate via afferent lym-
phatic vessels to the lymph nodes, where they interact 
with naive CD4+ and CD8+ T cells [11, 12] (Fig. 1).

Upon interaction with DCs, naive T cells can differ-
entiate into antigen-specific effector T cells with dif-
ferent functions. For example, CD4+ T cells can become 
type 1, 2, and 17 T helper cells, as well as regulatory T 
cells (Treg). Their main functions are to stimulate cy-
totoxic T cells, activate the B cells producing antibod-
ies under their control, regulate the autoimmune and 
pro-inflammatory responses, and suppress the func-
tions of other lymphocytes, respectively. Naive CD8+ T 
cells differentiate into CTLs that can specifically recog-
nize and destroy tumor cells [13]. Therefore, DCs can, 
both directly and indirectly, specifically trigger, pro-
gram, and regulate the T and B cell antitumor immune 
responses.

The origin and subsets of DCs
DCs are a heterogeneous cell population originating 
from a dedicated hematopoietic lineage of bone mar-
row progenitors [14]. There are several DC subsets 
differing in origin, phenotype, localization, migration 
pathways, functions, and, as a result, impact on in-
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nate and adaptive immunity [15]. These subsets can 
be grouped into two main groups: conventional DCs 
(cDCs) and plasmacytoid DCs (pDCs).

DC precursors (pre-DCs)
Pre-DCs are believed to originate from bone marrow 
precursors that lose, as they mature, the potential to 
develop into other cell types. This process is called 
commitment. The earliest committed pre-DCs are clo-
nogenic common myeloid progenitors (CMPs), found 
in both mice and humans [16] (Fig. 2), that give rise to 
erythrocytes, granulocytes, megakaryocytes, mono-
cytes, macrophages, DCs, and pDCs [17, 18].

Precursors of cDCs (pre-cDCs) with a Lin–CD11c+M-
HC II+ phenotype leave the bone marrow and travel 
with the blood to lymphoid organs, where they differ-
entiate into lymphoid tissue-resident CD8+ and CD11b+ 
cDCs. They also occur in non-lymphoid organs, such 
as the liver, kidneys, lungs, and intestines, where they 
give rise to CD103+ and CD11b+ cDCs [19, 20]. There-
fore, pre-cDCs are immediate cDC progenitors that 
permanently migrate from the bone marrow to the 
periphery to differentiate into the cDCs of peripheral 
tissues and resident DCs of lymphoid organs.

Langerhans cells are different from other DC sub-
sets, because they self-renew independently of the 
bone marrow and differentiate from the precursors 
that entered the skin before birth [21]. However, these 

cells can develop from blood monocytes under inflam-
matory conditions, when the Langerhans cell popula-
tion is very depleted [22].

DC subsets

Plasmacytoid DCs. pDCs are a small DC subset (0.3–
0.5% of human peripheral blood cells or mouse lym-
phoid organ cells) that share a similar origin with, but 
a different life cycle than, conventional DCs. pDCs ac-
cumulate mainly in the blood and lymphoid organs and 
migrate to the lymph nodes via the bloodstream [14]. A 
low expression level of MHC class II and co-stimulatory 
molecules was detected in pDCs. The CD11clowCD11b–

CD45R/B220+ phenotype is typical of mouse cDCs [23, 
24], and the Lin–CD11c–CD123(IL-3 Rα)+ phenotype is 
typical of human cDCs [25]. Most pDCs develop from 
common bone marrow preDCs (CDPs) with both a den-
dritic cell and lymphoid potential [26].

pDCs are called cells that produce type I interfer-
ons (IFN-α/β), because they secrete large amounts of 
IFN-α/β upon interaction between pathogenic nucleic 
acids and the Toll-like receptors (TLR3, TLR7, TLR8, 
and/or TLR9) expressed in pDCs [27–29]. In this case, 
a protective immune response is induced because 
IFNs-α/β enhance the cross-presenting ability of con-
ventional DCs and activate immune cells, such as B 
and T cells and NK cells. Therefore, activated pDCs 
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play an important role in innate and the adaptive im-
mune responses [30].

Normally, mouse pDCs are localized in the lymphoid 
organs and blood, as well as in the liver, lungs, and skin. 
In humans, pDCs are found not only in the liver and 
blood, but also in lymphoid organs. They can migrate 
from the lymphoid organs through the bloodstream to 
the T cell zones of secondary lymphoid tissues and to 
the splenic marginal zone. In pathological conditions, 
pDCs leave the bone marrow, organs, or bloodstream 
and infiltrate inflamed tissues, where they interact 
with alarm signals (foreign Ags, pathogenic agents, 
etc.) and release large amounts of type I interferons 
[31].

Conventional DCs. Conventional DCs (cDCs) include 
all DCs, except plasmacytoid DCs. They can be found 
in most lymphoid and non-lymphoid tissues. cDCs can 
find damaged tissues, capture foreign or self Ags, and 
process and very efficiently present antigens to T cells. 
Therefore, cDCs can induce immunity in any foreign 
Ags entering tissues and trigger tolerance to self Ags.

cDCs constitutively express the hematopoietic 
markers CD45, MHC II, Flt3, and CD11c and lack the 
lineage-specific markers of T and B cells, natural kill-
ers, granulocytes, and erythrocytes [14]. According to 
their localization, conventional DCs can be classified 

into migratory non-lymphoid cDCs and lymphoid tis-
sue-resident cDCs that never leave lymphoid organs.

Mouse conventional DCs. In non-lymphoid tissue, cDCs 
account for 1–5% of the cells, depending on a particular 
organ, and consist of two subsets: CD103+CD11b– and 
CD11b+ cDCs (Fig. 3). CD103+CD11b– cDCs reside in 
most connective tissues. These are the main APCs that 
can more effectively, compared to other DC subsets, 
cross-present Ags to naïve T cells [32] (Fig. 3). Both 
non-lymphoid tissue and lymphoid tissue-resident 
CD11b+ cDCs play the major role in the presentation of 
Ags with MHC class II molecules [33] (Fig. 3).

The third cDC subset, Langerhans cells, is presented 
in the epidermal skin layer. They account for 2–4% of 
the total amount of epidermal cells [34] and are char-
acterized by MHC IIlowCD11cmidCD207high. Langerhans 
cells can trigger an antiviral CD8+ T cell response 
against various viral pathogens, except cytolytic vi-
ruses, such as herpes simplex and vaccinia viruses, be-
cause they possess the ability to induce the apoptosis of 
DCs, including Langerhans cells [35].

Resident cDCs of lymphoid organs consist main-
ly of two subsets: CD8+ and CD11b+ cDCs [36] (Fig. 
3). CD8α+ DCs account for 20–40% of the cDCs of the 
spleen and lymph nodes. CD11b+ DCs prevail among 
lymphoid-resident cDC populations in all lymphoid 

Fig. 2. DC pro-
genitors [16].
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tissues, except the thymus. These cells produce high 
levels of CD4+ T cell attractant chemokines CCL17 and 
CCL22 [14].

Human conventional DCs. The main difference be-
tween human and mouse cDCs is associated with the 
spectrum of surface markers. Human cDCs are divid-
ed into non-lymphoid tissue, blood, and lymphoid tis-
sue-resident cDCs (Fig. 4). Human blood cDCs have the 
Lin–MHC II+CD11c+ phenotype and are present in two 
subsets expressing non-overlapping markers: CD1c 
(BDCA1) or CD141 (BDCA3). The dominant peripheral 
blood DC subset is represented by CD1c+ cells, while 
CD141+ DCs form a minute population [14] (Fig. 4).

Non-lymphoid tissue cDCs include CD1a+CD14– 
DCs, CD1a–CD14+ DCs [37], and a separate CD141+-

Flt3high DC subset originating from peripheral blood 
CD141+ DCs [38]. Non-lymphoid tissue cDCs also in-
clude Langerhans cells expressing the markers CD45, 
MHC II, epithelial cell adhesion molecules (EpCAMs), 
langerin CD207, and CD1a [14] (Fig. 4).

Lymphoid tissue-resident cDCs consist of CD1c+ and 
CD141+ cDC subsets similar to blood DCs [38]. Lymph 
node cells also include MHC IIhighCD11cmidEpCAM+C-
D1a+, EpCAM–CD1a+, and CD206+ cells that are clas-
sified as migratory Langerhans cells, migratory der-
mal CD1a+ DCs, and dermal CD14+ DCs, respectively 
[39] (Fig. 4). Most human thymus cDCs have the CD-

11c+CD11b–CD45ROlow phenotype and lack the myeloid 
markers presented on CD141+ DCs.

FUNCTIONS OF DCS

MHC class II antigen presentation by DCs
Professional APCs (DCs, macrophages, and B cells) are 
characterized first of all by a high expression level of 
MHC class II molecules on the cell surface. Virtually all 
DC subsets are able to uptake exogenous Ags, process 
and present them in complexes with MHC class II mol-
ecules to CD4+ T cells, and trigger T helper immune 
responses of different types. For effective activation of 
a T helper response, DCs require, in addition to MHC 
II–Ag complexes, the presence of co-stimulatory and 
adhesion molecules (CD80, CD86, CD40, etc.) on the cell 
surface, as well as the synthesis of cytokines, such as 
IL-12, IFN-γ (Th1 response), IL-4 (Th2 response), or 
IL-23 (Th17 response) [40] (Fig. 1, 5).

Figure 5 depicts the presentation of exogenous Ags 
by DCs with MHC class II molecules. The MHC class II 
molecule is a heterodimer composed of two homogene-
ous peptides, the α- and β-chains, that are assembled 
in the endoplasmic reticulum (ER) and are attached to 
the invariant chain (Ii) (Fig. 5). MHC II/Ii complexes 
are transported to late endosomes, called MHC II com-
partments (MIIC). The transport is regulated by two 
dileucine motifs which are located on the cytoplasmic 

Fig. 3. Subsets of mouse conventional DCs.
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terminus of the invariant chain and are recognized 
by the sorting adaptors AP1 (a trans-Golgi network 
adaptor) and AP2 (a plasma membrane adaptor). The 
AP2-dependent endocytic endocytic transport path-
way of MHC class II molecules from the plasma mem-
brane to MIIC prevails in immature DCs, whereas the 
AP1-dependent transport from the trans-Golgi net-
work is typical of mature DCs [41].

In MIIC, the invariant chain is cleaved from the 
MHC class II molecule by proteases cathepsin S and L, 
with the class II-associated Ii peptide (CLIP) remain-
ing in the MHC class II peptide-binding groove. MHC 
class II molecules need a chaperone protein, H2-DM 
in mice or HLA-DM in humans, to exchange CLIP for 
a high-affinity antigenic peptide. To present Ags with 
MHC class II molecules, DCs use the vacuolar Ag pro-
cessing pathway, where captured proteins are cleaved 
into peptides by lysosomal proteases.

The resulting MHC II/peptide complexes are trans-
ported in vesicles to the plasma membrane via fast mi-
crotubule transport involving motor proteins dynein 
(inward transport) and kinesin (outward transport), as 
well as via slow transport with actomyosin motor pro-
teins.

The efficiency of Ag presentation with MHC class 
II molecules is inversely related to (i) the susceptibil-
ity of protein Ags to degradation and (ii) the concen-
tration and activity of proteolytic enzymes in late en-
dosomes. DCs differ from other phagocytic cells (e.g., 

macrophages) by a significantly lower expression level 
of lysosomal proteases and a reduced level of proteolyt-
ic activity. This is related to the high pH level of endo-
somal compartments, which is due to the low activity 
of V-ATPase and increased activity of NADPH-oxidase 
2 [42].

MHC class I Ag cross-presentation
Cross-presentation is the presentation of exogenous 
Ags with MHC class I molecules, which is necessary to 
trigger a cytotoxic CD8+ T cell response (Fig. 6). DCs 
are unique APCs, because only they can cross-present 
Ags to naive CD8+ T cells [8]. This ability is essential 
for immune surveillance and enables the immune sys-
tem to identify the tumors and viruses not infecting 
DCs. It should be noted that not all DC subsets have 
the ability of effective cross-presentation. In mice, the 
most effective DCs are migratory CD103+CD11b– and 
lymphoid tissue-resident CD8+CD11b– DCs [32]; in hu-
mans – CD141+ DCs [14].

MHC class I molecules are expressed by all nucle-
ar cells. The main function of MHC class I molecules in 
cells is the presentation of endogenous AGs to the im-
mune system to send a signal that this is not a foreign 
cell, but the organism’s cell. The MHC class I molecule 
is a heterodimeric protein consisting of a polymorphic 
heavy chain and a light chain called β2-microglobulin. 
The heavy chain polymorphism provides a variety of 
peptide-binding sites in MHC class I molecules, which 

Fig. 4. Subsets of human conventional DCs.
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enables MHC class I molecules to recognize unique an-
tigenic peptides due to the differences in the anchor 
residues to which peptides dock [41].

MHC class I molecules accumulate in the ER and 
stay there due to the interaction with chaperone pro-
teins, such as calnexin, calreticulin, ERp57, PDI, and 
tapasin, before binding peptides. MHC I heterodimers 
are unstable and readily dissociate under physiological 
conditions in the absence of a suitable peptide.

Processed antigenic peptides for cross-presentation 
are transferred by TAP proteins to MHC class I mole-
cules in the ER. The peptide-binding site of MHC class 
I molecules accommodates 8 to 10 residue peptides, 
depending on the MHC haplotype. Peptides bind to 
the anchor sequences of MHC class I molecules mainly 
via N- and C-terminal amino acid residues, as well as 
via the side chains of some intramolecular residues 

[43]. Binding of a peptide to a MHC class I molecule 
leads to the stabilization of the interaction between 
MHC class I heavy and light chains and the release 
of chaperones. After this, the fully assembled MHC 
class I/peptide complex can leave the ER for pres-
entation on the cell surface. This mechanism prevents 
the transport of “empty” MHC class I molecules to the 
plasma membrane to interact there with exogenous 
Ags. Peptides and MHC class I molecules that are not 
bound to the ER are returned to the cytosol for deg-
radation [44].

Ag processing and MHC class I complex formation
There are two major mechanisms of Ag processing 
during cross-presentation: vacuolar and cytosolic. They 
can act either separately or simultaneously, depending 
on the type of cross-presented Ag.

Fig. 5. Presenta-
tion of exogenous 
antigens by DCs 
with MHC class II 
molecules [41].
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Vacuolar Ag processing pathway. In the vacuolar Ag 
processing pathway, the cross-presented Ags are pro-
cessed and bind to MHC class I molecules inside endo-
somes/phagosomes. One of the mechanisms suggests 
the involvement of the chaperone CD74 in the trans-
port of newly synthesized MHC class I molecules from 
the ER to the endocytic compartments of DCs [45]. In 
the phagosome, Ag processing for cross-presentation 
involves cysteine protease cathepsin S [46]. In addition, 
the synthesis of cross-presented peptides during the 
cytosolic Ag processing pathway involves insulin-reg-
ulated aminopeptidase IRAP that is similar to the ami-
nopeptidases ERAP1 and ERAP2 of the ER [47, 48].

Cytosolic Ag processing pathway. The cytosolic path-
way plays a major role in the processing of Ags in DCs 
[46]. It was demonstrated that blockage of the vacuolar 
Ag processing pathway weakly inhibits cross-presenta-
tion and is even capable of strengthening it, while in-
hibitors of the proteasome and protein transport to the 
Golgi complex (lactacystin and brefeldin A, respective-
ly) completely suppress the DC ability to cross-present 
Ags to CD8+ T cells [49].

In the cytosolic pathway, Ags are transported from 
phagosomes to the cytosol, where they are processed 
by proteasomal proteolysis, like endogenous Ags, for 
cross-presentation. The mechanism of Ag transport 
from endosomes to the cytosol is not completely un-
derstood. The mechanism is supposed to involve the 
ER-associated degradation machinery (ERAD machin-
ery), in particular its constituent proteins SEC61 and 
p97 [50]. Translocation of DC-captured Ags by man-
nose receptors is controlled by ubiquitination of cyto-
solic mannose receptor sites. The protein p97, which is 
an ATP-ase, is attracted to the endosome/phagosome 
membrane through the interaction with polyubiquit-
inated mannose receptors [51]. An alternative mecha-
nism of the endosome-to-cytosol translocation of Ags 
may include simple endosomal membrane destabili-
zation by reactive oxygen species that are efficiently 
produced in the endocytic compartments of DCs [52].

Ags translocated to the cytosol undergo proteaso-
mal processing that involves both conventional pro-
teasomes and immunoproteasomes [53, 54]. Antigenic 
peptides generated by the proteasome and/or immu-
noproteasome are transported by TAP proteins into the 
ER lumen, where the peptides are hydrolyzed by ter-
minal aminopeptidase ERAP1 into peptides of a suita-
ble length for loading onto MHC class I molecules and 
subsequent cross-presenting to CD8+ T cells.

Cross-dressing by DCs
Apart from direct presentation and cross-presentation 
of exogenous Ags, there is an additional mechanism of 

Ag presentation, called cross-dressing, when DCs ac-
quire MHC I/ antigen peptide complexes from dead 
tumor cells. Cross-dressing is mediated by secreted 
exosomes and trogocytosis that is a process by which 
cells exchange by cell membrane and membrane pro-
tein fragments. This enables DCs to present directly 
captured Ags without further processing. Unlike Ag 
cross-presentation involving the activation of CD8+ 
CTLs against DC-processed peptides, cross-dressing 
promotes activation of CD8+ T cells specific to peptides 
generated by the tumor cell, which may enhance the 
antigen specificity of the antitumor immune response. 
Cross-dressing can involve CD8α+/CD103+ DCs, acti-
vated and naive CD8+ T cells, and CD8+ memory T cells 
[55–57].

Induction of DC cross-presentation function
The cross-presentation function is acquired at the last 
stage of DC maturation, upon stimulation by microbial 
products, e.g. TLR-ligands, or cytokines, e.g. the granu-
locyte macrophage colony-stimulating factor (GM-CSF). 
Therefore, effective cross-presentation is typical of pe-
ripheral DC subsets during inflammation and infection.
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Fig. 6. Cross-presentation of exogenous antigens by DCs 
with MHC class I molecules [41].
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CD8+CD103– DCs isolated from a normal mouse 
spleen proved ineffective in the cross-presentation of 
Ags with MHC class I molecules in a medium lacking 
TLR ligands and cytokines, but they effectively pre-
sented Ags with MHC class II molecules [58]. Additional 
activation factors were required to induce cross-pres-
entation, which indicates that this property of CD8+ 
DCs may be regulated.

TLR ligands not only activate the maturation of 
CD8+ DCs, but also promote an increase in the level of 
co-stimulatory and adhesion molecules on the DC sur-
face and can also affect the processing of Ags by CD8+ 
DCs and enhance the cross-presentation of Ags [58].

In addition to microbial products, such as TLR li-
gands, the cross-presentation function in early pro-
genitors of CD8+ DCs can be induced by GM-CSF. 
Normally, GM-CSF is produced at a low level, but 
its production is dramatically increased in infection 
or inflammation. GM-CSF-based induction of the 
cross-presentation function of DCs is not accompanied 
by an increase in the expression of standard DC activa-
tion markers (MHC II, CD80, CD86, or CD40), but the 
expression of CD103, a key marker of migratory DCs, 
is increased.

The mechanism of cross-presentation induction in 
CD8+ DCs under the influence of these factors is not 
quite clear; apparently, it may involve the strengthen-
ing of DC proteasome activity, induction of TAP pro-
tein transport to early endosomes, or enhancement of 
Ag transport from early endosomes to the cytosol [58].

In the normal state, cross-presentation in the ab-
sence of “danger signals” is an important mechanism 
for the induction and maintenance of tolerance to self 
Ags. For example, thymic CD8+ DCs have the ability of 
cross-presentation in normal conditions and participate 
in the destruction of developing autoreactive T cells 
[58].

Presentation of lipid antigens by DCs with CD1 mol-
ecules
Presentation of lipid Ags with CD1 molecules is a T cell 
stimulation pathway independent of MHC class I and 
class II molecules. CD1 proteins are structurally similar 
to MHC class I molecules, because they are heterodi-
mers consisting of a CD1 heavy chain non-covalently 
bound to β2-microglobulin. Human DCs express five 
CD1 proteins: CD1a, CD1b, CD1c, CD1d, and CD1e, 
whereas mouse DCs express only one CD1d protein. 
The structure and function of these proteins have some 
differences, but their common main function is to pres-
ent lipid antigens to T cells [59].

CD1a, CD1b, CD1c, and possibly CD1d are involved 
in the presentation of microbial lipid and lipopeptide 
antigens, such as mycolic acid, phosphatidylinositol 

mannoside, lipoarabinomannan, didehydroxy myco-
bactin, etc., to T cells. In addition, CD1d and, in some 
cases, CD1a, CD1b, and CD1c are able to present self 
lipid antigens. T cells recognize CD1-antigen complexes 
with T cell receptors (TCRs) that do not differ struc-
turally from the TCRs interacting with MHC-antigen 
complexes. CD1-restricted TCRs that recognize foreign 
antigens are able to distinguish even small changes in 
the structure of a hydrophilic group of the lipid antigen 
[59].

The resulting T cells are involved in immune re-
sponses against bacterial (Mycobacterium tuberculo-
sis, Pseudomonas aeruginosa, Borrelia burgdorferi, 
etc.), parasitic (Leishmania major, Trypanosoma cruzi, 
Trypanosoma gondii, etc.), viral (herpes simplex virus 
type 1 and 2, coxsackie virus b3, hepatitis B virus, etc.), 
and fungal (Cryptococcus neoformans) infections [59].

Tumor escape from immune surveillance 
through the suppression of DC functions
Many types of tumors are known to contain function-
ally abnormal DCs [60–62]. Furthermore, direct sup-
pression of the proliferation and differentiation of T 
cells by a tumor or its environment or suppression of 
DC differentiation are considered to be an important 
mechanism of tumor escape from the immune system. 
In this part of the review, we describe the adverse ef-
fects of a tumor and its environment on the functional 
activity of DCs, leading to a suppression of the specific 
activation of effector CD4+ and CD8+ T cells.

Tumor stroma
An important component that ensures tumor resistance 
to the immune system is the tumor stroma. The stro-
ma consists of fibroblasts, endothelial cells, and com-
ponents of the extracellular matrix and inflammatory 
infiltrate. The latter is localized in the tumor stroma 
and consists of, in particular, myeloid-derived suppres-
sor cells (MDSCs) and tumor-associated macrophages 
(TAMs) [63, 64]. Stromal cells produce a variety of fac-
tors, including cytokines, chemokines, growth factors, 
hormones, prostaglandins, lactic acid salts, and gangli-
osides, promoting the suppression of a DC-mediated 
response of effector CD4+ and CD8+ T cells and induc-
tion of Treg cells [65, 66]. In addition, direct chemical 
or enzymatic interactions between leukocytic products 
and clones of tumor-specific T cells have been reported, 
e.g. nitrotyrosination of T cell receptors and CD8 mole-
cules, which led to the attenuation of antitumor T cell 
functions [67].

Mechanisms of suppression of DC functions by tumor
There are several mechanisms by which a tumor sup-
presses or even switches off DC functions. First, the tu-
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mor can prevent the penetration (infiltration) of DCs 
and pre-DCs into the tumor tissue. However, accord-
ing to some reports, most tumors are infiltrated with 
even a higher number of DCs than normal tissues [68, 
69]. This is due to the fact that tumor cells can produce 
chemokines, e.g. MIP-3α, that are “selectively chemot-
axic” for immature DCs expressing the CCR6 receptor 
for MIP-3α [69].

Second, a tumor can suppress the maturation of in-
filtrating immature DCs, which may lead to the devel-
opment of T cell tolerance. In fact, increased expression 
of co-stimulatory molecules by macrophages and DCs 
was found in the leukocytic infiltrate of certain tumors, 
but the ability of these DCs to present Ags was signifi-
cantly reduced [61, 70].

Third, phagocytosis and processing of soluble tumor 
Ags in DCs can be suppressed or completely blocked. 
For example, a reduced efficiency of Ag uptake was 
observed in DCs derived from kidney cancer patients 
[68]. Inhibition of DC phagocytosis is often associated 
with secretion of the vascular endothelial growth fac-
tor (VEGF), which is one of the most important immu-
nosuppressive cytokines produced by a tumor [71]. Sev-
eral studies have demonstrated a relationship between 
an elevated VEGF level in the serum of cancer patients 
and the number and functionality of circulating DCs 
[72, 73]. Blockage of VEGF was found to increase Ag 
uptake and the migratory ability of tumor-specific DCs 
[71].

Fourth, DC migratory activity can be reduced, 
which is considered as another mechanism by which 
a tumor escapes the immune response [66]. Indeed, cy-
tokines and growth factors such as IL-10, TGF-β, and 
VEGF [61] are overexpressed in tumor tissue just as 
the chemoattractant factors MIP-3α/CCL20 are [69]. 
On the other hand, tumor tissue contains factors such 
as gangliosides that inhibit DC migration. Both mech-
anisms can regulate the recruitment and migration of 
DCs into the tumor environment.

Fifth, the suppression of DC functions and tumor 
progression are affected by the inflammation that of-
ten accompanies malignancies [74]. Inflammatory me-
diators can be produced by both tumor cells and tumor 
stromal cells comprising various leukocyte subsets, in 
particular myeloid-derived suppressor cells [63] and 
tumor-associated macrophages [64]. Inflammatory me-
diators can cause leucopenia and affect angiogenesis 
and tumor cell survival, motility, and chemotaxis [75].

Overexpression of the STAT3 protein by tumor cells 
affects the expression of several immunosuppressive 
cytokines, including IL-10 and TGF-β, suppresses the 
Th1 response, reduces the expression of co-stimula-
tory molecules and MHC class II molecules, and ac-
tivates TGF-β expression in DCs. Tumor progression 

also correlates with the accumulation of the immature 
DCs that induce Treg proliferation in tumor-infiltrated 
lymph nodes.

Sixth, the role of the tumor-secreted exosomes that 
mediate a variety of effects on immune competent 
cells, in particular on DCs, has been demonstrated [76, 
77]. Exosomes of tumor cells are capable of suppressing 
the immune system through several mechanisms, in-
cluding a reduction in the amount of DCs and suppres-
sion of their functions, attenuation of the proliferation 
and cytotoxicity of natural killer cells and T cells, and 
an increase in the amount of immunosuppressive cells 
(MDSC and Treg) [76, 77].

By affecting DCs, tumor exosomes facilitate an in-
crease in STAT3 phosphorylation and IL-6 expression 
and, therefore, reduce both the activity and the num-
ber of DCs by inhibiting the differentiation of CD14+ 
monocytes into immature DCs. Furthermore, CD14+ 
cells in this case differentiate into HLA-DR–/low cells 
that synthesize the TGF-β that inhibits T cell functions 
[76].

The role of the tumor environment in 
the suppression of DC functions

Cytokines and growth factors associated with tumor 
progression. The macrophage colony-stimulating fac-
tor (M-CSF) and IL-6 are important factors that are 
involved in the differentiation of monocytes [78, 79] and 
suppress the differentiation of DCs [80] by increasing 
the expression of M-CSF receptors in parallel with a re-
duction of the amount of GM-CSF α-receptors in pre-
DCs. Similar phenomena are also characteristic of the 
IL-10 produced by tumor cells [81, 82]. In vitro, IL-10 
inhibits the differentiation, maturation, and functional 
activity of DCs [83–85], switching the differentiation to 
mature macrophages [86].

Another growth factor secreted by various tumors 
under hypoxic conditions is VEGF. The VEGF level 
both in serum and in tumor tissue correlates with tu-
mor progression [87, 88]. VEGF was shown to inhibit in 
vitro the development of DCs from CD34+ progenitors 
[89]. Furthermore, VEGF-exposed DCs reduced the 
production of IL-12, as well as the ability to stimulate 
allogeneic T cells [90]. VEGF inhibits the development 
of DCs, increasing the amount of immature myeloid 
cells [91].

The effect of tumor-associated hypoxia on DC func-
tions. The tumor microenvironment is characterized by 
a low oxygen level (hypoxia) caused by reduced blood 
circulation in the tumor tissue [92]. Tumor hypoxia is 
associated with tumor progression, resistance to radio- 
and chemotherapy [93], and macrophage phenotype 
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changes [94, 95]. Under hypoxic conditions, DCs have 
a normal expression level of surface markers and cy-
tokines, but the migration activity of DCs is inhibited 
[96, 97]. The physiological response to hypoxia is caused 
by the action of the hypoxia-induced factor (HIF) in-
duced in the cell under hypoxic conditions [98, 99]. HIF 
targets include the genes encoding VEGF-A, glucose 
transporter 1 (Glut-1), and lactate dehydrogenase 
(LDH) [100]. A lactate dehydrogenase isoform, LDH-5, 
that transforms lactic acid into pyruvate at the lowest 
rate among enzymes of this type is not only overex-
pressed in various tumors, but is also associated with 
the aggressive phenotype of tumor cells [101]. A high 
expression of this isoenzyme leads to the accumulation 
of lactic acid in the tumor cells and microenvironment.

The effect of an altered metabolism of tumor cells on 
DC functions. The metabolism of tumor cells is well 
known to differ from that of normal cells. Tumor cells 
produce energy primarily through very active glyco-
lysis, with subsequent formation of lactic acid, rather 
than through slow glycolysis and pyruvate oxidation in 
mitochondria using oxygen as in most normal cells. This 
phenomenon, called “aerobic glycolysis” or the “War-
burg effect” (first described by Otto Warburg), leads to 
increased lactic acid production [102].

Tumors with a high level of lactic acid have an ele-
vated lactate dehydrogenase level compared to that in 
normal tissue [103]; furthermore, the isoenzyme LDH-5 
was detected in some tumors [101, 104]. A similar over-
expression in non-small cell lung cancer or bowel ade-
nocarcinoma is associated with an unfavorable progno-
sis [101, 104]. In 60–75% of colorectal cancer cases, high 
LDH-5 expression is strongly correlated with high ex-
pression of VEGF-R2 (KDR/Flk-1) [105]. Lactic acid is 
an important factor affecting DCs, which can facilitate 
tumor escape from the immune response.

Lactic acid has both negative and positive effects on 
the development of the T cell immune response [106, 
107]. The sodium salt of lactic acid and glucose metab-
olites suppress the phenotypic and functional matura-
tion of DCs, which correlates with the suppression of 
NF-κB activation [108]. Lactic acid induces changes in 
the expression of Ags in human monocyte-derived DCs 
and a decrease in the secretory capacity of DCs [109]. 
Lactic acid can also directly inhibit CD8+ T cells [110]. 
Extracellular acidosis leads to an accumulation of lactic 
acid in the tumor tissue. Several studies have described 
the adverse effects of acidic pHs on the functions of T 
cells and NK cells [111–113]. However, some research-
ers have noted an improved uptake of Ags by mouse 
DCs in acidosis and an increased efficiency of induction 
of specific CTLs [114].

Apart from lactic acid, other tumor cell metabolites 
can affect DC functions. The synthesis of arachidonic 
acid metabolites (prostanoids), including prostaglan-
din and thromboxane, is catalyzed by cyclooxygenases 
1 and 2 (COX-1/2) [115]. The cyclooxygenase expres-
sion is altered in many tumors, e.g. colon, breast, lung, 
and ovarian cancers and melanoma [116–118]. COX-2 
expression was found in tumor cells and tumor stro-
ma cells [115]. In addition to a direct effect on tumor 
growth, apoptosis, cell-cell interactions, and angiogen-
esis, prostanoids suppress the antitumor immune re-
sponse [118], in particular by inhibiting the differentia-
tion and functions of DCs. For example, C. Sombroek et 
al. found an inhibitory effect of prostanoids and IL-6 on 
DC differentiation from CD34+ precursors and mono-
cytes [119].

Gangliosides are tumor-cell-produced lipid deriv-
atives that suppress the antitumor immune response 
[120–122] by inhibiting the differentiation of hemato-
poietic cells [120]. Some tumor types (neuroblastoma, 
retinoblastoma, melanoma, liver cancer, and colon can-
cer) and lymphomas are characterized by an anoma-
lous ganglioside composition [123, 124], which may be 
associated with hypoxia [125]. Gangliosides impair the 
maturation and migration activity of Langerhans cells 
[126] and inhibit the differentiation, maturation, and 
functions of DCs [127].

CONCLUSION
Knowledge about the origin and functions of dendritic 
cells, which has been accumulated over the past dec-
ade, has enabled the development of tumor immunol-
ogy principles based on the involvement of body im-
mune cells in fighting malignant diseases. However, 
many tumor types are associated with the suppression 
of the dendritic cells that are the most important im-
mune system element that activates a specific antitu-
mor response. This tumor escape of immune surveil-
lance leads to a weakening of the components of both 
innate immunity (macrophages) and specific immunity 
(T cell elements). In this regard, it is evident that the 
development of DC-based antitumor vaccines should 
focus on the following issues: DC activation/matura-
tion; the type of a tumor-specific antigen used to load 
dendritic cells; additional constructs encoding co-stim-
ulatory molecules, to increase the efficiency of tumor 
antigen presentation; and methods of antigen deliv-
ery to dendritic cells which provide the highest level 
of processing and presentation of the antigen in com-
plexes with MHC class I and class II molecules. Solv-
ing these problems will help develop protocols for the 
production of DC-based vaccines for an effective treat-
ment of patients with various tumors. 
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The pancreas is of endodermal origin. Following for-
mation, the endoderm differentiates into the embry-
onic gut tube that undergoes regional specification in 
response to molecular contexts. The pancreas develops 
as dorsal and ventral buds from the foregut between 
the duodenum and the stomach [2, 3]. The dorsal bud 
receives signals from the notochord and dorsal aorta 
[4], whereas the ventral bud receives signals from the 
overlying cardiac mesenchyme and the lateral plate 
mesoderm [5].

However, fibroblast growth factors (FGFs) and bone 
morphogenetic proteins (BMPs) exposed to endoder-
mal explants can redirect the fate of pancreatic cells to 
hepatic lineage. On the other hand, downregulation of 
the p300-dependent histone acetylation associated with 
gene expression reverses the hepatic phenotype [8]. On 
embryonic day E11.5, the mouse ventral and dorsal 
buds increase in size and merge into a single organ [9]. 
Along with this fusion, proliferation of pancreatic epi-
thelial cells is mainly guided by the growth factors of 

MOLECULAR MECHANISMS OF 
PANCREATIC DIFFERENTIATION
To gain insights into the pancreatic differentiation of 
cells in vitro, the primary stages of pancreatic organo-
genesis need to be clarified. Numerous studies in mouse 
models have greatly advanced our understanding of 
developmental mechanisms and delineated the stages 
of organ formation (Table).

The pancreas plays a crucial metabolic role by pro-
ducing various hormones and enzymes. The pancreas 
contains exocrine and endocrine cells. The exocrine 
compartment consists of acinar cells that produce di-
gestive enzymes, such as amylases, lipases, proteases, 
and nucleases. These enzymes are released into ducts 
which form the branching duct system lined with epi-
thelial cells [1]. The endocrine pancreas is composed of 
cell clusters called islets of Langerhans (iL). Each pan-
creatic islet is composed of α, β, δ, ε and PP cells that 
produce glucagon, insulin, somatostatin, ghrelin, and 
pancreatic polypeptide, respectively.
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mesenchymal cells (E12.5 in the mouse) [10]. Further 
proliferation promotes branching of epithelial ducts. 
In parallel with these processes, precursor endocrine 
cells detach from the epithelium and finally associate 
into iL. At E16.5, monohormonal insulin-positive and 
acinar cells arise [11]. The adult human pancreas con-
tains 1 mln iL [12]. During the endocrine differentia-
tion, the islet progenitor cells co-express various hor-
mones, eventually maturing into monohormonal cells 
[13, 14]. In a mouse model, it was shown that glucagon-
secreting cells are the first endocrine cells to occur, be-
ing detectable as early as E9.5 [15, 16]. This is followed 
by the formation of cells co-expressing insulin and 
glucagon, whereas first insulin-secreting β-cells and 
glucagon-secreting α-cells are observed from day 14. 
By E18, somatostatin-producing δ-cells and pancreatic 
polypeptide-producing PP cells can be detected in the 
islets [14, 15].

All endocrine cells originate from Pdx1-positive 
pancreatic progenitors. During pancreas development, 
Pdx1 is expressed in endocrine and exocrine progenitor 
cells; however, to the end of specification, Pdx1 expres-
sion is restricted to β- and δ-cells [16]. The endocrine 
cell fate determination is regulated by the transcription 
factor Ngn3. Its inhibition at E11.5 dramatically sup-
presses endocrine differentiation [17].

The use of genetic tools has improved our under-
standing of the transcription factors functions in the 
generation of different types of pancreatic endocrine 
cells. These factors include such markers as Sox9, Pdx1, 
Ngn3, Ia-1, Pax4, Arx, Nkx2.2, Nkx6.1, Nkx6.2, Pax6, 
and Mafa.

Sox9 is expressed in Pdx1+ epithelial cells from E9. 
At E14.5, Sox9 expression is restricted to uncommit-
ted cells with low Pdx1 expression and not observed in 
hormone-secreting cells. In postnatal mice, Sox9 local-
izes in centroacinar cells and certain ductal epithelial 
cells [19]. There is evidence that Sox9 acts as a marker 
of pancreatic progenitor cells: its expression remains 
unaltered in Ngn3- and Nkx6.1-knockout mice. Trans-
genic mice with pancreatic precursor cells artificially 
maintained in the progenitor state demonstrate ab-
normally constant levels of Sox9 expression. Sox9 and 

the proendocrine transcription factor Ngn3 are co-
expressed on embryonic day 15.5; however, they are 
not detected in Nkx2.2- and Isl1-positive cells found in 
mature iL. Deletion of Sox9 in Pdx1+ progenitor cells 
reduces the number of endocrine cells with premature 
cell differentiation into glucagon- and Isl1-expressing 
cells. Thus, Sox9 is a marker of progenitor cells and its 
activity is required to maintain them in a proliferative 
state and prevent their premature differentiation [20, 
21].

Both Sox9 and Pdx1 are co-expressed at E8.5 in the 
dorsal and ventral endoderm beneath the stomach 
and duodenum. Later, Pdx1 expression is confined to 
β-cells, regulating glucose-dependent insulin secretion 
[22–24]. There are studies that suggest that mature 
pancreatic cells derive from Pdx1+ progenitor cells [25]. 
This agrees with the pancreatic agenesis in Pdx1-de-
ficient mice [26]. Pdx1 inactivation at different stages 
of development and in mature β-cells revealed its ne-
cessity for the establishment and maintenance of the 
phenotype of β-cells [27, 28]. Furthermore, Gannon et 
al [29] demonstrated that down-regulation of Pdx1 in 
β-cells at late stages of embryonic development leads 
to a decrease in the proliferative capacity of insulin-
secreting cells, along with an increased proliferative ac-
tivity in glucagon-producing cells. These findings sup-
port the view that Pdx1 plays an essential role in the 
specification and differentiation of β-cells, as well as in 
maintaining the pool of endocrine cells at late stages of 
embryonic development [29].

In contrast to Pdx1, Ngn3 affects only the differ-
entiation of endocrine tissue. It can be detected from 
E8.5 with peak expression at E15.5, resulting in a low 
expression level in mature endocrine tissue. Ngn3 is 
crucial for all enteroendocrine and endocrine lineage 
specification [25, 30, 31]. Ngn3 inactivation in mature 
Pdx1+ cells impairs the functions of iL [32], whereas its 
upregulation induces endocrine cell differentiation [33, 
34]. Ectopic Ngn3 expression in Pdx1+ cells prematurely 
converts cells into endocrine lineage, which only pro-
duces glucagon [35, 36]. Villasenor et al [37] report that 
developmental Ngn3 expression occurs in two distinct 
temporal waves that are consistent with the “first” and 

Progression of human pancreas development in vivo [6, 7]

Stage Stem cell Endoderm Embryonic gut Pancreatic 
endoderm Precursor cell β-cells

Embryonic day 6 14 21–28 30–33 45+ 55+
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“second” transitions previously described by Pictet et 
al [38], giving rise to early- and late-forming endocrine 
cells with different developmental potentials [37, 38]. A 
study by Johansson et al [39] showed that early Ngn3+ 
cells differentiate into α-cells. Activation of Ngn3 at 
late stages induces the lineage commitments of β- and 
РР-cells after embryonic day 11.5 and δ-cells after 
embryonic day 14.5, whereas the emergence of α-cells 
progressively decreased [39].

The transcription factor Ia-1 is a target of Ngn3 and 
participates in endocrine cell differentiation. In the 
case of Ia-1 mutations, endocrine cells are observed 
but most of them do not secrete hormones [40]. Unlike 
Ngn3, ectopic expression of Ia-1 in ductal cells is insuf-
ficient to induce endocrine differentiation. However, 
co-expression of Ngn3 and Ia-1 significantly improves 
endocrine induction efficiency as compared to Ngn3 
alone expression [41].

Arx and Pax4 play crucial roles in the specification 
of endocrine cells subtypes. Arx acts as a differentiation 
promoter of α- and PP-cells, while Pax4 specifies the β- 
and δ-lineages (Fig. 1). Pax4 deficiency fails to promote 

the differentiation of β- and δ- progenitors into their 
programmed pathways, leading to an increase in the 
population of α-cells [42]. On the other hand, Arx loss 
leads to an increase in β- and δ-cells, with the disap-
pearance of α-populations [43]. Closer analysis showed 
that the Arx and Pax4 factors act as antagonists. Si-
multaneous Pax4 and Arx knockout leads to the disap-
pearance of β- and α-cell populations with an increase 
in δ-cells concomitantly with no changes in the number 
of РР-cells [44]. The authors conclude that Pax4 is not 
necessary for the fate of β-/δ-cell determination but 
inhibits α-cells differentiation by Arx suppression.

At early stages of embryonic development, Nkx2.2 is 
important for the specification of the β-cells. However, 
in mature iL, Nkx2.2 appears as a α-, β- and РР-cells 
marker. Nkx2.2-deficient mice display a loss of α-cells 
as well as a reduced number of β- and PP-cells, where-
as the number of δ-cells remains unaltered [45, 46].

Another marker of pancreatic epithelial cells, 
Nkx6.1, is observed as early as E9.5. It is first detected 
in Ngn3+ endocrine progenitors, followed by mature 
β-cells, in which it regulates insulin secretion [47, 48]. 

Fig. 1. Schematic rep-
resentation of endo-
crine cell fate specifica-
tion during pancreatic 
development. A) An 
uncommitted endocrine 
progenitor cell can 
become an α-cell or 
transform into a second 
progenitor cell with 
the β- or δ-cell lineage 
fates expressing Arx 
and Pax4. B) A change 
in the cell fate decision 
is caused by the lack 
of Pax4; C) A change 
in the cell fate decision 
is caused by the lack 
of Arx; D) A change in 
the cell fate decision is 
caused by the lack of 
Pax4 and Arx [By 18]

A) B)

C) D)

Ngn3+ precursors Ngn3+ precursors

Ngn3+ precursorsNgn3+ precursors

61% 9% 28% <1% 0% 98%

mature 
cells

mature 
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Nkx6.1-knockout mice mostly lack mature β-cells de-
spite the normal development of other islet cell types 
[47]. Nkx6.2, a paralog of Nkx6.1, shares expression 
patterns with Nkx6.1, but it is not observed in mature 
β-cells [49, 50]. Nkx6.2-knockout mice exhibit a wild-
type phenotype, whereas Nkx6.1/Nkx6.2 double-mu-
tant mice show phenotypic alterations characteristic 
of a Nkx6.1 mutant phenotype, concomitantly with a 
striking decline in glucagon-producing cells. Based on 
these findings, the authors suggest a broader role for 
Nkx-factors in α-cell specification [49].

Another member of the Pax family, Pax6, is critical 
for the differentiation of islet cells. Рах6 is expressed 
in all endocrine hormone-producing cells. Рах6 guides 
the differentiation of the four islet cell types and iL de-
velopment, as evidenced by Pax6 loss in mice [51, 52].

Members of the Maf gene family (Mafa, Mafb and 
cMaf) control the terminal differentiation of β- and 
α-cells. Mafa binds to the promoter in the insulin gene 
and acts as a strong transactivator of insulin gene ex-
pression [53–55]. Mafa gene expression is induced at 
E13.5 and confined to just insulin+ cells during embry-
onic development and after birth [56]. Mice lacking 
Mafa have diabetes type 1 with a pronounced decrease 
in insulin blood levels and perturbed islet organization. 
Mafa deficiency abrogates glucose-dependent secre-
tion of insulin in isolated insulin+ cells [57]. In addition, 
ectopic Mafa expression in the endoderm of chicken 
embryos and in cell cultures of nonpancreatic cells is 
sufficient to trigger insulin production [58].

Overall, the description of the key genes’ roles in the 
specification of different endocrine cells unveils the 
complexity of their regulation mechanisms. The ob-
jectives for the next few years are in vitro and in vivo 
studies of insulin-producing β-cells genesis for the opti-
mization of in vitro cell differentiation programs.

TRANSPLANTATION OF DONOR ISLETS OF LANGERHANS
Transplantation of a pancreas is a promising therapy 
for patients with diabetes [59]. However, this approach 
contains procedural risks for the recipient and leads to 
the need for lifelong immunosuppression.

Transplantation of allogeneic isolated islet cells al-
lows one to avoide abdominal surgery. In 1983, human 
iL were transplanted to rats with experimentally in-
duced diabetes [60]. The first allogenic iL transplanta-
tion into a Type I diabetic patient was reported in 1990 
[61]. However, the efficiency of this approach remained 
extremely poor until 2000. It is likely that this was due 
to the limited techniques of islet isolation available at 
the time, low islet yield, and severe immunosupression. 
Shapiro et al [62] developed the Edmonton protocol 
that reduced the alloimmune response and improved 
the survival rate of transplanted islets [62–64]. Ow-

ing to this protocol, the need for exogenous insulin was 
eliminated following islet transplantation. Moreover, 
Shamoon et al [65] reported that in patients receiving 
therapy glycosylated hemoglobin HbA1c reached a 
normal level. The Edmonton protocol employs an enzy-
matic dissociation of islet cells. Islets are infused intra-
portally by portal vein catheterization, after which the 
cells become trapped in the venous sinuses of the re-
cipient, have access to oxygen supply, and initiate glu-
cose-dependent insulin secretion. The important step in 
this procedure is a combination of immunosuppressive 
agents. Following infusion, the recipient receives dacli-
zumab to prevent initial rejection. The use of another 
immunosuppressive component, sirolimus, allows one 
to avoid corticosteroid use, which shows toxicity to is-
let cells. The third agent, tacrolimus, is administered at 
small doses to minimize the side-effects it has on the 
islet mass. Current immunosuppressive therapies are 
successful at reducing graft rejection rates and pro-
longing islet survival up to 5 years [66–68]. However, 
the risks of long-term immunosuppression, as well as 
profound shortage of donor material, hinder the wide-
scale application of this procedure.

The similarity of human and porcine insulin [69, 70] 
and successful use of porcine insulin in diabetic pa-
tients before the recombinant human insulin was first 
produced [71] allowed researchers to consider por-
cine islet cells as material for transplantation. Encap-
sulation procedures have been created to ameliorate 
rejection responses. A recent study from Living Cell 
Technologies showed that encapsulated porcine islets 
are safe and potent without the need for immunosup-
pressive agents when used in diabetes type 1 patients 
(http://www.lctglobal.com). Neither inflammation nor 
subsequent fibrosis, nor increase in glycosylated he-
moglobin levels, was observed following a progressive 
reduction in daily insulin doses [72–74].

There are a number of studies that have achieved a 
positive outcome with encapsulated human islets [73, 
75–78]. However, despite the absence or reduced need 
for immunomodulation, the limited availability of do-
nors remains the major limiting factor.

Encapsulation materials may include water-soluble 
(alginate hydrogels) and water-insoluble polymers [79]. 
Although alginates are water-soluble, they remain in-
tact over several years [78, 80–84]. Creating double-
layered capsules contributes to decreased membrane 
porosity and enhances membrane durability and better 
immunoisolation. For protection against immune de-
struction, membranes can be coated with poly-L-lysine 
and polyornithine in prejudice of mechanical stability 
and durability [79, 85, 86].

Alternative sites for grafting have remained the 
focus of numerous studies. To attenuate early graft 
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loss and to yield an insulin delivery environment, im-
planted islets need to be vascularized for appropriate 
oxygen and nutrient supply. Unfortunately, current 
research efforts have not been very successful with 
an ideal site for encapsulated islet transplants due to 
their sizes. Appropriate for the transplantation of a 
non-encapsulated pancreatic islet, grafts sites (such 
as the liver and spleen) are space-limited to accom-
modate a large capsule volume (diameter ranges from 
600 µm). Common laparoscopic techniques allow one 
to implant a capsule into the abdominal cavity. How-
ever, abdominal mesothelial cells trigger a severe im-
mune response indirectly through macrophages and 
directly by producing TNF-α, IL-1β, and IL -10, and 
other cytokines [87]. Better outcomes were observed 
both with encapsulated and non-encapsulated islets 
when implanted beneath the renal capsule or subcu-
taneously [88]. These sites yielded a mild cytotoxic re-
sponse, concomitantly with high islet survival rates 
and graft function [89].

THE USE OF PLURIPOTENT STEM CELLS
Pluripotent stem cells (PSCs) can become any cell of 
the three germ layers, which opens up the possibili-
ty to obtain insulin-secreting cells for diabetes treat-
ment. There are two types of pluripotent cells: em-
bryonic pluripotent stem cells (ES), derived from the 
inner blastocyst mass, and induced pluripotent stem 
cells (iPS), derived by reprogramming somatic cells 
into pluripotent ones. Thomson et al [90] were the first 
to report on culturing ES cells, thus marking the era 
of somatic cell reprogramming [91]. The differentia-
tion potential, proliferative capacity, morphology, and 
gene expression profiles are similar between ES and 
iPS cells, which allow one to use iPS cells without the 
ethical restrictions associated with embryo destruction 
[92, 93]. Autologous human iPS cells are not cleared by 
immune system post-transplantation; however, there 
are risks associated with the rejection of implanted in-
sulin-producing cells by the same autoimmune mecha-
nism that leads to the emergence of diabetes.

Both ES and iPS cells can undergo differentiation in 
vitro into insulin-secreting cells [94–98]. Differentiation 
of PSCs into insulin-producing cells normally follows 
a well-defined developmental program, consisting of 
several stages. The first stage is endoderm formation. 
ES cells express multiple endoderm markers such as 
Sox17, Foxa2, Cxcr4; however, Sox7 is not observed 
[95, 96, 99–102]. Differentiation of ES and iPS cells is 
triggered by Nodal and Wnt signaling [95, 99, 103, 104]. 
The Nodal pathway is activated by activin A, a mem-
ber of the TGF-β family, at a concentration of 50–100 
ng/ml [105, 106]. The proportion of differentiated cells 
can be increased by combining activin A and certain 

inhibitors (wortmannin, CHIR99021 [107], sodium bu-
tyrate [96]) and activators of the Wnt-signaling path-
way, such as CHIR9902 [108]. In addition, the efficacy 
of differentiation improves following exposure to IDE1 
and IDE2 [109]. There is evidence that endodermal cells 
could give rise to both pancreatic and hepatic lineages. 
Subsequent differentiation of pancreatic cells in vitro 
requires treatment with TGF-β and BMP4 antagonists 
such as SU5402 and Noggin, which suppress hepatic 
differentiation [101].

The second stage of pancreatic differentiation is the 
exposure to dorsomorphine or its homolog 1 that in-
duces the lineage commitment of Pdx1+ progenitors 
[96, 99, 109]. The mechanisms by which the cultured 
cells eventually become mature insulin-producing cells 
remain to be elucidated. There have been attempts to 
trigger differentiation in vitro with nicotinamide, insu-
lin-like growth factor 1, and hepatocyte growth factor 
[96, 101, 103]. Further differentiation of Pdx1+ cells was 
induced with indolactam V and enhanced by retinoic 
acid [108]. There is evidence suggesting that the ability 
of PSCs to differentiate into endocrine cells strongly 
depends on the cell seeding density [110, 111]. Impor-
tantly, cells differentiated in vitro tend to produce sev-
eral hormones and have an immature phenotype insen-
sitive to the glucose level [103, 112, 113]. In this regard, 
progenitors are implanted to allow for a permissive in 
vivo environment for differentiation [99, 105, 114–117]. 
Studies in normal [99, 105] and streptozotocin-induced 
diabetic mice [114] demonstrate that ES cells can dif-
ferentiate into functional insulin-producing cells. In ad-
dition, it is also shown that even encapsulated progeni-
tors can be converted into mature insulin-producing 
cells capable of insulin secretion in diabetic mice [118].

The breakthrough work of Pagliuca et al [119] re-
ports on the development of a cell differentiation proto-
col to produce functional insulin-secreting cells. Differ-
entiation of human PSCs is conducted for 28–33 days in 
the presence of a wide set of growth factors and small 
molecules. The insulin-secreting cells obtained follow-
ing this protocol show a glucose-responsive phenotype 
comparable with mature β-cells. These cells package 
insulin into secretory granules with an ultrastructure 
similar to that of adult β-cells. These cells were able to 
normalize the glucose level after transplantation in dia-
betic mice [119].

It was found that Ucn3, a corticotropin release fac-
tor, has a high expression level in β-cells and regulates 
glucose-dependent insulin secretion [120]. Cells dif-
ferentiated in vitro fail to express Ucn3 [121]. At the 
same time, the expression levels of Ucn3 in mature and 
immature β-cells may differ up to 7-fold. Thus, matu-
ration of cells in vivo is important to its functionality. 
This suggests the presence of some specific signals in 
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the transplantation sites which trigger the differentia-
tion and maturation of β-cells.

DIRECT REPROGRAMMING
Reprogramming protocols developed to produce iPS 
cells find wide application in biomedical research. Di-
rect reprogramming is based on the use of genetic 
constructs for the direction of various cell types into 
the desired cell type without a reversal to pluripo-
tency. Similar to obtaining iPS cells, the direct repro-
gramming technique entails DNA integration (mainly 
through viral vectors). In particular, artificially induced 
Pdx1 gene expression in the liver of diabetic mice has 
led to the appearance of insulin+ cells near blood ves-
sels. The conversion, however, was incomplete. There-
fore, this motivated researchers to search for other 
genes with a synergistic effect between themselves 
and with Pdx1. Moreover, the search for cells suitable 
for programming has begun. Ductal cells show prom-
ise. In as early as 1980, Noguch et al [122] showed that 
β-cells can be derived from ductal cells. Pdx1 expres-
sion in human ductal cells activates insulin production 
[122]. An intraperitoneal infection of recombinant Pdx1 
into streptozotocin-induced diabetic mice induced ame-
lioration of hyperglycemia [123]. Ductal cells of adult 
mice transduced with an adenoviral vector carrying 
the Pdx1, Pax4, Ngn3, and NeuroD genes start insulin 
secretion [124].

According to recent research, pancreatic acinar tis-
sue of mice can be reprogrammed through artificially 
induced gene expression: acinar cells first undergo dif-
ferentiation into ductal cells, followed by conversion 
into islet cells [125]. The large number of acinar cells in 
the pancreas makes them an ideal model for β-cell gen-
eration studies. Acinar cells readily differentiate into 
insulin-producing cells when cultured in vitro in the 
presence of a low serum content supplemented with 
the epidermal growth factor and nicotinamide. The 
expression levels of glucagon, somatostatin, and pan-
creatic polypeptide also increase [126]. Under certain 
culture conditions, human acinar cells can change into 
duct-like structures. Dexamethasone supplementation 
induces an acinar-to-ductal transition, but, unfortu-
nately, they do not differentiate into insulin-producing 
cells [127]. It is shown that hyperglycemia elevates the 
infiltration of acinar tissue by T-cells and induces dif-
ferentiation of acinar cells into either β-cells or duct-
like structures that can eventually become β-cells [128]. 
Desai et al reported on acianar-islet transdifferentia-
tion in dexamethasone-treated rat pancreas [129]. Re-
cent research suggests that acinar cells of mice can be 
reprogrammed by inducing expression of the Pdx1, 
Ngn3, and Mafa genes. The experimental mice showed 
a decrease in blood glucose levels, though full recovery 

was not observed. It is likely that the implanted cells 
failed to aggregate, which finally affected the cell com-
munication regulating glucose-stimulated insulin se-
cretion [130–132]. These results were confirmed by in 
vitro studies on a AR42J acinar cell line and then on a 
human exocrine cells culture [133, 134]. Importantly, 
Wang et al discovered that hyperglycemia in diabetic 
mice is better corrected in the case of a strong immune 
response elicited by the adenoviral capsid used as a 
vector for gene delivering [135].

The primary physiological role for α-cells is gluca-
gon secretion, counteracting insulin by promoting glu-
cose mobilization. The conversion of α-cells into β-cells 
is induced by an increase in the ectopic expression of 
Pax4 and Ngn3 [136]. Enforced Pdx1 expression under 
the Ngn3 promoter can cause α-to-β conversion during 
the early embryonic period; however, at later stages 
activation of Pdx1 has no effect on the β-cell allocation 
[137]. In a recent study, Chung et al employed pancre-
atic duct ligation and observed large numbers of β-cells 
generated from α-cells within 2 weeks [138]. Notably, 
the α-to-β conversion seems to occur following deep 
depletion of pre-existing β-cells [138, 139]. Studies in-
volving partial elimination of β-cells failed to observe 
this conversion [140].

APPLICATION OF COMMITTED CELS
The use of ES cells is ethically ambiguous, but it has 
other pitfalls. For example, ES- and iPS-derived trans-
plants may generate teratomas from the residual pool 
of uncommitted cells. In addition, the need for immu-
nosuppression still exists [141, 142]. Postnatal stem cells 
can sidestep these limitations [143–146].

Skin-derived precursors represent an available 
source of progenitors. They were first described by 
Toma et al [147]. They harbor broad differentiation 
plasticity, giving rise to multiple cell types in vitro (glial 
cells, smooth muscle cells, adipocytes). Bakhtiari et al 
[148] reported an efficient method for cryopreservation 
of human skin-derived precursors for long-term stor-
age. The skin is now a promising source of autologous 
cells with a wide differentiation capacity and long-term 
storage ability [148]. Skin-derived precursors were con-
verted in vitro into cells capable of glucose-dependent 
insulin and С-peptide secretion. The obtained cells ex-
pressed markers such as Pdx1, Nkx2.2, Pax4, NeuroD, 
and Isl1 found in mature β-cells [149].

The most frequently mentioned in the context of re-
generative medicine postnatal stem cells are mesen-
chymal stem cells (MSCs) residing in various tissues 
[150]. They can be successfully cultured in vitro and 
readily undergo differentiation into osteogenic, adipo-
genic, and chondrogenic lineages using standard differ-
entiation protocols [151]. Eyelid adipose-derived MSCs 
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appear to be more suitable for differentiation into in-
sulin-producing cells, since these cells originate from 
neural crest cells. MSCs from human periodontal liga-
ment are also derived from neural crest cells [152–154]. 
However, it is currently impossible to bring MSCs close 
to the phenotype of β-cells under in vitro conditions. 
MSCs from umbilical cord blood offer more flexibility. 
Prabakar et al discovered that the properties of these 
MSCs are similar to those of ES cells, including the dif-
ferentiation potential towards a pancreatic endocrine 
phenotype [155]. Another therapeutic option is the in-
fusion of undifferentiated MSCs, resulting in various 
degrees of regeneration [153, 154, 156, 157]. Such host 
responses are likely to be due to the immunomodula-
tory, anti-inflammatory, pro-angiogenic, and trophic 
functions of MSCs. A more pronounced immunomodu-
latory effect has been described for hematopoietic stem 
cells that were successfully used to reset the immune 
system in diabetes [158, 159]. Multipotent stem cells 
derived from umbilical cord blood seem to be involved 
in the instruction of the immune system. When loaded 
into a circulatory device pre-seeded with umbilical-
cord-blood-derived MSCs of healthy individuals, lym-
phocytes of type 1 diabetic patients seem to receive in-
structions and acquire the ability to ameliorate type 1 
diabetic symptoms [160, 161].

There exists a hypothesis that an injury to the pan-
creas activates facultative progenitors to increase the 
population of β-cells. It was shown that ductal progeni-
tors of mice can give rise to β-cells [161]. In addition, in 
a cohort study of chronic pancreatitis and asymptom-
atic fibrosis patients Gianani et al found that the pan-
creas of all patients analyzed had neogenic cells aggre-
gated into islet-ductal structures, which appeared to be 
an association of the endocrine compartment with the 
ductal system [162]. Streptozotocin-induced diabetic 
mice have two types of β-cell progenitors expressing 
Glut2 and Pdx1/somatostatin. These cells are likely to 
be of ductal origin [163, 164]. Studies dedicated to in-
vestigating embryonic pancreas in vitro demonstrated 
that insulin-producing cells can originate from ductal 
epithelial cells. Porcine ductal cells harvested during 
the neonatal period can be enforced to express insulin 
and markers of endocrine precursors [165]. Following 3- 
to 4-wk incubation, human ductal cells form 3D struc-
tures which express insulin and other islets hormones. 
This means that they are in a state of differentiation. 
Moreover, insulin release in these cells is glucose-de-
pendent [161]. Pdx1 can dramatically accelerate in vi-
tro differentiation of ductal epithelial cells towards an 
insulin-producing phenotype [166]. In streptozotocin-
induced diabetic mice, it was determined that ductal 
cells express insulin in the early stages of inflamma-
tion, followed by termination of production [167]. This 

finding suggests induction of β-cell regeneration by an 
early-stage inflammatory response in type 1 diabetes. 
It is likely that new β-cells are highly prone to apopto-
sis. TNF-α expression induced in β-cells of mice leads to 
insulit rather than diabetes. This is accompanied by the 
development of intraislet ducts with β-cell placement, 
which could imply a regenerative process [168]. Simi-
larly, transgenic mice expressing IFN-γ showed resis-
tance to streptozotocin treatment. The transgenic mice 
exhibited regeneration of pancreatic duct cells and iL 
neogenesis [169]. Expression of Pdx1 and Msx2 in the 
duct cells of these mice suggests a connection between 
the expressed markers and ductal cells differentiation 
in this model [170]. In individuals with autoimmune 
chronic pancreatitis, T-cell mediated β-cell destruction 
promotes β-cell regeneration from ductal cells [171]. 
Type 1 diabetes patients demonstrate generation of in-
sulin-producing Pdx1+ duct cells following a combined 
transplantation of the pancreas and a kidney.

The hyperglycemia in alloxan-induced diabetic 
mice can be reversed through EGF and CNTF treat-
ment due to the generation of insulin-producing cells 
[172]. To elucidate the origin of the newly formed in-
sulin-expressing cells, the authors utilized the Cre/
LoxP system to track the acinar and ductal cells. It was 
discovered that a total of 40% of newly formed insulin-
expressing cells originated from acinar cells, whereas 
other cell types contributed only 4%. This allows one to 
suggest the existence of transdifferentiation in mam-
malian pancreas.

There are a number of studies that are searching for 
non-pancreatic sources of cells which can secrete insu-
lin. One of the promising sites is large salivary glands. 
Egéa et al identified preproinsulin I and II mRNA ex-
pression in adult rat submandibular glands [173]. In-
sulin in the parotid gland of rats has been found using 
the immunohistochemistry method [174]. It was shown 
that the submandibular salivary glands perform a com-
pensatory function in diabetic mice [175]. After trans-
plantation of the submandibular gland under the renal 
capsule, streptozotocin-induced diabetic mice restored 
normoglycemia [176]. Human and animal (mouse, rat, 
swine) submandibular gland cells are readily amenable 
for culture in vitro [177–179]. Under 3D culture condi-
tions, they acquire the capacity of glucagon, albumin, 
or insulin expression [177, 178]. Human submandibu-
lar gland cells acquire the ability to produce C-peptide 
in a glucose-dependent manner in a spheroid culture 
system in the presence of nicotinamide [179]. Rat sub-
mandibular gland cells expressing α6β1/c-Kit main-
tained the morphology, proliferative capacity, and 
multipotency typical of stem cells for over 92 passages. 
The presence of activin А, exendine-4, and retinoic acid 
in the medium induces the expression of pancreatic 
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markers in these cells, such as Pdx1, insulin, pancreatic 
polypeptide, and Ngn3 [180].

THE USE OF BIOMATERIALS FOR THE CONSTRUCTION 
OF THREE-DIMENSIONAL SCAFFOLDS
It is widely known that three-dimensional culture 
systems can provide different advantages, compared 
to standard two-dimensional cultures. Cells are kept 
in conditions much closer to native: so, cell-cell and 
cell-medium interactions are promoted, and differen-
tiation is accelerated [181]. These systems closely mimic 
the natural environment found in vivo. This stays true 
for pancreatic cells cultivation in vitro and their in vivo 
delivery.

Studies have shown that seeding cells onto a po-
rous scaffold increases their viability and enhances 
the functionality of isolated iL in vitro, thus improving 
transplant outcomes. For example, rat islet cells showed 
an almost two-fold increase in viability and produced 
4-fold more insulin when cultured on a porous polygly-
colic acid scaffold as compared to 2D culturing [182]. In 
yet another study, a porous scaffold of poly(lactic-co-
glycolic acid) (PLGA) prepared by electrospinning with 
type I collagen-loaded pores was used. RINm5F cells 
were cultured on it, and insulin secretion was enhanced 
by 2-fold [183].

Another advantage of porous scaffolds is the oppor-
tunity to co-culture different cell types that allows one 
to mimic in vivo cell interactions. Murine islet cells co-
cultured with human umbilical cord endothelial cells 
and human prepuce fibroblasts on a PLLA\PGLA scaf-
fold improved the survival of islet cells by up to 75%. 
Furthermore, the addition of fibroblasts and epithelial 
cells promoted the expression of Gcg, Pdx1, Nkx6.1, 
and Glut2 markers. The insulin secretion increased by 
1.5 fold [184].

Scaffolds obviously offer a 3D structure for cell cul-
turing; however, the fundamental role of a native ex-
tracellular matrix (ECM) on a cell’s state is increasingly 
being recognized. It provides not only mechanical sup-
port, but also affects cell adhesion, molecular contents, 
cell-to-cell interactions, and growth factors binding. 
Importantly, the rigidity and flexibility of ECM con-
siderably contributes to differentiation, proliferation, 
viability, cell polarity, and migration [185].

The most fully characterized ECM components are 
laminins, a family consisting of 15–20 glycoproteins 
[186], each of which independently enhances insulin 
secretion [187]. Laminins interact with cells by bind-
ing integrins – transmembrane proteins responsible 
for cell adhesion and transduction of external signals to 
the cytoskeleton [188]. The 3D-structure of native ECM 
determines the topographic pattern of endocrine cells 
that affects secretory activity [189]. Furthermore, such 

components as collagens, glycoproteins, and glycosami-
noglycans can independently suppress the β-cell apop-
tosis triggered by the loss of cell anchorage [189–195]. 
It was discovered that ECM components can enhance 
insulin secretion even in the absence of glucose [196]. 
ECM also has the ability to bind, store, and regulate the 
activity of growth factors, such as TGF-β1, which me-
diates the development, functioning, and regeneration 
of islets in the pancreas [197, 198].

Attempts are made during the development of ma-
terials for artificial 3D-scaffolds to modify their surface 
by coating it with molecules derived from native ECM. 
However, to date ECM decellularization treatment is 
believed to be the most promising (Fig. 2) [200–204]. 
Current approaches enable the elimination of cellular 
material, DNA, and surface antigens, retaining the in-
tact structure [205]. Recent experiments have allowed 
researchers to obtain a porcine pancreatic extracellu-
lar matrix with preserved ECM components, includ-
ing different types of collagen, elastin, fibronectin, and 
laminin. [206]. A decellularized membrane serves as a 
matrix for cell rehabitation of the organ. To date, there 
have been successful recellularizations of ECMs of such 
organs as liver [207], lungs [208], bladder [209], and 
mammary gland [210]. This provides hope for a positive 
result in the case of the pancreas as well.

CHALLENGES AND OPPORTUNITIES
Current treatments for patients with type I diabetes 
are limited and do not eliminate long-term complica-
tions. Progress is evident in all lines of research con-
nected with efforts to revive the insulin-producing 
function of the pancreas. Standard transplantation 
approaches are hampered by the shortage of donors 
and the risks associated with the need for immuno-
suppression. Those risks could be overcome by encap-
sulation technologies. However, there are unresolved 
issues in this case as well, such as poor islet longevity 
and a size/cell count ratio of encapsulated islet mass 
sufficient to provide normoglycemia without burden-
ing the patient with discomfort. The ability of such 
cell types as MSCs and hematopoietic cells to address 
host immune responses can be very useful in prevent-
ing neogenic β-cells from repeated autoimmune abla-
tion.

The choice of stem cells is a critical step. ES and iPS 
cells can differentiate towards pancreatic progenitors 
and/or insulin-producing cells. The use of allogenic 
ES cells, however, still requires immunosuppressive 
therapy or encapsulation. Autologous iPS cells are very 
costly on an individual basis and require complicated 
differentiation protocols. In addition, the probability of 
graft rejection is high due to the autoimmune response 
that initially leads to type 1 diabetes. The tumorigenic 
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potential of residual undifferentiated PSCs in the im-
plant also remains to be resolved.

Briefly, an ideal theoretical therapeutic approach 
would include a combined treatment: differentiated 
towards a pancreatic progenitor phenotype autologous 
iPS cells are cultured in 3D conditions in the presence 
of ECM components and autologous MSCs. Another 
possible way may be to reset the immune system with 
hematopoietic stem cells and to obtain new insulin-
producing cells by direct reprogramming. Studies as-
sessing the feasibility of this approach are underway 
to perform a thorough analysis of the potential risks 
associated with the biological safety and tumorigenic 
activity of the cells being used.

Direct reprogramming appears to be a promising 
method. However, data on the used protocols and the 
safety of this approach for obtaining insulin-producing 
cells is insufficient. Thus, it cannot yet proceed to the 
practical level.

A large number of studies have proved the positive 
effect of three-dimensional cell culture systems. In ad-
dition, the possibility to co-culture cells allows one to 
obtain a transplant which is as close to the native organ 
as possible. The use of decellularized ECM has shown 
promise; however, in vivo studies are in need for an un-
derstanding of the effects of the aforementioned struc-
tures on an organism.

Attempts to bring committed cells closer to the phe-
notype of β-cells in vitro have so far been unsuccessful. 
Overall, the current challenge in cell biology is to iden-
tify an available and accessible source of cells that are 
able to differentiate effectively into glucose-responsive 
insulin-producing cells. 

This work was supported by The Russian Scientific 
Foundation grant № 14-50-00029.
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Intravascular delivery  
of decellularization solution

Intravascular and transmural delivery 
 of organ-specific and/or stem cells

Decellularization Recellularization

= native animal cells = autologous cells of the patient

Fig. 2. Schematic overview of decellularization-recellularization technology. A) The intact organ contains cellular compo-
nents (red ellipses) and ECM (blue network), as well as growth factors (green dots); B) An acellular organ scaffold after 
complete removal of cellular elements; C) The organ scaffold after recellularization with autologous cells (yellow ellipses) 
[By 199]
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ficient efficacy or unacceptable toxicity in clinical trials 
[1]. A possible and likely explanation for this is the poor 
relevance of existing in vitro and in vivo cancer models 
to human tumors that have  a dynamic and complex 
structure and heterogeneous cell composition [1–3].

The most important factors associated with experi-
ments in conventional monolayer cell cultures (2D) in-
clude the selection of a specific cell phenotype (adapted 
for growth on a plastic surface) from an initially very 
heterogeneous tumor cell population, abnormal cell 
polarization resulting from limited exposure of the 
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ABSTRACT This review focuses on modeling of cancer tumors using tissue engineering technology. Tumor tissue 
engineering (TTE) is a new method of three-dimensional (3D) simulation of malignant neoplasms.  Design and 
development of complex tissue engineering constructs (TECs) that include cancer cells, cell-bearing scaffolds 
acting as the extracellular matrix, and other components of the tumor microenvironment is at the core of this 
approach.  Although TECs can be transplanted into laboratory animals, the specific aim of TTE is the most real-
istic reproduction and long-term maintenance of the simulated tumor properties in vitro for cancer biology re-
search and for the development of new methods of diagnosis and treatment of malignant neoplasms. Successful 
implementation of this challenging idea depends on bioreactor technology, which will enable optimization of 
culture conditions and control of tumor TECs development. In this review, we analyze the most popular biore-
actor types in TTE and the emerging applications.
KEYWORDS bioreactors,  cancer, models, tissue engineering.
ABBREVIATIONS 2D – two dimensional/monolayer cell or tissue culture in vitro; 3D – three-dimensional; BR – 
bioreactor; DCL – decellularization; DCL matrix, DCL tissue, DCL organ – decellularized matrix, decellularized 
tissue, and decellularized organ, respectively; RCL – recellularization; TE – tissue engineering; TEC – tissue 
engineering construct; TTE – tumor tissue engineering; TETM – tissue-engineered tumor model; SCID – severe 
combined immunodeficiency mice. Abbreviations used for various types of rotary bioreactors: RWV – rotat-
ing-wall vessel (rotating-wall bioreactor); RCCS – rotary cell culture system; HARV – high aspect reactor vessel; 
STLV – slow turning lateral vessel; RWPV – rotating-wall perfusion vessel; NASA bioreactor – common name 
of rotary bioreactors developed by NASA, usually RWW, HARV, or STLW.

INTRODUCTION
An in vitro cell or tissue culture is a traditional instru-
ment of research in the field of cancer biology and de-
velopment of new methods for the prevention, diagno-
sis, and treatment of this disease. Primary and linear 
cells of human and animal tumors represent a con-
venient model for studying the molecular and cellular 
mechanisms of malignant growth and for evaluating 
drug effects. However, about 95% of drugs which ex-
hibit significant antitumor effects in experiments in cell 
cultures and in laboratory animals demonstrate insuf-



REVIEWS

  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 45

cell surface to the culture medium, a drastic reduc-
tion in the number of cell-cell contacts, and a lack of 
cell-matrix interactions and metabolic gradients [4–6]. 
Together, these factors make a 2D-culture inadequate 
for capturing the critical mechanisms in cancer biol-
ogy [7], such as the heterogeneity of tumor cell popula-
tions, as well as the intensive interaction between the 
tumor and its microenvironment and the whole organ-
ism (Fig. 1).

Cancer models in laboratory animals also have some 
notable disadvantages. For example, in simulations of 
human tumors in mice by implanting cellular allografts, 
which is one of the most popular approaches, the his-
tological features of human neoplasms are reproduced 
inaccurately or not reproduced at all (Fig. 2A–D). In ad-
dition, the lifespan of laboratory animals is oftentimes 
shorter than the period of metastases development [8].  
Xenografts derived from the tumor tissue of patients 

Fig. 1. Malignant tumor structure (A) (a schematic view, adapted from [8])) and conditions for traditional 2D-tissue cul-
ture in vitro (B) (adapted from [9]). (A) The tumor is a 3D-structure. Due to abnormal local blood circulation and inner-
vation, the tumor possesses multiple metabolic gradients which contribute to the genetic instability of malignant cells.  
Phenotype selection affects the dynamic responses of a cancer stem cell pool. In addition to the neoplastic cell popula-
tion, resident cells of the affected organ and cells of the inflammatory infiltrate (including macrophages, lymphocytes, 
eosinophils, and sometimes plasma cells) are involved in the tumor. The extracellular matrix, blood vessels, and connec-
tive tissue inclusions are the second component, known as the stroma of the tumor. The degree of stroma development 
in malignant tumors varies notably and significantly affects the course of the disease and tumor drug resistance. Also, 
sites with active growth, necrotic zones, hemorrhages, and purulent pockets can occur within the tumor. (B) Changes 
observed in a 2D culture are induced by the selection of specific cellular phenotypes and abnormal interactions between 
cells and their micro- and macro-environments.
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and transplanted into mice with a suppressed immune 
system (nude, SCID) represent a realistic model of 
human tumors [10, 11]. These approaches reflect the 
structure and function of human tumor at the tissue 
level adequately to some extent (Fig. 2E, F), while the 
host organism plays the same role as that of the cul-
ture medium in in vitro cultures. At the same time, the 
physiology of athymic or SCID mice significantly dif-
fers from that of humans. The high cost and low repro-
ducibility of these models limit their applications.

Aiming to more accurately reproduce the histologi-
cal structure of tumors and their physiological proper-
ties, technologies of co-culturing of different cell types 
and three-dimensional (3D) tumor models have been 
introduced. The latter include multicellular spheroids 
and cancer cell cultures on matrices of various com-
positions and structures (gel, fibrous, etc.). One of the 
most promising approaches is tumor tissue engineer-
ing (TTE), which is a new method of 3D-modeling of 
malignant neoplasms based on the production of com-
plex constructs, including malignant cells, solid porous 
or fibrous cellular carriers (scaffolds), acting as an ex-
tracellular matrix, and other components of the tumor 
microenvironment. Tissue-engineered tumor models 
(TETMs) are designed for studying cancer biology 
and the development of methods for the diagnosis and 
treatment of malignant tumors. The basic principles 
of TTE, its advantages and limitations, as well as the 
implemented models, were discussed in detail in recent 
reviews [8, 13–19].

As its name suggests, TTE makes use of the tis-
sue engineering (TE) technology of normal tissues in 
terms of a combination of certain cells and scaffolds 
with subsequent control of the produced tissue engi-
neering constructs (TECs) [20].  At the same time, TTE 
is meant for research, unlike TECs of normal tissues, 
which are used for therapeutic purposes. In general, a 
tissue engineering model of healthy tissue is a 3D-cul-
ture of normal cells on a scaffold, the TEC, that is “as-
sembled” and matures in vitro and then is implanted 
into a patient organism to replace damaged or lost tis-
sues or organs. Then, engraftment of the reconstructed 
structure occurs to ensure the viability of the structure 
and its functionality. TECs are often used in regenera-
tive medicine and serve as a temporal functional tissue 
or organ prostheses that is expected to be bioresorbed 
up to complete replacement with the organism’s own 
tissues. In contrast, cancer TECs include primarily ma-
lignant cells able to survive for a long time outside the 
body, preserving a structural and functional similarity 
to the simulated tumors even under in vitro conditions. 
Tumor TECs can also be implanted into laboratory ani-
mals, e.g., to study the angiogenic, invasive, and met-
astatic potential of the engineered tumors. However, 

the use of these bioartificial tissues in vitro seems to 
be most attractive for improvement of the reproduc-
ibility of the results, development of high-throughput 
test systems for pharmacological research, and for the 
replacement of animals in research.

The differences in the growth, differentiation, and 
metabolism rates between normal and cancer cells ob-
viate a key problem of regenerative medicine: the ex-
pansion of the cell population within a TEC (e.g., during 
controlled differentiation of stem cells). On the other 
hand, these call for the development of new methods 
and systems of 3D culture that enable the formation 
and maintenance of bulky and metabolically active tis-
sue structures outside the body; i.e., in the absence of 

Fig. 2. Comparisons of histological structures of prostate 
(A, C, E) and colon (B, D, F) cancers observed in prima-
ry tumors (A, B) and the cancers propagated as model 
systems in mice (C-F). Tumors obtained by subcutaneous 
engraftment of suspensions of linear cells PC-3M (C) and 
Colo205 (D) have a homogenous structure with absence 
of specific glandular elements formed by cancer cells and 
the lack of a stromal component. Significant alterations of 
tumor-stroma ratio are also notable in the cases of subcu-
taneous grafting of surgical biopsy specimens of original 
human  primary tumors (E, F). Adapted from [12] with 
changes.
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normal homeostatic systems.  Similar problems are par-
tially addressed in the modern systems for the tempo-
rary storage and maintenance of donor organs.

In tissue engineering, growth and maintenance of 
TECs occurs in bioreactors (BRs) until implantation 
[21]. To this aim, purpose-designed systems are needed 
to automate cell and tissue culturing processes in vi-
tro and provide optimal physico-chemical conditions 
for TEC development. The purpose of this review is to 
analyze the current state of bioreactor-based tissue en-
gineering modeling of malignant tumors.

TUMOR TEC COMPONENTS
Cells and scaffolds are the main components of TECs 
(Fig. 3). Cells can be presented by one or several types 
simultaneously (e.g., by fibroblasts and hepatocytes in 
liver models); however, the tissue specificity of TECs 
is determined by the most abundant cellular popula-
tion. In particular, the cellular component of tumor 
TECs can be formed by both the primary cells isolated 
from tumor biopsy fragments (from a primary or meta-
static foci) or the linear cancer cells obtained by using 
a special selection and culture procedures. Cells with 
a varying degree of differentiation and with different 
metastatic potentials can be selected. In addition to tu-

mor cellular populations, TECs can also include stro-
mal elements (fibroblasts, pericytes and endothelial 
and smooth muscle cells), the main cells of a resident 
organ (e.g., hepatocytes in models of liver tumors or os-
teoblasts and bone marrow cells in the investigation of 
neoplastic processes in bones), and cells of an inflam-
matory infiltrate (macrophages, lymphocytes, neutro-
phils, plasma cells, eosinophils) [22].

Scaffolds represent an important component of 
TEC. They function as bioactive extracellular matri-
ces serving to provide mechanical support for the cells 
and promote cellular adhesion and motility (which 
switches to a number of signaling pathways sensitive 
to the cytoskeletal organization), provide mechanical 
and biochemical integration of the construct, stimulate 
the required differentiation (in TECs of normal tissues), 
or maintain a specified phenotype and functional activ-
ity of the cells. The scaffold architecture ensures the 
formation of the gradients of signaling molecules and 
oxygen within TECs and enables the study of the role 
of cell-matrix interactions in the regulation of carcino-
genesis.  The convoluted and interdependent effects of 
mechanical factors, nanotopography, matrix geometry, 
and cell adhesion are also investigated in the frame-
work of TEC [24].

Fig. 3. Principles of formation of tumor TECs. In order to create biomimetic tumor TECs the key components of the 
original tumor (as cancer cells and a scaffold, representing the extracellular matrix) should be included into the model. 
In addition, it is very important to reproduce the conditions of tumor growth by the inclusion of physical and chemical 
signalling factors. Adapted from [23] with changes.
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Scaffolds can be produced using fibrous and porous 
materials made from synthetic polymers (e.g., poly-
lactate, polycaprolactone, polylactoglycolide) or ma-
terials of natural origin (collagen, chitosan, hyaluronic 
acid) [17], as well as specially treated natural tissues 
and organs [25, 26]. The major advantage of synthetic 
scaffolds fabricated by engineering methods (electros-
pinning, 3D printing, etc.) is a high degree of chemical 
composition certainty and precise control over spatial 
organization and mechanical properties, which allows 
one to study the influence of single signaling factors on 
tissue morphogenesis. However, such scaffolds do not 
maintain the necessary adhesion and long-term pro-
liferation of cells, with a few exceptions. Furthermore, 
they mimic the modeled original tissue poorly, largely 
remaining a 3D-analogue of conventional plastic cul-
ture dishes. Scaffolds made of natural polymers have 
high biocompatibility, although strict control of their 
composition, geometry, and biomechanical properties 
is challenging [17].

An alternative approach involves the processing of 
natural tissues or organs by removing their cellular 
elements while preserving the composition and struc-
ture of the extracellular matrix. This process is called 
decellularization (DCL). It results in the production of 
scaffolds, which are known as decellularized tissues or 
acellular matrices, tissues, or organs (DCL matrix, DCL 
tissue, DCL organ, respectively) [26, 27]. Therefore, 
DCL allows one to prepare scaffolds that reproduce the 
natural microenvironment of cells in a tissue or organ 
very closely. Modern DCL methods result not only in 
scaffolds containing the major extracellular matrix 
components, such as collagen and elastic fibers, but also 
templates maintaining the integrity of the basal mem-
branes of blood vessels, which ensures the presence of 
integrated vascular conduits (decellularized walls of 
blood vessels of various calibers) that can later be used 
to perfuse the bioengineered tissue. This feature is of 
great importance, because the nutrition of the inner 
regions of TECs is a challenge in tissue engineering and 
it is critical for TTE.

MAIN OBSTACLES ASSOCIATED WITH “ASSEMBLY” 
AND CULTURE OF ENGINEERED TUMOR TISSUES 
THAT REQUIRE THE USE OF BIOREACTORS
Bioreactors (BRs) are closed systems where biological 
processes occur under strictly controlled conditions [28]. 
The concept of BRs (as chemostats or fermenters) has 
been used for growing microbial cultures and obtaining 
various products of cells for a long time. A typical biore-
actor system includes a tank isolated from the environ-
ment (flask, vessel, chamber), the actuator components 
(pumps, motors, etc.), sensors, and, very often, special 
controllers and software for managing and monitoring 

the biotechnological process. BRs designed for TE have 
been used for growing cells and TECs, as well as for ex-
ploring the effects of biochemical and biomechanical 
factors on the development of cells and tissues. There 
are several key difficulties related to the assembly of 
tumor TECs and their further in vitro culture. An op-
timal solution for these problems requires the use of 
bioreactor technologies.

Expansion of cellular populations
A TETM size can vary from a few cubic millimeters to 
a whole organ of the human or animal body, but the 
number of necessary cells always largely exceeds the 
population of a typical monolayer cell culture. There-
fore, the first step in the development of a tumor TEC 
is to expand the number of cells of the required types. 
This is possible only with the use of a large surface area 
for their growth. Co-cultivation of several cell types 
often involves simultaneous expansion of the cells in 
different conditions. In some cases, the cell popula-
tions used to create TECs are prepared as multicellu-
lar spheroids requiring special cultivation conditions.  
Automation and improved control over the cell culture 
processes afforded by BRs is instrumental in address-
ing these problems.

Scaffold recellularization
The second step in the development of TECs is recel-
lularization (RCL), which is the colonization of 3D-scaf-
folds with cells – [29, 30]. The basic technique of a stat-
ic culture uses dropwise seeding of cells on a scaffold. 
Then, the cell population spontaneously distributes 
through the matrix due to gravity and cell migration. 
However, this method is not effective enough for the 
preparation of complex tissues and bulky constructs 
as it does not ensure the uniform distribution of cells 
throughout the volume of the scaffold and, therefore, 
does not allow controlled development of the tissue.

Nutrition and metabolism of TECs
The third step is the delivery of the substances which 
are necessary for the growth and function of cells and 
removal of metabolic products throughout the TEC. This 
controlled and optimal mass transfer, in terms of its ef-
fect on a tissue, represents the most important goal of bi-
oreactor technologies [28]. In a static culture in vitro, this 
can be achieved by periodical replacement of a culture 
medium. However, the latter method is suitable only for 
experiments with cultured objects of small volume, such 
as cells in a monolayer, a suspension, or thin tissue sec-
tions. It is known that the diffusion limit for oxygen in 
human tissues ranges from 100 µm  to 200 µm [31]. As 
a result, the medium reaches the cells in a TEC only by 
diffusion in the absence of continuous stirring or pump-
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ing. Therefore, the central part of a TEC suffers from 
insufficient oxygen and nutrients, and removal of met-
abolic products. This can lead to hypoxia, acidosis, and 
cell death. Convection fluid flows in dynamic systems 
improve mass transfer and are preferred. However, agi-
tation of a culture medium can cause damage to the cells 
and scaffold due to the excessive shear stress [32] asso-
ciated with the uneven dynamics of the different fluid 
layers. Therefore, it is important to keep a balance both 
between the diffusion and convection transport and 
between the biomechanical properties and metabolic 
needs of the grown structures. A promising approach to 
solving the problem of oxygen transport within TECs is 
using BRs with built-in perfusion systems. Taking into 
account the complexity of maintenance of TETMs, it 
is desirable to automate the process of constant supply 
of a fresh culture medium to the cells and removal of 
the metabolic products combined.  This automation is 
controlled by real-time monitoring of the biochemical 
parameters of the culture medium, followed by their 
feedback-informed tuning.

Control of parameters in a BR culture chamber
Long-term maintenance of sterility is critical for 
TETM. Since model tissue maturation takes several 
months, TEC contamination has fatal consequences. In 
addition, the materials of a BR culture chamber have to 
be biocompatible and bioinert, with no influence on the 
tissue being cultured. At the same time, the materials 
must withstand a humid environment at 37 °C and ster-
ilization by autoclaving, radiation, or chemical treat-
ment. A BR chamber made from transparent material 
enables visual monitoring and use of optical imaging of 
TECs [21, 33, 34].

Control of the physicochemical parameters of the 
environment formed in a culture chamber and man-
agement of these properties are important both for 
maintaining TEC viability and for simulating conditions 
typical for malignant tumors: e.g., acidosis, hypoxia and 
increased tissue pressure [35, 36]. Regulation of tem-
perature, pH, and the gas composition of the culture 
chamber environment, introduction/removal of certain 
signaling molecules, controlled physical impact on the 
forming tissues (pressure, tension, bending, etc.), a spe-
cial electromagnetic environment, or electrical stimula-
tion of TECs, etc. [37] are often required.

TYPES OF BIOREACTORS USED IN TTE
Most BRs exert their action on TECs through the cul-
ture medium. There are six BR types (Table 1): 1) BRs 
with static cultivation systems, 2) stirring BRs, 3) ro-
tary BRs, 4) hollow-fiber BRs, 5) perfusion BRs, and 
6) microfluidic BRs. In addition, there is a special class 
of BRs that acts on the TECs components directly, by 

means of mechanical, electromagnetic or other stimuli 
(they are discussed below in a special section).

STATIC CULTIVATION SYSTEMS IN TTE
Historically, the first types of BRs used in tissue engi-
neering were static cultivation systems. They include 
conventional Petri dishes, flasks, bottles, and plates 
in which the growing cells, tissues and culture media 
were stationary. Culture vessels can be supplemented 
with porous and fibrous scaffolds and, also, with spe-
cial mesh inserts with a certain pore size, which enables 
the study of the effects of the signaling factors with a 
given size of molecules/carriers, as well as the migra-
tion and invasive activity of the cells. Plates with spe-
cial low-adhesive coatings or “gravitational traps” were 
used for the development of multicellular spheroids. 
However, mass transfer in static cultivation systems 
occurred exclusively due to gravity and diffusion. A 
significant advantage of static BRs is their commercial 
availability and ease of use. These systems are especial-
ly popular in high-throughput screening of pharma-
ceutical compositions.

Static BRs have been used to create tissue engi-
neering models of breast, lung, and intestine cancers, 
Ewing’s sarcoma, metastatic prostate cancer, and some 
other neoplasms (Table 2). However, it proved possi-
ble to maintain TECs only on membrane-like scaffolds 
with a thickness of less than 1 mm in the absence of 
active movement of the culture medium. Cell growth 
in the thicker matrices occurred predominantly on the 
scaffold surface. For example, we observed this effect 
during static cultivation of tumor cells and normal epi-
thelium on 3 - 4 mm sections of a DCL organ (rabbit 
kidney) [39], as well as during RCL of a tubular acellu-
lar vascular matrix [40], and hybrid scaffolds [41], with 
buccal epithelial cells.

A number of the limitations of static cultivation 
schemes can be circumvented by using dynamic cul-
tivation systems: i.e. BRs where the culture medium 
moves controllably.

STIRRING BIOREACTORS
Stirring BRs (spinner-flask bioreactor, spinner vessel, 
stirred tank) represented a leap in improving the mass 
transfer between cells and the culture medium. These 
BRs are usually constructed as a tank vessel with a 
built-in rotating element, a spinner (long spatula), that 
forms vortex fluid flows, providing dynamic mixing of 
the medium and mass-transfer between the medium 
and tissue or scaffold. Stirring BRs also include systems 
where the movement of the medium around the scaf-
folds, tissues, or TECs is realized by the movement of 
the culture containers themselves. Examples include 
roller bottles and classical culture vessels placed on 
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shaking, vortexing, or spinning automatic platforms 
(shakers). In stirring BRs, cell layers, tissue fragments, 
scaffolds or TECs are placed either on special needles or 
directly on the inner surfaces of culture vessels. In this 
case, the tissues/scaffolds can be completely immersed 
in the fluid occurring at the liquid-gas phase interface 

or alternately immersed into the culture medium and 
the gas phase.

Now, stirring BRs are mainly used to expand the 
cell mass (much more effectively, in comparison with 
a monolayer [51]), in particular in the form of cultures 
on microcarriers and as multicellular spheroids. The 

Table 1. Comparative characterization of bioreactors with culture-medium-mediated action on TECs*

BR types Conditions of use Mass transfer 
mechanism

Shear 
stress

Specialization in relation 
to objectives of tumor 

tissue engineering
Disputable questions

Static culture 
systems 

(conventional 
culture 

vessels: plates, 
flasks, etc.)

Portion replacement of a 
culture medium Diffusion Very small

Expansion of cellular 
mass, production of 

multicellular spheroids

Overcoming the mass 
transfer limitations 

(e.g., creation of 
hybrid systems, such 
as perfusion plates); 

automation of the 
operations

Stirring BRs

Stirring of a culture 
medium with use of 

special agitators; shaking 
or rotating of the culture 

vessels

Convection 
(high) High

DCL of tissues and 
organs, formation of 

spheroids, RCL of TECs

A balance between 
mass transfer and 

shear stress

Rotary BRs

Stirring of a culture 
medium by the movement 

of the culture chamber 
walls; a reduction in shear 
stress by creating micro-
gravity; oxygenation of a 
medium through a special 

membrane

Convection 
(high) Low

Production of spheroids 
and a 3D cell culture on 

microcarriers

Operating modes 
(including rotational 

speed), especially 
when growing bulky 

TECs

Hollow-fiber 
BRs

The flow of a culture 
medium through artificial 

porous semipermeable 
fibers mimicking the 

blood vessels penetrating 
TECs, oxygenation of a 

medium through a special 
membrane

Convection 
(medium) 

and diffusion 
(high)

Very low
Expansion of the cells 
with a high metabolic 

rate

Nondestructive 
control and extraction 

of TECs from BRs

Perfusion BRs

The flow of culture medi-
um  around or through a 
TEC, by natural or arti-
ficial vascular conduits; 
medium oxygenation by 
means of a special device

Diffusion 
(high) and 
convection 
(moderate)

Moderate

DCL of tissues and 
organs, RCL of dense 

scaffolds, maintenance 
of 3D cultures on solid 

scaffolds, creation of the 
specific cultivation condi-
tions in accordance with 

experiment purposes

Optimization of per-
fusion parameters, 

RCL uniformity, 
seeding scaffolds with 

cells, cell adhesion

Microfluidic 
BRs

A static culture or strictly 
laminar flow of a culture 
medium directly through 

cell mass or TECs, or 
interaction of cells with 

the medium through 
semipermeable barriers/

membranes

Diffusion 
(high) and 
convection 
(moderate)

Adjustable

3D cultures on hydrogel 
scaffolds, simulation of 

angiogenesis and invasion 
of tumor cells, co-cul-
tivation of different 

cell types, investigation 
of effects of fluid flow 

movement through a tis-
sue; growth of spheroids; 
high-throughput screen-

ing of pharmaceuticals

Optimization of 
microfluidic chip 

design and biological 
validity of models

* Adapted from [38] with amendments.
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Table 2. Tissue engineered tumor models produced in static bioreactors

Tumor Scaffold Cells Result Reference

Breast cancer

DCL matrix of human adipose 
tissue

MCF-7, BT474, 
SKBR3

Phenotypic similarity to breast 
cancer biopsy tissues in the 3D cul-

ture on the DCL matrix is higher 
than that in a culture on Matrigel

[42]

Silk fibroin MDA-MB-231
Sensitivity to anticancer drugs in 
the cancer 3D model is reduced 

compared to that in 2D
[43]

Lung cancer, breast 
cancer, colorectal 
cancer, pancreatic 

cancer, ovarian 
teratocarcinoma, 
fibrocystic breast 

disease

DCL matrix synthesized in vitro 
by mouse embryonic fibroblasts 

(NIH3T3 line)

NCI-H460; 
PA-1;  

PA-1/E6; 
HCT116; 

HCT116/p53–; 
SW620;  

COLO 205; 
PANC-1; 

MCF7; HS 578T; 
MCF10A

The role and mechanisms of 
integrin-mediated signalling 

cascades in cell resistance to the 
action of antitumor agents (taxol) 
were studied. Prospects of using 

the cell-derived DCL scaffolds for 
drug testing were indicated

[44]

Lung cancer; the 
metastases of breast 

cancer, colorectal can-
cer and esophageal 

squamous cell carci-
noma to the lungs

A DCL matrix of human lung 
cancer synthesized in vivo by 

lung cancer cells A549 (cell 
xenograft implanted in mice)

A549; MCF-7; 
SW-480;  

KYSE-510

The effect of the methods of 
DCL , mechanical properties and 
porosity of a produced matrix on 

the cell growth rate, cell viability, 
cell invasion into the matrix, and 

secretion of growth factors

[45]

Lung cancer metasta-
ses to the intestine

A DCL matrix of the porcine 
intestinal mucosa (in the form of 

a stretched membrane)
HCC827; A549

The superficial penetration of 
cells into a scaffold only was 

demonstrated. The effect of a 3D 
matrix on proliferation, apoptosis, 

and invasion compared to a culture 
in 2D was shown. The protein 

distribution and cell morphology in 
a 3D culture were similar to those 
in real tumors. Different cell sensi-
tivity to gefitinib, depending on the 

presence of the epithelial growth 
factor receptor EGFR (not found in 
a 2D culture). The model was used 
to show an early stage of invasion

[46]

Ewing’s sarcoma

Porous 3D electrospun 
poly(ε-caprolactone) scaffolds TC-71

Increased drug resistance of tumor 
cells on a 3D matrix compared 
to that in a monolayer culture. 

Significant differences between 
3D and 2D cultures in expression 
of the insulin-like growth factor 1 

(IGFR-1, the target for rapamycin)

[47]

DCL bone seeded with human 
mesenchymal stem cells

HTB-10,  
HTB-166

Cells that lost a specific phenotype 
in a 2D culture restored their spe-
cific gene expression profile on a 

DCL matrix. Genes that may be the 
therapeutic targets were identified

[48]

Prostate cancer 
metastases to bones

A tissue engineered bone: a 
poly-caprolactone scaffold 

“wrapped up” with a sheet of 
osteoblasts 

PC3; LNCaP
An elevated level of matrix metal-
loproteinases and other markers of 
a metastatic phenotype activation

[49]

LNCaP  
(in PEG-gel)

Osteoblasts induce paracrine 
effects that can promote osteom-

imicry of tumor cells and modulate 
expression of androgen-responsive 

genes in LNCaP cells

[50]
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better nutrition of cells enables the production of larg-
er spheroids [52].  Studies of the production of hetero-
spheroids, which are co-cultures of tumor and normal 
cells, are of particular interest. For example, stirring 
BRs have been used to prepare hetero spheroids con-
sisting of head and neck squamous carcinoma cells and 
peripheral blood mononuclear cells [53]. Study of the 
pharmacological effects of catumaxomab in spheroid 
models adequately reflects the properties of the mi-
crometastases of these tumors. Spheroids derived from 
human brain tumor cells (glioma and astrocytoma) 
were seeded on porous scaffolds made from polylac-
tic acid and cultured in multiwell plates on an orbital 
shaker under hypoxic conditions [54]. The cells in a 3D-
medium were found to acquire increased resistance to 
pro-apoptotic factors. Also, the hypoxia enhanced the 
resistance to cytotoxic drugs in monolayer cultures, 
although the molecular anti-apoptotic mechanisms in 
2D- and 3D-cultures were different. A hybrid system 
“plate-on-a-shaker” was used to detect activation of 
angiogenic signaling pathways regulation and a de-
crease in the sensitivity of cells to chemotherapeutic 
anticancer drugs in 3D cultures placed in a complex 
scaffold made from poly(lactic-co-glycolic acid) and 
Matrigel [55]. The use of a stirring BR in an experiment 
with osteosarcoma cells provided compelling evidence 
of the advantages of complex TETMs on solid scaffolds 
(fibrous-bed) over tumor cell cultures on micro-car-
riers, apparently due to the reduced shear stress ef-
fects [56]. TECs composed of osteosarcoma cells and a 
porous fibrous scaffold proved stable in a culture for 
more than 1 month. On day 4, the cells stopped dividing 
but the fraction of apoptotic cells did not exceed 15%.

Stirring BRs are also used for DCL and RCL. DCL 
of small tissue fragments is usually processed in these 
BRs. In our recent paper [39], we demonstrated that 
systems like “flask-on-a-shaker” were feasible for the 
DCL of whole organs of laboratory animals. The effi-
ciency of stirring BRs for the colonization and feeding 
of the cells was higher than that of static BRs, but it 
was still insufficient for TECs due to their relatively 
large sizes. In addition, the culture medium insuffi-
ciently penetrated into the construct; therefore, the 
cells distributed mainly over the scaffold periphery 
because of the diffusion limitations. The possibility of 
increasing the convection component with an increase 
of the rotation speed of the spinner or the culture ves-
sel itself was limited due to shear-stress-induced tissue 
damage (> 15 dyne/cm2) [51, 57].

The potential future applications of stirring BRs in 
TTE were not fully implemented, although these sys-
tems had a number of important advantages. These in-
clude adjustability of the culture volume, support of 
various TE models, availability of hydrodynamic com-

putational models [34], accessibility for a sampling cul-
ture medium, and TEC state monitoring.

ROTARY BIOREACTORS
Rotary BRs (rotating-wall bioreactors, NASA biore-
actors; RWV; RCCSTM; HARV; STLV; RWPV), orig-
inally developed by NASA for experiments in space, 
are normally cylindrical containers with rotating walls 
completely filled with a culture medium. Horizon-
tal (RWV) [58] and vertical (HARV) [59] rotary BRs 
revolve around a horizontal or vertical central axis, 
respectively, while oxygen is delivered through a sta-
tionary axial membrane or a similar membrane at the 
cylinder base. In these reactors, the culture medium is 
replaced manually via service openings. In a rotary BR 
with perfusion (RWPV or STLV), the culture medium 
circulates in a closed loop and is continuously replaced, 
which enables automatic maintenance of an optimal 
level of oxygen, pH, and temperature for many months. 
A RWPV consists of two cylinders, with the inner cyl-
inder (which also serves as a gas exchange membrane) 
also able to rotate. The culture medium and the TECs 
are located in an annular space between the cylinders 
[60].

In rotary BRs, the scaffolds or TECs move freely in 
a culture chamber completely filled with the culture 
medium. The rotation speed of the cylinders (about 
15–40 rpm) is adjusted to ensure balance between the 
gravity and the hydrodynamic resistance acting on 
the scaffolds/TECs, whereby the scaffolds/TECs are 
in a permanent state of free fall. The dynamic laminar 
(instead of turbulent, as in stirring BRs) flow of the 
culture medium can effectively bypass the diffusion 
limitations for the delivery of nutrients and removal 
of waste. Rotary systems provide a more uniform dis-
tribution of the cells compared to that in a static cul-
ture and better metabolism compared to that in stirring 
BRs. To compensate for the mass of growing tissue, the 
rotation speed is gradually increased in order to bal-
ance the gravity force and to ensure a suspended state 
of the TECs.

By using a rotary BR, differences in the effect of 
the 2D and 3D microenvironments on the expres-
sion of hepatocellular carcinoma genes were detected. 
HepG2 cells in multicellular spheroids, which reached 
a diameter of 100 µm in 72 h and 1 mm during a pro-
longed cultivation, exhibited increased expression of 
metabolic and synthetic genes, whereas activation of 
the genes encoding proteins of the extracellular matrix 
and cytoskeleton, as well as cell adhesion molecules, 
was observed in 2D. In addition, the liver cancer cells in 
spheroids retained a high activity of cytochrome P450 
and produced albumin for a long time, whereas these 
features quickly degraded in a monolayer culture [61].
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Interesting results were obtained in co-cultures of 
tumor and normal cells using a rotary BR. For example, 
colon adenocarcinoma cells (HT29 and HT29KM lines) 
formed spheroids in a monoculture, while in the pres-
ence of normal fibroblasts these cells competed with 
them for an attachment substrate and their growth 
was initially restricted. Then, the tumor cells began to 
divide actively and form bulky tissue masses of up to 
1.5 cm in size that structurally resembled healthy intes-
tinal crypts. A cell layer directly contacting the micro-
carrier’s surface was formed by young mesenchymal 
cells. Necrotic changes in these 3D cultures were almost 
absent [62]. Co-culture of breast cancer cells (UACC-
893, BT-20, and MDA-MB-453 lines) with fibroblasts 
in a rotary BR led to the formation of histoids, which 
are multicellular spheroids composed of fibroblasts 
with invading cancer cells [63]. Especially large hetero-
spheroids (up to 1 cm in diameter) were produced in a 
HARV rotary BR from immortalized normal human 
skin keratinocytes HaCaT and cells of different mela-
noma lines (murine B16-F10 and human SKMEL-5) 
[64]. This biomimetic 3D model of melanoma was ex-
ploited to demonstrate a technique of cell transfection 
with plasmids encoding GFP and IL-15 which provided 
high reproducibility of the results of gene delivery. A 
rotary BR was also used to study the interaction among 
prostate cancer cells, osteocytes, and bone tissue cells in 
a 3D model [65].

An experiment on the production of spheroids from 
prostate cancer cells of different maturity using a ro-
tary BR revealed significant differences in the spheroid 
spatial organization and proliferative activity, depend-
ing on the proportion of cell types [66]. According to the 
authors, this indicates the influence of cell differentia-
tion on the spheroid packing density and, consequently, 
the efficiency of mass transfer between a cell aggre-
gate and a culture medium.

Potential limitations in the use of rotary BRs are as-
sociated with the generation of laminar fluid flow shear 
stress (in the range of 0.5–2 dynes/cm2) [67]. The ef-
ficiency and safety of rotary BRs can be improved by 
combining them with reactors operating on other prin-
ciples [68].

PERFUSION (FLOW) BIOREACTORS
Perfusion bioreactors allow one to perform the most 
accurate reproduction of the mass transfer processes 
in a living organism. A typical perfusion BR consists 
of a pump and an incubation chamber connected by 
flexible tubes to form a system with an open or closed 
loop. The pump creates a slight overpressure, providing 
a permanent liquid medium flow through tissues and 
scaffolds. Perfusion BRs can be used both for DCL and 
for RCL. In perfusion DCL, solutions of detergents or 

other substances promoting deattachment, destruction, 
and removal of the cells are delivered through natural 
blood vessels connected to a perfusion contour.

During RCL, a cell suspension is transported through 
the decellularized vascular conduits of the treated tis-
sue/TEC or through other voids in the scaffold. This 
provides a more homogeneous distribution of cells in 
the matrix and better transport of liquids compared to 
those in stirring and rotary devices [69–72]. As a result, 
long-term growth and maintenance of larger TECs be-
comes possible [72, 73]. The survival rate of the cells 
seeded on the scaffolds perfused by means of these BRs 
is substantially higher compared to that in a static cul-
ture or stirring BR [74]. Regulation of the medium flow 
rate in BRs enables to control both the shear stress as-
sociated with the fluid flow and the local distribution of 
oxygen across a TEC [75]. At the same time, although 
perfusion BRs definitely can improve the control of 
mass transfer, in comparison with the other systems, 
the problem of non-uniform delivery of the necessary 
substances has still not been completely resolved. This 
is especially notable for scaffolds with pores of widely 
varying sizes and also for tissues with a non-uniform 
growth rate, which results in insufficient nutrition of 
some areas and excessive delivery to others [70].

Perfusion BRs are of critical importance to whole-
organ tissue engineering – a formation of whole-organ 
TECs [30, 76] using sequential DCL and RCL process-
es. These reactors are subjected to particularly strict 
requirements to ensure control over the parameters 
of the culture medium/cell suspension flow, steril-
ity, temperature, and the possibility to monitor organ 
treatment or organ TEC formation [76–80].

Perfusion BRs are actively used for the reconstruc-
tion of normal tissues and organs, but their applica-
tion in the development of TETMs has just started. For 
example, a colorectal cancer model was demostrated 
using a commercially available perfusion BR [81]. HT-
29 line cells were conventionally cultured in a mono-
layer or seeded on collagen sponges and maintained 
in a static 3D culture (as the control samples) or in a 
perfusion BR. Additional control was provided with tu-
mor xenografts implanted in athymic mice using the 
same cell line. The cells in the perfusion culture were 
characterized by a much higher proliferation rate and 
a much more uniform distribution compared to those 
in the static bulky culture. The produced TECs were 
morphologically and phenotypically similar to the tu-
mors developed from the implanted cells. A strong cor-
relation between perfusion 3D cultures and tumor xe-
nografts was also observed in the expression profiles 
of the genes that regulate apoptosis and the response 
to hypoxia. Comparison of the effects of 5-fluorouracil 
and ABT-199, an inhibitor of the anti-apoptotic gene 
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BCL-2, showed a fundamental difference in the cel-
lular responses both in 2D and in 3D TECs. The same 
paper described a preparation of TECs on collagen 
scaffolds using cells of colorectal (SW480 and DLD-1), 
prostate (PC-3), non-small cell lung (A549), and breast 
(BT-474) cancers.

A sophisticated TE model of schwannoma (neuro-
fibrosarcoma) was developed by German researchers 
using a specially designed BR [82]. An isolated porcine 
intestinal fragment was subjected to alternating perfu-
sion DCL through the mesenteric artery and lumen of 
the intestine and to the immersion DCL on a shaking 
platform. The resulting matrix was sterilized by gam-
ma radiation. Then, the DCL matrix of the intestine 
fragment was cut along the long axis and the resulting 
membrane was stretched between two metal rings and 
placed in a perfusion BR chamber. The scaffold was 
seeded with the primary skin fibroblasts and linear tu-
mor cells of schwannoma S462 (on the apical surface) 
and microvascular endothelial cells (on the basolateral 
surface of the intestinal segment). The TEC was incu-
bated in a perfusion culture at a permanent or pulsed 
flow of the culture medium for about 2 weeks.

Recently, the technologies of perfusion DCL and 
RCL of organs were used to generate a TE lung cancer 
model [83]. Different types of linear lung cancer cells 
(A549, H460, H1299) were seeded by perfusion of the 
cell suspension on a decellularized whole-organ scaf-
fold prepared from mouse lungs. Then, the whole-or-
gan TECs were perfused with an oxygenated culture 
medium and maintained ex vivo for up to 2 weeks. The 
authors demonstrated the formation of macroscopic 
tumor nodes with their own vasculature, the develop-
ment of typical cell-cell and cell-matrix interactions, 
and the formation of a typical structure and dynamics 
of tumor growth similar to those of real fragments of 
human lung cancer tissue.

HOLLOW-FIBER BIOREACTORS
A hollow-fiber BR is a closed vessel filled with a cell 
suspension in a culture medium or a scaffold or (po-
tentially) a complex TEC permeable to the medium. 
This scaffold/TEC contains a bundle of mutually par-
allel semi-permeable hollow fibers mimicking blood 
vessels and providing delivery of the nutrients to the 
cells and the removal of waste. The main advantage 
of these BRs is their ability to deliver nutrients in the 
depth of the growing engineered tissues. Hollow-fiber 
BRs are successfully used in experiments on the cul-
ture of very sensitive cell types with a high metabolic 
demand, such as hepatocytes [84], the attempts to use 
a similar system to create 3D constructs have not been 
successful. It turned out that the high densities of the 
cellular suspensions or solid matrices significantly limit 

mass transfer and oxygen diffusion in this system. This 
leads to the death of cells at longer distances from the 
hollow fibers and to the loss of the structural homoge-
neity of tissue [85]. To solve this problem, a coaxial BR 
design based on hollow fibers inserted into each other 
and forming independent compartments for growing 
cells was proposed [84, 86]. The coaxial design signif-
icantly improved mass transfer. However, another 
serious drawback of these systems is the inability to 
avoid damage to the formed tissue during extraction of 
a TEC from the BR for further use.

Hollow-fiber BRs were used in experimental oncolo-
gy to expand cell mass, obtain the specific cell products, 
and monitor the tumor tissue metabolism. For exam-
ple, T-cells isolated from an inflammatory infiltrate of 
ovarian cancer biopsies were cultured in a hollow-fiber 
BR [87]. A commercially available BR was used to pro-
duce spheroids from breast cancer cells (MCF-7) and 
to study the effects of δ-tocopherol concentrations [88]. 
As a result, a technique based on contrast-enhanced 
MRI was proposed for monitoring the cell density and 
oxygen concentration in spheroids [88]. Also, MRI and 
a hollow-fiber BR were used to determine the mecha-
nism of changes in the apparent diffusion coefficient 
of water (an important diagnostic sign) in a ischemic 
brain tissue that was simulated using a 3D culture of 
rat glioma cells [89, 90].

MICROFLUIDIC BIOREACTORS
Microfluidic platforms (microfluidic chips, microflu-
idic bioreactors) can be considered as a special kind of 
perfusion BR scheme for the development and study 
of biological objects consisting of about 102–103 cells. 
By using a multistep technology, a glass substrate is 
covered with a layer of biocompatible silicone materi-
al (polydimethylsiloxane) arranged as microchannels 
and microcontainers. The advantage of this polymer 
over polystyrene (conventionally used in cell culture) 
is a combination of high permeability to oxygen and 
to other gases with almost complete impermeability to 
water [91]. In microfluidic BRs, mass transfer to cells 
that grow in hydrogel-filled microwells or directly on 
the chip elements occurs by perfusion of a culture me-
dium through the microchannels.

The variability and adaptability of microfluidic sys-
tems can help solve very different problems and con-
tribute to the active development of organ(s)-on-a-chip 
and lab-on-a-chip technologies. An important advan-
tage of these BRs is precise control over the param-
eters of culture medium flows and optical imaging in 
situ in real time [92]. Microfluidic systems are used to 
study the cell responses to the action of signaling mol-
ecules, as well as the effects of metabolic and physi-
cal gradients and the role of interstitial fluid flows in 
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the metabolism of tissues, including tumors. They also 
are very useful for precise quantification of the perme-
ability of TECs to drugs and nanoparticles [28, 93–96]. 
Furthermore, these systems can be used to simulate 
the kinetics of cell populations, progression of tumors, 
angiogenesis, invasion and other stages of metastasis 
[97–103].

BIOREACTORS WITH A DIRECT IMPACT 
ON A SCAFFOLD/TEC
BRs also can provide a direct controlled action of var-
ious physical factors on a scaffold or TEC. For exam-
ple, a TE object can be exposed to mechanical forces, 
electrical impulses, or different types of radiation. The 
most progress has been achieved in the bioreactor tech-
nologies associated with biomechanical research.

COMPRESSION BIOREACTORS
Compression BRs are widely used in tissue engineer-
ing, especially in the preparation of cartilage struc-
tures. These BRs consist of an engine, a system pro-
viding linear displacement, and a control mechanism. 
The stress is usually transmitted to a cell-seeded scaf-
fold through flat rollers [104] and exerts a specific 
mechanical effect on cells and an increased fluid flow 
through a TEC. In TTE, compression BRs can be used, 
in particular, to simulate the mechanisms of bone 
metastatic niche formation. Currently, almost nothing 
is known about the response of metastatic cancer tis-
sue to mechanical stress [105]. A study on 3D cultures 
of breast cancer (MDA-MB-231) and glioblastoma 
(U87, HGL21) cells in a compression BR demonstrated 
increased expression of the genes responsible for en-
zymatic lysis of extracellular matrix proteins, as well 
as adhesion and migration in response to increased 
static compression. This corresponded to an increase 
in the metastatic potential [106].

STRAIN BIOREACTORS
BRs with controlled mechanical strain (strain bioreac-
tors) are structurally similar to compression BRs and 
differ only in the way the stress to a sample is trans-
mitted. Scaffolds/TECs are secured in such a way that 
the straining force can be applied to them. For example, 
they are placed on a rubber membrane that is then de-
formed [107]. In TTE, a model was recently proposed 
to study the role of mechanical tension of the extracel-
lular matrix in the induction of an invasion of 3D or-
ganoids produced by culturing transformed epithelial 
cells in collagen gels of different concentrations. A gel 
incorporating cell aggregates and covalently bound to a 
polydimethylsiloxane base was placed in a microfluidic 
chip with a device for straining that part of the culture 
chamber. A positive correlation between the invasive-

ness of the cells and the gel stiffness was found; a con-
centration effect associated with changes in the mean 
pore size was revealed [108].

HYDROSTATIC PRESSURE BIOREACTORS
In hydrostatic pressure BRs, mechanical compression 
on the scaffolds or TECs is implemented through a pe-
riodic reduction in the culture chamber volume, while 
the culture medium volume remains constant [109]. 
These BRs are not extensively used in TTE; however, 
this direction seems promising only for the modeling 
of one of the most important physiological features of 
solid tumors such as the increased interstitial pressure 
[36].

BIOREACTORS FOR ELECTRICAL 
STIMULATION OF CELLS AND TISSUES
BRs with electrical stimulation are usually used for the 
modeling of excitable tissues. According to our data, 
there has been no mass use of such BRs for the devel-
opment of cancer 3D models, but there are a few re-
ports on the culturing of tumor cells in hydrogel un-
der weak electric field conditions (at an electric field 
intensity of 1.1 V/cm and a variable frequency of 150 
kHz and 200 kHz) in a hybrid microfluidic chip-based 
device [110]. The authors observed changes in the mor-
phological characteristics of lung (A549) and breast 
(MDA-MB-231) linear cancer cells, a decreased pro-
liferation rate of both tumor cell lines, and signs of a 
reduced metastatic potential of A549 cells. At the same 
time, the electrical stimuli did not alter the activity of 
normal human endothelial cells (HUVEC).

COMBINED BIOREACTORS
Numerous BR combinations have been developed that 
allow one to grow tissues under laboratory conditions 
that are set maximally close to natural ones. Usually, 
these combinations include adding various methods of 
mechanical impact on a tissue to a standard perfusion 
or rotary BR. For example, combining a strain BR, hy-
drostatic pressure BR, or compression BR with a perfu-
sion or rotary BR combines the advantages of improved 
mass transfer by perfusion or rotation and mechanical 
stimulation of TECs.

CONCLUSION
Bioreactor technologies adapted for biomimetic models 
of malignant tumors were discussed and critically ana-
lyzed in this paper. 

Static systems and stirring BRs designed on the basis 
of conventional culture vessels placed on shakers remain 
the most commonly used in tumor tissue engineering 
(TTE). At the same time, a number of important devel-
opments are emerging. In particular, microfluidic sys-
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tems representing a promising TTE platform. It becomes 
clear now that the best mimicking of the key properties 
of cancers calls for a multimodal biological reactor (BR), 
which represents a hybrid of the existing modalities 
addressed in this review.  A new-generation BR is en-
visaged as a multipurpose device with automated con-
trol over tissue engineering processes and augmented 
standardization of cultivation conditions. This BR could 
provide one of the gateways to the elucidation of can-
cer biology. At the same time, BR-based experiments 
open conceptual possibilities for testing prospective 
generations of anticancer agents based on recombinant 
molecules [111–118], multifunctional nanostructures 
[119–126], as well as the evaluation of new cell and tis-
sue engineering technologies [25, 39–41, 127, 128] for the 
reprogramming of cancer cells [129, 130]. 
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INTRODUCTION
The main factor that determines the successful course 
of a pregnancy is the formation of a complete fetopla-
cental system (FPS) that meets the needs of the devel-
oping fetus and regulates the hemodynamic load on the 
mother’s cardiovascular system. The key moment of 
FPS formation is the transformation of the uterine spi-
ral arteries into uteroplacental vessels that are formed 
as a result of trophoblast invasion into the wall of the 
mother’s spiral arteries. The invasion is accompanied 
by tissue remodeling, wherein lysis of the elastic mus-
cle components of radial arteries, their replacement by 
a fibrinoid material, and the formation of broad spiral 
cavities adapted to an increasing blood flow take place 
[1, 2]. Adequate FPS formation is achieved thanks to 
the ability of trophoblast to differentiate into cell pop-

ulations that exhibit various invasive and locomotor 
features. The cells of the invasive (extravillous) troph-
oblast acquire the properties of pseudoneoplastic cells 
with a high proliferative, invasive and migratory po-
tential, as well as specific expression of surface markers 
during placentation, which enables FPS formation and 
promotes the phenomenon of nonrejection [3]. Patho-
genesis of PE is associated with impaired cell prolif-
eration and invasion of trophoblast into uterine spiral 
arteries, morphologically manifested in the develop-
ment of a small cell invasion and the absence of spiral 
artery remodeling, which is especially pronounced in 
early PE (clinical signs appears prior to 34 weeks ges-
tation) [4, 5]. Another factor which is pathogenetically 
important both for early and late PE (manifestation of 
clinical symptoms after 34 weeks of gestation) is an ex-
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ABSTRACT Preeclampsia (PE) is a multisystem pathologic state that clinically manifests itself after the 20th week 
of pregnancy. It is characterized by high maternal and perinatal morbidity and mortality. According to modern 
concepts, the impairment of trophoblast invasion into maternal spiral arteries, leading to the development of 
ischemia in placenta, is considered to be the major pathogenetic factor of PE development. Ischemic lesions ini-
tiate the development of a systemic inflammatory response (SIR) and endothelial dysfunction, which is the main 
cause of the multiple organ failure in PE. Some data has appear indicating the importance of a glycans-forming 
endothelial glycocalyx and extracellular matrix (ECM) for placenta morphogenesis, as well as their role in the 
regulation of vascular permeability and vascular tone in hypertension disorders and, in particular, PE. Since in-
tact glycocalyx and ECM are considered to be the major factors that maintain the physiological vascular tone and 
adequate intercellular interactions, their value in PE pathogenesis is underestimated. This review is focused on 
hyaluronic acid (HA) as the key glycan providing the organization and stabilization of the ECM and glycocalyx, 
its distribution in tissues in the case of presence or absence of placental pathology, as well as on the regulatory 
function of hyaluronic acids of various molecular weights in different physiological and pathophysiological 
processes. The summarized data will provide a better understanding of the PE pathogenesis, with the main focus 
on glycopathology.
KEYWORDS preeclampsia, hyaluronic acid, glycocalyx, intercellular matrix, glycopathology
ABBREVIATIONS PE – preeclampsia; ECM – extracellular matrix; HA – hyaluronic acid; SIR – systemic inflamma-
tory response; FPS – fetoplacental system; HMW-HA – high molecular weight hyaluronic acid; LMW-HA – low 
molecular weight hyaluronic acid; O-HA – oligomeric hyaluronic acid; MMP-1 – matrix metalloproteinase-1; 
MMP-2 – matrix metalloproteinase-2
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cessive systemic inflammatory response (SIR), which 
results in endothelial activation/dysfunction and im-
mune maladaptation [6]. The clinical manifestations 
of PE (high blood pressure and proteinuria) are due to 
these factors.

Cell invasion is accomplished through adhesive in-
teractions between cells and ECM and is regulated 
by endogenous and exogenous factors: gene expres-
sion and biomodulators. Trophoblast cells, on the one 
hand, share some properties with tumor cells, and, on 
the other hand, their invasion is strictly determined by 
the terms of gestation and a tolerable depth of invasion. 
The ability to invade is determined both by the cell 
properties themselves (their differentiation, synthesis 
of proteolytic enzymes and cytokines) and the matrix 
properties: its structure (forms honeycomb frame for 
the cells) and regulatory function (contains biologically 
active molecules and functional groups).

The histology and functional properties of ECM are 
determined by the severity of SIR; its degree is con-
sidered as one of the leading factors that determine, 

on the one hand, the possibility of tissue remodeling 
(physiological remodeling in normal pregnancy and 
pathological remodeling in pathologic pregnancy or 
oncotransformation) and, on the other, the possibility 
of intercellular communication (exposed glycans and 
glycoconjugates change under the impact of inflamma-
tory mediators, which manifests itself in the change in 
cell and organ functions).

Information on the role of ECM and the molecules 
that form it in PE pathogenesis is rather limited. The 
current review describes hyaluronic acid (HA), its 
function as part of the ECM and endothelial glycocalyx, 
the distribution in placental structures, and the reg-
ulatory effect of HA in the processes of invasion and 
inflammation.

FUNCTIONS OF HYALURONIC ACID AS PART 
OF THE EXTRACELLULAR MATRIX
The extracellular matrix is formed by fibrillar and 
structural proteins, proteoglycans, and glycosamino-
glycans (Fig. 1). One of the main components of ECM 

Fig. 1. Composition and structure oftheextracellular matrix (ECM*)
1 – nucleus; 2 – hyaladherin; 3 – hyaluronic acid (HA); 4 – glycoprotein; 5 – integrin; 6 – syndecan; 7 – elastane; 8 – 
collagen; 9 – fibronectin; 10 – laminin; 11 – nidogen; 12 – gel-forming polysaccharides; 13 – small soluble proteogly-
can. *ECM – extracellular complex of glycosaminoglycans and (glyco)-proteins both bound to the membrane and inte-
grated into the complex due to carbohydrate-protein and carbohydrate-carbohydrate interactions. ECM has a cellular 
construction, forms a framework for the cells and the basis for the connective tissue. ECM provides mechanical support 
for the cells in tissue, intercellular contacts, and cell transport and migration. The border between ECM and glycocalyx 
for cells in tissue is rather conventinal. The carbohydrate layer adjacent to plasmolemma is considered to be a glycoca-
lyx, whereas the glycosaminoglycan layer located above and including protein molecules is ECM. ECM impairment leads 
to disorders in tissue organization with changes in organ function.

ECM

glycocalyx

cell membrane

cytoskeleton
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and endothelial glycocalyx of the cell is HA, which 
belongs to linear, non-sulfated glycosaminoglycans. 
The structural unit of HA is a repeating disaccharide 
consisting of D-glucuronic acid and N-acetyl-D-glu-
cosamine (Fig. 2): i.e., HA is a regular polysaccharide. 
HA is presented in vivo mainly in high-molecular (na-
tive) form (HMW-HA), while low-molecular-weight 
HA (LMW-HA) is dominated under SIR (Table 1) [7]. 
HA is found in intracellular compartments and also on 
the cell surface, in the pericellular and extracellular 
matrix. Significant amounts of HA are contained in tis-
sues with a high proliferative potential and invasive 
ability [8]. The stabilization of the dimensional struc-
ture of ECM is achieved thanks to non-covalent inter-

actions between HA and small proteoglycans, resulting 
in the formation of a three-dimensional lattice struc-
ture surrounding the cells [9], which acts as a filter and 
the first line of intercellular interactions: adhesion, mi-
gration, and subsequent functional activity. The organ-
izing and stabilizing effect of HA, as part of the lattice 
structure, plays the key role in the physiology of ECM 
and glycocalyx [10, 11].

FUNCTIONS OF HYALURONIC ACID AS 
PART OF THE GLYCOCALYX
The endothelial surface layer (ESL) is located on the 
luminal surface of endothelium and comprises glyco-
calyx, a complex structure consisting of proteoglycans 

Fig. 2. Chem-
ical structure 
of hyaluronic 
acid

D-glucuronic acid 
residue

N-acetyl-D-glucosamine 
residue

Table 1. The biological roles of HA of different molecular weights

HA fractions
HMW-HA (high molecular weight HA)
molecular mass >500 kDa, average mass 

106–107 Da (~2000–25000 disaccharide units) 
[9, 73, 74] 

LMW-HA (low molecular weight HA)
molecular mass <500 kDa (~1000 disac-

charide units or less) [74, 80]

O-HA (oligomeric HA)
molecular mass 0.75—10 kDa 
(2 - 20 disaccharide units) [75]

Formation and stabilization of the structure 
of ECM and glycocalyx; immunologically 

inert [75, 76]; binds to cell receptors, prevents 
immune recognition; immunosuppressive 
action [77]; induction of Foxp3 expression, 

increases the number of inducible regulatory 
T-cells [77, 78]; preserves the barrier function 

of glomerular endothelial barrier [7] HA 
synthesis suppresses [74] 

Functions as a danger signal (danger-as-
sociated molecular patterns) [9]; increas-
es permeability of lymphatic capillaries 
[81], increases vascular permeability [7].

Can regulate various processes 
both positively and negatively; 
inhibit endogenous production 

of hyaluronan [9]

Anti-inflammatory action, inhibition of phago-
cytosis [77] Anti-inflammatory action [33]

Anti-angiogenic effect, prevents transen-
dothelial migration [77]

Pro-angiogenic effect, stimulation of 
endothelial cell proliferation, adhesion 

and formation of capillaries [33]

Stimulation/inhibition of angio-
genesis, adhesion [9, 80]

Synthesis of immunosuppressive cytokines 
[77]

Synthesis of pro-inflammatory 
cytokines [33]

Stimulates proliferation and inhibits apoptosis 
of decidual stromal cells in early pregnancy 

[79]

Stimulates apoptosis of decidual stromal 
cells in early pregnancy [79]

Stimulation of tumor cell prolif-
eration/apoptosis [74]

Prevents adhesion and invasion of tumor cells 
[77]

Stimulation of tumor cell invasion and 
migration, stimulation of extravillous 

trophoblast cell invasion [82]



62 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

REVIEWS

and glycoproteins that are anchored to the membrane 
and contain many sialic acid and sulfate residues form-
ing the overall negative charge of the surface of en-
dothelial cells (Fig. 3). HA is present in the layer which 
is in constant dynamic interaction with blood and is 
formed by secreted and circulating molecules (HA, al-
bumin and α1-acid glycoprotein) [12, 13]. Endothelial 
glycocalyx is thought to play a key role in the regula-
tion of the physiological and pathophysiological pro-
cesses taking place in the bloodstream: permeability, 
tone, coagulation, and the inflammation process [14]. 
Since the loss of control over the regulation of these 
processes is significant for PE pathogenesis, one can 
assume that endothelial glycocalyx can be a central 
target for the application of the factors that destabilize 
homeostasis (such as placental ischemia and excessive 
SIR in PE), thereby leading to clinical manifestations of 
various severities.

According to current concepts, the regulation of 
the vascular tone involves cell mechanics and the 
regulation of mechanical stimuli. Mechanical stimuli 
are external factors that cause the process of mech-
anotransduction, i.e., changes in gene expression and 

cell phenotype due to shear stress (tangential blood 
flow pressure on endothelial cells), vascular tension, 
hydrostatic blood pressure, and intercellular contacts 
[15]. The mechanics of endothelial cells include the 
properties of individual subcellular compartments (gly-
cocalyx, cell membrane, cytoplasm and nucleus), which 
are regulated by both mechanical stimuli and biologi-
cally active molecules [16, 17]. The structures defining 
the mechanics of endothelial cells are interconnected: 
the cell cortex located under the plasma membrane is 
formed by bundles of microfilaments which are in con-
tact with stress fibrils, microtubules, and intermediate 
filaments; all the components are organized in a net-
work that fills the cytoplasm and is connected to the 
nucleus (Fig. 3) [18]. Therefore, the function of glyco-
calyx is to convert the biomechanical and biochemi-
cal signals going from the bloodstream into endothelial 
cells [15], and the effectiveness of its performance is 
determined by the integrity of the endothelial surface 
layer.

The physiological effect of shear stress on the intact 
glycocalyx triggers a response from mechanosensitive 
cellular components, ion channels, caveolae, integrins, 

Fig. 3. Composition and structure of endothelial glycocalyx* 1 – nucleus; 2 – hyaladherin; 3 – hyaluronic acid (HA); 4 – 
glycoprotein; 5 – integrin; 6 – syndecan; 7 – small soluble proteoglycan. 
*Glycocalyx is the external cell envelope associated with the plasma membrane that presents a polysaccharide gel. 
Glycocalyx executes receptor and protective functions, as well as the function of external signal transducer in circulating 
cells and cells in contact with biological fluids. Glycocalyx shedding leads to changes of cells receptors.

blood flow

glycocalyx

cell membrane

cytoskeleton
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cadherins, growth factor receptors, cytoskeletal struc-
tures; and activates the signaling pathways involved in 
mechanotransduction [19, 20]. The main result of this 
action is a constant production of endothelial NO syn-
thase (eNO synthase), which regulates the formation 
of endogenous nitric oxide, a factor that supports the 
physiological values of the blood pressure in the circu-
latory system. Under high shear stress values on en-
dothelial cells, which appear with an increasing volume 
and speed of the blood flow in pregnancy, the function-
ing glycocalyx provides enhanced eNO synthase acti-
vation, thus compensating for the hemodynamic load 
[21]. Destabilization and desquamation of glycocalyx 
critically alters the endothelial cell response to mechan-
ical stimuli. Shedding of the glycocalyx layer reduces 
the mechanosensitivity of endothelial cells, which has a 
vasoconstrictor effect under increasing blood flow con-
ditions (Fig. 4).

A reduction of the glycocalyx layer also manifests 
itself in a disturbed barrier function of the endothe-
lium, since glycocalyx plays a key role in the regula-
tion of vascular permeability. It has been demonstrated 
that HA (HMW-HA) binds and inhibits the activity of 
extracellular serine protease, the enzyme that causes 
degradation of ECM and glycocalyx [7]. HA fragments 
of various molecular weights interact with different 
types of CD44 receptor. HMW-HA negatively regu-
lates vascular permeability by activating the signaling 
pathways associated with the formation of the cortical 
layer of actin microfilaments and formation of dense 
intercellular contacts. LMW-HA positively regulates 
vascular permeability by inducing the activation of the 
protease-activated receptor (PAR) of endothelial cells, 
thus promoting the formation of actin stress fibrils and 
the disruption of intercellular contacts [22, 23].

An intact glycocalyx is associated with adequate 
functioning of the glomerular barrier [12]. Enzymatic 
elimination of HA from the endothelium of glomerular 
capillaries in mice results in a disturbance of the glo-
merular filter permeability and the appearance of pro-
tein in urine [24].

The integrity of the glycocalyx of tumor cells is as-
sumed to determine their invasive properties, since the 
shear stress of the interstitial fluid affects cell mech-
anoreceptors [25, 26]. Experimental modeling of the in-
vasive properties of tumor cells (human kidney carci-
noma: cell lines SN12L1 and SN12C with high and low 
metastatic potential, respectively) in a three-dimen-
sional model of interstitial fluid flow has demonstrat-
ed that the impact of hyaluronidase and heparinase 
on cells blocks the expression of MMP-1 and MMP-2 
caused by the pressure of the interstitial fluid, thus re-
ducing the invasive potential of the cells. Glycocalyx 
degradation, particularly degradation of HA, blocks tu-

mor invasion and negatively regulates the invasive and 
migratory properties of the cells [27].

Destabilization and shedding of glycocalyx compo-
nents are promoted by hyperglycemia, endotoxemia, 
septic shock, oxidized low-density lipoproteins, cy-
tokines, natriuretic peptide, abnormal shear stress, is-
chemia-reperfusion, as well as by the development of 
SIR, accompanying, at a certain degree of severity, any 
pathological process [28, 29]. Shedding/destabilization 
of the glycocalyx layer due to targeted elimination of 
HA by hyaluronidases deteriorates the mechanosensi-
tive response of endothelial cells [30].

BIOSYNTHESIS AND METABOLISM 
OF HYALURONIC ACID
Under physiological conditions, the processes of biosyn-
thesis and degradation of glycocalyx are balanced [28, 
31] and are substantiated by the activity of hyaluronan 
synthases (HAS1, HAS2, HAS3) and hyaluronidases 
(Hyal1, Hyal2, PH-20/SPAM1) [9, 32–34]. The genes 
Hyal3, Hyal4, and Hyalp1 share a high degree of ho-
mology with the genes encoding hyaluronidases Hyal1, 
Hyal2, and PH-20, but Hyal3 and Hyal4 do not exhibit 
hyaluronidase activity, while Hyalp1 is a pseudogene 
[35].

Hyaluronan synthases and disruption 
of hyaluronic acid synthesis
HAS1 synthesizes HA of a wide range of molecular 
weights (500–2000 kDa). HAS2 synthesizes high molec-
ular weight HA (HMW-HA), while HAS3 is responsible 
for the production of low-molecular HA (LMW-HA) 
with a molecular mass less than 500 kDa [33, 34]. The 
enzymatic activity of HAS2 and HAS3 is higher than 
that of HAS1 [36].

The activity of human genes of hyaluronan syn-
thases is regulated by the genes HAS1, HAS2 and 
HAS3 localized on different autosomes. Studies of 
mice embryogenesis have shown that HAS1 is ex-
pressed during gastrulation and early neurulation, 
HAS2 is expressed in heart and skeletal structures 
during the early embryonic period, while HAS3 ex-
pression is limited to teeth germs and hair follicles [34, 
37, 38], suggesting different regulatory elements for 
transcription control. Disrupted expression of HAS2 
during embryogenesis leads to the embryo’s death; 
HAS2-null embryos were found to exhibit the defects 
of endocardial cushion, yolk sac and vasculogenesis, 
as well as disruption of epithelial-mesenchymal trans-
formation [34, 35, 39, 40]. Deletion of HAS2 leads to 
disrupted formation of embryo limbs, including joints 
[35]. Mice HAS1-/- demonstrate chronic inflammation 
of joints with damaged articular cartilage; where-
in the HA content in the ECM of knockout mice and 
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wild-type mice is identical. HAS1 is believed to be 
important for HA metabolism in inflammation [41]. 
Mice with a knockout of the HAS1 or HAS3 gene are 
viable and fertile. Increased inflammation is observed 
in double knockout of these genes in mice on a back-
ground of a regeneration of skin wound [36]. However, 
there are reports on brain size reduction and epilepsy 
seizures in mice with knockout of the HAS gene, with 

epilepsy being most pronounced in mice with knock-
out of the HAS3 gene [42]. In mammals, all HAS genes 
are expressed in both embryonic and adult tissues, 
with the expression of HAS3 being more pronounced 
in adult tissues [35]. All HAS genes, especially HAS2, 
are overexpressed in carcinogenesis [37].

Increased activity of hyaluronan synthases in Shar-
Pei dogs phenotypically manifests itself in skin thick-

Fig. 4. The role of glycocalyx in the regulation of the vascular tone. A – Regulation of the vascular tone in physiological 
conditions. Physiological (intact) glycocalyx is a conductor-transducer of mechanical signals to endotheliocyte: shear 
stress (1), acting in parallel with the vascular wall (induces internal tension, which is realized as an activation of the signal 
systems that regulate the vascular tone and permeability); and blood pressure, acting perpendicularly to the vascular 
wall and imposing a stretching action on all vessel and ECM components. Glycocalyx assumes the mechanical load in the 
form of local torque (2), disperses it and transduces the signal through proteoglycan chains (3) to the so-called core (an-
chored in the membrane) proteins (4). The main result is eNOS activation, synthesis of endogenous NO, which causes a 
vasodilatory effect and the reorganization of the actin cytoskeleton providing the adaptation of intercellular contacts to 
the mechanical load [15, 21, 134].
B – Regulation of the vascular tone in arterial hypertension. Shedding or total absence of a glycocalyx layer during 
pathophysiological processes leads to the mechanical load directly on the apical cell membrane and suppression of en-
dogenous NO production by endothelial cells. As a result, the blood pressure is increased and intercellular contacts are 
impaired [21, 134].
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ening, skin folds, increased HA skin level, and abnor-
mally high HA blood concentration [43]. The content 
of HA is also increased in the skin of naked mole rat 
(Heterocephalus glaber), a small burrowing rodent of 
the African mole-rat family characterized by high life 
expectancy (about 30 years) and resistance to carcino-
genesis. Fibroblasts isolated from the skin of a naked 
mole rat produce high amounts of HMW-HA. They also 
demonstrate the presence of an unusual form of HAS2 
(Ser to Asn substitution in two conservative parts of 
the polypeptide chain) and a reduced level of the Hyal2 
enzyme responsible for HA degradation [35]. These 
mammals serve as models for the study of resistance to 
diseases and aging, in particular (www.naked-mole-rat.
org). Noteworthy, a high degree of inbreeding is specif-
ic to Shar-Pei dogs and naked mole rats.

In general, the abnormalities of HA biosynthesis 
have been mostly studied in vitro in cells and in animal 
models. Very limited data suggest a relation between 
HAS2 mutation and the development of a ventricular 
septal defect in Chinese children [44]. It has also been 
shown that HAS2 is overexpressed in Down’s syn-
drome [45].

Hyaluronidases and disruption of 
hyaluronic acid metabolism
Expression of Hyal1, Hyal2, and Hyal3 has been de-
tected in somatic tissues; the expression of SPAM1 – 
in testicular tissue (SP-20 is required for fertilization); 
and Hyal4 – in skeletal muscles and placenta [35, 44, 
46–48]. HA degradation can occur both intracellularly 
in the lysosome and extracellularly. Hyal1 is active in 
lysosomes, hyaluronidase РН–20 functions on the cell 
surface as a GPI-anchored protein, and Hyal2 cleaves 
HA both in lysosomes and the extracellular space [34]. 
Each hyaluronidase is characterized by a specific local-
ization in different cells and a specific pH range within 
which they remain active; this leads to the generation 
of hyaluronic acids of different molecular weights [7].

Rare cases of mucopolysaccharidosis type IX, a 
genetic disorder of the connective tissue, are associ-
ated with the lack of enzymes that degrade HA. Mu-
copolysaccharidosis type IX biochemically manifests 
itself in the accumulation of HA in tissues, mainly in 
the lysosomes of macrophages and rarely in the lys-
osomes of fibroblasts, as well as by an increase in HA 
concentration in blood in the absence of the enzyme 
[35, 49, 50]. Mucopolysaccharidosis type IX clinically 
manifests itself in craniofacial dysmorphism, growth 
retardation, swelling, tenderness of the joints and ju-
venile idiopathic arthritis. The neurological status and 
intellectual development of patients remains within the 
normal range [35]. A genetic analysis has revealed ho-
mozygosity and mutations in the Hyal1 gene, but the 

lack of pronounced anomalies indicates compensation 
ofthe Hyal1 function by other hyaluronidases [35].

No generalized accumulation of HA has been found 
in the tissues of Hyal1-/- mice, although they demon-
strate pronounced degenerative changes in the knee 
joint cartilage. Mice Hyal2-/- demonstrate skeletal ab-
normalities, hemolytic anemia, thrombotic microan-
giopathy, severe cardio-pulmonary failure, and high 
mortality [51–53]. The consequences of ischemia/rep-
erfusion injury to the kidney in knockout mice proved 
more severe than in wild-type mice. Knockout mice 
demonstrated a high level of HA accumulated in the 
injured kidney, a more pronounced inflammation, and 
kidney fibrosis [54].

The relation between the expression of HA metabo-
lism genes and the invasive properties of cells, as well 
as the progression of the disease, remains the most well 
studied to date. HAS1 expression has been revealed at 
low levels in most normal cells, while HAS2 expression 
is detected predominantly during embryogenesis. The 
expression of HAS1 significantly increases in carcino-
genesis, while HAS2 and HAS3 are overexpressed in 
aggressive forms of cancer [37]. Cells expressing HAS2 
exhibit the most aggressive properties. The study of 
the expression of hyaluronan synthases/hyaluronidas-
es in a panel of human cell lines of breast cancer with 
different invasive properties has showed that highly 
invasive cells predominantly express isoforms of HAS2 
and Hyal2, while less invasive cells produce HAS3 and 
Hyal3 [55]. Transfection of human breast adenocar-
cinoma MCF-7 cells, immortalized human HaCat ke-
ratinocytes, and a primary culture of mouse epider-
mal keratinocytes with HAS3-containing conjugates 
demonstrated that increased HA synthesis causes the 
formation of numerous microvillus-like cell surface 
protrusions, which form the sites for cell contact, at-
tachment, and migration [56]. In this regard, expression 
of the erbB2 (HER-2/neu) receptor in the area of mi-
crovilli seems important [57]. It is assumed that HA can 
play a key role in tumor invasion, since there is a di-
rect relation between overexpression of HA and erbB2, 
which promotes the activation of the erbB2-dependent 
signaling pathway and indicates the importance of HA 
for the manifestation of an invasive cell phenotype [56].

REGULATORY EFFECT OF HA 
POLYMERS OF VARIOUS SIZES
HA can be found in small quantities in the blood of 
healthy individuals [28, 31], whereas high levels of HA 
are found in patients with a chronic kidney disease [58], 
cardiovascular diseases [59], pulmonary hypertension 
[60], liver cirrhosis [61, 62], and cancer [63]. There is also 
evidence of an elevated level of HA in the blood in the 
PE [64, 65] and HELLP syndromes [66]. The level of an-



66 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

REVIEWS

Ta
b

le
 2

. 
C

ha
ra

ct
e

riz
at

io
n 

o
f h

um
an

 h
y

al
ad

he
ri

ns

R
ec

ep
to

r
E

x
p

re
ss

io
n

F
u

n
ct

io
n

S
ou

rc
e

C
D

44
 –

 a
d

h
es

io
n

 m
ol

ec
u

le
, m

ai
n

 
re

ce
p

to
r 

of
 H

A
. I

so
fo

rm
s:

 C
D

44
s 

(s
ta

n
d

ar
d

),
 C

D
44

e 
(e

p
it

h
el

ia
l)

, 
C

D
44

v
 (v

ar
ia

b
le

)

L
eu

k
oc

y
te

s,
 e

ry
th

ro
cy

te
s,

 s
om

e 
ep

it
h

el
ia

l 
ce

ll
s,

 b
ra

in
 c

el
ls

, d
ec

id
u

al
 s

tr
om

al
 c

el
ls

, 
K

as
ch

en
k

o-
H

of
b

au
er

 c
el

ls
, p

la
ce

n
ta

l t
is

su
e;

 
ov

er
ex

p
re

ss
io

n
 in

 t
u

m
or

 c
el

ls

M
ed

ia
te

s 
th

e 
p

ro
ce

ss
es

 o
f 

ly
m

p
h

oc
y

te
 a

ct
iv

at
io

n
, a

d
h

es
io

n
, m

ig
ra

ti
on

 
(l

y
m

p
h

oc
y

te
 r

ol
li

n
g

 a
n

d
 h

om
in

g
),

 e
m

b
ry

on
ic

 d
ev

el
op

m
en

t,
 a

n
g

io
g

en
es

is
, 

p
la

ce
n

ta
l t

is
su

e 
re

m
od

el
in

g
 in

 p
la

ce
n

to
g

en
es

is
, a

s 
w

el
l a

s 
in

v
as

io
n

 a
n

d
 

g
ro

w
th

 o
f 

tu
m

or
 c

el
ls

, i
n

fl
am

m
at

io
n

. S
ta

b
il

iz
at

io
n

 o
f 

E
C

M
 a

n
d

 g
ly

co
ca

-
ly

x
, b

io
d

eg
ra

d
at

io
n

 o
f 

H
A

, i
n

d
u

ct
io

n
 o

f 
C

D
4+

C
D

25
+

 T
-r

eg
u

la
to

ry
 c

el
ls

[9
, 3

3,
 3

7,
 7

9,
 8

0,
 

98
–

10
2]

 

L
Y

V
E

-1
 –

 p
ar

ti
al

 h
om

ol
og

 o
f 

C
D

44
, 

m
ai

n
 r

ec
ep

to
r 

of
 H

A
 in

 ly
m

p
h

at
ic

 
sy

st
em

C
el

ls
 o

f 
th

e 
ly

m
p

h
at

ic
 v

es
se

ls
, e

n
d

ot
h

el
iu

m
 

of
 ly

m
p

h
at

ic
 c

ap
il

la
ri

es
, s

in
u

so
id

al
 e

n
d

ot
h

e-
li

al
 c

el
ls

 o
f 

li
v

er
 a

n
d

 s
p

le
en

, c
er

eb
ra

l c
or

te
x

 
n

eu
ro

n
s,

 m
ac

ro
p

h
ag

es
 in

 n
or

m
al

 a
n

d
 t

u
m

or
 

ti
ss

u
es

, p
la

ce
n

ta
l m

ac
ro

p
h

ag
es

, f
et

al
 p

la
ce

n
ta

l 
en

d
ot

h
el

iu
m

, s
y

n
cy

ti
ot

ro
p

h
ob

la
st

R
eg

u
la

ti
on

 o
f 

ce
ll

 m
ot

il
it

y
, b

io
d

eg
ra

d
at

io
n

 o
f 

H
A

 in
 t

h
e 

ly
m

p
h

at
ic

 
sy

st
em

. R
eg

u
la

ti
on

 o
f 

H
A

 m
et

ab
ol

is
m

 in
 t

h
e 

fe
to

p
la

ce
n

ta
l s

y
st

em
. 

R
eg

u
la

ti
on

 o
f 

d
en

d
ri

ti
c 

ce
ll

 a
d

h
es

io
n

 a
n

d
 m

ig
ra

ti
on

, l
y

m
p

h
an

g
io

g
en

es
is

. 
F

u
n

ct
io

n
al

 a
ct

iv
it

y
 is

 r
eg

u
la

te
d

 b
y

 s
ia

ly
la

ti
on

/d
es

ia
ly

la
ti

on
 o

f 
th

e 
O

-g
ly

ca
n

 c
h

ai
n

s 
of

 t
h

e 
re

ce
p

to
r

[1
1,

 1
03

–
10

6]
 

C
D

16
8-

R
H

A
M

M
 –

 e
x

tr
a/

in
tr

ac
el

-
lu

la
r 

H
A

-b
in

d
in

g
 r

ec
ep

to
r

In
tr

ac
el

lu
la

r 
lo

ca
li

za
ti

on
 (c

y
to

p
la

sm
, c

y
to

sk
el

-
et

on
, m

it
oc

h
on

d
ri

a,
 n

u
cl

eu
s)

; e
x

tr
ac

el
lu

la
r 

lo
ca

li
za

ti
on

 (t
ra

n
sp

or
te

d
 t

o 
th

e 
ce

ll
 s

u
rf

ac
e 

w
h

er
e 

it
 is

 a
b

le
 t

o 
b

in
d

 t
o 

H
A

 a
n

d
 a

ct
iv

at
e 

d
if

fe
re

n
t 

si
g

n
al

in
g

 c
as

ca
d

es
);

 lo
w

 e
x

p
re

ss
io

n
 

in
 n

or
m

al
 c

el
ls

C
el

l s
ig

n
al

in
g

, m
ig

ra
ti

on
, l

oc
om

ot
io

n
 a

n
d

 a
d

h
es

io
n

, a
n

g
io

g
en

es
is

. 
R

eg
u

la
ti

on
 o

f 
m

it
os

is
. L

oc
al

iz
at

io
n

 o
n

 t
h

e 
ce

ll
 s

u
rf

ac
e 

co
rr

el
at

es
 w

it
h

 
tu

m
or

 p
ro

g
re

ss
io

n

[9
, 8

0,
 1

01
, 

10
7–

10
9]

IC
A

M
-1

 –
 in

te
rc

el
lu

la
r 

ad
h

es
io

n
 

m
ol

ec
u

le

In
d

u
ci

b
le

 e
x

p
re

ss
io

n
 о

n
 e

n
d

ot
h

el
iu

m
, m

on
o-

cy
te

s,
 T

- 
an

d
 B

-l
y

m
p

h
oc

y
te

s,
 k

er
at

in
oc

y
te

s;
 

ex
p

re
ss

ed
 in

 in
fl

am
m

at
io

n
 a

n
d

 t
u

m
or

 
p

ro
ce

ss
es

R
eg

u
la

ti
on

 o
f 

in
fl

am
m

at
or

y
 p

ro
ce

ss
. M

ed
ia

te
s 

le
u

k
oc

y
te

 o
r 

tu
m

or
 c

el
l 

co
n

ta
ct

 w
it

h
 e

n
d

ot
h

el
iu

m
 f

or
 s

u
b

se
q

u
en

t 
tr

an
se

n
d

ot
h

el
ia

l m
ig

ra
ti

on
 o

r 
in

v
as

io
n

; c
on

ta
ct

 c
el

l i
n

te
ra

ct
io

n
 in

 t
h

e 
im

m
u

n
e 

re
sp

on
se

. I
n

h
ib

it
io

n
 o

f 
ty

p
e 

II
 c

ol
la

g
en

 c
at

ab
ol

is
m

[1
10

–
11

4]
 

T
S

G
-6

 (T
N

F
-s

ti
m

u
la

te
d

 g
en

e 
6)

 
In

d
u

ci
b

le
 s

ec
re

te
d

 p
ep

ti
d

e 
ex

p
re

ss
ed

 b
y

 m
an

y
 

ce
ll

s 
u

p
on

 a
ct

iv
at

io
n

A
n

ti
-i

n
fl

am
m

at
or

y
 a

ct
io

n
: i

n
h

ib
it

s 
n

eu
tr

op
h

il
 m

ig
ra

ti
on

 in
 a

 m
od

el
 o

f 
ac

u
te

 in
fl

am
m

at
io

n
. S

er
v

es
 a

s 
a 

co
fa

ct
or

 f
or

 o
th

er
 h

y
al

ad
h

er
in

s
[3

3,
 2

9,
 7

2,
 1

15
] 

T
L

R
2 

an
d

 T
L

R
4 

(T
оl

l-
li

k
e 

re
ce

p
-

to
rs

)
D

en
d

ri
ti

c 
ce

ll
s,

 m
on

oc
y

te
s,

 ly
m

p
h

oc
y

te
s

R
eg

u
la

ti
on

 (s
ti

m
u

la
ti

on
/i

n
h

ib
it

io
n

) o
f 

in
fl

am
m

at
or

y
 p

ro
ce

ss
 u

p
on

 
re

ce
p

to
r 

b
in

d
in

g
[7

7,
 1

16
] 

S
T

A
B

IL
IN

-1
/2

 (s
ca

v
en

g
er

 r
ec

ep
-

to
rs

)

C
on

st
it

u
ti

v
el

y
 e

x
p

re
ss

ed
 b

y
 m

ac
ro

p
h

ag
es

 
(M

2)
, s

in
u

so
id

al
 e

n
d

ot
h

el
ia

l c
el

ls
; e

x
p

re
ss

io
n

 is
 

in
cr

ea
se

d
 in

 in
fl

am
m

at
io

n
 a

n
d

 c
ar

ci
n

og
en

es
is

B
io

d
eg

ra
d

at
io

n
 o

f 
H

A
[1

1,
 1

17
, 1

18
]

C
D

38
 (b

if
u

n
ct

io
n

al
 e

n
zy

m
e 

–
 c

om
b

in
es

 a
ct

iv
it

ie
s 

of
 a

d
en

os
in

e 
d

ip
h

os
p

h
at

e-
ri

b
os

y
l c

y
cl

as
e 

(А
D

P
) 

an
d

 c
y

cl
ic

 A
D

P
-r

ib
os

e 
h

y
d

ro
la

se
 

(c
A

D
P

R
) 

D
u

ri
n

g
 o

n
to

g
en

es
is

 o
n

 h
em

at
op

oi
et

ic
 c

el
ls

 a
t 

v
ar

io
u

s 
st

ag
es

 o
f 

d
if

fe
re

n
ti

at
io

n
;

im
m

u
n

e 
ce

ll
s,

 v
as

cu
la

r 
sm

oo
th

 m
u

sc
le

 a
n

d
 

b
ro

n
ch

ia
l c

el
ls

A
n

 e
n

zy
m

e 
re

g
u

la
ti

n
g

 t
h

e 
co

n
ce

n
tr

at
io

n
 o

f 
in

tr
ac

el
lu

la
r 

ca
lc

iu
m

 a
n

d
 

en
er

g
et

ic
 h

om
eo

st
as

is
 o

f 
th

e 
ce

ll
[1

19
–

12
2]

 

H
A

B
P

1/
C

1Q
B

P
 –

 H
A

-b
in

d
in

g
 

p
ro

te
in

-1
/ 

p
ro

te
in

 b
in

d
in

g
 c

1q
 

su
b

co
m

on
en

t

P
er

ip
h

er
al

 b
lo

od
 c

el
ls

, m
ac

ro
p

h
ag

es
, m

on
o-

cy
ti

c 
d

en
d

ri
ti

c 
ce

ll
s

C
el

l s
ig

n
al

in
g

, r
eg

u
la

ti
on

 o
f 

co
m

p
le

m
en

t 
sy

st
em

 a
ct

iv
at

io
n

[3
3,

 1
23

] 

S
H

A
P

 –
 s

er
u

m
 H

A
-a

ss
oc

ia
te

d
 

p
ro

te
in

 
C

ir
cu

la
te

s 
in

 b
lo

od

S
tr

u
ct

u
ra

ll
y

 id
en

ti
ca

l t
o 

IT
IH

2,
 in

te
r-

al
p

h
a-

tr
y

p
si

n
 in

h
ib

it
or

 h
ea

v
y

 c
h

ai
n

 
2.

It
 f

or
m

s 
a 

co
m

p
le

x
 w

it
h

 H
A

, a
ct

s 
as

 a
 c

of
ac

to
r 

w
h

en
 b

in
d

in
g

 t
o 

ot
h

er
 

re
ce

p
to

rs
 (C

D
44

).
T

h
e 

le
v

el
 o

f 
S

H
A

P
-H

A
 c

om
p

le
x

 is
 a

n
 in

d
ic

at
or

 o
f 

d
eg

en
er

at
iv

e 
ch

an
g

es
 

in
 t

h
e 

li
v

er
 a

n
d

 t
h

e 
ab

se
n

ce
 o

f 
th

e 
m

at
ri

x
 o

f 
ov

u
la

te
d

 o
oc

y
te

s

[3
3]

 

IT
I 

–
 p

ro
te

og
ly

ca
n

s:
 in

te
r-

al
p

h
a-

tr
y

p
si

n
 in

h
ib

it
or

s
E

C
M

, g
ly

co
ca

ly
x

P
ro

v
id

es
 in

te
g

ri
ty

 a
n

d
 s

ta
b

il
iz

es
 t

h
e 

st
ru

ct
u

re
 o

f 
E

C
M

 a
n

d
 g

ly
co

ca
ly

x
[7

7,
 1

19
, 1

24
, 

12
5]

 

L
ar

g
e 

ag
g

re
g

at
ed

 p
ro

te
og

ly
ca

n
s:

 
ag

g
re

ca
n

, b
re

v
ic

an
, n

eu
ro

ca
n

, 
v

er
si

ca
n

M
at

ri
x

 p
ro

te
og

ly
ca

n
s 

ar
e 

co
n

ta
in

ed
 m

ai
n

ly
: 

ag
g

re
ca

n
 –

 in
 h

y
al

in
e 

ca
rt

il
ag

es
; n

eu
ro

ca
n

 
an

d
 b

re
v

ic
an

 –
 in

 b
ra

in
 t

is
su

es
; v

er
si

ca
n

 –
 in

 
v

ar
io

u
s 

ti
ss

u
es

, e
n

d
om

et
ri

al
 s

tr
om

a,
 e

sp
ec

ia
ll

y
 

im
p

or
ta

n
t 

fo
r 

en
d

ot
h

el
ia

l g
ly

co
ca

ly
x

P
ro

v
id

es
 in

te
g

ri
ty

 a
n

d
 s

ta
b

il
iz

es
 t

h
e 

st
ru

ct
u

re
 o

f 
E

C
M

 a
n

d
 g

ly
co

ca
ly

x
, 

ca
rc

in
og

en
es

is
[3

3,
 1

26
] 



REVIEWS

  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 67

tibodies to HA and its structural disaccharide are also 
elevated in PE [67, 68]. The source of HA in the blood in 
PE remains unknown: HA is assumed to appear in the 
blood as a result of maternal endothelial dysfunction 
[69]; placenta can serve as another source of HA [64, 70].

HMW-HA prevails under physiological conditions, 
while LMW-HA is mostly found in the inflammatory 
response and tissue damage [71]. The inflammatory re-
sponse leads to HA degradation and the formation of 
fragments of different sizes, which have a multidirec-
tional effect on the function of cells, organs, and sys-
tems [29]. The interaction of HMW-HA and LMW-HA 
with cell membrane receptors induces various signaling 
pathways that positively/negatively regulate the same 
processes [72]. A characterization of HA of different 
weights is presented in Table 1.

RECEPTORS OF HYALURONIC ACID
The functional properties of HA manifest them-
selves through interaction with its receptors: hyalu-
ronan-binding proteins, or hyaladherins. Specific in-
teractions of HA regulate intercellular adhesion, cell 
migration, differentiation, HA clearance, signal trans-
duction to cell, and the inflammatory response [83–85]. 
The most important HA receptors are: RHAMM, the 
first of the identified receptors, which was discovered 
both on the cell surface and inside cells (in the cyto-
plasm and nucleus) and CD44, the main receptor of 
cell surface HA [37]. HA-RHAMM interaction plays a 
key role in the activation of signaling cascades through 
the PDGF receptor, Ser/Thr-kinase, and MAP-kinase 
Erk [85, 86]. Activation of the intracellular RHAMM 
receptor causes a reorganization of the cytoskeleton 
and regulates cell migration and proliferation [37, 87]. 
HA-CD44 signals also involve the activation of recep-
tor tyrosine kinases (receptors PDGF-β and ErbB2/
Her2), ERM family proteins that provide interaction of 
the actin cytoskeleton with the cytoplasmic membrane 
(merlin, ezrin, radixin, and moesin); and the IQGAP1 
protein associated with the actin cytoskeleton, the acti-
vation of which regulates cell morphology, its motility, 
adhesion, and cell cycle [34, 37, 88–93]. CD44 is capable 
of forming a complex with the guanine nucleotide ex-
change factor Tiam1 [94]. Binding of the complex to HA 
activates the Rac1-mediated signaling pathway, which 
also regulates cytoskeleton reorganization [37]. HA me-
tabolism is assumed to be regulated through CD44, 
since a blocking effect of anti-CD44 antibodies has been 
shown on endocytosis and HA cleavage in vitro [95].

Regulation of HA metabolism is performed by hyalad-
herins LYVE-1, STABILIN-1, as well as STABILIN-2, 
the main HA receptor in the liver [34]. Positive regulation 
of the inflammatory response is observed in the binding 
of LMW-HA or O-HA with Toll-like receptors  (TLR2, 

TLR4) [33]. Binding with the receptor initiates the 
MAP-kinase cascade, nuclear translocation of NF-κB, 
and TNFα production [96]. The function of ECM and 
glycocalyx structure stabilization is mainly provided 
by large proteoglycans, ITI-proteoglycans, TSG-6, and 
SHAP [33, 97]. However, each HA-binding hyaladher-
in is also involved in the stabilization of supracellular 
structures. The characteristics of the most studied hu-
man hyaladherins are presented in Table 2.

HYALURONIC ACID AND ITS RECEPTORS IN PLACENTA
Among placental tissues, HA is found in the stromal 
structures of the uterus and placenta, as well as in the 
angiogenic regions of mesometrial decidua basalis [99], 
mesenchymal villi, and immature intermediate villi 
of the placenta [101]. Its involvement in endometrial 
decidualization has been also shown in mice [126]. The 
study of the distribution of HA and its receptor CD44 
in human placental tissue in physiological pregnancy 
showed that, in the first half of a pregnancy, HA is 
highly expressed only in the stroma of mesenchymal 
villi, whose cells proliferate and differentiate rapid-
ly, providing the development of a placental villous 
tree. In another type of villi, HA was detected only in 
the fetal vessels and connective tissue adjacent to the 
trophoblast, as well as in limited stromal areas of the 
villi adjacent to the cells of extravillous cytotropho-
blast and cell colonies. It is assumed that the significant 
amounts of HA found in mesenchymal and immature 
intermediate villi are needed in the capacity of sub-
strate through which mesenchymal cell migration and 
sprouting of blood vessels take place. Villous stromas of 
all types are homogeneously stained for HA in mature 
placenta [101].

HA receptors are also expressed in placental tis-
sue. For instance, the expression of CD44 is detected 
on decidual cells, lymphocytes localized in the decidua 
basalis, and cellular elements of endometrial stroma 
during a normal pregnancy [99]. Invasive extravillous 
trophoblast express CD44 in the first half of a pregnan-
cy. Increased expression of CD44 positively influenc-
es the invasive properties of trophoblast in Matrigel, 
with HMW-HA inhibiting CD44-mediated invasion and 
LMW-HA, on the contrary, increasing it [82]. R. Zhu 
et al. have shown that expression of HA and HAS2 by 
trophoblast in a normal pregnancy is higher compared 
to early abortion, suggesting the involvement of HA 
in placental morphogenesis. However, an analysis of 
the influence of HA of various molecular weights on 
trophoblast invasion in Matrigel has shown that HMW-
HA enhances the proliferation and invasive properties 
of trophoblast, inhibits apoptosis, and activates the 
PI3K/AKT and MAPK/ERK1/2 signaling pathways 
in trophoblast, while LMW-HA does not cause these ef-
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fects. Blockage of the PI3K/AKT and MAPK/ERK1/2 
signals inhibits HA-dependent proliferation and the 
invasive properties of trophoblast [79]. Similar results 
have been obtained for decidual stromal cells during 
early pregnancy: the expression of HA, HAS2, and 
CD44 was lower in abortion than in a normal pregnan-
cy; HMW-HA positively regulated the proliferation, 
apoptosis, PI3K/AKT- and MAPK/ERK1/2-mediated 
signals of decidual stromal cells, which illustrates the 
role of HA and its receptor in decidualization and pla-
centation early in a pregnancy [127].

In early pregnancy, the CD44 receptor is detected in 
a limited number of Hofbauer cells of the villous stroma 
and the endothelial cells of small vessels. Increased ex-
pression is observed by the 16th week of gestation: the 
receptor is detected in the intima of fetal blood vessels 
and connective tissue adjacent to them; limited stain-
ing is noted in the cytotrophoblast islands of the basal 
plate. By the end of a pregnancy, receptor expression is 
observed in various types of villi; staining was the most 
pronounced in stem villi. A change in the regulation of 
the expression of HA and its receptor in placental tis-
sues at different stages of gestation allowed us to pre-
sume an active participation of HA in the early mor-
phogenesis of placenta, as well as the important role of 
CD44 in tissue remodeling during late pregnancy [128].

The HA receptor LYVE-1 was identified in fetal 
placental endothelium [104] and syncytiotrophoblast 
[105]. However, its expression was higher than in the 
mature placenta by 33–34 weeks of gestation [104]. 
LYVE-1 is also expressed in the population of placen-
tal macrophages with the DC-SIGN+CD163+ pheno-
type localized in the chorionic villi of mature human 
placenta [105]. Experimental modeling of peritoneal 
endometriosis in mice showed that the expression of 
LYVE-1 by the endothelium of lymphatic vessels is in-
creased only after a pregnancy. This effect was absent 
in treated non-pregnant animals, indirectly pointing 
to LYVE-1 involvement in angiogenesis [129]. There 
are no lymphatic vessels in human endometrium; preg-
nancy causes a rapid induction of lymphangiogenesis 
in the decidual membrane of the uterus [130]. It is as-
sumed that LYVE-1 participates in the manifestation 
of an invasive phenotype of trophoblast in the placen-
ta. However, these assumptions are speculative, since 
there is evidence of an absence of a receptor on the fe-
tal endothelium and endothelium of lymphatic vessels 
during decidualization [131, 132].

High levels of HA have been found in the area of fi-
brin deposits in the villi and intervillous spaces in PE 
[64, 70]. However, there are reports of an absence of 
differences in the HA content in placental tissues be-
tween a normal pregnancy and PE [133]. It should be 
noted that the distribution of HA and its receptors in 

patients with early PE remains poorly studied; this 
complicates the interpretation of the results, since early 
development of PE in itself is associated with impaired 
placental morphogenesis.

CONCLUSION
HA and its receptors are factors that regulate the 
processes of morphogenesis, epithelial/mesenchymal 
transformation, tumor metastasis, and tissue remod-
eling. HA stabilizes endothelial glycocalyx, ensures its 
integrity and regeneration upon damage; i.e., it main-
tains vascular homeostasis and provides the barrier 
function in endothelium. In accordance with the data 
presented above, one can assume that HA is important 
during pregnancy, first of all, for placental morpho-
genesis, and, secondly, for the proper functioning of 
the regulation of the cardiovascular system, including 
uteroplacental circulation. Thirdly, since HA regulates 
the systemic inflammatory response, hyaluronic acids 
of different molecular weights can have a multidirec-
tional effect on a pregnancy, and even promote pathol-
ogy. However, despite the proven value of HA in main-
taining physiological homeostasis, the role of HA and 
its receptors in pregnancy remains poorly understood. 
This applies, primarily, to PE pathogenesis, since the 
main clinical manifestations of the disease are related 
to inadequate placentation, excessive systemic inflam-
matory response, and endothelial dysfunction. The dis-
tribution of HA and its receptors in PE, especially in 
a severe disease, remains poorly studied. To date, the 
glycocalyx of glomerular and vascular endothelium re-
mains to be studied in cases of a fatal outcome and in an 
animal model. In addition, the molecular weight of hya-
luronic acids in the blood of patients with PE still has to 
be characterized, and how they affect the disease has 
not been shown. The study of HA in this context could 
lead to new discoveries in the pathogenesis of PE. 
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ABSTRACT Initially, the study of DNA isolated from ancient specimens had been based on the analysis of the 
primary nucleotide sequence. This approach has allowed researchers to study the evolutionary changes that 
occur in different populations and determine the influence of the environment on genetic selection. However, 
the improvement of methodological approaches to genome-wide analysis has opened up new possibilities in the 
search for the epigenetic mechanisms involved in the regulation of gene expression. It was discovered recently 
that the methylation status of the regulatory elements of the HOXD cluster and MEIS1 gene changed during 
human evolution. Epigenetic changes in these genes played a key role in the evolution of the limbs of modern 
humans. Recent works have demonstrated that it is possible to determine the transcriptional activity of genes 
in ancient DNA samples by combining information on DNA methylation and the DNAaseI hypersensitive se-
quences located at the transcription start sites of genes. In the nearest future, if a preserved fossils brain is found, 
it will be possible to identify the evolutionary changes in the higher nervous system associated with epigenetic 
differences.
KEYWORDS epigenetics, ancient DNA, DNA methylation
ABBREVIATIONS MpG – methylated CpG, PMD – partially methylated domain, DMV – DNA methylation valley, 
MBD – methyl DNA binding domain

INTRODUCTION
The study of DNA isolated from archaeological and 
paleontological specimens provides information about 
our evolutionary past. Initially, the investigation of an-
cient DNA had consisted in an analysis of nucleotide se-
quences. At that stage, researchers encountered a host 
of difficulties related to the quality of the ancient DNA, 
its contamination with foreign DNA and others, and 
these problems were resolved, in particular, by means 
of improved whole genome sequencing methods. Then, 
the development of modern sequencing technology 
has also allowed researchers to analyze the informa-
tion contained in the epigenetic code. On the one hand, 
physical characteristics such as susceptibility to a dis-
ease, and even some of the psychological characteris-
tics of an individual are determined by genetic factors. 
On the other hand, it would be a mistake to dismiss the 
impact of the environment. Gene expression is deter-
mined by not only the nucleotide sequence, but also 
by a number of adaptively regulated processes that 
lead to changes in the DNA methylation level, histone 
code, and the spectrum of miRNA. These epigenetic 
mechanisms are involved in the formation of the chro-
matin structures required for the regulation of gene 
expression. With the combination of high-technology 
sequencing and different methodological approaches, 

whole genome maps of DNA methylation have been 
derived in various types of human cells and mice: so-
matic, stem, germ, cancer, and other types of cells [1].

The central characteristic of any ancient DNA is its 
degradation and cytosine deamination. Until recently, 
it was considered impossible to extract information on 
the transcriptional activity of genes from DNA that 
had been isolated long after the death of an individual. 
Nevertheless, in 2010 S. Paabo et al. made the first at-
tempts to build methylation maps of ancient DNA, and 
they demonstrated the potential to determine the in 
vivo patterns of CpG methylation in Neanderthal DNA 
[2]. Shortly after, by bisulfite allelic sequencing of loci 
from late Pleistocene bison DNA remains, B. Llamas et 
al. [3] showed that DNA methylation patterns are pre-
served in ancient DNA.

METHODS USED TO STUDY ANCIENT DNA METHYLATION  
Deamination of methylated cytosine residues and their 
transformation into thymine, which occurs after death, 
makes it difficult to perform a quantitative analysis of 
methylated cytosines. Only as recently as 2014 was a 
method developed that allowed researchers to con-
duct a genome-wide methylation analysis of ancient 
DNA [4–6]. During bisulfite sequencing, unmethylat-
ed cytosine residues are chemically converted to uracil 
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residues, which are then read by polymerases, such as 
Taq-polymerase, in the manner of thymines in PCR. 
In vertebrate cells, mapping of these C-T-mutations is 
performed at one nucleotide precision. A similar chemi-
cal transformation occurs naturally after death, mainly 
due to the hydrolytic deamination of the cytosines lo-
cated in single-stranded areas [7]. The use of Taq-poly-
merase, for example Taq platinum high fidelity (Hifi), 
which is insensitive to the presence of uracil, leads to 
an increase in С-Т-substitutions relative to the original 
strand. These substitutions cannot be observed when 
Pfu-polymerase is used, such as Phusion. Pfu-polymer-
ase is unable to continue the synthesis of a strand in the 
presence of uracil. 5-methylcytosine is deaminated to 
thymine, in contrast to unmodified cytosine, and can 
be successfully amplified by Pfu-polymerase (Fig. 1). 
Thus, an increase in the number of C-T-substitutions 
in the analysis of ancient DNA allows one to distinguish 
methylated cytosines from unmethylated cytosines 

[5]. Deamination is a stochastic process: so, there is al-
ways methylated CpG-dinucleotides (MpG) not deam-
inated with time that are amplifiable as common CpG 
(Fig. 1). However, this method allows one to determine 
the methylation of not all cytosines, but only the deam-
inated ones. To identify methylated cytosines with sin-
gle nucleotide resolution, it is necessary to increase the 
coverage depth. R. Smith et al. [8] demonstrated the 
possibility of assessing the single CpG-dinucleotide 
methylation status located in mobile genetic elements 
LINE-1 in ancient DNA from the skeletal remains of 
five North Americans ranging in age from approxi-
mately 200 to 4,000 years BC. When there is no need to 
determine MpG at single nucleotide precision, it is suf-
ficient to analyze the number of CpG-TpG-substitu-
tions at the DNA regions of interest. This approach was 
applied in reconstructing the DNA methylation maps 
of the Neanderthal, the Denisovan, and the Paleo-Es-
kimo human genomes [4]. It was demonstrated that 

Fig. 1. Scheme of cytosine methylation detection in ancient DNA via substitution rates of C-T relative to the original 
chain during deamination. Taq polymerase is not sensitive to the presence of uracil, and Pfu polymerase cannot continue 
the chain synthesis in the presence of uracil. Deamination of methylated cytosines (mC) does not affect the ratio of C-T 
substitutions detected using Taq- and Pfu-polymerases. Deamination of unmethylated cytosines creates “impassable” 
uracil for Pfu polymerase. Thus, all the readings starting from T (in the context of genomic CG) in NGS libraries prepared 
using Pfu polymerase definitely indicate the methylation status of cytosine in ancient DNA.
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DNA methylation exhibits high conservation over time 
in bone marrow and in the hair follicle of present-day 
and ancient humans.

ANALYSIS OF ANCIENT DNA EPIGENOME
In their study of differentially methylated regions, 
Gokhman D. et al. found that the promoters of genes 
and the sequences of the HOXD9 and HOXD10 genes, 
key regulators of limb development, are methylated in 
the bone marrow of ancient samples (Neanderthal and 
the Denisovan humans) and unmethylated in the DNA 
of present-day humans [4]. In mouse model systems, 
it was shown that changes in the HOXD gene cluster 
expression, especially the HOXD9 and HOXD10 genes, 
lead to morphological changes [9] which resemble the 
differences in the limb organization of Neanderthals 
and modern humans. This fact suggests that epigenet-
ic changes in the HOXD gene cluster play a key role 
in the limb evolution of modern humans. Moreover, 
a differentially methylated region was found with-
in the MEIS1 gene encoding a protein that regulates 
the HOXD gene cluster activity [4]. Information on the 
ancient DNA methylation of large genomic regions 
via C-T-substitution rates can be used to search for 
stretches with changes the in methylation level in the 
bone marrow and hair follicles of our ancestors. Such 
an analysis will allow us to detect both hypermethylat-
ed CpG-islands and also:

1) long (several hundred kbp to several million bp) 
partially methylated domains (PMD) which do not con-
tain genes and colocalize with lamina-associated do-
mains [10, 11];

2) DNA methylation valleys (DMV) (several kbp), 
hypomethylated in most tissues containing a large 
number of developmental genes and regions for tran-
scription factor binding [12, 13], but hypermethylated 
in colon cancer cells [12]; 

3) extended regions of low methylation (canyons) 
(tens of kbp) recently discovered in hematopoietic stem 
cells [14]; and

4) epigenetic programs of intestinal inflammation 
that are characterized by hypermethylation of DMV, 
low CpG density, and active chromatin marks [15].

All of these studies are based on an analysis of the 
methylation level of genome regions, the length of 
which varies from several kbp to several million base 
pairs. Epigenetic analysis of ancient DNA, based on a 
search for C-T-substitution-rich regions, raises the 
possibility of assessing the adaptation signals and/or 
markers of diseases. However, this requires well-pre-
served tissues (brain, intestine, muscle, blood), which 
is common for remains found in permafrost, such as 
the remains of mammoths that lived in the Pleistocene 
(see below). In 2014, a unique effort was published on 

an epigenetic map generated from the DNA of one hair 
follicle that belonged to a Paleo-Eskimo human. It al-
lowed researchers to estimate the age at death of the 
individual [5]. This was done during a forensic investi-
gation that showed the possibility of determining age 
based on the methylation level of certain CpG-dinu-
cleotides [16]. Assuming that 6,000 years ago the exter-
nal environment affected methylation the same way it 
does today, then based on modern databases one can 
determine the age of an ancient human. L. Orlando et al. 
showed that the Saqqaq individual (the Paleo-Eskimo 
era in Greenland) was relatively not young and, prob-
ably, about 35–40 years at death [5].

CONTAMINATION CHALLENGE OF ANCIENT DNA 
Contamination of material with bacterial DNA is a 
significant obstacle when working with ancient DNA. 
It has recently been shown that the epigenetic char-
acteristics of vertebrates (methylation of CpG) can be 
used for the separation of bacterial and ancient human 
genomic DNAs [17]. Methylated CpG-dinucleotides 
are found only in somatic vertebrate cells. Bacterial 
genome also contains methylated cytosines and ade-
nines, but not in CpG. The MBD protein family contains 
a methyl-DNA-binding domain (MBD), which binds 
methylated DNA containing single methylated CpG 

Fig.2. Graph of the spectral density (power spectral 
estimation). Analysis of the region around genes tran-
scription starts (+/- 1000 bp), correction with respect to 
the distribution of background readings in the analysis of 
the DNA of modern elephants was performed. We used 
the genome sequencing data of a baby mammoth found 
in 2009 in the downstream of the Khroma River (Prokhor-
chuk E.B. et al., unpublished data). The age of the finding 
exceeds 50,000 years.
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[18]. Affinity chromatography using MBD domains is 
a method routinely used for constructing the methyla-
tion maps of the genomes of different organisms. This 
method allows one to both unravel ancient methylomes 
and separate the DNA of ancient vertebrates and mi-
croorganisms. With the example of the Paleo-Eskimo 
Saqqaq individual, woolly mammoths (Yuka and Khro-
ma), polar bears, and two equine species it was shown 
that DNA methylation survives in a variety of tissues, 
environmental contexts, and over a long temporal 
range of remains emergence (4,000 to 45,000 years BC). 
MBD enrichment affinity chromatography allows one 
to analyze ancient microbiota, as well as potentially 
pathogenic genomes [17]. 

TRANSCRIPTIONAL ACTIVITY OF ANCIENT GENES 
AS INFERRED FROM NUCLEOSOME MAPS
DNA methylation can serve as a marker of gene tran-
scription repression, but the information is insufficient 
in order to establish whether the gene was expressed 
or not. To predict the transcriptional activity of a gene, 
more information is needed, such as histone modifica-
tion, chromatin structure, and the transcription factors 
binding to the regulatory regions. The first attempts to 
work with ancient proteins have been made [19]. The 
sequencing of ancient DNA revealed an unexpected 
source of epigenetic information. L. Orlando et al. found 
periodicity in the nucleotide read depth [5]. The au-
thors hypothesized that, instead of being the result of 
sequence alignment errors or sequencing artifacts, the 
observed periodicity patterns of the nucleotide read 
depth could be associated with the protection of DNA 
by nucleosome binding with a degradation of the linker 
regions either by DNases that enter the nucleus during 
cell death or by post-mortem strand breaks. In such a 
scenario, the observed read depth reflects nucleosome 
occupancy. Spectral methods of DNA analysis are used 
to search for hidden periodicities. Thus, in the case of 
relatively short sequences a Fourier transformation al-
lows one to derive statistical criteria with a self-averag-
ing property [20]. The application of the Fourier trans-
form to the function that correlates the read depth 

with a coordinate in the genome reveals a strong peak 
at 180–190 nucleotides, indicating that the periodicity 
of coverage in sequencing coincides with the periodic-
ity of chromatin organized into nucleosomes (Fig. 2). 
When analyzing the distribution of the 5’ read depth, it 
turned out that the distances of a characteristic length 
of 100 nucleotides were associated with the periodicity 
of 10 nucleotides, coinciding with the length of a turn of 
the DNA helix: the nucleotides facing the nucleosomes 
will not mark the start of readings, because they are 
less available to nucleases. In ancient DNA, the posi-
tioning of nucleosomes stretching over 4 kbp around 
the CTCF binding sites was mapped with high preci-
sion and the nucleosome location negatively correlated 
with the DNA methylation levels. Actively transcribed 
areas can be found by an analysis of the DNase I hy-
persensitive sites located at the start of transcription 
[21]. It is assumed that open chromatin state regions are 
more sensitive to DNase I cleavage during apoptosis or 
after the death of an organism. Therefore, during full 
genome sequencing the read depth at the start of active 
gene transcription will be reduced in comparison with 
silent genes. Simultaneous consideration of the read 
depth in the region of a certain transcription start and 
information on DNase I hypersensitive sites from the 
ENCODE database opens up a possibility for determin-
ing the transcriptional activity of the respective genes.

PROSPECTS
By combining information on DNA methylation and 
DNase I hypersensitivity sites at transcription start 
sites we might be able to reconstruct the quantitative 
expression pattern of genes in ancient samples in the 
near future. If we are lucky to find a well-preserved 
fossils of the human brain, that will be a break-
through in the study of ancient DNA and human 
evolution. Such a prospect is supported by the recent 
discovery of a woolly mammoth with well-reserved 
brain structures [22]. It is assumed that the main dif-
ferences in the higher nervous activity of ancient and 
present-day humans will be located at the epigenetic 
level [23, 24]. 

REFERENCES
1. Gerstein M.B., Kundaje A., Hariharan M., Landt S.G., Yan 

K.K., Cheng C., Mu X.J., Khurana E., Rozowsky J., Alexan-
der R., et al. // Nature. 2012. V. 489. P. 91–100.

2. Briggs A.W., Stenzel U., Meyer M., Krause J., Kircher M., 
Paabo S. // Nucl. Acids Res. 2010. V. 38. P. e87.

3. Llamas B., Holland M.L., Chen K., Cropley J.E., Cooper A., 
Suter C.M. // PLoS One. 2012. V. 7. P. e30226.

4. Gokhman D., Lavi E., Prufer K., Fraga M.F., Riancho J.A., 
Kelso J., Paabo S., Meshorer E., Carmel L. // Science. 2014. 
V. 344. P. 523–527.

5. Pedersen J.S., Valen E., Velazquez A.M., Parker B.J., Ras-
mussen M., Lindgreen S., Lilje B., Tobin D.J., Kelly T.K., 
Vang S., et al. // Genome Res. 2014. V. 24. P. 454–466.

6. Smith O., Clapham A.J., Rose P., Liu Y., Wang J., Allaby 
R.G. // Sci Rep. 2014. V. 4. P. 5559.

7. Hofreiter M., Jaenicke V., Serre D., von Haeseler A., Paabo 
S. // Nucleic Acids Res. 2001. V. 29. P. 4793–4799.

8. Smith R.W., Monroe C., Bolnick D.A. // PLoS One. 2015. 
Published online 25 May.

9. Zakany J., Duboule D. // Curr. Opin. Genet. Dev. 2007. V. 17. 
P. 359–366.



76 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

REVIEWS

10. Hansen K.D., Timp W., Bravo H.C., Sabunciyan S., Lang-
mead B., McDonald O.G., Wen B., Wu H., Liu Y., Diep D., et 
al. // Nat. Genet. 2011. V. 43. P. 768–775.

11. Berman B.P., Weisenberger D.J., Aman J.F., Hinoue 
T., Ramjan Z., Liu Y., Noushmehr H., Lange C.P., van 
Dijk, C.M., Tollenaar R.A., et al. // Nat. Genet. 2012. V. 44. 
P. 40–46.

12. Xie W., Schultz M.D., Lister R., Hou Z., Rajagopal N., Ray 
P., Whitaker J.W., Tian S., Hawkins R.D., Leung D., et al. // 
Cell. 2013. V. 153. P. 1134–1148.

13. Nakamura R., Tsukahara T., Qu W., Ichikawa K., Otsuka 
T., Ogoshi K., Saito T.L., Matsushima K., Sugano S., Hashi-
moto S., et al. // Development. 2014. V. 141. P. 2568–2580.

14. Jeong M., Sun D., Luo M., Huang Y., Challen G.A., Rodri-
guez B., Zhang X., Chavez L., Wang H., Hannah R., et al. // 
Nat. Genet. 2014. V. 46. P. 17–23.

15. Abu-Remaileh M., Bender S., Raddatz G., Ansari I., Co-
hen D., Gutekunst J., Musch T., Linhart H., Breiling A., Pi-
karsky E., et al. // Cancer Res. 2015.  V. 75 (10). P. 2120–2130.

16. Kader F., Ghai M. // Forensic Sci. Int. 2015. V. 249. 
P. 255–265.

17. Seguin-Orlando A., Gamba C., Sarkissian C.D., Ermini L., 
Louvel G., Boulygina E., Sokolov A., Nedoluzhko A., Loren-

zen E.D., Lopez P., et al. // Sci. Repts. 2015. published online 
number: 11826. 

18. Hendrich B., Bird A. // Mol. Cell Biol. 1998. V. 18. P. 6538–
6547.

19. Welker F., Collins M.J., Thomas J.A., Wadsley M., Brace 
S., Cappellini E., Turvey S.T., Reguero M., Gelfo J.N., Kra-
marz A., et al. // Nature. 2015. V. 522. P. 81–84.

20. Lobzin V.V., Chechetkin V.R. // Physics-Uspekhi. 2000. 
V. 43. P. 55–78.

21. Crawford G.E., Holt I.E., Whittle J., Webb B.D., Tai D., 
Davis S., Margulies E.H., Chen Y., Bernat J.A., Ginsburg D., 
et al. // Genome Res. 2006. V. 16. P. 123–131.

22. Kharlamova A., Kurtova A., Chernikov V., Protopopov 
A., Boeskorov G., Plotnikov V., Ushakov V., Maschenko E. 
// Quaternary International. 2016. P. 86–93.

23. Zeng J., Konopka G., Hunt B.G., Preuss T.M., Geschwind 
D., Yi S.V. // Am. J. Hum. Genet. 2012. V. 91. P. 455–465.

24. Chopra P., Papale L.A., White A.T., Hatch A., Brown R.M., 
Garthwaite M.A., Roseboom P.H., Golos T.G., Warren S.T., 
Alisch R.S. // BMC Genomics. 2014. V. 15. P. 131.



  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 77

RESEARCH ARTICLES

ABSTRACT Production of novel polyhydroxyalkanoates (PHAs), biodegradable polymers for biomedical appli-
cations, and biomaterials based on them is a promising trend in modern bioengineering. We studied the ability 
of an effective strain-producer Azotobacter chroococcum 7B to synthesize not only poly(3-hydroxybutyrate) 
homopolymer (PHB) and its main copolymer poly(3-hydroxybutyrate-co-3-hydroxyvalerate) (PHBV), but also 
a novel copolymer, poly(3-hydroxybutyrate-co-3-hydroxy-4-methylvalerate) (PHB4MV). For the biosynthesis 
of PHB copolymers, we used carboxylic acids as additional carbon sources and monomer precursors in the chain 
of synthesized copolymers. The main parameters of these polymers’ biosynthesis were determined: strain-pro-
ducer biomass yield, polymer yield, molecular weight and monomer composition of the synthesized polymers, as 
well as the morphology of A. chroococcum 7B bacterial cells. The physico-chemical properties of the polymers 
were studied using nuclear magnetic resonance spectroscopy (NMR), differential scanning calorimetry (DSC), 
contact angle test, and other methods. In vitro biocompatibility of the obtained polymers was investigated using 
stromal cells isolated from the bone marrow of rats with the XTT cell viability test. The synthesis of the novel 
copolymer PHB4MV and its chemical composition were demonstrated by NMR spectroscopy: the addition of 
4-methylvaleric acid to the culture medium resulted in incorporation of 3-hydroxy-4-methylvalerate (3H4MV) 
monomers into the PHB polymer chain (0.6 mol%). Despite the low molar content of 3H4MV in the obtained 
copolymer, its physico-chemical properties were significantly different from those of the PHB homopolymer: it 
has lower crystallinity and a higher contact angle, i.e. the physico-chemical properties of the PHB4MV copoly-
mer containing only 0.6 mol% of 3H4MV corresponded to a PHBV copolymer with a molar content ranging from 
2.5% to 7.8%. In vitro biocompatibility of the obtained PHB4MV copolymer, measured in the XTT test, was not 
statistically different from the cell growth of PHB and PHBV polymers, which make its use possible in biomed-
ical research and development. 
KEYWORDS Azotobacter chroococcum 7B; poly(3-hydroxybutyrate); poly(3-hydroxybutyrate-co-3-hy-
droxy-4-methylvalerate); biosynthesis; crystallinity; biocompatibility; bone marrow stromal cells.

Biosynthesis of poly(3-hydroxybutyrate-
co-3-hydroxy-4-methylvalerate) by Strain 
Azotobacter chroococcum 7B
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INTRODUCTION
Intensive development of such biomedical fields as re-
generative medicine, bioengineering (including tissue 
engineering), biopharmaceuticals, and nanobiotech-

nology has increased demand for the development of 
new biomaterials, especially biocompatible and biode-
gradable polymers. A variety of natural and synthetic 
polymers are used as materials for the manufacture of 
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medical devices and formulations, including polyhy-
droxyalkanoates (PHAs), polyanhydrides, polyalkyl-
cyanoacrylates, polyphosphazenes, polyphosphoesters, 
polyorthoesters, some polysaccharides (chitosan, hy-
aluronic acid, agarose, dextran, alginates, chondroit-
in sulfate), and proteins (collagen, fibrin, silk fibroin, 
spidroin, gelatin) [1–5]. These polymers are used in 
medical implants in reconstructive surgery [4, 5], tissue 
engineering [3, 6, 7], for creating new dosage forms in 
biopharmaceutics [8, 9], new dental materials, and they 
have other applications [1, 2].

Despite the wide range of polymers used in medi-
cine, the vast majority of them are produced by chemi-
cal synthesis or isolated from natural raw materials 
(algae, higher plants, mushrooms, crustaceans, tissues 
of domestic animals). Unfortunately, the methods used 
in the chemical synthesis and isolation of polymers 
from natural raw materials cannot yield the full range 
of properties required for biomedical polymers. The 
obtained polymers require deep, and very expensive, 
purification, must fulfill very narrow requirements for 
chemical structure and properties, as well as be biologi-
cally safe, etc. Additionally, synthetic polymers and the 
products of their biodegradation may be toxic, while 
natural polymers may display pronounced immunoge-
nicity or be contaminated with viruses or prion proteins 
[10, 11]. 

Biodegradable poly(3-hydroxyalkanoates), poly(3-
hydroxybutyrate) (PHB) and its copolymers (accord-
ing to the Russian chemical nomenclature of mac-
romolecular compounds and IUPAC [12]), attract 
particular attention among developed and used bio-
medical polymers. In contrast to natural polymers 
(chitosan, alginate, dextran, collagen, etc.) and chemi-
cally synthesized polymers, PHAs are produced by 
biotechnological methods that allow one to achieve a 
high degree of purity, and to control and specify the 
physico-chemical properties of the biopolymers within 
narrow limits during their biosynthesis. PHAs have a 
set of unique properties: high mechanical strength and 
thermal plasticity that allows easy processing and ob-
tainment of a wide range of products, ability to form 
composites with synthetic polymers, inorganic materi-
als, and medicinal products, complete biodegradability 
to non-toxic products, biocompatibility (including he-
mocompatibility) with human and animal tissues and 
organs, and environmental safety. Therefore, PHAs are 
considered promising for use in medicine [13–16].

PHAs also have a unique nanostructure. As partially 
crystalline compounds, PHAs can form various supra-
molecular structures, such as lamellae and spherulites. 
Such a partially crystalline structure and morphology 
largely defines the biological properties of PHAs, such 
as the kinetics of its biodegradation [17, 18]. 

However, PHAs and other polymeric materials, such 
as PHB homopolymer, can have certain disadvantages, 
as well: high hydrophobicity and crystallinity, long-
term biodegradation and low plasticity, which in some 
cases severely limits their use as bioengineered mate-
rials in medicine, for example for the manufacture of 
vessel grafts [19, 20]. Therefore, the development of 
novel biotechnological methods for obtaining new PHB 
copolymers for biomedical applications with an opti-
mum combination of the physico-chemical and biologi-
cal properties of the biomaterials produced from them 
is considered the most promising trend in modern bio-
engineering [1, 2, 13–16]. 

Previously, we had demonstrated that it was pos-
sible to biosynthesize different PHB copolymers by the 
high-performance PHAs strain-producer Azotobacter 
chroococcum 7B using a variety of methodological ap-
proaches and had conducted a comprehensive study of 
the physico-chemical and biological properties of the 
resulting polymers. This strain is characterized by an 
ease of culturing and biotechnological process (it re-
quires only the most basic equipment, does not require 
highly specific culture media, gas feeding, high-pre-
cision control of specific parameters, etc.), high pro-
ductivity (high biomass yield, polymer and dry bio-
mass content in cells up to 80% and above), and high 
molecular weight of the synthesized polymer (more 
than 1.5 × 106 Da). These characteristics are extremely 
important for the biotechnological production of poly-
mers for biomedical applications, since they require 
technically simple and deep purification, in addition 
to an assured efficient production [15, 21]. However, 
these strain-producers have certain limitations in the 
synthesis of PHB copolymers containing monomers of 
3-hydroxycarboxylic acids with a chain length of more 
than five carbon atoms [22, 23]. The biosynthesis of 
a new PHB copolymer, poly(3-hydroxybutyrate-co-
3-hydroxy-4-methylvalerate), has been demonstrated 
using such bacterial producers as Ralstonia eutropha, 
Burkholderia sp., Chromobacterium sp., which can bio-
synthesize PHAs with short- and long-chain monomers 
of carboxylic acids [24–27]. However, the chemical 
structure of the copolymer (its monomer, 3-hydroxy-
4-methylvalerate, has a Y-shaped R-group) makes it 
particularly interesting for the study of its biosynthesis 
by such bacterial strain-producers as Azotobacter sp. 
due to these restrictions.

The possibility of biosynthesizing new PHB copo-
lymers through such bacterial strain-producers as 
Azotobacter sp. is of great scientific and practical in-
terest. We examined the possibility of biosynthesizing 
a new PHB copolymer, poly(3-hydroxybutyrate-co-
3-hydroxy-4-methylvalerate), by the highly efficient 
PHA strain-producer A. chroococcum 7B, determined 
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its physico-chemical properties, as well as its in vitro 
biocompatibility.

MATERIAL AND METHODS 

Reagents 
Sodium salt of valeric acid or sodium valerate (VA), 
sodium salt of 4-methylvaleric acid or sodium methyl-
valerate (4MVA), sodium salt of hexanoic acid or sodi-
um hexanoate (HxA); components of the culture medi-
um: K

2
HPO

4
·3H

2
O, МgSO

4
·7H

2
O, NaCl, Na

2
MoO

4
·2H

2
O, 

CaCO
3
, FeSO

4
·7H

2
O, sodium citrate, CaCl

2
, KH

2
PO

4
, 

sucrose, agar, phosphate-buffered saline (PBS). All re-
agents were purchased from Sigma Aldrich (Germany) 
and used “as purchased.”

Biosynthesis of polymers
Highly efficient PHB strain-producer A. chroococcum 
7B, non-symbiotic nitrogen-fixing bacteria capable 
of overproducing the polymer (up to 80% of the cells’ 
dry weight) was used for polymer biosynthesis [28–31]. 
The strain was isolated from the rhizosphere of wheat 
(sod-podzolic soil) and maintained in Ashby’s medium 
containing 0.2 g/l K

2
HPO

4
·3H

2
O, 0.2 g/l МgSO

4
·7H

2
O, 0.2 

g/l NaCl, 0.006 g/l Na
2
MoO

4
·2H

2
O, 5.0 g/l CaCO

3
, 20 g/l 

of sucrose and 20 g/l agar. All experiments were carried 
out under laboratory conditions. To achieve high pro-
ductivity, the culture of Azotobacter cells was grown in 
shake flasks on a microbiological Innova 43 shaker (New 
Brunswick Scientific, USA) with constant stirring and 
at 30 ° C in Burk medium under conditions of excess car-

Fig. 1. Scheme of biosynthesis of PHB and its copolymers by A. chroococcum 7B. 1 – pyruvate dehydrogenase com-
plex; 2 – β-ketothiolase; 3 – NADPH-dependent acetoacetyl-CoA reductase; 4 – short chain carboxylic acids PHA-pol-
ymerase; 5 – acyl-CoA synthase; 6 – acyl-CoA dehydrogenase; 7 – enoyl-CoA hydratase; 8 – NADH-dependent 
acetoacetyl-CoA reductase. Abbreviations: 4M – 4-methyl-; 2M – 2-methyl-; 3HB – 3-hydroxybutyrate-; 3HV 
– 3-hydroxyvalerate; 3H4MV – 3-hydroxy-4-methylvalerate; Poly-3HB-3H4MV – poly(3-hydroxybutyrate-co-3-hy-
droxy-4-methylvalerate); Poly-3HB-3HV – poly(3-hydroxybutyrate-co-3-hydroxyvalerate); poly-3HB – poly(3-hydrox-
ybutyrate).
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bon source in a medium containing 0.4 g/l МgSO
4
·7H

2
O, 

0.01 g/l FeSO
4
·7H

2
O, 0.006 g/l Na

2
MoO

4
·2H

2
O, 0.5 g/l so-

dium citrate, 0.1 g/l CaCl
2
, 1.05 g/l K

2
HPO

4
·3H

2
O, 0.2 g/l 

KH
2
PO

4
 and 17 g/l (50 mM) sucrose as the main carbon 

source. The volume of the medium in the flask was 100 
ml, which at high productivity of the A. chroococcum 
7B strain with sampling at the end of the experiment 
allows one to analyze the biosynthetic processes and 
have a sufficient number of samples for statistical pro-
cessing (each experiment was performed in eight repli-
cates). The salts of carboxylic acids (propionic, valeric, 
4-methylvaleric, hexanic) were added to the culture 
medium as additional carbon sources for the biosynthe-
sis of the PHB copolymers. VA in a concentration of 5 
and 20 mM was added to the culture medium immedi-
ately and after 12 hours of culturing as a monomer pre-
cursor of 3-hydroxyvaleriate within the PHA composi-
tion. These concentrations and time points were selected 
to produce PHBV copolymers with different contents 
of 3-hydroxyvaleriate in the copolymer chain [28, 29]. 
4MVA and HxA were added to the culture medium as 
potential monomer precursors of 3-hydroxy-4-methyl-
valerate and 3-hydroxyhexanoate in the composition of 
the synthesized PHAs at a concentration of 20 mM at 0 

hour and concentration of 5, 10, 20 and 35 mM after 12 
hours of culturing of the strain-producer. These concen-
trations of the carboxylic acid were selected by analogy 
with the other carboxylic acids used for the biosynthesis 
of new PHB copolymers and according to [24–27, 29]. 
The strain-producer was cultured for 72 hours. The 
optical density of the culture medium was monitored 
by nephelometry. The growth and accumulation of the 
polymer was also monitored by light microscopy using a 
Biomed-1 microscope (“Biomed”, Russia) with a digital 
camera. The parameters of the copolymers biosynthe-
sis: the biomass yield (g/l medium) and total polymer 
content in the cells (% by weight of dry cell weight) 
(Table 1) were measured according to the previously 
developed techniques. The process of isolation and pu-
rification of the polymer from strain-producer biomass 
includes chloroform extraction, filtration, precipitation 
with isopropyl alcohol, purification by multiple cycles of 
dissolution-precipitation, and drying [28–31].

Study of the chemical composition of the polymer by 
nuclear magnetic resonance spectroscopy (NMR)
1H NMR spectra of 1% (w/v) polymer solutions in 
deuterated chloroform were recorded on a 300 MHz 

Table 1. The biosynthesis of PHB copolymers by A. chroococcum 7B on a sucrose-containing culture medium supple-
mented with salts of carboxylic acids

Substrate
Time of addition of salts 
of the carboxylic acid to 
the culture medium, h

Biomass yield, g/l 
of the medium

PHA content in 
biomass, % of dry 

cells’ weight

Molecular weight 
of PHA, kDa

Content of 
3HВ/3H4МВ in the 
copolymer, mol. %

Sucrose, 50 
mM - 5.8 ± 0.6 83.4 ± 3.1 1710 0

S + 20 mM 
PA 12 2.2 ± 0.7* 63.3 ± 3.3* 890 2.9

S + 5 mM 
VA 12 4.4 ± 0.9* 76.2 ± 3.0* 1290 2.5

S + 20 mM 
VA 0 3.1 ± 1.3* 67.4 ± 4.6* 1020 7.8

S + 20 mM 
VA 12 3.5 ± 0.8* 70.5 ± 3.2* 1270 21.3

S + 20 mM 
4MVA 0 2.6 ± 1.2* 71.2 ± 4.8* 620 0.04

S + 5 mM 
4MVA 12 3.7 ± 0.8* 79.3 ± 3.2* 1390 0.14

S + 10 mM 
4MVA 12 3.6 ± 0.9* 78.8 ± 3.4* 1340 0.23

S + 20 mM 
4MVA# 12 3.4 ± 0.9* 76.7 ± 3.3* 1300 0.60

S + 35 mM 
4MVA 12 2.7 ± 0.8* 71.4 ± 3.5* 1130 0.32

S + 20 mM 
HxA 12 2.7 ± 0.7* 64.3 ± 3.7* 1020 0

* P <0.05 compared with the “Sucrose” (S) group, n = 8.
# – Experimental data obtained in conditions of PHB4MV copolymer biosynthesis for the given line are shown in Fig. 2, 
4 and in Tab. 2.
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spectrometer MSL-300 (Bruker, Germany) using the 
following experimental parameters: temperature 313 
K, relaxation delay of 2.5 s, width of the spectral win-
dow of 4,000 Hz, and a 500 MHz spectrometer Bruker 
Avance III with a three-channel TCI Prodigy cryode-
tector (Bruker, Germany) with the following experi-
mental parameters: temperature of 310 K, relaxation 
delay of 3.3 s, and width of the spectral window of 
10,000 Hz. The chemical shifts (in ppm) were set based 
on the residual CDCl

3
 proton signal (7.24 ppm by TMC). 

The percentage of 3-hydroxyvaleriate content (3HV) 
in the PHBV copolymer was calculated by the ratio of 
integrated intensities of the signal of the methyl group 
of the hydroxyvalerate residue (0.89 ppm) and the sum 
of signals of the methyl group of the hydroxyvalerate 
residue (0.89 ppm) and methyl group of the hydrox-
ybutyrate residue (1.27 ppm) [29, 31]. The percentage 
of 3-hydroxy-4-methylvalerate (3H4MV) content in 
the PHB4MV copolymer was calculated by the ratio 
of integrated intensities of the sum of signals of the 
4-methyl group (g) (0.90 ppm) and -CH group (f) (1.91 
ppm) and the sum of integrated intensities of signals 
of the 4-methyl group and -CH-group of the 3-hy-
droxy-4-methylvalerate residue and methyl group of 
the 3-hydroxybutyrate residue (1.27 ppm) (Fig. 2).

Determination of the molecular 
weight of the polymers
The molecular weights (M

w
) of the polymers were de-

termined by gel filtration chromatography (GPC). The 
data obtained by GPC were correlated with viscomet-
ric data [28–31].

Preparation of experimental samples of polymer films 
Experimental samples of polymer films with a thickness 
of 40 µm and diameter of 30 mm were obtained in or-
der to study the physico-chemical properties and in vitro 
growth of cells on polymeric films. The polymers syn-
thesized by bacteria, PHB, PHBV1 (2.5 mol% of 3HV), 
PHBV2 (7.8 mol% of 3HV) and PHB4MV, whose charac-
teristics are given in Table 2, were used to produce the 
samples. The polymer films were prepared from a 2% 
(w/v) solution of the corresponding polymers in chloro-
form by evaporation of the solvent on a glass substrate. 
The weight of the films was measured using AL-64 scales 
(max = 60 g, d = 0.1 mg, Acculab, USA) and was 61 ± 8 
mg. The film’s thickness as measured by magnetic thick-
ness gauge was 38 ± 6 mm. Prior to working with the cell 
cultures, the films were sterilized by autoclaving; they 
were pre-incubated in distilled water at 37 °C in an incu-
bator (EU 1/80 SPU, Russia) for 2 hours [30, 31].

Fig. 2. 1H 500 MHz NMR spectrum of PHB4MV copolymer. A – PHB polymer chain: a – CH
3
 (s), b – CH (b), c – CH

2
 (b), 

poly(3-hydroxy-4-methylvalerate) polymer chain: d – CH
2
 (s), e – CH

3
 (s), f – CH (b), g – CH

2
 (b), 1 – side groups, 2 – 

polymer backbone; *an enlarged section of the graph is shown in the inset (B)
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Differential Scanning Calorimetry
The thermophysical characteristics of the polymer 
films (melting point and crystallization point, melting 
heat and crystallization heat) were measured by dif-
ferential scanning calorimetry according to [32, 33]. 
The temperatures of start and maximum of the melting 
peak or crystallization were designated as T

m
0, T

m
peak 

and T
c

peak , respectively. PHA crystallinity (Xc) was cal-
culated according to [33]:

X
c
 = ΔH

m
(PHA)/ΔH

0
 m(PHB) × 100%, 

where ΔH
0
 m(PHB) is the theoretical value of the ther-

modynamic melting enthalpy, which for 100% crystal-
line PHB could be 146.6 J/g [34], and ΔH

m
(PHA) is the 

experimental melting enthalpy of the corresponding 
sample of PHA. Calculations of the degree of crystal-
linity and melting points of the samples were generated 
for the data obtained in the second polymers heating 
cycle; the crystallization temperature is based on the 
data obtained in the first cooling cycle. The data are 
presented as mean values of three measurements.

Contact angle measurement
The hydrophilicity of the polymer films’ surface was 
evaluated by measuring the contact angle formed be-
tween a water droplet and the polymer film’s surface, 
using a digital inclinometer, Drop Shape Analysis Sys-
tem DSA100 (KRÜSS, GmbH, Germany), according to 
[30, 31].

Study of the stromal cells growth on polymer films
Stromal cells (BMSCs) were isolated from bone marrow 
femurs of 3-day-old Wistar rats according to standard 
procedures [35]. The animals were killed by decapitation, 
the femurs were removed, epiphyses were cut, and bone 
marrow was washed out of the diaphysis with a syringe 
(2 mm, 27G needle). The resulting suspension was incu-
bated in a DMEM medium with type 1 collagenase (1075 
U/ml) (“PanEco”, Russia) for 1 h at 37 °C, centrifuged 
(10 min, 100 rpm), and the precipitate was precipitated 
on the culture plastic. The growth medium was changed 
the next day, and the cells were further cultivated until 
the formation of a primary monolayer culture.

The cell viability was assessed using the XTT test, an 
analogue of the widely used MTT test [30, 31, 36]. This 
test is based on the conversion of uncolored tetrazolium 
salts into colored formazan compounds by the action of 
NADPH-dependent oxidoreductases, and it allows one 
to evaluate the activity of mitochondrial dehydroge-
nases. We used the XTT set (XTT Cell Proliferation Kit, 
Biological Industries, Israel).

The aim of our work was not to check the cytotoxic-
ity, but to identify cell proliferation in matrixes: i.e., the 

biocompatibility of the polymeric films. The cells were 
maintained in a DMEM medium (Dubecco’s Modified 
Eagle Medium, “PanEco”, Russia) with 10% fetal calf 
serum (Biological Industries, Israel), 100 IU/ml peni-
cillin and 100 µg/ml streptomycin (“PanEco”) at 37 °C 
in atmosphere with 5% CO2

. The medium was changed 
every 3 days. The sterile samples of PHB, PHBV1, and 
PHB4MV films (sterilization by autoclaving) (n = 6) 
were placed into the wells of a 96-well plate, and the 
cell suspension was applied to the top in a concentration 
of 1,500 cells per sample. The second-passage cells were 
used, since the proliferation of the first-passage cells 
was not fully stable, and there were significant differ-
ences in the growth of the first-passage cells on poly-
meric films in repeated experiments. We determined 
the viability of the cells cultured on the polymer films 
after 1, 3, 7 days as it was important to assess the dy-
namics of this parameter. The growth of the cells was 
stable within this time interval, and the data points al-
low one to most comprehensively describe the dynam-
ics of BMSCs growth on the films. The culture medium 
was removed from the wells after the pre-determined 
time, 100 µl of fresh medium was added into new clean 
wells, and our samples were transferred therein. This 
was done in order to take into account only the cells at-
tached to the polymer substrate and to ignore the cells 
that could detach from the substrate and attach to the 
polymeric plate. 50 µl of a freshly prepared XTT so-
lution (as described) was added to the wells. After 4 h 
of incubation at 37 °C with gentle rocking, the samples 
were removed and their optical density was measured 
on the Zenyth 3100 Microplate Multimode Detector 
(Anthos Labtec Instruments GmbH, Austria) at 450 nm 
against 690 nm [30, 31]. 

Statistical analysis
Statistical processing of the polymers’ biosynthetic pa-
rameters, their contact angles and in vitro biocompati-
bility in a cell culture was performed using the SPSS/
PC+ Statistics™ 12.1 (SPSS) software package. One-way 
ANOVA was used. The data in the tables and in the fig-
ures are presented as mean values and standard error of 
the mean (M ± SD) at a significance level of P <0.05. The 
number of measurements (n) is given in the figure cap-
tions and footnotes to the tables. The mean values of the 
polymers’ physico-chemical properties calculated from 
the three measurements are presented. 

RESULTS AND DISCUSSION

Biosynthesis of PHB copolymers using 
additional sources of carbon 
The results of the study of PHB copolymers biosyn-
thesis by the strain-producer A. chroococcum 7B in 



RESEARCH ARTICLES

  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 83

the presence of various additional carbon sources in a 
culture medium (salts of propionic, valeric, 4-methyl-
valeric, and hexanoic acids) are shown in Tab. 1. The 
results of the PHBV copolymer biosynthesis study 
confirm previously obtained data: 3-hydroxyvaleriate 
monomers are incorporated into the PHBV copolymer 
chain if valeric and propionic acids are used as addi-
tional carbon sources, whereas the presence of a longer 
chain hexanoic acid does not result in the synthesis of 
a copolymer. The molar content of 3HV in the synthe-
sized copolymer is directly proportional to the concen-
tration of the VA added to the culture medium. The 
molecular weight of the PHBV polymer was lower than 
that of the PHB homopolymer, which is probably due 
to the inhibitory effect of valerate on the polymer syn-
thesis. If sucrose is the only carbon source in the me-
dium, the strain produces high-molecular PHB (1710 
kDa) [29, 37–39].

Various additional carbon sources are used in order 
to improve the parameters of polymer biosynthesis. It 
has been shown that additional carbon sources not only 
influence the molecular weight of the synthesized poly-
mers, but also result in the synthesis of new copolymers 
with modified physicochemical and biomedical proper-
ties [29–31, 40–46].

Using this method, we demonstrated the possibility 
of biosynthesizing the PHB4MV copolymer, a novel one 
for the strain-producer A. chroococcum 7B, by adding 
4MVA as an additional carbon source and a precursor 
of the 3H4MV monomer in the copolymer chain to the 
culture medium. The incorporation of 3H4MV residues 
into the synthesized PHB4MV polymer was also con-
firmed by 1H NMR spectroscopy data. In the 1H NMR 
spectrum, the 4-methyl group (f) and -CH-group (g) of 
the 3H4MV monomer are represented by signals at 0.90 
and 1.91 ppm, respectively (Fig. 2), whereas the PHB 
homopolymer and PHBV copolymer have no signals 
in this range. We assume that, similarly to PHBV, the 
obtained copolymer is a multiblock copolymer and its 
synthesis proceeds as follows: 4MVA → 4-methylvaler-
yl-CoA → 3-keto-4-methylvaleryl-CoA → D-3-hydroxy-
4-methylvaleryl-CoA → 3H4MV in the composition of 
PHB4MV; i.e. similarly to PHBV biosynthesis: VA → 
valeryl-CoA → 3 ketovaleryl-CoA → D-3-hydroxyvaler-
yl-CoA → 3HV as part of PHVB [29, 37–39] (Fig. 1).

The maximum incorporation of 3H4MV monomers 
into the synthesized PHB4MV polymer is 0.6 mol% for 
the case when 4MVA is added to the culture medium in 
a concentration of 20 mM as an additional carbon source; 
at other concentrations of the precursor carboxylic acid, 
the incorporation of monomers was much lower. Never-
theless, synthesis of this copolymer is confirmed. 

PhbC-encoded PHB synthase is a polymerase of 
short-chain carboxylic acids, such as 3-hydroxybutyr-

ate and 3-hydroxyvalerate. This polymerase is unable 
to utilize medium- and long-chain 3-hydroxycarboxylic 
acids, namely those longer than 3-hydroxyvaleric acid 
(5C 3-hydroxycarboxylic acid), to synthesize PHAs: 
i.e., this enzyme cannot incorporate 3-hydroxyhexa-
noic acid and 3-hydroxyheptanoic acid into the grow-
ing PHA chain [22, 23]. Nevertheless, we used HxA as 
an additive, because as a 4MVA isomer it can serve as 
a control because it is known that the presence of HxA 
does not lead to the synthesis of the PHB copolymer by 
A. chroococcum cells. The effect of HxA in itself on the 
biosynthesis process had to be controlled, though. Our 
data confirm the restriction on the length of the mono-
mers used by PHB-synthase, which appears to be as-
sociated with the strict specificity of this enzyme with 
respect to the substrates used for polymer synthesis. 
Incorporation of 3-hydroxy-4-methylvalerate residues 
only confirms this restriction, because in spite of the 
fact that 3-hydroxy-4-methylvalerate is a residue of 
6C 3-hydroxycarboxylic acid, its side chain is branched 
and, therefore, the length of the side chain is not in-
creased. However, a linear molecule, 3-hydroxyhexa-
noic acid (6C linear 3-hydroxycarboxylic acid), cannot 
be incorporated into the growing polyester chain by the 
enzyme, for the same reasons. 

Interestingly, the addition of VA and 4MVA to the 
culture medium causes a slight decrease in the mo-
lecular weight of the synthesized polymer that can be 
explained by an inhibitory effect of carboxylic acids 
on PHA biosynthesis (Tab. 1). However, the addition 
of 4MVA to the culture medium immediately, rather 
than after 12 hours, results not only in a considerable 
decrease in the molecular weight of the polymer, but 
also the PHB4MV copolymer is hardly produced at all. 
A similar effect was observed in the case of initial ad-
dition of VA to the culture medium, which resulted in 
the synthesis of a PHBV copolymer with a much lower 
content of 3HV monomers. Reduction of the molecular 
weight is observed even in the case of addition of HxA 
to the culture medium, although the corresponding co-
polymer is not synthesized. This may also be due to the 
inhibitory action of carboxylic acids on PHB-synthase, 
which leads to a decrease in the incorporation of the 
molecular precursor into a growing copolymer chain in 
the early stages of polymer biosynthesis, even though 
in theory it must, in contrast, lead to the synthesis of 
copolymers with a higher content of 3HV and 3H4MV.

The effect of carboxylic acids on polymers biosyn-
thesis is confirmed by the results of the study of A. 
chroococcum 7B culture growth. The results obtained 
indicate that the addition of carboxylic acids to the 
medium results in a marked inhibition of cell growth, 
reduced polymer content, and, consequently, polymer 
production, and the degree of the inhibitory effect on 
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cell growth depends on the nature of the chemical ad-
ditive [29]. For example, despite the fact that the use 
of HxA as an additional carbon source does not lead to 
a copolymer synthesis, HxA significantly inhibits cell 
growth and the production of the polymer (Tab. 1).

Despite a slight decrease in PHB4MV biosynthe-
sis parameters, the high productivity (biomass yield, 
3.4 g/l; copolymer content, 76.7%) of the strain-pro-
ducer and high molecular weight of the copolymer 
(1.3 × 106) should be noted. Biosynthesis of PHB4MV 
has previously been demonstrated using different 
producers: R. eutropha, Burkholderia sp, Chromobac-
terium sp. However, the polymer content in the cells 
of the producer-strains rarely exceeded 50% and the 
biotechnological process required highly specific tech-
nical conditions that may significantly restrict the use 
of these techniques for the production of new polymers 
for biomedical applications. The biocompatibility of the 
synthesized copolymers was not tested, probably due 
to the challenges posed by the developed techniques 
[24–27]. Therefore, it appears particularly important 
to use a highly productive and hardy strains-producer 
such as A. chroococcum 7B to obtain novel copolymers. 

The addition of carboxylic acids to the culture medi-
um also causes changes in the morphology of bacterial 
cells (Fig. 3). A. chroococcum is characterized by a high 
tendency toward cell pleomorphism, and this effect 
can be attributed to it. For example, if valeric acid was 
added in low concentrations (5 mM) the morphology 
would remain almost unchanged, but the addition of 
VA in relatively high concentrations (20 mM) resulted 
in a marked change in cell morphology: coccoid cells 
were transformed into bacillar forms (Fig. 3B). The ad-
dition of 20 mM HxA resulted in the appearance of fila-
mentous cells, even though coccoid and bacillary forms 
were also present (Fig. 3B). This effect of carboxylic ac-
ids on the morphology of bacterial cells is similar to the 
well-known effect of various stress-inducing agents 
(acids, alkalis, peptone) on a cell’s shape [47, 48].

Study of the physico-chemical 
properties of the polymers
The study of the physico-chemical properties of the 
polymers synthesized by strains of A. chroococcum 7B 
revealed a significant difference between the ther-
mo-physical and hydrophilic properties of PHB co-
polymers, PHBV1 (2.5 mol% 3HV), PHBV2 (7.8 mol% 
3HV) and PHB4MV, as well as PHB homopolymer, de-
spite the low molar content of 3H4MV and 3HV in the 
PHBV1 and PHB4MV copolymers, respectively (Tab. 2).

Fig. 4 shows the DSC thermograms of the PHBV 
and PHB4MV copolymers compared to PHB. The ther-
mogram of polymers melting contains the expressed 
melting peaks of semi-crystalline polymers and their 

crystallization peaks. The melting peaks of the PBHV 
and PHB4MV copolymers compared to the PHB homo-
polymer are characterized by:

– a slight change in the melting peak, indicating the 
absence of a significant change in the melting point of 
the copolymers;

– a shift of the PHB4MV crystallization peak to 
higher temperatures, indicating an increase in the 
crystallization temperature of the copolymer; and

– a decrease in the area of the melting peak, indicat-
ing a decrease in the melting enthalpy and accordingly 
crystallinity of the copolymers.

Calculation of the thermo-physical parameters ob-
tained from the analysis of DSC thermograms data is 
shown in Table 2. As can be seen both the PHBV and 
PHB4MV copolymers have a much lower degree of 
crystallinity than PHB (21.9 and 25.1%, respectively), 
and the new PHB4MV copolymer has an even larger 
drop in the degree of crystallinity than the PHBV1 co-
polymer, even though the molar content of 3H4MV in 
PHB4MV is only 0.6 compared to 2.5% of 3HV in PHBV. 
However, PHB4MV has a degree of crystallinity com-
parable to that of the PHBV2 copolymer, in which the 
molar content 3HV is 7.8%. Partially, this drop in the 
crystallinity of the copolymers may be due to a lower 
molecular weight (by more than 300 kDa in comparison 

Fig. 3. The effect of adding carboxylic acids to the culture 
medium on the morphology of strain-producer A. chroo-
coccum cells (light microscopy, ×900). A – S + 5 mM VA 
(added after 12 hours), after 72 hours of culturing; B – S + 
20 mM VA (added t 0 h) after 72 h of culturing; C – S + 20 
mM HxA (added after 12 hours) after 72 hours of culturing; 
D – S + 20 mM 4MVA (added after 12 hours), after 72 
hours of culturing

А

C D

B
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with PHB). The crystallinity indicators (calculated from 
the first and second cycles of heating of the polymer 
samples, see Table 2) are in agreement with the pub-
lished data [49]. A decrease in the molecular weight of 
the polymers has been shown to lead to a quite signifi-
cant drop in the degree of crystallinity (10% or more if 
M

w
 is reduced two-fold) [49]. However, the main role 

in the drop in the degree of crystallinity is played by 

the monomers (3HV and 3H4MV) in the copolymers 
with a side group longer than that of 3HB. This con-
firms the data that introduction of 3HV monomers 
into a PHB polymer chain results in a copolymer with 
altered physico-chemical properties: a lower melting 
point, lower crystallinity, higher plasticity, and lower 
durability and higher biodegradation rate [22, 32], and 
that the crystallinity of the PHBV copolymer decreases 

Table 2. Physicochemical properties of the PHB copolymers obtained in A. chroococcum 7B cells.

Polymer

Chemical composition Therophysical properties Hydrophility

3HV 
content,
mol. %

Molecular 
mass, kDa M

w
/M

n

Melting point (zero 
and peak)  

(T
m

0/ T
m

peak, °C)

Crystallization point 
(peak)  

(T
c

peak, °C)

Crystallinity 
(X

c
), %

Contact 
angle, °

PHB 0 1710 1.7 166.8/176.9 62.2 86.6*/74.7** 70.1 ± 2.6
PHBV1 2.5 1290 1.9 166.0/174.8 60.3 56.4/52.8 70.7 ± 2.2
PHBV2 7.8 1020 1.8 161.2/169.0 66.3 47.5/45.2 76.4 ± 2.3*

PHB4MV 0.6 1300 2.0 169.9/177.3 75.1 58.0/49.6 75.1 ± 1.1*

* Calculated for the first heating cycle.
** Calculated for the second heating cycle.
Note. All columns except the last one contain mean data calculated for three measurements; in the last column “contact 
angle” – * p <0.05 when compared to PHB group, n = 10. 
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Fig. 4. DSC thermograms of PHB4MV obtained by biosynthesis by A. chroococcum 7B: 1 – curve of the first heating 
cycle; 2 – curve of the first cooling cycle; 3 – curve of the second heating cycle; 4 – curve of the second cooling cycle; 
areas of the melting and crystallization peaks are shaded, respectively 
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significantly with the increase in the molar content of 
the 3HV monomers in its chain [32]. However, in the 
case of PHB4MV we observe a much more pronounced 
effect: in its physico-chemical properties the PHB4MV 
copolymer with only a 0.6% molar content of 3H4MV 
resembles a PHVB copolymer with a molar content of 
2.5 to 7.8%. Something similar is observed in the analy-
sis of the polymers’ hydrophilicity. While the contact 
angles (as an indicator of the hydrophilicity of poly-
mer surfaces) of the PHB homopolymer and PHBV1 
copolymer do not differ, the value for the PHBV2 and 
PHB4MV copolymers was considerably higher and the 
contact angle of PHB4MV was only slightly lower than 
that of PHBV2. We have previously shown that the 
contact angle of the PHBV copolymer increases with 
an increase in the molar content of 3HV monomers, and 
that the hydrophilicity of a polymer film is reduced due 
to an increased concentration of hydrophobic groups on 
its surface [50]. Thus, based on the data of the analysis 
of the hydrophilic properties of the polymers, the PH-
B4MV copolymer containing only 0.6% of 3H4MV cor-
responds to a PHBV copolymer with a molar content 
of 2.5 to 7.8%. This may be due to a much more pro-
nounced destabilizing effect of the branched side group 
(3H4MV residue) on the crystal structure of the poly-
mer compared with the effect of the linear 3HV group 
in the PHVB copolymer (Fig. 1), which explains such a 
disproportionately large contribution of the low content 
of 3H4MV to the change in the physico-chemical prop-
erties of the polymer.

Investigation of the growth of stromal 
cells on the polymer films
Studies of the in vitro biocompatibility of polymers 
produced by biosynthesis in A. chroococcum 7B cells 
using a culture of the stromal cells isolated from bone 
marrow revealed a significant increase in the num-
ber of viable BMSCs on the films of three polymers, 
PHB, PHBV1 (2.5%mol 3HV), and PHB4MV, over 5 
days. No statistical differences were observed in the 
cell proliferation on the films of the different polymers. 
Therefore, the new PHB4MV copolymer can be used 
for biomedical research and development, along with 
its analogues – PHB and PHBV – particularly for the 
manufacture of matrices used in bone tissue engineer-
ing [51, 52]. 

CONCLUSIONS 
We have shown that the addition of 4-methyl-
valeric acid to a culture medium of the strain-pro-
ducer A. chroococcum 7B leads to the incorporation 
of the 6C-hydroxycarboxylic acid monomer, 3-hy-
droxy-4-methylvalerate, into the polymer chain 
of PHB, and the synthesis of poly(3-hydroxybu-
tyrate-co-3-hydroxy-4-methylvalerate). Despite the 
low molar content of 3H4MV in the obtained copoly-
mer, the physico-chemical properties of PHB4MV con-
taining only 0.6% of 3H4MV are comparable to those of 
a PHBV copolymer containing 2.5 to 7.8% of 3HV. The 
growth of the BMSCs as determined by the XTT test 
on the PHB4MV copolymer in vitro did not differ sig-
nificantly from their growth on PHB and PHBV, and, 
therefore, it can be used in biomedical research and de-
velopment. 
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polymer films according to the XTT test. * P <0.05 when 
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INTRODUCTION
In the past few decades, with the rapid development 
and commercialization of reproductive technologies, 
preimplantation human embryos have become the 
focus of close attention. Ethical norms and legal con-
straints have put limitations on all but non-invasive 
methods in the study of conceptus; i.e. only microscopic 
observations. As a result of comprehensive phenome-
nological research, a system for the assessment of the 
morphology and rate of development of early human 
embryos in vitro was developed which allows one to 
predict the appearance of implantation-competent 
(high-quality) blastocysts with a higher or lesser de-
gree of certainty [1, 2]. The introduction of incubators 
equipped with a continuous video recording device into 
the practice of reproductive medicine has significantly 
expanded the possibilities of diagnosis and prognosis of 
embryo quality [3–5]. Currently, a large body of factual 
data has been accumulated in the archives of centers 
of human reproductive biology a thorough analysis of 
which can not only improve the prognostic capabilities 
of the morphokinetic approach to the identification of 
promising embryos, but also deepen our understanding 
of the early development of placental mammals.

The first (meridional) cleavage furrow of the polar-
ized zygote of placental mammals begins at the animal 
pole (in the immediate vicinity of the polar body) and 
extends from the animal to the vegetal pole [6–10]. 
Cleavage furrows of the blastomeres of 2-cell embryos 
are orthogonal to the first cleavage furrow and distrib-
uted in planes approximately coinciding with the equa-
torial and meridional planes of the zygote. Thus, there 
are four possible variants of cleavage of 2-cell embryo 
blastomeres: the two blastomeres divide either in the 
equatorial (E) or meridional (M) direction (variants EE 
or MM) or the first division is meridional and the sec-
ond is equatorial (variant ME) and vice versa (variant 
EM).

The listed combinations of second divisions of the 
cleavage have been described in mouse embryos, with 
the variants for 4-cell embryos being different in phe-
notype. In ME and EM divisions, blastomeres form a 
tetrahedral structure (i.e. they are projected onto the 
corners of an imaginary tetrahedron). As a result of 
EE or MM divisions, blastomeres are distributed in the 
form of a plate or rosette [11, 12]. According to canoni-
cal descriptions, a human 4-cell embryo, unlike mouse 
4-cell embryos, is formed as a result of successive me-
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ridional and equatorial divisions of 2-cell embryo blas-
tomeres and, thereafter, assumes a tetrahedral form [6, 
10, 13]. At the same time, the existence of substantive 
differences, including those in the ways of 4-cell em-
bryo formation, at such early (phylogenetically ancient) 
basic stages of the embryogenesis of laboratory mam-
mals and humans seems improbable.

The appearance of variants of 4-cell embryos as a 
result of second divisions of the cleavage seems to be a 
significant event in early ontogenesis. The differences 
in ooplasmic segregation are associated with the dif-
ferences in the dynamic pattern of subsequent embryo 
development [14, 15], which, on the contrary, would 
normally result in the formation of a homogenous final 
structure: i.e. a blastocyst. In other words, this phenom-
enon should be assumed as one of the reasons for the 
diversity in subsequent development and, thereafter, 
the earliest manifestation of the regulatory ability of 
mammalian embryos.

Based on the assumptions presented above, the pur-
pose of this study is (1) to conduct a detailed analysis 
of the topographic features of the second division of 
the cleavage of cultured human embryos; and (2) to 
analyze the variations in the time parameters of sub-
sequent stages of embryo cleavage that are different in 
the variants of the second cleavage. Comparison of the 
genealogy of blastomeres with the sequence of their 
divisions allowed us to assume the role of cleavage as 
predetermining the normal course of the events accom-
panying embryo compaction and cavitation.

EXPERIMENTAL
The material used in the study was time-lapse video 
recordings of 101 human embryos (microscope Primo 
Vision incorporated into a Thermo thermostat; video 
capture every 15 min) obtained under the standard 
culturing protocol from 20 anonymous patients aged 
27 to 44 years (average 34.7 years). The orientation of 
the first three cleavage divisions in relation to the ani-
mal-vegetal axis of the zygote and successive moments 
of the division of the zygote and each blastomere until 
the 16-cell stage of development were determined by 
viewing images of time-lapse recording of individual 
embryos. The genealogy of blastomeres was traced in 
parallel. Based on these registrations, 4-cell embryos 
were classified in accordance with the division variants 
of the second cycle of cleavage and the durations of the 
zygotic period (from fertilization to zygote division) 
and the cleavage cycles were estimated: i.e. the differ-
ence in the onset time of the third and first divisions of 
blastomeres (the second cycle of cleavage), the seventh 
and third divisions (the third cycle of cleavage), and the 
15th and seventh divisions (the fourth cycle of cleav-
age). The duration of the periods not accompanied by 

cell division (difference in the onset time of the second 
and first, fourth and third, eighth and seventh divi-
sions), and the periods of cell divisions (difference in 
the time of the third and second, seventh and fourth, 
15th and eighth divisions) of the second, third, and 
fourth cleavage cycles were also calculated (see Fig. 2). 
These measurements allowed us to calculate the dura-
tion of the cycles of individual blastomeres as the dif-
ference between the division moments of correspond-
ing mother and daughter blastomeres. Based on these 
data, one can reconstruct and compare the genealogy 
of blastomeres before the 16-cell stage using the dura-
tion of blastomere cycles as their marker. The results 
of the measurement were analyzed and compared us-
ing non-parametric methods of variation statistics on 
the Stadia (A.P. Kulaichev, Lomonosov Moscow State 
University) and Statistica v6 (StatSoft) software. At 
the end of the standard cultivation period, the stages 
of embryo development were diagnosed in accordance 
with the established classification [16, 17].

Various developmental anomalies were noted by the 
first divisions of the cleavage of 33 embryos: exces-
sive fragmentation, extremely short or long cell cycles 
(dozens of minutes or two days and more, and even 
complete absence of cytokinesis during the entire ob-
servation period), fusion of blastomeres right after di-
vision, and giant intracellular vacuoles and extracellu-
lar cavities in 4 to 8-cell embryos. These embryos were 
excluded from consideration. However, in some cases, 
measurable parameters of their first cycles were com-
pared with the corresponding parameters in embryos 
that developed in the absence of organic disorders.

RESULTS AND DISCUSSION

Relationship between dividing blastomeres
EE, MM, ME, and EM variants of blastomere divisions 
were detected in 10.3, 19.1, 27.9 and 42.6 % of all cases 
where 2-cell embryos had developed without struc-
tural abnormalities (N = 68). In ME or EM cases, two 
pairs of sister cells were oriented almost mutually per-
pendicular to each other due to the orthogonality of 
division planes for 2-cell embryo blastomeres, while a 
4-cell embryo adopted a configuration close to a tetra-
hedron. Eventually, the geometric correctness of such a 
tetrahedron is improved due to the slow movements of 
sister pairs of blastomeres (Fig. 1). As a result of EE or 
MM divisions, a sort of plate or rosette of blastomeres 
is formed. In these cases, the sister pairs of blastomeres 
are shifted into a mutually perpendicular orientation. 
As a result, the plate or rosette also adopts a tetrahe-
dron form (Fig. 1). Thus, the form of human 4-cell em-
bryos becomes homogeneous regardless of the orienta-
tion of previous cleavage furrows. The displacement of 
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cell pairs is most probably associated with the optimi-
zation of the form of 4-cell embryos as a result of the 
alignment of the mechanical stresses that take place in 
the limited volume of an embryo after blastomere divi-
sions. Association of sister blastomeres is probably due 
to the long-term persistence of cytoplasmic bridges [8, 
11, 18]. Long-term contact between sister blastomeres 
promotes the appearance of cell clusters–a compact 
arrangement of the descendants of 2-, 4- and 8-cell 
embryo blastomeres. We noticed the formation of such 
clusters upon reconstruction of blastomere genealogy.

The frequencies of appearance of EE, MM, ME, and 
EM variants in embryos with structural defects (30.3, 
15.2, 24.2 and 30.3 %, respectively; N = 33) do not dif-
fer from the frequencies for embryos that developed 
without structural abnormalities (χ2 = 6.471, P = 0.091) 
but do not correspond to the distribution typical for 
the latter (χ2 = 15.130, P = 0.002). This is due to the fact 

that the proportions of MM, ME, and EM variants of 
the second cleavage in the two groups of embryos are 
identical (χ2 values for the corresponding alternative 
comparisons are 0.17, 0.09, 0.65; P = 0.682, 0.763 and 
0.419, respectively). The division frequency in abnor-
mal embryos has a clear tendency to outreach (almost 
three-fold) the frequency in normal embryos (χ2 = 4.30, 
P = 0.038; Yates’ correction P = 0.072). Probably, it 
should be assumed that EE embryos are to a greater 
extent prone to organic disturbances in development 
than embryos with other variants of second divisions 
of the cleavage. The same tendency was noted in mouse 
EE embryos [19].

Cleavage cycles and trajectories
Variants of blastomere divisions in the second cleav-
age cycle are essential for further development. A 
smoothed wave-like time trajectory of development 

Fig 1. Examples of sequential equatorial (EE), meridional (MM), and meridional followed by equatorial (ME) blastomere 
divisions and final configuration of a 4-cell embryo in relation to 4-cell embryo formation. Equatorial followed by meridi-
onal (EM) cleavage type (not shown) is different from ME cleavage type only in the order of division. The time after 
intracellular sperm injection (h:m) is indicated on the figure. Asterisk depicts the position of the second polar body
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is typical for EE embryos, while MM, ME, and EM em-
bryos are characterized by a pronounced step-like tra-
jectory (Fig. 2). Average time trajectories (see Fig. 2) 
differ from each other (paired Wilcoxon test; signifi-
cance of the differences (P) between EE and MM, ЕЕ 
and ЕМ, ММ and МЕ, ММ and ЕМ variants equals 
0.001; significance of the differences between the EE 
and EM variants is 0.002; and 0.023 between ME and 
EM variants).

Differences in the duration of cleavage cycles be-
come apparent in the third cleavage cycle and increase 
in the 4th cycle. EE embryos have the longest cycles, 
while MM embryos have the shortest cycles, with EM 
and ME embryos occupying an intermediate position. 
Lengthening of the overall cycles of cleavage is mainly 
due to the extension of cell division periods. Therefore, 
the division frequency is maximal for MM and minimal 
for EE embryos (Tab. 1). MM embryos reach the 16-cell 
stage after 80.5 ± 4.85 hours (mean ± standard devia-
tion); EM embryos – after 87.7 ± 9.47 h; and ME and 
EM embryos – after 94.8 ± 11.29 and 98.1 ± 5.05 h, re-
spectively (the differences of the mean values are sta-
tistically significant except for the differences for the 
EE and ME groups (P = 0.197); Van der Waerden test).

Fig 2. Embryo cleavage trajectories for EE, MM, ME, and 
EM cleavage type embryos. The green, red, and yellow 
lines indicate embryos with high, low, and medium cleav-
age intensities, respectively. Dashed lines indicate aver-
age embryo cleavage trajectories for each significantly 
different cleavage intensity group. Solid lines with markers 
depict average trajectories for each embryo variant. Hori-
zontal axes stand for the number of blastomeres. Vertical 
axes indicate the time after intracellular sperm injection (h)

ЕЕ

МЕ ЕМ

ММ

120
110
100

90
80
70
60
50
40
30
20
10

0

120
110
100

90
80
70
60
50
40
30
20
10

0
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Table 1. Time parameters of the cleavage cycles (mean value and standard deviation, h) of embryos with different vari-
ants of successive divisions of 2-cell embryo blastomeres

ЕЕ ММ МЕ ЕМ

Number and prospective stages of 
embryo development

B5(2), B4(1), B3(1), 
B1(3)

В5(7), В4(3),
B3(2), B1(1)

B5(3), B4(5), B3(2), 
B2(2), B1(5), M(2)

B5(8), B4(6), B3(5), 
B2(4), B1(5), M(1)

Zygotic period 28.6 ± 2.701 26.7 ± 1.441 28.2 ± 3.96 28.5 ± 3.61

Overall cycle duration

cycle 2 13.1 ± 2.52 12.1 ± 1.05 12.4 ± 1.22 12.8 ± 1.85

cycle 3 24.4 ± 5.722,3,4 17.4 ± 3.332 18.1 ± 5.583 19.4 ± 4.964

cycle 4 32.1 ± 8.675,6 24.3 ± 3.065, 7, 8 36.0 ± 8.127, 9 26.9 ± 4.576, 8, 9

Period without divisions

cycle 2 11.9 ± 1.33 11. 6 ± 1.12 11.5 ± 1.16 11.9 ± 1.48

cycle 3 14.3 ± 2.81 14.1 ± 2.78 13.2 ± 1.88 14.3 ± 3.72

cycle 4 12.1 ± 3.3610,11 17.5 ± 4.0510 16.8 ± 7.04 17.3 ± 4.6711

Period of blastomere 
divisions

cycle 2 1.1 ± 1.60 0.5 ± 0.3112,13 0.9 ± 0.5512 1.0 ± 0.8913

cycle 3 10.0 ± 4.5714,15,16 3.3 ± 2.0814,17 4.9 ± 5.0715 5.1 ± 2.9916,17

cycle 4 20.0 ± 6.8718,19 6.8 ± 2.4718,20 19.2 ± 5.9320,21 9.6 ± 5.2919,21

Mean time between suc-
cessive cell divisions **

cycle 2 0.6 ± 0.80 0.2 ± 0.15 0.4 ± 0.28 0.5 ± 0.45

cycle 3 2.5 ± 1.14 0.8 ± 0.52 1.2 ± 1.27 1.3 ± 0.75

cycle 4 2.5 ± 0.86 0.9 ± 0.31 2.4 ± 0.74 1.2 ± 0.66

Note. The same superscript numbers indicate statistically significant differences in the mean values (Van der Waerden 
test, P < 0.05). *B – blastocyst stage; M – morula stage; figures indicate gradation of embryos at the blastocyst stage; 
parentheses indicate the number of embryos that have reached each specific stage.
**Mean values differ from each other in the same way as the average values of the duration of blastomere division peri-
ods.
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The diversity of development trajectories is notably 
higher among ME and EM embryos than among EE and 
MM embryos (see Fig. 2; compare the corresponding 
standard deviations presented in Table 1). ME and EM 
embryos can be subdivided into three groups according 

to the similarity of trajectories. Average trajectories of 
development for both ME and EM embryos from these 
groups differ significantly (P = 0.0007 for all compari-
son variants, paired Wilcoxon test). Embryos of the sec-
ond group are characterized by a longer duration of the 

Table 2. Time parameters of cleavage cycles (mean value and standard deviation, h) of ME and EM embryos with differ-
ent terms of development (groups 1, 2 and 3) 

МЕ ЕМ

Group 1 Group 2 Group 3 Group 1 Group 2 Group 3

Number and prospec-
tive stages of embryo 

development

В5(2), В4(4), 
В3(1), В1(1)

В2(2), В1(2), 
M(1)

B5(1), В4(1), 
В3(1), В1(2), 

M(1)
В5(5), В4(2) В1(4), M(1)

В5(3), В4(4), 
В3(5), В2(4), 

В1(1)

Zygotic period 25.5 ± 2.011,2 33.3 ± 3.291,3 27.7 ± 2.012,3 25.1±2.191,2 32.9 ± 3.601,3 28.7 ± 2.532,3

Overall cycle 
duration

cycle 2 11.3 ± 0.624,5 13.3 ± 0.944 13.1 ± 0.875 11.7±1.254 15.0 ± 0.634,5 12.7 ± 1.815

cycle 3 15.3 ± 3.288 18.4 ± 1.21 21.7 ± 8.228 16.3±1.948 25.7 ± 6.088,9 18.8 ± 3.949

cycle 4 33.0 ± 3.6811 45.5 ± 6.4911,12 32.1 ± 7.9112 21.9 ± 3.1113,14 28.5 ± 4.5013 28.5 ± 3.6214

Period without 
divisions

cycle 2 10.5 ± 0.976,7 12.4 ± 0.516 12.2 ± 0.647 10.8 ± 0.416 14.2 ± 0.566,7 11.6 ± 1.217

cycle 3 11.9 ± 0.879,10 14.6 ± 2.519 13.9 ± 1.0810 12.3 ± 1.4910 19.6 ± 4.9910,11 13.6 ± 2.4711

cycle 4 15.6 ±4.29 21.3 ± 9.22 14.8 ± 7.57 15.6 ± 1.74 15.1 ± 6.65 18.6 ± 4.65

Period of 
blastomere 

divisions

cycle 2 0.8 ± 0.60 0.9 ± 0.57 0.93 ± 0.56 0.9 ± 1.01 0.76 ± 0.25 1.08 ± 0.98

cycle 3 3.4 ± 2.89 3.9 ± 2.18 7.75 ± 7.92 4.0 ± 1.4112 6.08 ± 2.1612 5.21 ± 3.59

cycle 4 17.5 ± 2.81 24.2 ± 9.63 17.3 ± 2.66 6.2 ± 2.9815 13.4 ± 6.0015 9.95 ± 5.19

Notations are the same as in table 1.

Table 3. Terms and comparison of blastomere cycles in embryos with different variants of the second division of the 
cleavage

Blastomeres
Mean values ± standard deviation

EE (N = 7) ММ (N = 13) МЕ(N = 19) EМ (N = 29)
1 11.9 ± 1.29a 11.6 ±1.13a 11.7 ± 1.09a 11.9 ± 1.46a

2 13.1 ± 2.51a 12.0 ± 1.09a 12.5 ± 1.21a 12.9 ± 1.83a

1:1 17.6 ± 6.20b 14.9 ± 2.76b,c 14.6 ± 2.16b,c 15.5 ± 4.01b,c,d

1:2 21.1 ± 6.151,6,b 16.6 ± 3.206,b 15.5 ± 2.581,9,b,d 18.2 ± 5.349,b,e

2:1 17.7 ± 2.862,7,c 15.0 ± 3.467,d 14.2 ± 2.442,10,d,e 16.3 ± 3.6010,c,e,f

2:2 24.4 ± 9.303,4,8,c 16.2 ± 3.475,8,c,d 17.9 ± 5.663,c,e 18.6 ± 4.334,5,d,f

1:1:1 23.6 ± 5.00d,e,f 21.8 ± 3.6415,e,f 25.3 ± 6.93f,g 24.4 ± 5.1515,g,h,k,l

1:1:2 29.7 ± 10.71d 23.8 ± 3.9912,16,e,g,h,k 32.4 ± 9.7112,f,h,k,l 28.0 ± 5.8916,g,m,n,p,q

1:2:1 22.4 ± 5.36g 21.5 ± 4.13g,l,m,n 23.0 ± 6.87h,m,n,p 24.3 ± 5.32m,r,s

1:2:2 32.2 ± 12.5020,e,g 22.7 ± 3.6717,20,l 28.1 ± 9.74m 27.1 ± 5.5517,h,r,t,u

2:1:1 25.4 ± 9.17h 21.4 ± 3.813,18,h,p 26.0 ± 7.8813,k,q 24.5 ± 4.4318,n,t,v,x

2:1:2 33.8 ± 11.3821,22,f,h,k 24.3 ± 3.6719,21,f,m,p,q 30.3 ± 10.76g,n,q,r 27.6 ± 4.7819,22,k,s,v,y,z

2:2:1 20.2 ± 3.77k,l 21.2 ± 3.26k,q,r 22.8 ± 6.30l,r,s 21.7 ± 5.94l,p,u,x,y

2:2:2 26.5 ± 10.22l 23.8 ± 3.3314,n,r 28.7 ± 6.3414,p,s 25.7 ± 5.01q,z

Note. The same superscript letters indicate statistically significant differences (Р < 0.05, paired Wilcoxon test) in the 
duration of blastomere cycles in the embryos of each group (value differences are presented in columns). The same 
superscript numbers indicate statistically significant differences (Р < 0.05, Van der Waerden test) of the duration of cor-
responding cycles in embryos of different groups (value differences are presented in lines).
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cycle. Durations of the cleavage cycles for embryos of 
the third group can be comparable or exceed the ones 
for the first group embryos, and in some cases, for the 
second group embryos (see details in Tab. 2).

ME embryos of the first, second, and third 
groups reach the 16-cell stage of development after 
85.1 ± 4.28 (mean ± standard deviation), 110.5 ± 6.10, 
and 94.6 ± 2.57 h; EM embryos – after 74.9 ± 3.10, 102.1 
± 5.20, and 88.8 ± 3.05 h, respectively. The differences 
in these values are statistically significant (Van der 
Waerden test, P = 0.001, 0.024 and 0.001). At the same 
time, the average trajectories of the development of 
ME and EM embryos of the first, second, and third 
groups do not differ (paired Wilcoxon test; P = 0.256, 
0.158, and 0.112, respectively).

ME and EM embryos of different groups had 
reached different stages of development by the end 
of the registration period (Tab. 2). The first groups in-
cluded embryos that had formed mature blastocysts 
(grades 4 and 5). The second groups included slowly 
developing embryos that had reached the stage of 
morula or blastocyst that had initiated cavitation. The 
third groups were diverse since their embryos had a 
whole spectrum of blastocysts by the end of registra-
tion, with blastocysts of grades 2 and 3 being the most 
presented (Tab. 2). Comparison of alternative distribu-
tions (number of embryos that had reached grades 5 
and 4 with the number of earlier embryos at the end 
of the registration period) showed a clear prevalence 
of both ME and EM embryos in group 1 and, thus, the 
prevalence of embryos with delayed development in 

group 2 (two-sided Fisher’s exact test, P = 0.021 and 
0.001). The same comparison of groups 1 and 3 demon-
strated a significant difference in alternative distribu-
tions for EM embryos (P = 0.019) and similarity among 
ME embryos (P = 0.277).

The period of development for MM embryos to the 
16-cell stage occupies an intermediate position between 
corresponding values for ME and EM embryos of the 
first groups, and is significantly shorter than the first 
value (Van der Waerden test, P = 0.017) but longer than 
the second value (P = 0.001). The average cleavage tra-
jectory for MM embryos is different from the trajectory 
for ME and EM embryos of the first groups (paired Wil-
coxon test, P = 0.001 and 0.000, respectively). Alternative 
distribution (normally developed embryos compared to 
embryos with delayed development) in the MM group 
does not differ from similar distributions in the first 
groups of ME and EM embryos (Fisher’s exact test, P = 
0.590 and 0.148) but differs from the distribution in the 
second groups (P = 0.015 for both comparisons).

Averaged parameters of cleavage (and thus the tra-
jectories of development during the cleavage period) 
for ME and EM embryos of the first groups, as well as 
for MM embryos (i.e. the parameters of rapidly cleaving 
embryos in total), are in good agreement with prog-
nostic criteria for successfully developing embryos (see 
Tab. 1 and 2).

Blastomere genealogy and cycles
The duration of blastomere cycles in 4- and 8-cell em-
bryos with different variants of the second cleavage 

Table 4. The terms of blastomere cycles (mean values, standard deviation, h) and their comparison for МЕ and ЕМ em-
bryos with different developmental terms (groups 1, 2 and 3)

Blasto-
meres 

ME EM
Group 1
(N = 8)

Group 2
(N = 5)

Group 3
(N = 6)

Group 1
(N = 7)

Group 2
(N = 5)

Group 3
(N = 17)

1 11.0 ± 1.211,2,a 12.4 ±0.511,a 12.2 ± 0.592,a 10.9 ±0.461,a 14.2 ± 0.591,2,a 11.7 ± 1.152,a

2 11.7 ± 1.113,4,a 13.3 ± 0.943,a 13.1 ± 0.854,a 11.9 ± 1.333,a 15.0 ± 0.663,4,a 12.7 ± 1.804,a

1:1 13.1 ± 2.105,8,b 16.5 ± 1.775 15.1 ± 0,818,b 13.2 ± 1.905,9,b,c 21.0 ± 6.445,10,b 14.9 ± 2.06b9,10,b,c

1:2 13.8 ± 2.436,9,b,c 17.5 ± 2.476 16.1 ± 1.259,b 15.2 ± 2.146,b 25.6 ± 6.956,11,b 17.3 ± 3.7611,b

2:1 12.4 ± 0.927,10,c,d 15.5 ± 2.797 15.5 ± 2.2410,c 14.2 ± 1.407,d 20.9 ± 4.437,12,c 15.8 ± 2.8512,d

2:2 14.9 ± 3.1313,11,d 18.2 ± 1.53 21.7 ± 8.2411,c 15.8 ± 2.068,c,d 23.0 ± 4.898,13,c 18.4 ± 3.9613,c,d

1:1:1 20.0 ± 4.0612,17,e,f,g 31.9 ± 5.9512b,c,d 26.9 ± 5.4517,d 20.4 ± 1.8314,21,e 24.3 ± 5.07d,e 26.0 ± 5.4014,21e,f

1:1:2 27.3 ± 6.7813,e,h,k 42.9 ± 9.1513,20,b,e,f 30.5 ± 7.1520,d,e,f 23.1 ± 3.0715,22,e,f,g 31.1 ± 6.1815,d,f 29.2 ± 5.72e22,g,h

1:2:1 20.1 ± 2.98h,l 27.2 ± 11.5e,g,h 23.5 ± 4.37e,g 19.9 ± 2.7916,23,h,k 25.1 ± 3.3716,g 25.9 ± 5.6923,g,k,l

1:2:2 25.8 ± 7.43f,l,m 32.9 ± 14.7f,g 27.1 ± 7.63g 21.5 ± 3.1617,24,h,l 28.3 ± 4.6817,g 29.0 ± 5.14f24,e,k,m,n,p

2:1:1 19.9 ± 2.6214,18,k,n,p,q 34.9 ± 7.1814,21,k 26.7 ± 5.7018,21,h,k 20.6 ± 3.1918,25,f,m 26.8 ± 5.9718,h,k 25.4 ± 3.5425,m,q

2:1:2 21.9 ± 3.5615,19,n,r 42.9 ± 9.9915,22,c,h,k,l 30.9 ± 6.8919,22,h,l 22.4 ± 2.9819,26,k,m,n 28.8 ± 6.3119,h,l 29.4 ± 3.3426,f,l,q,r,s

2:2:1 23.2 ± 5.00p,s 27.8 ± 5.1723,d,f,l,m 18.2 ± 6.0223,f,k,l,m 19.0 ± 2.2027,g,l,n,p 19.4 ± 10.43f,k,l,m 23.6 ± 4.8927,h,n,r,t

2:2:2 27.3 ± 5.3016,g,m,q,r,s 34.8 ± 4.6716,24,m 25.7 ± 6.0224,m 21.2 ± 2.9220,28,p 28.0 ± 6.86e20,e,m 26.8 ± 4.1828,p,s,t

Notations are the same as in table 3.
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are different in general (Kruskal-Wallis test, P <0.000 
in both cases). The shortest cycles are typical for MM 
embryos; the longest – for EE embryos. ME and EM 
embryos, the cycles of which for corresponding blas-
tomeres (especially at the 8-cell stage) are sufficient-
ly similar to each other, have an intermediate position 
(see Tab. 3). The blastomere cycles of the first groups of 
ME and EM embryos are shorter than the correspond-
ing cycles for embryos of the second and third groups 
(cycle duration values and their statistical comparisons 
are presented in Tab. 4).

Due to the genealogical hierarchy, the division pe-
riod of any blastomere is composed of a period of di-
viding blastomere cycle and the periods of the cycles 
of blastomeres preceding it. Inequality of the cycles of 
sister blastomeres (Fig. 3) is the event that structures 

blastomere division periods in each cleavage cycle and 
the trajectories of the whole cleavage.

Substitution of the time parameters of the cleavage 
trajectory with the sequence (order) of blastomere di-
visions (that mediate the terms of a blastomere lineage 
existence, see Fig. 3) allows one to identify the diver-
sity of the cycles of individual blastomeres within vari-
ous embryos. The distributions connecting the division 
frequencies of blastomeres of similar origin with the 
sequence of their division in the third and fourth cycles 

Fig 3. Blastomere genealogy in ЕЕ, ММ, МЕ and ЕМ 
embryos. The numbers at bifurcation points show the 
order of blastomere appearance (same for every geneal-
ogy schemes). The lowest number stands for the shortest 
cycle length. Vertical axes indicate the time after intracel-
lular sperm injection (h). Z – zygote
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Fig. 4. Distribution of blastomere cleavage periods for 
4-cell (left diagrams) and 8-cell (right diagrams) aggre-
gates of MM, ME, and EM embryos. Horizontal axes de-
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of cleavage trajectories are significantly different from 
the corresponding equality probabilities for both 4-cell 
EE, MM, ME, and EM embryos (χ2: 20.0, 40.3, 84.0, and 
93.1, respectively; threshold χ2 value (P < 0.05) equals 
16.09) and 8-cell MM, ME, and EM embryos (χ2: 79.4, 
98.9 and 133.8, respectively, threshold χ2 value equals 
66.3). The distribution for 8-cell EE embryos does not 
differ from the equiprobable distribution (χ2 = 56.0, 
P > 0.250), which is due to the small sample size of such 
embryos.

In 4-cell ME embryos, blastomere 1 : 1 divides before 
the others in 78.9 % of cases (χ2 = 31.7, P < 0.000), while 
the same value for blastomere 2 : 2 is 84.2 % (χ2 = 40.6, 
P < 0.000). Blastomeres 1 : 1 : 1, 2 : 2 : 2, and 1 : 2 : 2 are 
significantly more likely to divide in the eighth, 15th, 
and 14th row (36.8, 42.1 and 36.8 %; χ2 = 12.6, 26.1 and 
15.1; P <0.050, <0.001 and 0.050, respectively). Blasto-
meres 1 : 1 and 2 : 2 in 72.4 and 65.5 % of EM embryos 
are the fourth and seventh to divide (χ2 = 40.6 and 34.6, 
P < 0.000); blastomere 1 : 1 : 1 is the eighth and ninth 
to divide (in 34.5 % of cases, χ2 = 36.9 and 22.0, P < 0.000 
and < 0.005), blastomeres 1 : 1 : 2 and 2 : 2 : 2 are the 
14th and 15th (in 31.0 and 34.5 %, χ2 = 35.8, P <0.000) 
(see fig. 4). In MM embryos, the first and the last to di-
vide are blastomeres 1 : 1 and 2 : 2 (69.2 %, χ2 = 16.8, 
P <0.025) and blastomeres 2 : 2 : 1 and 2 : 2 : 2 (in 38.5 
% cases, χ2 = 15.9 and 18.4, P <0.050 and <0.025, respec-
tively).

Thus, blastomeres, despite the similarity of origin, 
significantly differ in their division sequence (i.e. pe-
riods of the existence of blastomere lineages until the 
moment of their division), appear and increase in num-
ber during the third and fourth cycles of cleavage in 
the embryo. The two blastomeres are the first and last 
to successively divide in the vast majority of 4-cell em-
bryos, while the division sequences of the two other 
blastomeres vary. In 8-cell embryos, the probability of 
early or late successive divisions of blastomeres is re-
duced. However, the number of blastomeres increases; 
the division moment for them varies among different 
embryos. If such a tendency is preserved in the fifth 
and sixth cleavage cycles, the division sequence for all 
blastomeres, 16- and 32-cell, will become stochastic. 
Since the embryos, some of them earlier and some of 
them later, had reached the final stage of development 
(blastocysts), it can be assumed that the discussed phe-
nomenon is one of the manifestations of the regulatory 
aspect of blastomeres and embryos in general, which 
increases during cleavage. An increase in the regula-
tory aspect, by definition, involves an expansion of the 
spectrum of potential differentiation pathways. There-
fore, one can expect the expansion of potential abilities 
to differentiate in blastomeres of 8-cell and, particu-
larly, 16- and 32-cell embryos.

It is traditionally believed that oocytes and zygotes 
are totipotent. However, according to cytologic cri-
teria, oocytes and zygotes inheriting the structure of 
oocyte are highly specialized cells. In addition to their 
characteristic morphology and specific syntheses, zy-
gote specialization is manifested in polarization with 
uneven volumetric distribution (as well as in the length 
of the cortical layer) of cellular organelles and the com-
plex of specific regulatory macromolecules [18–20 et 
al.]. We suggest that blastomeres acquire the ability of 
self-synthesis and regulation, polarization, and forma-
tion of functional contacts and, finally, of specific dif-
ferentiation only after the elimination of the specific 
characteristics of zygote organization and release from 
the influence of zygotic determinants [21–23]. At the 
molecular genetic level, the events that release blasto-
meres from “zygote dictatorship” during the period of 
the first cleavage divisions are poorly studied and are 
most likely associated with cell cycle regulation [24, 25].

CONCLUSION
In placental mammals, unlike in lower vertebrates, po-
larization (pre-mapping) of zygote is sufficiently labile, 
which determines the diversity of time parameters in 
the early development and, in the case of imperfection 
or insufficiency of this pre-mapping, a rather high level 
of early development anomalies. As a result of the re-
alization of all possible combinations of meridional and 
equatorial furrows, four variants of 4-cell embryos are 
formed during the cleavage of 2-cell human embryos 
(as well as mouse embryos and, probably, other types of 
placental mammals). The blastomeres of embryos that 
belong to different variants include significantly differ-
ent parts of zygotes, thus acquiring different “doses” of 
determinants. Segregation of zygotic cytoplasm and de-
terminants continues during further cleavage divisions. 
This, in turn, is reflected in the significant diversity in 
time parameters (blastomere cycles, cleavage cycles 
and cleavage trajectory in general) in the next cleavage 
rounds of each variant of 4-cell embryos. The diversi-
ty associated with the degree of “perfection” of zygote 
organization interferes with the diversity provided by 
way of its segregation, which is manifested in cleav-
age trajectories. An example of this is the development 
trajectories for ME and EM embryos with significant-
ly different cleavage rates (the first, second, and third 
groups). According to preliminary estimates, the for-
mation frequencies of implantation-competent blasto-
cysts tracing to each of the variants of 4-cell embryos 
are different. Thus, the variant of a 4-cell embryo for-
mation should be taken into account during early prog-
nosis of the prospectivity of each individual embryo.

Substitution of time parameters by ordinal charac-
teristics (i.e. the sequences of blastomere divisions in 
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the cleavage trajectory or, in other words, mediated 
terms of the existence of blastomeres lineages) allows 
one to reveal another form of diversity associated with 
the characteristics of the cleavage process itself – the 
diversity in the moment of entry into the next cleav-
age cycle for blastomeres of similar origin within vari-
ous embryos. We suggest that this phenomenon may 
be explained by the gradual decrease in the effects of 
determinants as a reflection for consecutive elimination 
of the specific organization of zygote in its fragments 

(i.e. blastomeres). A dedifferentiation of blastomeres 
achieved in this way precedes and, possibly, enables 
their own expression, regulation, and, finally, their 
own differentiation. Greater or lesser success in blas-
tomeres’  dedifferentiation defines a time shift (longer 
or shorter, respectively) for the events of asymmetric 
divisions and compaction, which in turn may influence 
the ratio of inner cell mass to mural trophectoderm in 
blastocysts. 
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only if they are located between them [12, 13]. Recent-
ly, it has been shown that insulators may be involved 
in establishing distal interactions and the organization 
of chromosome architecture [14, 15]. The Zw5 protein 
was found in the SCS insulator, located on the bound-
ary of a heat shock 70 gene cluster [10]. Pita and ZIPIC 
proteins were initially identified as partners of the in-
sulator CP190 protein, which is believed to play the key 
role in the formation of chromatin architecture [11]. All 
insulator proteins bind to specific nucleotide sequences, 
9–15 bp in length, whose multiplication creates an ef-
fective insulator [10, 11, 16]. A genome-wide analysis 
showed that Zw5, Pita, and ZIPIC preferentially bind 
to gene promoters [11]. It is assumed that the ZAD-
domain may be involved in the organization of distal 
interactions between the remote binding sites of one 
insulator protein [15].

In the present study, we investigated a point mu-
tation in the ZAD-domain of the Zw5 protein, which 
leads to a lethal phenotype. It has been shown that this 
mutation disrupts nuclear localization of the Zw5 pro-
tein. The ZAD-domains of the other two proteins, Pita 
and Grau, are also essential for nuclear localization of 
these proteins. Therefore, one of the functions of the 
ZAD-domain is the regulation of the nuclear localiza-
tion of transcription factors.
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Drosophila melanogaster
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ABSTRACT Many arthropod zinc-finger transcription factors contain a N-terminal domain called ZAD (Zinc-fin-
ger Associated Domain), which consists of four cysteines coordinating a single zinc ion. Dimerization ability has 
been shown for several ZAD-domains. The functional role of this domain is poorly understood. In this paper, we 
demonstrate that a point mutation within the ZAD-domain of the Zw5 insulator protein disrupts its nuclear lo-
calization without affecting its dimerization ability. The importance of the ZAD-domain for nuclear localization 
has also been shown for the Pita and Grauzone proteins. Therefore, one of the ZAD-domain functions is control 
of the nuclear localization of transcription factors.
KEYWORDS insulators, chromatin, transcription factors
ABBREVIATIONS ZAD, Zinc-finger Associated Domain; IPTG, Isopropyl-β-D-thiogalactopyranoside; PMSF, phe-
nylmethylsulfonylfluoride

INTRODUCTION
Proteins with a “zinc fingers” DNA-binding domain of 
C2H2-type are the largest class of transcription factors 
in higher eukaryotes [1]. The C2H2-domains usually 
form clusters, some of which are responsible for highly 
specific binding to DNA. A subclass of C2H2-type “zinc 
fingers” transcription factors was found in arthropods: 
its representatives contain a specific domain at the N-
terminus, called ZAD (Zinc-finger Associated Domain), 
which contains four cysteines coordinating a single zinc 
ion [2, 3]. Drosophila melanogaster cells contain over 90 
transcription factors (Fig. 1) with C2H2- and ZAD-do-
mains [3]. The genomes of other arthropods may encode 
from four (Daphnia pulex) to 120 (anopheles mosquito) 
factors of this class. Determination of the crystal struc-
ture of the ZAD-domain from the Grauzone (Grau) 
factor revealed that it is a dimer (Fig. 2A) [4]. In addi-
tion, it has been demonstrated in vitro that the ZAD-
domains of the Serendipity-δ and Weckle proteins also 
form dimers [5, 6]. To date, this family of transcription 
factors remains almost unexplored, with functional 
roles established only for a few of them [7–9]. Three 
transcription factors with ZAD-domains (Pita, ZIPIC 
and Zw5) can be classified as insulator proteins (Fig. 
2B) [10, 11]. Insulators are regulatory elements that 
block interaction between an enhancer and a promoter 
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MATERIALS AND METHODS

Expression and purification of the proteins
The DNA encoding ZAD-domains of the Zw5 pro-
tein (wild-type and R14G mutant) of Drosophila was 
cloned into the pET32a(+) plasmid in a frame with six 
histidine residues and Thioredoxin. The plasmids were 
used to transform competent cells of the Escherichia 
coli strain BL21(DE3). Protein expression was induced 
with 1 mM IPTG. 0.2 mM ZnCl

2
 was added prior to the 

induction, and the culture was incubated overnight at 
18 °C on a shaker. The bacterial cells were destroyed 
by sonication in 50 mM HEPES-KOH buffer (pH 7.6), 
containing 500 mM NaCl, 20 mM imidazole, 5 mM 
β-mercaptoethanol, and 1 mM PMSF supplemented 
with 1:500 Proteinase inhibitor cocktail VII (Calbio-
chem). The proteins were isolated from the bacterial 
cell lysate by affinity chromatography on Co-IDA-
Sepharose. The elution was performed using 50 mM 
HEPES-KOH buffer (pH 7.6), containing 500 mM NaCl, 
250 mM imidazole, 5 mM β-mercaptoethanol.

Chemical cross-linking of the proteins
Following the isolation, the proteins were dialyzed 
against PBS buffer. Glutaraldehyde was added to the 
preparations to a final concentration of 0.01 or 0.1%, and 
they were incubated at room temperature for 10–15 
min. The reaction was quenched by adding glycine to 
a concentration of 50 mM and incubated at room tem-
perature for 15 min. The products of the cross-linking 
reaction were visualized by electrophoresis in poly-
acrylamide gel, followed by silver staining.

Image staining of the S2 cells of D. melanogaster 
cDNAs encoding either full-length wild-type proteins 
or mutant ones were cloned into a plasmid in frame 
with 3×FLAG-peptide for transient expression under 
the control of the actin 5C gene promoter. The cells 
were transfected according to the standard procedure 
using the Cellfectin reagent (Invitrogen). The staining 
was performed on the third day after the transfection.

1 ml of the suspension of S2 cells was applied to a 
cover glass of a 35-mm Petri dish. It was incubated 
overnight at 24 °C to precipitate the cells on the glass. 
The medium with non- adhered cells was removed.

All solutions were applied to the wall of the dish, so 
as not to wash off the cells from the glass. The incuba-
tion was performed at room temperature on a shaker 
at low speed.

The glass was washed with 1 ml of phosphate-buff-
ered saline (PBS, 2 × 5 min). The cells were fixed with 
1 ml of the fixation solution (2% formaldehyde, 50 mM 
MgCl2

 in PBS) for 20 min. They were washed with 1 
ml of PBS (3 × 5 min). To increase the permeability of 

the cell membranes, the cells were treated with 1% Tri-
ton X-100 in PBS for 10 min. The cells were washed 
with PBS (1 ml, 3 × 5 min). They were incubated in a 
blocking solution (1% bovine serum albumin (BSA), 
0.05% Tween-20 in PBS, 2 × 30 min) and incubated 
with 1 ml of the blocking solution with primary anti-
bodies (1:30 anti-lamin (from the collection of the Uni-
versity of Iowa), 1:300 anti-FLAG (Sigma)). Then they 
were washed with the solution of 0.25% BSA, 0.05% 
Tween-20 in PBS (3 × 15 min), incubated with 1 ml of 
the blocking solution with secondary antibodies conju-
gated with a fluorophore (Invitrogen) and TO-PRO-3 
Iodide for 1 h. They were washed with the solution of 
0.25% BSA, 0.05% Tween-20 in PBS (3 × 15 min), and 
washed with 1 ml of PBS for 5 min. The glass was then 
washed with water, and the excess water was removed. 
A Vectashield medium was added for fixing on the cov-
er glass. The edges of the cover glass were, coated with 
varnish. 

RESULTS

Lethal mutation in the ZAD-domain of Zw5 
protein does not affect its ability to dimerize
The dwg (deformed wings) gene that encodes the Zw5 
protein is expressed primarily during embryogenesis. 
There are many mutations described for the dwg gene 
that produce a lethal phenotype, suggesting that Zw5 
plays an important role in embryonic development. One 
of well-characterized mutations, dwg8 or zw562jl, leads to 
substitution of arginine for glycine at position 14 (R14G) 
of the ZAD-domain [10]. This recessive mutation is lethal 
at the larval stage. To prove that the zw562jl mutation is 
the one responsible for the lethal phenotype, a construct 
was obtained in which the dwg gene was under the con-
trol of the hsp83 gene promoter. White gene that deter-
mines eye pigmentation was used as the reporter gene 
to identify the transformants. Four transgenic lines with 
a single insertion of the construct were obtained as a re-
sult of the transformation into Drosophila embryos. All 
transgenes complemented the lethal phenotype of the 
zw562jl mutation, confirming the role of this mutation in 
the manifestation of the lethal phenotype. 

Therefore, a point mutation in the ZAD-domain 
leads to a complete functional inactivation of Zw5. 
Based on this data, it can be concluded that the pres-
ence of R14 in the ZAD-domain is essential. The align-
ment of the ZAD-domain sequences from different 
proteins demonstrated that most ZAD-domains con-
tain an arginine residue at position 14 (Fig. 1). Out of 93 
transcription factors with a ZAD-domain in the Dro-
sophila genome, 81 have arginine at position 14 (R14). 
In five proteins, arginine is replaced with leucine; in 
three, with phenylalanine; in two, with cysteine; and 
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in one, with aspartate and histidine. Previously, it has 
been suggested that R14 participates in the ZAD-
domain dimerization [4], since it (R5 in Grau protein) 
is involved in the formation of hydrogen bonds with 
Q74 (Fig. 2A), although these residues are only a small 
part of an extended dimerization interface between 
two ZAD-domains. In order to test this hypothesis, cD-

NAs encoding the ZADwt and ZADR14G domains fused to 
Thioredoxin were cloned into a pET32a(+) vector and 
expressed in E. coli cells. It was found that the mutant 
ZAD-domain is expressed in much lower quantities 
than the wild-type domain. This may indicate a lesser 
stability and disruption of the proper conformation of 
the mutant ZAD-domain expressed in bacteria.

Fig. 1. Multiple sequence 
alignment of Drosophila 
ZAD-domain amino-acid 
sequences. Red arrow indi-
cates the position of con-
served arginine.
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To compare the dimerization of the normal and mu-
tant ZAD-domains, we cross-linked the ZAD-domains 
using glutaraldehyde. As can be seen from Fig. 3, at a 
concentration of 10 µM both ZAD-domains form di-
mers with a similar efficiency. Therefore, the R14G 
mutation does not affect the ability of the Zw5 ZAD-
domain to dimerize in vitro, but we cannot exclude the 
possibility of reduced stability of the dimer at low pro-
tein concentrations in the cell. 

ZAD-domains are essential for nuclear localization 
of the proteins in Drosophila S2 cells 
It was found that the mutant ZAD-domain retains 
its ability to dimerize; therefore, the next task was to 
study the distribution of the normal and mutant Zw5 
proteins in Drosophila S2 cells. For this purpose, we had 
created expression vectors in which the genes encoding 
the normal and mutant Zw5 proteins fused to 3×FLAG 
epitope were under the control of the actin promoter. 
These vectors were used to transfect S2 cells, and the 
protein distribution was determined using antibodies 
to 3×FLAG epitope and lamin, and TO-PRO-3 Iodide 
dye, which stains DNA (Fig. 4). The Zw5-3×FLAG pro-
tein is localized mainly in the nucleus. Surprisingly, the 
Zw5R14G-3×FLAG protein was found almost exclusively 
in the cytoplasm. Thus, the point mutation disrupts nu-
clear localization of the Zw5 protein, which explains the 
lethal effect of the zw562jl allele. According to the data 
of the NucPred service [17], the Zw5 protein does not 
contain nuclear localization signals.

Fig. 2. А – Crystal structure of ZAD-domain dimer from Grau protein (1PZW in PDB). Hydrogen bonds between R5 
(residue homological to R14 of Zeste-white 5 protein) and Q74 are shown; also shown are four cysteines coordinating 
the zinc-ion. B – Domain structure of the Zeste-white 5, Pita, and Grauzone proteins.
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Fig. 3. Results of chemical cross-linking with glutaralde-
hyde (GA) of the wild-type Zw5 ZAD-domain and the do-
main with R14G mutation, fused with Thioredoxine (TRX). 
Protein concentration is 10 µМ.
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To elucidate the role of the ZAD-domain in the 
nuclear localization of the proteins, we examined two 
other well studied proteins with the ZAD-domain: Pita 
and Grau [4, 8, 11]. These proteins have the same struc-
ture, similar to that of Zw5: the ZAD-domain is located 
at the N-terminus and a group of C2H2 type “zinc-
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finger” domains forming a cluster at the C-terminus 
(Fig. 2B). It has been shown that “zinc finger” domains 
may define the nuclear localization of the proteins [18, 
19]. According to the data of the NucPred software 
[17], Pita has no nuclear localization signals (NLS) and 
Grauzone has NLS in its central part (170–190 amino 
acids). The PredictProtein service [20] predicts nuclear 
localization for all three proteins with a low degree of 
significance for Zw5 and Pita and with a high degree 
for Grauzone.

cDNAs, encoding the Grau and Pita proteins with 
and without the ZAD-domain, were fused with 
3×FLAG epitope and incorporated into an expression 
vector under the control of the actin promoter (Act5C). 
The resulting constructs were used to transfect S2 

cells, and the distribution of the protein in the cells was 
studied using antibodies to 3×FLAG epitope and lamin 
(Fig. 4). The Pita-3×FLAG and Grau-3×FLAG proteins 
were located predominantly in the nucleus. Staining 
of the endogenous Grau, Zw5, and Pita proteins (data 
not shown) revealed their uniform nuclear-cytoplasmic 
distribution. Deletion of the ZAD-domain led to local-
ization of the FLAG-antibodies predominantly in the 
cytoplasm, which can be attributed to a loss of the abil-
ity to enter the cell nucleus by proteins without a ZAD-
domain (Fig. 4).

DISCUSSION
Our results suggest that point substitution of arginine 
for glycine at position 14 (R14G) of the ZAD-domain 

Fig. 4. Immunocyto-
chemical staining of 
S2-cells expressing 
proteins with a dis-
rupted ZAD-domain 
and wild-type pro-
teins fused with the 
3xFLAG-peptide.

Zw5-FLAG

Zw5-R14G-FLAG

Pita-FLAG

Pita-ΔZAD-FLAG

Grau-FLAG

Grau-ΔZAD-FLAG

TO-PRO-3 Iodide FLAG Lamin Overlay
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disrupts the nuclear localization of the Zw5 protein. 
R14 in the ZAD-domain of Zw5 corresponds to the fifth 
amino acid residue of the ZAD-domain of the Grau 
protein. According to its crystal structure, the side 
chain of this residue is exposed at the surface and is ca-
pable of forming a hydrogen bond with Q74 [4]. Based 
on these data, the authors [4] suggested that arginine-5 
is involved in the dimerization of the Grau ZAD-do-
main. However, according to our results, arginine-14 in 
the ZAD-domain of Zw5 is not essential for protein di-
merization. It is possible that the structure of different 
ZAD-domains can vary significantly, which explains 
the preferable homodimerizaiton of ZAD-domains (un-
published data).

The putative localization of arginine-14 on the sur-
face of the ZAD-domain may explain the role of this 
residue in the interaction with the proteins involved in 
nuclear import. The ZAD-domains of the Pita and Grau 
proteins have sequence similarity with each other and 
with the ZAD-domain of Zw5 of less than 58%. How-
ever, these ZAD-domains are also required for nuclear 
localization of the respective proteins.

Interestingly, bioinformatic approaches predicted 
nuclear localization signals in the central part of Grau 

and an absence of such signals in the Pita and Zw5 pro-
teins. However, the Pita protein is present in cells as 
two isoforms which differ by the presence of the first 
60 amino acids of the ZAD-domain [according to Fly-
base]. According to experimental data, subcellular lo-
calization of transcription factors with a ZAD-domain 
is the subject of a complex regulation. For example, it 
has previously been demonstrated that the nuclear-
cytoplasmic localization of the Weckle protein changes 
during development [6]. The ZAD-containing Trade 
Embargo protein, which binds to chromatin, is evenly 
distributed between the nucleus and the cytoplasm 
[21].

CONCLUSION
Our results show that nucleocytoplasmic distribution of 
ZAD-containing transcription factors appears to have 
regulatory importance and that the ZAD-domains are 
essential for this process. 

This work was supported by the Russian Science 
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ABSTRACT Multiple sclerosis (MS) is a severe neurodegenerative disease of polygenic etiology affecting the 
central nervous system. In addition to genetic factors, epigenetic mechanisms, primarily DNA methylation, 
which regulate gene expression, play an important role in MS development and progression. In this study, we 
have performed the first whole-genome DNA methylation profiling of peripheral blood mononuclear cells in 
relapsing-remitting MS (RRMS) and primary-progressive MS (PPMS) patients and compared them to those of 
healthy individuals in order to identify the differentially methylated CpG-sites (DMSs) associated with these 
common clinical disease courses. In addition, we have performed a pairwise comparison of DNA methylation 
profiles in RRMS and PPMS patients. All three pairwise comparisons showed significant differences in methyl-
ation profiles. Hierarchical clustering of the identified DMS methylation levels and principal component anal-
ysis for data visualization demonstrated a clearly defined aggregation of DNA samples of the compared groups 
into separate clusters. Compared with the control, more DMSs were identified in PPMS patients than in RRMS 
patients (67 and 30, respectively). More than half of DMSs are located in genes, exceeding the expected number 
for random distribution of DMSs between probes. RRMS patients mostly have hypomethylated DMSs, while in 
PPMS patients DMSs are mostly hypermethylated. CpG-islands and CpG-shores contain 60% of DMSs, identi-
fied by pairwise comparison of RRMS and control groups, and 79% of those identified by pairwise comparison of 
PPMS and control groups. Pairwise comparison of patients with two clinical MS courses revealed 51 DMSs, 82% 
of which are hypermethylated in PPMS. Overall, it was demonstrated that there are more changes in the DNA 
methylation profiles in PPMS than in RRMS. The data confirm the role of DNA methylation in MS development. 
We have shown, for the first time, that DNA methylation as an epigenetic mechanism is involved in the forma-
tion of two distinct clinical courses of MS: namely, RRMS and PPMS.
KEYWORDS epigenetics, DNA methylation, multiple sclerosis, peripheral blood mononuclear cells.
ABBREVIATIONS DMS, differentially methylated CpG-sites; CNS, central nervous system; EDSS, expanded disa-
bility status scale; HLA, human leukocyte antigen; MS, multiple sclerosis; PBMC, peripheral blood mononuclear 
cells; PPMS, primary-progressive multiple sclerosis; RRMS, relapse-remitting multiple sclerosis.

INTRODUCTION
Multiple sclerosis (MS) is a severe neurodegenerative 
disease of the central nervous system (CNS) charac-
terized by a complex combination of pathogenetic pro-

cesses in which the most important role belongs to a 
chronic autoimmune inflammation directed against the 
components of the myelin sheath of neurons and re-
sulting in demyelination, loss of oligodendrocytes, de-
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struction of axons, gliosis, and neurodegeneration. The 
etiology of MS remains unclear. Recent whole-genome 
studies have clearly demonstrated that the observed 
mode of MS inheritance, typical for polygenic diseas-
es, is indeed defined by the joint contribution of many 
independently acting or interacting polymorphic genes 
[1–3]. However, if one excludes the genes of the major 
histocompatibility complex (HLA) from consideration, 
each of the remaining MS risk alleles, taken separately, 
is associated with a relatively small effect: odds ratios 
for individual single nucleotide polymorphisms (SNPs) 
are, with few exceptions, in the range of 1.1–1.3 [4]. The 
joint contribution of all the genetic variants identified 
in whole-genome studies explains less than 27% of her-
itability [5]; a problem known as “missing heritability.” 
These observations, as well as the low level of MS con-
cordance in monozygotic twins [6], the effect of some 
environmental factors [7] and a higher prevalence of 
MS among women [8], led to an assumption that, in ad-
dition to genetic factors, epigenetic mechanisms may 
play an important role in MS development and pro-
gression.

Epigenetic modifications are various functional 
changes in the genome that affect the expression of 
genes in different cells or tissues, but are not associated 
with changes in the DNA sequence. DNA methylation 
is one of the best studied epigenetic mechanisms, and 
its most common form involves the addition of a meth-
yl group to the C5 position of a cytosine ring in CpG-
dinucleotides. This process modulates the expression 
of nearby genes. Although global DNA methylation 
is a relatively stable epigenetic modification, which is 
passed onto daughter cells during the mitosis, various 
environmental factors can cause dynamic changes in 
the epigenome during a lifetime. Recent results indi-
cate that epigenetic modifications may play an impor-
tant role in shaping the risk of autoimmune and neuro-
degenerative diseases, particularly MS [9, 10].

A comparative analysis of gene-specific methyla-
tion in MS patients and healthy donors revealed hypo-
methylation of the promoter region of the PAD2 gene 
encoding type II peptidyl arginine deiminase in the 
white matter of the brain [11] and in peripheral blood 
mononuclear cells (PBMCs) [12]. Also, the SHP-1 gene 
encoding protein tyrosine phosphatase was identified 
as hypermethylated in PBMCs of MS patients [13]. 
Several comparative whole-genome studies of DNA 
methylation profiles in MS patients and healthy in-
dividuals have been conducted in the past five years. 
The methylome was analyzed in both the blood cells 
(PBMC, CD4+, CD8+ T-lymphocytes) [6, 14–16] and 
the white matter of the brain [17]. Even though all 
studies were conducted on small sets of samples, it 
was found that HLA class II genes and some other im-

mune system genes whose association with the disease 
had been demonstrated previously were differentially 
methylated in CD4+ T-lymphocytes [15] and differ-
entially methylated genes associated with survival of 
oligodendrocytes were identified in the white matter 
of the brain [16].

MS is characterized by pronounced clinical hetero-
geneity [8]. The cited papers focused on patients with 
the most common form of MS, relapsing-remitting MS 
(RRMS), which is characterized by alternating periods 
of exacerbation and remission. Approximately 10–15% 
of patients are suffering from primary progressive 
MS (PPMS) that manifests as a continuous increase in 
the neurological deficit from the onset of the disease. 
The course of PPMS is much more severe than that of 
RRMS; signs of brain atrophy can be clearly defined 
already in the early stages of PPMS. To date, there is no 
specific treatment for PPMS patients and all currently 
known immunomodulatory drugs and corticosteroids 
that are used to treat RRMS are ineffective in this case.

In this paper we have conducted the first genome-
wide analysis of the DNA methylation profile in 
PBMCs of patients with RRMS and PPRS in compari-
son with a control group of healthy individuals in order 
to identify differentially methylated CpG-sites (DMSs) 
associated with the development of the two major clini-
cal disease courses, and compared the profiles of DNA 
methylation in patients with RRMS and PPMS. 

MATERIALS AND METHODS

Characteristics of MS patients and controls
The study included 14 patients with RRMS (9 women 
and 5 men) and 8 patients with PPRS (6 women and 
2 men), aged 29 to 58 years. The diagnosis was estab-
lished according to the latest version of the McDonald 
criteria from 2010 [18]. The average score on the EDSS 
disability scale was 2.32 ± 0.823 for RRMS patients and 
4.29 ± 0.39 for PPMS patients. The patients included in 
the study had never received any immunomodulatory 
drugs. The control group included 6 women and 2 men, 
aged 28 to 50 years, without acute or chronic neurolog-
ical diseases. They all lived in the Moscow region; both 
of their parents were ethnic Russians (according to the 
survey). All participants provided written informed 
consent for genetic research.

DNA isolation and whole-genome 
analysis of methylation
Samples of the peripheral blood from MS patients 
(8 ml) were collected in tubes containing EDTA (Vac-
uette® EDTA Tubes, Greiner Bio-One). The peripheral 
blood mononuclear cells (PBMC) were isolated by cen-
trifugation on a Ficoll-Hypaque gradient. The genom-
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ic DNA was isolated using the DNA Midi Kit (Qiagen, 
Santa Clara, CA, USA) according to the manufacturer’s 
procedure. Bisulfite conversion of the genomic DNA 
was performed using the EZ DNA Methylation-Gold 
Kit (Zymo Research). The level of DNA methylation 
was analyzed using a iScan scanner (Illumina) and In-
finium HumanMethylation450 BeadChip [19] at the SB 
RAS Genomics Core Facility (ICBFM SB RAS).

Bioinformatic analysis
Primary data processing and normalization were per-
formed using specially developed scripts written in R 
programming language [20].

The assessment of the methylation level for each 
CpG-site in the sample was performed by calculating a 
beta-value that is a ratio of the intensity of the methyl-
ated signal to the total intensity of the probe (sum of 
intensities of methylated and unmethylated signals). 
Beta-values ranged from 0 (unmethylated probe) to 1 
(fully methylated probe). The methylumi package was 
used to calculate beta-values for each probe in each 
sample [21]. 

The probes containing a single nucleotide polymor-
phism within 10 bp of the interrogated CpG-site and 
probes, which overlapped with repeat DNA elements 
within 15 bp of the interrogated CpG-site, were ex-
cluded from the subsequent analysis. The probes with a 
detection p-value greater than 0.05 in more than 5% of 
the samples and probes located on the X and Y chromo-
somes were also excluded. As a result, a total of 384,138 
CpG-sites out of the initial 485,000 were analyzed.

A CpG-site is considered to be differentially meth-
ylated if the difference between the methylation lev-
els in two groups fulfills two conditions: the absolute 
mean difference of beta-values between groups >0.1, 
and the corresponding p- value <0.01. The localization 
of an individual CpG-site in a CpG-island was deter-
mined using UCSC annotation, version hg19; the CpG-
shore was located 2 kbp distant from CpG-islands; and 
the CpG-shelf, – 2 kbp away from the CpG-shore [19]. 
The P-value was estimated using the empirical Bayes 
modified t-test, as implemented in the limma package 
in R [22]. The small sample size precluded performance 
of adjustment for the number of hypotheses (probes).

Visualization of DMS signals using the principal 
component analysis (PCA) and heatmap analysis were 
performed using R standard methods and customized 
routines [22]. 

RESULTS
In order to examine the potential involvement of the 
epigenetic DNA methylation mechanism in the devel-
opment of different MS clinical courses, we had carried 
out a whole-genome profiling of the DNA methylation 

sites in PBMC from representative groups of patients 
with RRMS and PPMS and healthy donors (controls) 
and performed the following pairwise comparisons: 
RRMS patients vs. the controls, PPMS patients vs. the 
controls, and RRMS patients vs. PPMS patients. 

Heatmaps of the DMSs identified in these three 
types of pairwise comparisons are shown in Fig. 1A–B. 
A total of 136 DMSs were identified for one or more 
pairwise comparison. Comparative analysis of DNA 
methylation for all three pairwise comparisons re-
vealed significant differences in the methylation pro-
files. Hierarchical clustering by the methylation level 
of 136 identified DMSs revealed a clearly defined ag-
gregation of DNA samples from patients of each of the 
groups under study into separate clusters. A visual 
comparison of the intensity of DMSs signals (ratio of 
blue and yellow) indicates a higher level of DNA meth-
ylation in PPMS patients compared to the controls and 
RRMS patients.

The data for these DMSs were visualized using the 
principal component analysis (Fig. 2). As follows from 
the figure, the samples included in the study are well 
discriminated in a three-dimensional space of the first 
three principal components into three groups and these 
groups correspond to three phenotypes: RRMS, PPMS, 
and absence of these diseases. 

The characteristics of the identified DMSs are pre-
sented in Table 1. A comparison of RRMS patients with 
healthy donors (controls) revealed differences in the 
methylation levels of 30 DMSs; for PPMS patients vs. 
the controls there were 67 DMSs, and the comparison 
of the two clinical courses of MS revealed 51 DMSs. In 
the case of RRMS, most of the probes were hypometh-
ylated compared with the controls (only 43% of 30 DMS 
were hypermethylated). In contrast, PPMS patients 
had a higher number of hypermethylated probes com-
pared with both the controls (86% of the probes were 
hypermethylated) and RRMS patients (82% of the 
probes were hypermethylated). 

More than half of the DMSs are located in the genes: 
18 out of 30 for RRMS vs controls, 38 out of 67 for 
PPMS vs controls, and 35 out of 51 for PPMS vs RRMS 
(Table 1). Since in the HumanMethylation450 platform 
the probes that are located in genes account for ap-
proximately a third of all probes [19], there is a clear 
excess of the number of expected intragenic DMSs for 
a random distribution of DMSs across the probes. Some 
genes contain several DMSs; therefore, the number of 
genes with DMSs is lower: 17, 25, and 22, respectively. 
The lists of genes containing DMSs (protein encoding, 
which are in the majority, and non-protein encoding 
genes) are also presented in Table 1. When RRMS is 
compared with the control, 53% of the genes in the first 
group contain DMSs with a higher methylation level; 
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these values for the PPMS vs the control and PPMS 
vs RRMS are 76% and 86%, respectively. The RPH3AL 
gene has two DMSs, one of which is characterized by a 
higher and the other by a lower methylation level for 
RRMS vs. control and PPMS vs. RRMS comparisons.

According to the criteria adopted in the study, a 
CpG-site is considered to be a DMS if there is a 10% 
difference in the average methylation levels between 
two groups (i.e. absolute mean difference of beta-val-
ues between the groups must be >0.1). Some DMSs are 
characterized by a significantly higher difference in 
the methylation level. The absolute mean difference of 
beta-values for RRMS patients vs. healthy individu-

als exceeded 20% for five DMSs. Three of these DMSs 
are located in the genes: the average methylation level 
of CpG loci cg07629776 (FRMD4A) and cg16866567 
(PLEKHA2) in RRMS patients was 21.5 and 25.1% 
higher; and of cg09885502 (GNAS), 43.5% lower, re-
spectively, compared with the controls. The compari-
son of PPMS patients with healthy individuals revealed 
that 6 out of 67 DMSs have an absolute mean differ-
ence of beta-values of more than 20%. The highest dif-
ference in the methylation level, namely, an increase 
by 41% was observed for cg11979743 (FAM110A), and 
it was the only one of the six DMSs that was located 
in a gene. A direct comparison of PPMS and RRMS 
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Fig. 1. Heatmaps of differentially methylated sites of pe-
ripheral blood mononuclear cells in RRMS patients vs. the 
healthy group (A), PPMS patients vs. healthy group (B), 
and PPMS patients vs. RRMS patients (C). 
Top panel. Dendrogram showing the results of hierarchical 
sample clustering. Green color indicates DNA samples 
from RRMS patients; blue color, from PPMS patients; 
black color, from healthy individuals.
Left panel. Dendrogram showing the results of hierarchi-
cal DMS clustering. The intensity of grey indicates DMS 
localization in the genome (black color, CpG-islands, dark 
grey, CpG-shores, light gray, CpG-shelves). 
Right panel . Samples labeling based on Human Methyl-
ation450BeadChip standard annotation.
RRMS, relapsing-remitting multiple sclerosis; PPMS, pri-
mary progressive multiple sclerosis.
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identified 7 DMSs whose methylation level differed 
by more than 20% (20.1 to 31.9%). Of these, 5 DMSs 
were located in three genes: the average methylation 
level of cg11979743 (FAM110A) was 31.9% higher; and 
of cg01324343 (ABCC5), 21.8% lower in the group of 
PPMS patients compared with RRMS patients. The 
third gene, RNF39, contained 11 DMSs, and the aver-
age methylation level of three of them (cg13401893, 
cg12633154, cg10568066) was 20.1–21.0% higher in 
PPMS patients. 

Analysis of DMS localization showed that more 
than half of the DMSs are located in CpG-islands and 
CpG-shores (Table 2; see also Fig. 1). This distribution 
roughly corresponds to the proportion of such probes 
among all probes of the platform [19]. Comparison of 
RRMS patients with the controls indicates that 50% of 
DMSs are located in CpG-islands and 10% in the near-
by regions, whereas for PPMS patients the proportion 
increases to 63 and 16%, respectively, and for PPMS 
vs. RRMS patients, to 53 and 18% (Table 2). Therefore, 
DNA methylation in PPMS affects more functionally 
important regions of the genome. 

The data taken together form a coherent picture: 
PPMS differs from RRMS in a higher number of 
changes in DNA methylation patterns. Indeed, PPMS 
is characterized by a higher number of DMSs in the 
genome and its (known) coding part and significantly 
more than half of the DMSs in both the genome and 
the genes are hypermethylated. In addition, a higher 
number of DMSs is localized in CpG-islands and CpG-
shores in PPMS compared with the controls (79%), 
whereas in RRMS their share is only 60%. 

DISCUSSION
In order to examine when epigenetic mechanisms are 
involved in the development of clinically different 
courses of MS, we performed the first whole-genome 
analysis of DNA methylation in PBMC of patients 
with two clinical courses of MS, RRMS, and PPMS, 
and compared their methylation profiles with healthy 
donors and with each other. Significant differences in 
DNA methylation profiles were identified: a pairwise 
comparison of these three groups (14 RRMS patients, 8 
PPMS patients, and 8 individuals in the control group) 

Fig. 2. 2D (А–C) and 
3D (D) samples cluster-
ing based on a principal 
component analysis 
(PCA) of differentially 
methylated sites (DMSs). 
The green dots indicate 
RRMS samples; blue dots 
PPMS samples; and black 
dots, healthy controls. 
The axes: the principal 
components PC1, PC2, 
and PC3; the proportion 
of explained variance of 
the data is indicated in 
brackets for each principal 
component.
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Table 1. Characteristics of the differentially methylated sites (DMSs) identified in a comparative analysis of DNA methyla-
tion of PBMCs from patients with different clinical courses of MS and healthy individuals (controls)

Compared groups RRMS vs control PPMS vs control PPMS vs RRMS

Number of DMSs 30 67 51

Of them, DMSs with a higher methylation level in the first of 
the two compared groups 13 (43%) 58 (86%) 42 (82%)

Number of DMSs located in the genes 18 38 35

Number of genes containing DMSs 17 25 22

Of them, genes containing DMSs with higher methylation 
levels in the first of the two compared groups 9 (53%) 19 (76%) 19 (86%)

Protein encoding genes containing DMSs
(number of DMSs in the gene)#

ASB2
ATP11A

CACNA2D3
CERS5
ESRRG

FRMD4A 
GNAS 

HOXC4-HOXC6
IFITM5
ILDR1

KCNK15
KLHL35
LEFTY2

PLEKHA2 
RPH3AL (2)*

WRAP73 
ZFYVE28

ATG16L2 (3)
CES1

CSGALNACT2 (2)
CYB5D1;LSMD1

FAM110A
GDF7 (4)

HKR1
HLA-F

HOXB13
IGSF9B (2)

ILDR1
LDB2

MTPN;LUZP6
NTN1

OPCML
OR2L13 (3)

RBM46
TBX1

TCP10L
TMEM44

VIPR2
WRAP73

ABCC5
AKAP12 (2)

CARS
CBFA2T3
CCDC67

FAM110A
FRMD4A
GIMAP5
HIVEP3

ICAM5 (2)
KCNQ1
KLF4

LEFTY2
OLFM3
PTH1R
RASA3

RNF39 (11)
RPH3AL(2)*

TRAF3
USP35
XKR5

Non-protein encoding genes containing DMSs
(number of DMSs in the gene)# -

LINC00116 (2)
ZNRD1-AS1

LOC441666 (4)

FAM153C

Note. Genes with DMSs with higher methylation levels in the first of the two compared groups are shown in bold.
* Two DMSs were identified in the RPH3AL gene: one with a higher methylation level, the other, with a lower one.
# Indicates the number of DMSs located in each gene, if more than one

Table 2. Localization of differentially methylated sites (DMSs) identified in a comparative analysis of DNA methylation of 
PBMCs from patients with different clinical courses of MS and healthy individuals (controls), regarding the CpG-islands of 
the human genome 

DMS localization
Number of DMS for different comparisons between the groups

RRMS vs control PPMS vs control PPMS vs RRMS

Any (total DMSs) 30 (100%) 67 (100%) 51 (100%)
In CpG-island 15 (50%) 42 (63%) 27 (53%)
In CpG-shore 3 (10%) 11 (16%) 9 (18%)
In CpG-shelf 6 (20%) 2 (3%) 5 (10%)
In open sea 6 (20%) 12 (18%) 10 (19%)

Note. Localization of individual CpG-sites in the CpG-island was determined using the UCSC-annotation, version hg19; 
CpG-shore is located up to 2 kbp from the CpG-island; CpG-shelf – up to 2 kbp from the CpG-shore; areas not related 
to the above three categories are designated as “Open sea.”
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revealed 136 DMSs with a mean difference in beta-val-
ues >0.1 and p-values of <0.01 according to the Student 
t-test. Three-dimensional visualization of these DMSs 
using the principal component analysis showed that the 
DNA samples of the patients from each of the groups 
under study aggregate into a single cluster, indicating a 
steady involvement of a differential spectrum of DNA 
methylation into the development of different clinical 
courses of MS. 

The analysis of the DMS spectrum shows that pa-
tients with PPMS, which is a more aggressive clinical 
course of MS than RRMS, differ from RRMS patients 
in a higher number of changes in the DNA methyla-
tion spectrum in comparison with healthy individuals. 
Moreover, the number of DMSs with a higher level of 
DNA methylation is higher in PPMS patients than in 
the control group and in RRMS patients. At the same 
time, comparison of RRMS patients with the control 
group reveals hypomethylation of more than half of 
the DMSs. The only comparison of our results with 
published data we can perform is for RRMS patients. 
A significant DNA hypermethylation in CD8+ T-lym-
phocytes has been previously identified in patients 
with RRMS [14], while no changes in the overall level 
of DNA methylation [14] or a slight decrease were ob-
served [15] in CD4+ T lymphocytes and whole blood. 

The analysis of the localization of differentially 
methylated sites in MS showed that more than half of 
them are located in either CpG-islands or in the flank-
ing regions (up to 2 kbp distant from a CpG-island, the 
so-called CpG-shore) (see Table 2), which indicates a 
high probability of the functional importance of the ob-
served DNA methylation, which is known to inhibit the 
expression of some genes.

We used the GeneCards database of human genes 
[23], US National Center for Biotechnology Informa-
tion (NCBI) Gene project [24], and a number of other 
sources to identify the functions of these genes. Com-
parison of RRMS patients and healthy individuals 
reveals differences in the methylation of genes that 
encode the proteins involved in the development of 
the immune response (ASB2, LEFTY2, PLEKHA2), the 
metabolism of lipids (ILDR1, CERS5), vesicular trans-
port (RPH3AL, ZFYVE28) and ion channels function-
ing (ATP11A, CACNA2D3, KCNK15), as well as in the 
regulation of the expression of many genes (ESRRG, 
HOXC4-HOXC6). Among them the ESRRG gene en-
coding estrogen-like receptor gamma deserves special 
attention. This orphan receptor belongs to the fam-
ily of nuclear receptors, and through direct binding 
to the promoter acts as an activator of the transcrip-
tion for several genes, including the gene encoding the 
main DNA methyltransferase of mammalian somatic 
cells, DNA methyltransferase 1 (DNMT1) [25], and, 

thereby, controls the level of DNA methylation in the 
cell.

Our data on the genes that are differentially methyl-
ated in PBMC of RRMS patients compared to healthy 
individuals do not agree with other studies [6, 14–17]. 
This is not surprising, since to date a comparative anal-
ysis of DNA methylation in RRMS patients and healthy 
individuals has been performed only in cells of the 
whole blood, CD4+, CD8+ T lymphocytes [6, 14–16], 
and in the tissues of the white matter of the brain [17]. 
There was no agreement between the results obtained 
for different cell and tissue types, either. The discrep-
ancy between the results may be due not only to the 
use of different populations of cells, but also to differ-
ent criteria adopted for the definitions of DMS. 

The analysis of the functions of the genes that are 
differentially methylated in PPMS patients compared 
with healthy individuals showed that among them 
there is a group of genes whose products are to some 
extent involved in the development and differentiation 
of the nervous system (GDF7, MTPN, VIPR2, NTN1, 
TBX1), the functioning of opioid receptors (OPCML), 
and metabolism of various xenobiotics, including co-
caine and heroin (CES1). Methylation of genes with 
similar functions was not identified in a pairwise com-
parison of RRMS patients and healthy individuals. In 
PPMS, differential methylation also affected the genes 
involved in the development of the immune response 
(HLA-F, MTPN, VIPR2), regulating the expression of 
many genes (HKR1, HOXB13, LDB2, TCP10L, TBX1), 
as well as processes of autophagy (ATG16L2), hemosta-
sis (FAM110A), and the functioning of the extracellular 
matrix (CSGALNACT2). 

Among the differentially methylated genes in RRMS 
and PPMS patients in comparison with controls only 
two matching genes, ILDR1 and WRAP73(WDR8), 
were identified; both of these genes were hypomethyl-
ated in patients. The exact functional significance of 
their products has not been fully elucidated yet, but 
ILDR1 receptor activity is at least partially associated 
with lipid metabolism [26], while the WRAP73 protein 
comprising conservative WD-repeats can form multi-
meric complexes with other proteins participating in 
mitosis, signal transduction in the cell [27], and in the 
formation of cilia [28].

Our work is the first one to identify the genes whose 
methylation levels are distinguished in patients with 
the two main clinical courses of MS. The products of 
these genes are involved in the development and func-
tioning of immune system cells (HIVEP3, GIMAP5, 
TRAF3), the regulation of the expression of many genes 
(AKAP12, RASA3, CBFA2T3), degradation processes 
(USP35), and the functioning of the endocrine system 
(PTH1R). Two genes are of particular interest. The first 
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one, ICAM5, encodes a dendrite-specific adhesion mol-
ecule of the immunoglobulin superfamily, which is in-
volved in the interaction of nerve cells with each other 
and with the cells of the immune system in CNS [29]. 
The other one is RNF39. Of the 35 DMSs identified by 
comparing DNA samples from PPMS and RRMS pa-
tients and located in the genes, 11 were located in the 
RNF39 gene and had a higher level of DNA methyla-
tion in PPMS. For three of these DMSs, the difference 
in the methylation level exceeded 20%. The RNF39 
gene is located in the HLA class I gene region. RNF39 
function is not yet clear; however, the association of 
the polymorphisms of this gene with MS [30] and some 
other autoimmune diseases [31] has been demonstrated 
previously. Hypermethylation of the gene in CD4+ T 
lymphocytes was also found in patients with systemic 
lupus erythematosus [32]. 

Our results of a whole-genome analysis of the DNA 
methylation profiles in PBMCs of MS patients indicate 
that DNA methylation, one of the main mechanisms 
of transmission of epigenetic information in mammals, 
plays a role in the development of MS. It has been dem-
onstrated for the first time that epigenetic DNA meth-
ylation is involved in the formation of clinically distinct 
forms of MS, RRMS, and PPMS, and, in the case of 
PPMS, methylation, apparently, leads to inhibition of 
the expression of a higher number of genes. 
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gone significant changes. After an analysis of published 
data and the results of our own research in our labora-
tory, we noticed that neurons begin to synthesize and 
secrete signaling molecules long before the formation 
of interneuron synaptic connections and BBB [6–8]. 
This observation allowed us to put forth the hypothesis 
that, prior to BBB formation, the brain functions as an 
endocrine organ releasing physiologically active sub-
stances into the systemic circulation and, thus, affect-
ing the development and function of peripheral organs 
and target cells [8].

The two pillars of this hypothesis are that
1) The brain is the source of signaling molecules in 

the systemic circulation from the moment of neuron 
formation to the final formation of synaptic connections 
and BBB closure and

2) Signaling molecules secreted by the brain into the 
systemic circulation during that period of ontogenesis 
can have a direct para-adenohypophyseal endocrine 
effect on peripheral target organs.

The first leg of the hypothesis was confirmed by the 
studies performed in our laboratory. Direct evidence 
that during the early postnatal period prior to BBB 
formation the brain serves as the source of dopamine 
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INTRODUCTION
In adult animals, the brain, and particularly the hy-
pothalamus, is the central part of the neuroendocrine 
system responsible for the regulation of the most im-
portant functions and maintenance of a constant in-
ternal environment for the body. Of particular interest 
is the formation and function of the neuroendocrine 
regulatory system in ontogenesis, since hypothalamic 
neurohormones and hormones of the endocrine glands 
regulate not only the functional activity of target or-
gans, but their development during the development 
of an organism, as well. In the latter case, the action of 
these signaling molecules is of irreversible (imprint-
ing-like, morphogenetic) nature [1–3]. According to the 
concept established by the end of the 1980s, the brain is 
not involved in neuroendocrine regulation of peripheral 
organs until its full maturity; i.e., the formation of in-
terneuron synaptic connections and blood-brain barrier 
(BBB). It is only after the final differentiation of neu-
rons and establishment of synaptic neurotransmission 
that it takes control over the pituitary gland and all the 
other endocrine glands through it [4, 5].

In recent years, our understanding of the brain’s role 
in neuroendocrine regulation in ontogenesis has under-

ABSTRACT This research was aimed at studying the brain’s endocrine function in ontogenesis. It has been previ-
ously shown in our laboratory that the brain serves as the source of dopamine in the systemic circulation of rats 
prior to the formation of the blood-brain barrier. This paper provides direct evidence that dopamine secreted 
by the brain directly into the systemic circulation in this period of ontogenesis has an inhibitory effect on prol-
actin secretion by pituitary cells. These results provide the basis for a fundamentally new understanding of the 
brain’s role in the neuroendocrine regulation of the development and function of peripheral target organs and, 
particularly in this study, the pituitary gland.
KEYWORDS dopamine, prolactin, brain, pituitary gland, blood-brain barrier, ontogenesis
ABBREVIATIONS HPLC – high-performance liquid chromatography; BBB – blood-brain barrier; 6-OHDA – 6-hy-
droxydopamine; DA – dopamine; AAAD – aromatic L-amino acid decarboxylase; PRL – prolactin; TH – tyrosine 
hydroxylase; L-DOPA – L-dihydroxyphenylalanine
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in the systemic circulation, was demonstrated in the 
model of specific reversible inhibition of the synthesis 
of catecholamines in the brain of neonatal animals [9].

When testing the validity of the second part of the 
hypothesis, with in vitro and ex vivo experiments in 
our laboratory, the obtained data showed that dopa-
mine has an inhibitory effect on prolactin production 
by pituitary cells at the concentration at which it is 
present in the systemic circulation [10].

In adult animals, neuroendocrine regulation is car-
ried out mainly through the hypothalamic-hypophyseal 
portal circulation system. In the absence of BBB during 
the perinatal period of ontogenesis in rats, the regulation 
can technically be carried out both through portal and 
systemic circulation. So far, however, no data has been 
obtained on the contribution of each of the pathways 
to the  neuroendocrine regulation of the function and 
development of peripheral organs. The answer to this 
question is of fundamental importance not only for the 
confirmation of the endocrine function of the brain, but 
also for understanding the development and function 
of the neuroendocrine regulation system in ontogenesis.

In this regard, the purpose of our research was to 
study the effect of dopamine secreted by the brain into 
the systemic circulation on the synthesis of prolactin by 
the pituitary gland in ontogenesis. Using 6-hydroxy-
dopamine neurotoxin in the model of a chronic specific 
shutdown of dopamine synthesis in the brain of neona-
tal rats, we tried to assess

1) the morphological and functional state of dopa-
minergic neurons of the tuberoinfundibular system of 
the brain;

2) the endocrine effect of brain-produced dopamine 
present in the systemic circulation on the synthesis and 
release of prolactin by pituitary cells.

EXPERIMENTAL SECTION

Animals, experiments
We used 90 Wistar male rats in the second day of post-
natal development (P2). In order to obtain a model of 
chronic specific inhibition of DA synthesis in the brain, 
100 µg of 6-hydroxydopamine (6-OHDA, Sigma, USA) 
was stereotaxically injected into the lateral ventricles 
of the brains of the rats, while control animals were 
injected with 0.9% NaCl [11]. In order to effect selec-
tive destruction of dopaminergic neurons and preserve 
noradrenergic neurons, 25 mg/kg of desmethylimipra-
mine (DMI), an inhibitor of noradrenaline and 6-OHDA 
reuptake into noradrenergic neurons, was injected 
subcutaneously 30 min prior to the administration of 
6-OHDA. 72 h after 6-OHDA injection brain sections 
were isolated in anesthetized rats  (chloral hydrate, 400 
mg/kg, Sigma, USA) as shown in Fig. 1. Samples were 

frozen in liquid nitrogen and stored at –70°С prior to 
high-performance liquid chromatography with elec-
trochemical detection (HPLC-ED).

To determine tyrosine hydroxylase (TH) activity, 
all the animals (experimental and control) were intra-
peritoneally injected with the aromatic L-amino acid 
decarboxylase (AAAD) inhibitor: 3-hydroxybenzyl hy-
drazine (NSD-1015, Sigma, USA) at a concentration of 
100 mg/kg of body weight 72 hours after stereotactic 
injection of 6-OHDA and 30 minutes prior to obtaining 
the samples [12]. Next, mediobasal hypothalamus and 
the rest of the brain were isolated under anesthesia. 
TH activity in the collected samples was assessed by 
accumulation of L-dihydroxyphenylalanine (L-DOPA) 
measured by HPLC-ED.

The number of mono- and bienzymatic neurons in 
the arcuate nucleus of the rats was assessed by immu-
nohistochemistry. For this purpose, transcardial perfu-
sion was carried out first with 0.02 M phosphate-buff-
ered saline (PBS, pH 7.2–7.4) for 10–15 minutes and 
then with 4% pre-cooled (to +4°C) paraformaldehyde 
in 0.2 M phosphate buffer (pH 7.3) for 15 min. Then, the 
brain was isolated and postfixation with 4% parafor-
maldehyde was performed at +4°C for 12 h. After that, 
the brain was washed in 0.02 M PBS (3 times for 15 min 
each), incubated in 20% sucrose at +4 °C for 24 hours 
and frozen in hexane at –40°C. Prior to the immunohis-
tochemical analysis, the samples were stored at –70°C.

Blood collected from the heart of anesthetized ani-
mals was centrifuged (7,000 rpm, 20 min, +4°C), and 
then the prolactin (PRL) level in the blood plasma was 
measured by ELISA.

When determining PRL in pituitary tissue, the hor-
mone was first extracted with 0.05 M carbonate-bicar-
bonate buffer [10].

The PRL mRNA content was measured in the ante-
rior part of the pituitary gland isolated after stereotac-
tic injections. Each sample contained material obtained 

Fig. 1. Scheme of brain structures isolation after the ad-
ministration of neurotoxin. STR – striatum, AC – anterior 
commissure, H – mediobasal hypothalamus, PS – pituitary 
stalk, M –midbrain, BS – brain stem, OC – optic chiasm

STR
BS

OC
PS

M

AC

H
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from three rats. Prior to RNA isolation, the samples 
were stored at –70°C.

High-performance liquid chromatography
The content of catecholamines and metabolites in brain 
tissue was determined by reverse phase HPLC with 
electrochemical detection [11].

Immunohistochemistry
TH and AAAD were detected in 20-µm sections of 
mediobasal hypothalamus prepared on a cryostat and 
mounted onto the glass. Sections were sequentially 
incubated with (a) 3% bovine serum albumin (Sigma, 
USA) and 0.3% Triton X-100 (Sigma, USA) in 0.02 M 
PBS for 30 min at +20°C; (b) 1% sodium lauryl sulfate 
(SDS, Sigma, USA) in 0.02 M PBS for 3 min at +20°C; 
(c) sheep polyclonal antibodies to TH (1 : 700) (Chem-
icon, USA) and rabbit polyclonal antibodies to AAAD 
(1 : 300) (Abcam, USA) in 0.02 M PBS containing 1% 
bovine serum albumin and 0.1% Triton X-100 at +20°C 
for 24 hours; (d) FITC-conjugated donkey antibodies to 
sheep gamma globulins (1 : 40) (FITC antisheep, Sig-
ma, USA) and Cy3-conjugated goat antibodies to rabbit 
gamma globulins (1 : 500) (CY3 antirabbit, Sigma, USA 
) in 0.02 M PBS at +20°C for 2 hours. After each incuba-
tion, except for the last one, the sections were washed 
in 0.02 M PBS for 15 min. After the final incubation, the 
sections were washed in 0.02 M PBS for 1 h and then 
embedded into the hydrophilic medium Mowiol (Calbi-
ochem, Germany).

Slices of hypothalamus after double labeling to TH 
and AAAD were examined using a fluorescence micro-
scope Zeiss Observer Z1 equipped with filters for FITC 
(for TH) and Cy3 (for AAAD) using the AxioVision 4.8 
software.

ELISA
The PRL content in the tissue of the anterior part of the 
pituitary gland and plasma samples was determined by 
ELISA using commercial kits SPIbio-Rat Prolactin EIA 
Kit (Bertin Pharma, France).

Real-time PCR
Total RNA was isolated using TRI Reagent (Sigma, 
USA) according to the manufacturer’s protocol. In 
order to remove contaminants of genomic DNA, the 
isolated RNA was treated with DNase (Fermentas, 
USA). RNA was reprecipitated in 4 M LiCl, and RNA 
concentration was measured using a Nanodrop 8000 
spectrophotometer (Thermo Scientific, USA). cDNA 
was synthesized using reverse transcriptase M-MLV 
and hexameric oligonucleotides (Fermentas, USA).

Real-time PCR was performed in an automated 
thermocycler 7500 Real-Time PCR System (Applied 

Biosystems, USA) using a qPCRmix-HS SYBR+ROX 
mixture (Fermentas, USA) and specific oligonucle-
otides (“Lytech”, Russia). Sense sequence: 5’-ATA-
GATGATTGGGAGGGGAAGAG-3’; antisense se-
quence: 5’-CATCATCAGCAGGAGGAGTGTC-3’. The 
values obtained for each sample were normalized to the 
expression of the household gene GAPDH. The GAPDH 
gene expression level was determined using primers: 
sense – 5’-CTGACATGCCGCCTGGAGAAA-3’; anti-
sense – 5’-TGGAAGAATGGGAGTTGCTGTTGA-3’.

Relative gene expression was calculated by the ΔΔCt 
method taking into account PCR efficiency. PCR effi-
ciency was determined by the construction of standard 
curves [13].

Statistical analysis
Analysis of statistical data was performed using the 
integrated GraphPad Prism Version 6.0 software for 
Windows (GraphPad Software, USA). Data are shown 
as mean ± SEM (M ± m). The statistical significance of 
the results was determined using the parametric Stu-
dent’s t-test (t-test) and nonparametric Mann-Whitney 
U-test (U-test).

RESULTS

Concentration of dopamine in various brain regions
Seventy-two hours after 6-OHDA administration, the 
striatal DA concentration decreased by 92%, and by 
40% and 44% in the midbrain and brain stem, respec-
tively. At the same time, the concentration of DA in the 
hypothalamus did not change compared to the control 
(Fig. 2).

Fig. 2. Concentration of dopamine in various brain regions 
72 hours after stereotactic injection of 100 µg of 6-OHDA 
into the lateral ventricles of the brain following subcutane-
ous administration of 25 mg/kg DMI; control was injected 
with 25 mg/kg DMI and 0.9% NaCl. * – Statistically signifi-
cant differences between the control and the experiment
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TH activity in various brain regions
TH activity was evaluated by the accumulation of 
L-DOPA after the administration of the AAAD in-
hibitor NSD-1015. When modeling the deficiency of 
DA synthesis in the brain of neonatal rats, the L-DO-
PA concentration in the hypothalamus did not change 
compared to the control, while a statistically significant 
reduction was observed in the rest of the brain (Fig. 3).

Number of mono- and bienzymatic 
neurons in the arcuate nucleus
Seventy-two hours after 6-OHDA administration into 
the lateral ventricles of the rats, the number of mono-
enzymatic TH+AAAD-, monoenzymatic TH-AAAD+, 
and bienzymatic TH+AAAD+ neurons in the arcu-
ate nucleus had not change compared to the control 
(Fig. 4, 5).

Prolactin in pituitary gland and blood plasma
Seventy-two hours after the introduction of 100 µg 
of 6-OHDA into the lateral ventricles of the rats, the 
prolactin concentration increased in a statistically sig-
nificant manner by 70% and 48% in the blood plasma 
and pituitary gland, respectively. At the same time, 
the prolactin mRNA content in the pituitary gland in-
creased 2.5-fold (Fig. 6).

DISCUSSION
In adult animals, DA transferred from the hypothala-
mus to the pituitary gland regulates the function of pe-
ripheral targets only through the portal circulation sys-
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Fig. 3. Tyrosine hydroxylase activity assessed by the 
accumulation of dihydroxyphenylalanine (L-DOPA) 30 
minutes after the injection of 3-hydroxybenzylhydrazine 
(NSD-1015) in the hypothalamus and the rest of the brain 
on the model of chronic inhibition of dopamine synthesis in 
the brain with 6-OHDA. * – Statistically significant differ-
ences between the control and the experiment
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Fig. 4. Number of monoenzymatic TH+AAAD-, monoenzy-
matic TH-   AADC + , and bienzymatic TH+AAAD+ neurons 
in the arcuate nucleus 72 hours after the administration of 
100 mg of 6-OHDA into the lateral ventricles of the brain 
following systemic administration of 25 mg/kg DMI; the 
control was injected with 25 mg/kg DMI and 0.9% NaCl

Fig. 5. Fluorescence microscopy. Images of tyrosine 
hydroxylase positive (A, B), aromatic amino acids decar-
boxylase positive (A’, B’), and tyrosine hydroxylase and 
aromatic amino acids decarboxylase positive (A’’, B’’) 
neurons in the arcuate nucleus in the control (A, A’, A’’) 
and after stereotactic injection of 6-OHDA (B, B’, B’’). Ar-
rows indicate neurons of different phenotypes
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tem, whereas, according to our hypothesis, DA, in the 
absence of BBB in neonatal animals, can be also trans-
ferred from all populations of neurons directly into the 
systemic circulation. We have earlier shown in in vitro 
experiments that dopamine, at the concentration at 
which it is present in the peripheral blood of neonatal 
rats, inhibits prolactin secretion by the pituitary gland 
[10, 14]. However, pituitary cells are under the constant 
tonic influence of DA under in vivo conditions, while in 
in vitro conditions, the pituitary cells are contained in 
a medium without DA for a long period of time, which, 
according to some scientists, can fundamentally change 
cell physiology [15]. Moreover, this approach does not 
allow one to say for certain whether the regulation is 
carried out through the systemic circulation or not, 
since the concentration of DA in peripheral and portal 
blood at this stage of ontogenesis can be comparable.

Analysis of the published data allows us to suggest 
that this problem can be solved by inhibiting DA syn-
thesis in the brain using 6-OHDA-specific neurotoxin 
of CAergic neurons, which enters the cell via specific 
transporters of DA and norepinephrine and inhibits the 
process of oxidative phosphorylation [16].

Due to the fact that the expression level of the mem-
brane transporter of dopamine in mediobasal hypothal-
amus neurons is rather low and that uptake mecha-
nisms in neonatal animals are undeveloped [17, 18], we 
hypothesized that the use of 6-OHDA in the modeling 
of DA deficiency in the brain of neonatal rats would al-
low us to divide the above-described pathways of regu-
lation of the functional activity of pituitary cells. In this 
regard, we have developed a model of specific inhibi-
tion of dopamine synthesis in the brain of newborn rats. 
In this model, the dopamine level in the brain fell by 
54%, while the decrease was even more dramatic in the 
blood plasma (70%) [11]. On the basis of the available 

data, one cannot draw an unambiguous conclusion that 
the effects that are seen in this model are provided only 
by DA transferred from the brain into the systemic cir-
culation. In order to assess whether the neurotoxin af-
fects DA-producing mediobasal hypothalamic neurons, 
we first identified the content of DA and its metabolites 
in this region after 6-OHDA administration. It has been 
shown that, in our model, the DA level in mediobasal 
hypothalamus does not change compared to the con-
trol, while it is statistically significantly reduced in the 
striatum, midbrain, and brain stem. These data can be 
regarded as an integral indicator that the secretory ac-
tivity of the hypothalamus does not change under the 
effect of the toxin.

DA is synthesized from amino acid tyrosine by two 
enzymes: TH and AAAD. For this reaction chain, the 
rate-limiting step is the synthesis of L-DOPA from ty-
rosine under the action of TH [19]. Therefore, we evalu-
ated TH activity by determining the accumulation of 
L-DOPA in the mediobasal hypothalamus after the in-
hibition of the second enzyme of DA – AAAD synthe-
sis as a direct indicator of DA synthesis in our model. 
It was found that the L-DOPA level did not change in 
this region compared to the control; i.e., TH activity did 
not change under the action of neurotoxin. At the same 
time, the concentration of L-DOPA in the rest of the 
brain was reduced 2-fold compared to the control.

The rate of brain neuron degradation under the in-
fluence of 6-OHDA was evaluated mainly by immuno-
labeling for TH. However, it is known that in addition to 
true DAergic neurons expressing both enzymes of DA 
synthesis, there are also neurons containing only one of 
the enzymes [20–22]. It has been previously shown in 
our laboratory that the number of monoenzymatic neu-
rons in the arcuate nucleus of rats during the perinatal 
period is much higher than the number of bienzymatic 

Fig. 6. Concentration of 
prolactin in the blood plas-
ma (A) and concentration 
of prolactin and prolactin 
mRNA content in the pitu-
itary gland (B) 72 hours after 
the administration of 100 µg 
of 6-OHDA into the lateral 
ventricles of the brain fol-
lowing systemic administra-
tion of 25 mg/kg DMI; the 
control was injected with 25 
mg/kg DMI and 0.9% NaCl. 
* – Statistically significant 
differences between the 
control and the experiment
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neurons. Thus, the number of monoenzymatic neurons 
in this region at E21 is 99%, while the number of bien-
zymatic neurons is only 1%. At the P9 stage, bienzy-
matic neurons constitute 38% [23]. Furthermore, it was 
shown that monoenzymatic neurons are able to carry 
out a cooperative synthesis of DA [24, 25]. In addition 
to this, in the case of functional insufficiency of the hy-
pothalamic tuberoinfundibular system caused by the 
introduction of 6-OHDA into the brain of adult animals, 
the number of both TH- and AAAD-containing mono-
enzymatic neurons increases [26]. Apparently, such a 
reaction is a manifestation of compensatory processes. 
In this regard, we evaluated the number of neurons 
in the arcuate nucleus by double immunolabeling for 
TH and AAAD in the DA deficiency model. It turned 
out that the amount of bienzymatic, monoenzymatic 
TH-containing and monoenzymatic AAAD-containing 
neurons did not change compared to the control.

Thus, we have obtained evidence that specific inhi-
bition of DA synthesis in the brain with the 6-OHDA 
neurotoxin does not change the morphological and 
functional state of the mediobasal hypothalamus. This 
implies that, if changes in PRL synthesis are detected 
in this model, they are due to the influence of DA, ex-
clusively, via the systemic circulation.

In the next series of experiments, we evaluated the 
effect of DA secreted by the brain into the systemic 
circulation on the synthesis of prolactin by the pitu-
itary gland. It has been previously shown in our labora-
tory that the inhibitory effect of DA on the secretion of 
prolactin is first detected at the E21 stage [27]; i.e., this 
mechanism should be sufficiently mature in the ana-
lyzed period. It was found that the PRL concentration 
increased by 70% upon a decrease in DA in the plasma 
of 73%. This indicator characterizes the level of PRL se-

cretion by pituitary cells. Such a significant increase in 
PRL concentration in the plasma in response to the de-
crease in DA concentration implies that dopamine se-
creted by the brain into the systemic circulation has an 
inhibitory effect on the secretion of PRL by pituitary 
cells. Moreover, the concentration of PRL in the pitu-
itary gland increases by 48%. Apparently, DA entering 
the pituitary gland through the systemic circulation 
does not only inhibit PRL secretion, but also affects its 
synthesis. In order to confirm the effect of DA on PRL 
synthesis in our model, we evaluated the level of PRL 
mRNA. It was found that the level of PRL mRNA ex-
pression in the pituitary gland of animals deficient in 
DA is 2.5-fold higher than that in the control.

CONCLUSION
Thus, we were able to show that DA secreted by the 
brain into the systemic circulation has an inhibitory ef-
fect on the synthesis and secretion of PRL by the pitui-
tary cells in the early postnatal period prior to BBB for-
mation. According to our hypothesis on the endocrine 
function of the brain before BBB formation in the early 
postnatal period, there are two pathways of dopamine 
regulation of PRL secretion by the pituitary gland: 
through DAergic neurons of the hypothalamus via the 
portal circulation system and through other popula-
tions of DAergic neurons via the systemic circulation. 
It can be assumed that during the period of ontogene-
sis that we studied, the regulation of the pituitary cell 
function through systemic circulation significantly con-
tributes to the regulation of PRL secretion. 

This work was supported by the Russian Science 
Foundation (grant № 14-15-01122).
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substrate) and its numerous derivatives can serve as an 
example [12, 13]. Hydrogen bonds of the carboxyl group 
with a conserved Arg168 residue are crucial for the 
binding of pyruvate and oxamate [14, 15]. Residues of 
the mobile loop 96–111 [16] also participate in the bind-
ing of the substrate, coenzyme and inhibitors, among 
which the role of Arg105 should be emphasized (it sta-
bilizes the transition state in the course of substrate 
conversion). The crystal structures of human LDH-А 
complexes, where the loop 96–111 is either in the 
closed or open conformation depending on the struc-
ture of the inhibitor, have been determined [17–19]. 
In the development of LDH-A inhibitors, an attempt 
has been made to find compounds able to interact with 
both the substrate and coenzyme binding sites [20, 21]. 
A promising way to solve this problem may be a search 
for molecule fragments – small molecules capable of 
forming specific interactions with selected protein re-
gions. Being subsequently connected by a suitable link-
er, these fragments may serve as a basis for new and 
more effective inhibitors of the enzyme. The analysis 

Identification of New Structural Fragments 
for the Design of Lactate Dehydrogenase 
A Inhibitors

D.K. Nilov1*, A.V. Kulikov2, E.A. Prokhorova3, V.K. Švedas1,3

1Belozersky Institute of Physicochemical Biology, Lomonosov Moscow State University, Lenin Hills 
1, bldg. 40, Moscow, 119991, Russia
2Faculty of Fundamental Medicine, Lomonosov Moscow State University, Lomonosov prospect 31-
5, Moscow, 119192, Russia
3Faculty of Bioengineering and Bioinformatics, Lomonosov Moscow State University, Lenin Hills 1, 
bldg. 73, Moscow, 119991, Russia
*E-mail: nilov@belozersky.msu.ru
Received January 20, 2016; in final form, April 5, 2016
Copyright © 2016 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT Human lactate dehydrogenase A plays an important role in the glucose metabolism of tumor cells and 
constitutes an attractive target for chemotherapy. Molecular fragments able to bind in the active site of this en-
zyme and form hydrogen bonds with the Arg168 guanidinium group, as well as additional interactions with the 
loop 96–111 in the closed conformation, have been identified by virtual screening of sulfonates and experimen-
tal testing of their inhibitory effect. The sulfo group can occupy a similar position as the carboxyl group of the 
substrate and its structural analogs, whereas the benzothiazole group attached via a linker can be located in the 
coenzyme (NADH) binding site. Thus, the value of merging individual structural elements of the inhibitor by a 
linker was demonstrated and ways of further structural modification for the design of more effective inhibitors 
of lactate dehydrogenase A were established. 
KEYWORDS Lactate dehydrogenase, inhibitor, sulfo group, sulfonates, molecular modeling, docking. 
ABBREVIATIONS LDH – lactate dehydrogenase, LDH-A – lactate dehydrogenase isoform A.

INTRODUCTION
Lactate dehydrogenase (LDH) catalyzes the conver-
sion of the glycolysis product pyruvate to lactate, ac-
companied by the oxidation of NADH to NAD+ (Fig. 
1). In a healthy human organism, LDH isoform A 
(LDH-A) is found primarily in skeletal muscles; iso-
form B – in heart muscle; and С – in testes [1, 2]. In 
many tumor cells, activation of pyruvate conversion 
by LDH and reduced pyruvate oxidation in the mito-
chondria is observed. This alteration of metabolism is 
known as the Warburg effect [3, 4]. One of the reasons 
for the elevated glycolysis is an increased expression 
of LDH-А [5, 6]. This enzyme is an attractive oncologi-
cal target as it plays an important role in the viabil-
ity and proliferation of tumor cells [7–9]. Therefore, a 
search for selective inhibitors of human LDH-А and 
investigation of their effects at the cellular level are 
of particular interest.

Several classes of LDH-А inhibitors are described 
in the literature [10, 11], and most of them contain a 
carboxyl group. Oxamate (the structural analog of the 
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of published data on the binding of the substrate, as 
well as oxamic and malonic acid derivatives, points to 
the importance of electrostatic interactions with the 
Arg168 guanidinium group in the active site of LDH-A. 
Given this fact, the goal was set to explore the possi-
bility of using a negatively charged sulfo group in the 
design of the structure of new inhibitors.

Sulfo-substituted derivatives of naphthalene 2 and 3 
(Fig. 1) were referred to in work devoted to the search 
for inhibitors of LDH from the parasitic microorganism 
Plasmodium falciparum that causes malaria. However, 
they were found to exert only a weak inhibitory effect 
[22]. The crystal structure of LDH from P. falciparum 
in a complex with 2 (PDB ID 1u4s) revealed that the 
sulfo group of the inhibitor interacts with Arg171 (it 
corresponds to Arg168 in the human LDH-А). The au-
thors assumed that inhibitor 2 binds in a similar man-
ner to the apo form and the LDH-coenzyme complex 
without competing with NADH. It should be noted that 
there are significant differences in the arrangement 
of the active site in human and parasite LDHs, mainly 
associated with the position of the coenzyme and mo-
bile active site loop, which is 5 residues shorter in the 
human LDH [23]. This suggests that sulfonate-based 
structural fragments of human LDH-А inhibitors 
should differ from compounds 2 and 3. In our previ-
ous work, we constructed models of human LDH-A for 
searching for inhibitors competing with the substrate 
and coenzyme, and also determined the structural cri-
teria for the selection of potential inhibitors [24]. The 
developed approach was used for the screening of mo-
lecular fragments with a sulfo group which might be 
additive components in the design of more effective 
inhibitors of LDH-A.

EXPERIMENTAL SECTION
Virtual screening for LDH-А inhibitors was performed 
among low-molecular-weight compounds from the 
Vitas-M library [25]. Using the ACD/Spectrus DB 14.0 
software [26], compounds containing a sulfo group 
and conforming to the rule of three [27, 28] were re-
trieved from the library. This rule defines the ranges of 
physicochemical parameters associated with molecule 
fragments (molecular weight < 300, log P ≤ 3, hydro-
gen bond donors ≤ 3, hydrogen bond acceptors ≤ 3, and 
rotatable bonds ≤ 3). Molecular docking of compounds 
from the obtained focused library was performed using 
Lead Finder 1.1.15 in the “extra precision” mode [29, 
30] and the models of human LDH-А (with and with-
out the bound molecule of NADH) constructed in our 
previous work [24]. At the first step of the selection of 
inhibitors, some compounds were eliminated when the 
distance between the sulfur of the sulfo group and the 
guanidinium carbon of Arg168 at their binding with 

LDH-А exceeded 5.5 Å. The remaining compounds that 
fitted the criteria of the structural filtration were test-
ed for their ability to form hydrogen bonds and hydro-
phobic contacts with residues of the loop 96–111 [24]. 
Visualization and analysis of the structures were per-
formed using VMD 1.9.2 [31].

Experimental measurement of enzyme activity was 
conducted using LDH from rabbit muscle (Sigma-Al-
drich). Potassium phosphate buffer 0.1 M, pH 7.0 was 
used for the preparation of the solutions and perfor-
mance of the measurements. An enzyme solution con-
taining 1% (g/ml) bovine serum albumin (BSA) was 
prepared immediately prior to the measurements. The 
LDH-А activity was monitored spectrophotometrically 
at 340 nm using a Shimadzu UV-1800 spectrophotom-
eter by detecting the decrease in the NADH absorbance 
at the conversion of pyruvate to lactate. The reaction 
mixture containing the buffer, pyruvate (400 µM), 
NADH (20 µM), and an inhibitor was placed into the cu-
vette, thermostated for 5 min at 37°С, and then the re-
action was started, adding an aliquot of the enzyme. The 
initial rate of the enzyme-catalyzed reaction was deter-
mined in two independent experiments. The IC50

 value 
(concentration of an inhibitor at which the enzyme ac-

Pyruvate

NADH NAD+

L-Lactate 1

2 3

4 5

Fig. 1. Chemical structures of human LDH-A substrates 
and inhibitors (1-5). 1 – oxamate, 2 – naphthalene-2,6-
disulfonate, 3 – 8-(phenylamino)naphthalene-1-sulfonate, 
4 – 2-(benzothiazol-2-ylsulfanyl)-ethanesulfonate, 5 – 
2-(7-hydroxybenzothiazol-2-ylsulfanyl)-ethanesulfonate.
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tivity is reduced by 50%) was determined by varying 
the concentration of an inhibitor from 0 to 8 mM.

RESULTS AND DISCUSSION
Crystallographic studies revealed that sulfo-substitut-
ed derivative 2 is capable of binding only to the open 
conformation of LDH from P. falciparum in which the 
active site loop is disordered. Obviously, the structur-
al fragments containing a sulfo group and capable of 
binding to the enzyme in the closed conformation, i.e. 
when effective interaction with the loop 96–111 is ex-
pected, should substantially differ from compounds 2 
and 3. To identify new fragments, a set of sulfonic ac-
ids and their salts (71 compounds) was selected from 
a library of low-molecular-weight compounds. Com-
pounds were docked into the active site of the previ-

ously developed models of human LDH-A, and then 
their ability to mediate a significant electrostatic in-
teraction with the Arg168 residue, as well as additional 
interactions with the loop 96–111 in the closed confor-
mation, was analyzed. The most promising inhibitor, 
compound 4, capable of efficient binding with the apo 
form of LDH-A (ΔGcalc = –9.9 kcal/mol), was chosen as 
a result of screening.

The inhibitory properties of compound 4 were ex-
perimentally tested against LDH from rabbit muscle, 
whose active site has high structural similarity with 
that of human LDH-А [32]. The IC

50
 value was deter-

mined to be 1.2 mM. Interestingly, inhibitor 4 binds 
in a similar manner to the earlier investigated oxam-
ate derivative STK381370 (ΔGcalc = –7.9 kcal/mol, IC

50
 

5 mM) [24], forming additional interactions with the 

Fig. 2. Positions of inhibitors in the active site of human LDH-A revealed by molecular modeling. А – Binding of com-
pound 4: hydrogen bonds of a sulfo group with Arg168 are shown, as well as interactions with the active site loop resi-
dues Arg98, Gln99, and Arg105. B – Binding of compound 5: additional hydrogen bonds of hydroxyl substituent with 
Ala97 and Asn137 are shown, interactions with Arg98 and Gln99 are not depicted. A region occupied by the adenine 
moiety of the coenzyme is colored orange.
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loop 96–111. However, the interaction of 4 is more ef-
ficient. The results indicate that the earlier developed 
model of the closed enzyme conformation adequately 
simulates the binding of compounds of various classes.

Localization of the structural fragment with the 
charged sulfo group in the substrate binding site leads 
to the stabilization of the inhibitor’s position due to the 
formation of hydrogen bonds with guanidinium groups 
of Arg168 and Arg105 (Fig. 2А). A very important issue 
in the design of LDH-А inhibitors is the way of con-
necting individual elements in the structure. So, for 
example, interaction of compound 4 with both the sub-
strate binding site and that of NADH’s nicotinamide 
nucleotide is possible owing to the flexibility of a linker 
between the sulfo and benzothiazole groups. The thio-
ether linker forms a hydrogen bond with the side chain 
of Gln99, while the benzothiazole group, located in the 
site of the first ribose residue of the coenzyme, forms a 
favorable hydrophobic contact with the Сβ-atom of the 
Arg98 side chain. It should be noted that the above-
mentioned interactions with the residues Arg98, Gln99, 
and Arg105 important for the stabilization of the ac-
tive site loop take place when the closed conformation 
is formed. There are also additional interactions at the 
sulfonate binding: formation typical for oxamate hy-
drogen bonds between the sulfo group, Asn137, and 
Thr247, hydrophobic contacts of the linker with Ile241 
and benzothiazole group with Val30, hydrogen bond of 
a ring’s heteroatom with the Asn137 carboxamide (not 
shown in the figure). 

Among the sulfo derivatives examined in the course 
of screening, there were structures without a flex-
ible linker (including naphthalene derivatives), with a 
linker elongated by one methylene unit, and with ben-
zene, pyrrole, and pyridine replacing benzothiazole in 
compound 4. All of them were characterized by a lower 
binding energy and were incapable of forming interac-
tions sufficient for the stabilization of the loop 96-111 in 
the closed conformation. This indicates that scaffold 4 is 

optimal for binding in the active site and may serve as a 
basic structure for further modifications. For example, 
the introduction of the hydroxyl group at position 7 al-
lows this substituent to occupy the site responsible for 
binding of the 3’-OH group of the first ribose residue of 
NADH and to form hydrogen bonds with the Ala97 and 
Asn137 backbones (compound 5, Fig. 2B). The value of 
the calculated binding energy (ΔGcalc = –10.9 kcal/mol) 
shows that this modification leads to an additional en-
ergy gain. Increased efficiency of enzyme inhibition 
due to the introduction of substituents into the benzo-
thiazole group seems to be a promising perspective for 
the further merging of structural fragments aimed at 
achieving additive (and perhaps synergistic) effects in 
the development of novel LDH-A inhibitors.          

CONCLUSIONS
The aim of the present study was to select new mo-
lecular fragments for the design of LDH-A inhibitors 
able to form interactions of a charged acid group with 
Arg168 and amino acid residues of the active site loop 
in the substrate binding site, as well as interactions 
with the coenzyme binding site typical of substrates 
and previously described inhibitors. As a result of vir-
tual screening and experimental validation of inhibi-
tory properties, new fragments have been identified 
that comprise a sulfo group, linker, and benzothiazole 
group. The performed study allowed us to uncover the 
most important interactions and the amino acid resi-
dues that stabilize the position of inhibitors containing 
a sulfo group (Ala97, Arg98, Gln99, Arg105, Arg168) in 
the closed enzyme conformation. Thus, the methodol-
ogy for LDH-А inhibitors search has been tested and 
ways for further optimizing inhibitor structures have 
been outlined. 

This work was supported by RFBR 
 (grant № 14-08-01251).
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ement ARE (Antioxidant Response Element) in gene 
promoters [3]. In the absence of stress, the Nrf2 factor 
is located in the cytoplasm in a complex with its partner 
protein Keap1. When ROS production is up-regulated, 
this complex is disrupted either through phosphoryla-
tion of the Nrf2 factor by various protein kinases or as a 
result of Keap1 modification, the free transcription fac-
tor is then translocated to the nucleus and transcription 
with a concomitant activation of the genes encoding 
antioxidant defense such as heme oxygenase-1 (HO-1) 
and NAD(P)H:quinone oxidoreductase 1 (Nqo1) [3, 4].

The hepatitis C virus does not only cause OS, but it 
also activates the transcription factor Nrf2 [2]. In both 
cases, the viral core and NS5A proteins play the key 
role [4–7]. Previously, we established that these pro-
teins activate the defense system through two mecha-
nisms, one of which is mediated by ROS and protein 
kinase C, and the other through ROS-independent 
activation of factor Nrf2 by casein kinase 2 and phos-
phoinositide 3-kinase [4]. However, it cannot be ex-
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ABSTRACT The hepatitis C virus (HCV) triggers a chronic disease that is often accompanied by a spectrum of liver 
pathologies and metabolic alterations. The oxidative stress that occurs in the infected cells is considered as one 
of the mechanisms of HCV pathogenesis. It is induced by the viral core and NS5A proteins. It is already known 
that both of these proteins activate the antioxidant defense system controlled by the Nrf2 transcription factor. 
Here, we show that this activation is mediated by domain 1 of the NS5A protein and two fragments of the core 
protein. In both cases, this activation is achieved through two mechanisms. One of them is mediated by reactive 
oxygen species (ROS) and protein kinase C, whereas the other is triggered through ROS-independent activation 
of casein kinase 2 and phosphoinositide 3-kinase. In the case of the HCV core, the ROS-dependent mechanism 
was assigned to the 37–191 a.a. fragment, while the ROS-independent mechanism was assigned to the 1–36 а.a. 
fragment. Such assignment of the mechanisms to different domains is the first evidence of their independence. 
In addition, our data revealed that intracellular localization of HCV proteins has no impact on the regulation of 
the antioxidant defense system.
KEYWORDS Hepatitis C virus, oxidative stress, regulation, transcription factor, Nrf2
ABBREVIATIONS ROS – reactive oxygen species; a.a. – amino acids; HCV – hepatitis C virus, OS – oxidative stress

INTRODUCTION
The hepatitis C virus (HCV) is a widespread and dan-
gerous pathogen that infects the human liver. In most 
cases, HCV infection leads to chronic hepatitis, during 
which there is a high risk of liver fibrosis and cirrhosis, 
hepatocellular carcinoma, and various metabolic dis-
orders (steatosis, type 2 diabetes mellitus, altered iron 
metabolism and other pathologies) [1]. Numerous basic 
and clinical studies have revealed a number of patho-
genetic mechanisms related to HCV, including oxida-
tive stress (OS), which plays an important role [2]. OS is 
a state of a cell characterized by an imbalance between 
reactive oxygen species (ROS) and the low-molecu-
lar-weight compounds (antioxidants) that neutralize 
them, as well as the enzymes involved in the protection 
against ROS (referred to as phase II enzymes). The bi-
osynthesis of many enzymes of the antioxidant metab-
olism and phase II enzymes is controlled by the Nrf2 
transcription factor (nuclear factor-erythroid 2-relat-
ed factor 2), which binds to the common regulatory el-
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cluded that both pathways of Nrf2 activation are in-
duced by some common regulator located earlier in the 
cascade, all the members of which remain unknown. 
The objective of the current study was to reveal the 
presence (or absence) of this regulation and identify 
the structural elements of the core and NS5A proteins 
involved in the mechanisms of Nrf2/ARE cascade ac-
tivation.

EXPERIMENTAL SECTION
A human hepatoma Huh7.5 cell line was provided cour-
tesy of C. Rice (Rockefeller University, USA). The plas-
mid pCMV-core encoding the full-length core protein 
of HCV genotype 1b (274933RU) has been previous-
ly described [4]. Plasmids encoding fragments 1–36, 
37–191, and 1–151 a.a. of the core protein were con-
structed on the basis of the pVax1 vector [8], plasmids 
encoding the full-length protein NS5A of HCV geno-
type 1b (AJ238799) and its individual D1 domains (res-
idues 1–249), D2 (250–355 a.a.), and D3 (356–447 a.a.) 
were based on the pCMV-Tag3B vector [7].

Ro 31-8220, wortmannin, and 5,6-dichloro-1-β-D-
ribofuranosylbenzimidazole (DRB) (Sigma) were used 
as inhibitors of the protein kinases.

Culture procedures
Huh7.5 cells were cultured in a DMEM medium supple-
mented with 10% fetal bovine serum (HyClone, USA), 2 
mM glutamine, 50 u/ml penicillin, and 50 µg/ml strep-
tomycin at 37°С in humidified atmosphere of 5% CO2

.

Work with reporter plasmid
Huh7.5 cells were seeded in 24-well plates, transfected 
with a mixture of reporter plasmid pP-ARE (0.25 µg) 
[4] and a target-expressing plasmid (0.25 µg) using the 

Turbofect reagent. After 30 hours, the cells were lysed 
and luciferase activity was measured as previously de-
scribed [4].

Reverse transcription and real-time PCR (RT-qPCR)
The Huh7.5 cells were transfected as described above. 
Forty hours posttransfection, the culture medium was 
collected, total RNA isolated, and reverse transcription 
and real-time PCR were performed as previously re-
ported [4].

Western blotting
The Huh7.5 cells were transfected in 6-well plates 
and lysed 40 h posttransfection. Further manipula-
tions were performed as previously described [4] using 
mouse monoclonal antibodies against heme oxygen-
ase 1 (ab13248), NAD(P)H:quinone oxidoreductase 1 
(ab28947) and β-actin (ab3280) (Abcam, UK) and also 
secondary antibodies against mouse IgG conjugated 
with horseradish peroxidase (sc-2005) (Santa-Cruz, 
USA). For the analysis of the intracellular localization 
of the Nrf2 factor, the cells were lysed and fractions 
of cytoplasmic and nuclear proteins were separated 
using a commercial NE-PER kit (Thermo Scientific). 
Nrf2 was detected in each fraction by immunoblotting 
using rabbit polyclonal antibodies against Nrf2 (sc-722) 
and secondary antibodies against rabbit IgG (sc-2004) 
(Santa-Cruz).

Statistical analysis
The data were processed using the StatPlus software 
(AnalystSoft, Canada). The results are presented as a 
mean ± standard deviation. The statistical significance 
of the differences was calculated using the paired Stu-
dent’s t-test.

Fig. 1. Activation of the Nrf2/ARE cascade by domain 1 of the NS5A protein results in the translocation of the Nrf2 
transcription factor from the cytoplasm into the nucleus (A) and induction of human NAD(P)H:quinone oxidoreductase 
1 (Nqo1) and heme oxygenase 1 (HO-1) (B, C). Intracellular localization of factor Nrf2 was determined by separation of 
cytoplasmic (Cyt) and nuclear (Nu) protein fractions, with subsequent detection of Nrf2 by immunoblotting. Quantifica-
tion of the Nqo1 and HO-1 expression levels was performed by reverse transcription and real-time PCR (B) and immu-
noblotting (C). *p < 0.01 and **p < 0.05 compared to pVax1.
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RESULTS AND DISCUSSION
Involvement of the fragments of the core and NS5A 
proteins in the activation of the Nrf2/ARE cascade 
was analyzed by three methods: quantification of the 
relative expression levels of the two phase II enzymes 
(Nqo1, HO-1) by western blotting and RT-qPCR and 
identification of the intracellular localization of the 
Nrf2 factor. It has been demonstrated that, among all 
of the described NS5A protein domains, only domain 1 
(1–249 a.a.) can activate the Nrf2 factor; i.e., it causes 
its translocation from the cytoplasm to the nucleus 
(Fig. 1A) and enhances the expression of Nrf2-depen-
dent genes (Fig. 1B, C). It is noteworthy that domain 1, 
among all of the three domains of the NS5A protein, 
exhibits a specific three-dimensional structure [9], 
while domains 2 and 3 are unstructured [10, 11]. Our 
previous data also indicate that domain 1 possesses pro-
oxidant activity [7]. Furthermore, it has been shown 
that the ability of the NS5A protein to activate the 
Nrf2/ARE cascade is associated neither with its post-
translational modification (phosphorylation of domains 
2 and 3) [12] nor with the ability to disrupt the expres-
sion of the interferon β response to HCV infection [1].

In order to study the contribution of various frag-
ments of the core protein (residues 1–191 a.a.) in the 
activation of the Nrf2/ARE cascade, we used its trun-
cated fragments 1–36 and 37–19 a.a. that previously 
were shown to trigger ROS production through a vari-
ety of mechanisms [8]. Moreover, we used the 1–151 a.a. 
fragment, which activated all ROS-producing enzymes 
as the full-length HCV despite being localized not on 
the endoplasmic reticulum but in the nucleus, as the 
1–36 a.a. form does. It was found that all the truncated 
forms of the HCV core activate the Nrf2 factor (Fig. 2A) 
and induce Nrf2-dependent genes (Fig. 2B, C). Thus, 
there are at least two regions in the core protein that 
activate the Nrf2/ARE cascade.

Several groups of researchers have reported that the 
Nrf2/ARE cascade can be activated by various pro-
tein kinases, including protein kinase C, casein kinase 
2, phosphoinositide 3-kinase, the mitogen-activated 
protein kinases p38, ERK1/2 and JNK, or regulated by 
glycogen synthase kinase 3 (GSK3), with the contribu-
tion of each kinase being dependent on the cell type 
and stimulus ([3, 4] and references therein). In order to 
determine the activation mechanism for each protein 
fragment, we used antioxidant pyrrolidine dithiocar-
bamate (PDTC), as well as inhibitors of protein kinase 
C (Ro 31-8220, Ro), casein kinase 2 (DRB), and phos-
phoinositide 3-kinase (wortmannin, Wo): i.e. the en-
zymes that are, according to our data, involved in the 
activation of Nrf2 by the full-length NS5A protein [4]. 
Using a reporter plasmid pP-ARE encoding luciferase 
under the control of the minimum ARE-Nqo1 element 

of the human Nqo1 gene [4], we verified that both the 
1–36 and 37–191a.a. fragments of the HCV core acti-
vate the transcription of ARE-dependent genes. Treat-
ment with the antioxidant or the protein kinase C in-
hibitor reduced the level of luciferase expression in 
the case of the full-length core protein (Fig. 3A) and 
prevented activation in the case of the 37–191 a.a. frag-
ment (Fig. 3B). In cells expressing the N-terminal frag-
ment, luciferase expression was blocked only by the in-
hibitors of casein kinase and phosphoinositide 3-kinase 
(Fig. 3B). Similar results were obtained when studying 
the action of protein kinase inhibitors on the transloca-
tion of the Nrf2 factor (Fig. 3D). It is noteworthy that in 
the case of the full-length core protein, the inhibitors 

Fig. 2. Fragments 1–36 and 37–191 a.a. of the HCV core 
protein activate the Nrf2/ARE cascade by triggering the 
translocation of transcription factor Nrf2 from the cyto-
plasm into the nucleus (A) with subsequent induction of 
human NAD(P)H:quinone oxidoreductase 1 (Nqo1) and 
heme oxygenase 1 (HO-1) (B, C). Intracellular localization 
of factor Nrf2 was determined by separation of cytoplas-
mic (Cyt) and nuclear (Nu) protein fractions, with subse-
quent detection of Nrf2 by immunoblotting. Quantification 
of the Nqo1 and HO-1 expression levels was performed 
by reverse transcription and real-time PCR (B) and im-
munoblotting (C). *p < 0.01 and **p < 0.05 compared to 
pVax1.
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Fig. 3. Fragment 1–36 a.a. of the HCV core protein activates the Nrf2/ARE cascade by the ROS-independent mecha-
nism involving casein kinase 2 and phosphoinositide 3-kinase; the 37–191 a.a. fragment – by the ROS-dependent 
mechanism involving protein kinase C. The role of protein kinases and reactive oxygen species was estimated by 
measuring luciferase expression in Huh7 cells co-transfected with the reporter pP-ARE plasmid with constructs encoding 
the full-length core protein (A) or its fragments 1–36 а.a. (B) and 37–191 a.a. (C) or by an analysis of the intracellular 
localization of Nrf2 (D). The latter was studied by separation of cytoplasmic (Cyt) and nuclear (Nu) protein fractions, with 
subsequent detection of Nrf2 by immunoblotting. Inhibitors of protein kinases Ro 31-8220 (Ro, protein kinase C inhibi-
tor), DRB (casein kinase 2 inhibitor), or wortmannin (Wo, phosphoinositide 3-kinase inhibitor) in the absence or pres-
ence of an antioxidant pyrrolidine dithiocarbamate (PDTC) were added into the culture medium 18 h post-transfection. 
*p < 0.01.

of all three protein kinases failed to completely prevent 
Nrf2 translocation to the nucleus and could only inhibit 
the process by approximately 2-fold, indicating a com-
parable contribution of the two observed mechanisms 
in the activation of the cascade.

Our findings showing that the N-terminal domain of 
the HCV core protein activates Nrf2 through a ROS-
independent mechanism involving casein kinase 2 and 
phosphoinositide 3-kinase, while the fragment 37–191 
acts through the ROS-dependent pathway involving 
protein kinase C, allowed us to confirm the complete in-
dependence of these two mechanisms. Moreover, casein 
kinase 2 and phosphoinositide 3-kinase were activated 
by the same domain of the HCV core that had been 
previously shown to interact with various proteins 
of the host cell, including helicase DDX3, the STAT1 
transcription factor and lymphotoxin β receptor ([1, 8] 
and references therein). In addition, both mechanisms 
of Nrf2/ARE cascade activation were triggered by dif-
ferent variants of the core protein that are localized in 
the nucleus (fragments 1–36 and 1–151 a.a.) and on the 
surface of the endoplasmic reticulum (fragments 37–
191 and 1–191 a.a.). Therefore, it is tempting to specu-

late that activation of the cascade could be achieved 
during the biosynthesis of the core protein in the endo-
plasmic reticulum.

CONCLUSIONS
In the current paper we have identified the regions 
of the HCV core and NS5A proteins that trigger acti-
vation of the Nrf2/ARE cascade. In addition, we have 
shown that the ROS-dependent and ROS-independent 
mechanisms of this activation are independent. 
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INTRODUCTION
Aminoglycosides are a group of bactericidal antibiot-
ics. Aminoglycoside antibiotics display activity mostly 
against gram-negative aerobes and are most effective 
against the majority of severe infections (tuberculosis, 
endocarditis, and septicemia) [1]. The action of these 
antibiotics does not depend on the reproduction phase 
of the microorganisms and relies on aminoglycosides’ 
irreversible binding to the 30S subunit proteins of bac-
terial ribosomes, thus inhibiting protein synthesis in 
bacteria. However, aminoglycosides are poorly active 
in anaerobic environments, and that makes them inef-
fective in tissues with reduced circulation and necrotic 
tissues. The pH of the medium is another factor that in-
fluences the antibacterial activity of aminoglycosides: 
these antibiotics are less effective in acidic and neutral 
environments than in weakly alkaline conditions. The 
high ototoxicity and nephrotoxicity [2, 3] associated 
with aminoglycoside therapy versus other antibiotics 
is its major shortcoming. Therefore, constant monitor-

ing of aminoglycoside content both in biological fluids 
and in foods of animal origin is required. Many labora-
tory assays have been developed over several decades 
of therapeutic use of aminoglycosides for the detection 
of these antibiotics using GC-MS, HPLC (including 
derivatization), ELISA, capillary electrophoresis etc. 
Two thorough reviews on this area have recently been 
published [4, 5]. A number of publications [6–18] high-
light the importance of and the need for convenient, 
simple, and rapid procedures for aminoglycoside detec-
tion, since the majority of the available techniques are 
either laborious and time-consuming or use expensive 
reagents. 

The molecules of aminoglycoside antibiotics typical-
ly contain several amino groups (Fig. 1). These include 
amino groups directly bound to the heterocyclic or ali-
cyclic ring and amino groups attached to the primary 
carbon atom (highlighted in red). Another feature of 
aminoglycosides is the transparency of their solutions 
in the UV region due to the lack of aromatics and/or 

Derivatization 
of Aminoglycoside Antibiotics with 
Tris(2,6-dimethoxyphenyl)carbenium Ion

A.P. Topolyan1, M.A. Belyaeva1, E.E. Bykov2, P.V. Coodan3, E.A. Rogozhin1,2, 
D.A. Strizhevskaya1, O.M. Ivanova1, A.V. Ustinov1, I.V. Mikhura1, I.A. Prokhorenko1,2, 
V.A. Korshun1,2, A.A. Formanovsky1*

1Shemyakin-Ovchinnikov Institute of Bioorganic Chemistry, Moscow, 117997, Russia
2Gause Institute of New Antibiotics, Moscow, 119021, Russia
3Research Institute of Nutrition, Moscow, 109240, Russia
*E-mail: formanovsky@yandex.ru
Received January 25, 2016; in final form, April 20, 2016
Copyright © 2016 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT Detection of aminoglycoside antibiotics by MS or HPLC is complicated, because a) carbohydrate 
molecules have low ionization ability in comparison with other organic molecules (particularly in MALDI-MS), 
and b) the lack of aromatics and/or amide bonds in the molecules makes common HPLC UV-detectors useless. 
Here, we report on the application of a previously developed method for amine derivatization with tris(2,6-
dimethoxyphenyl)carbenium ion to selective modification of aminoglycoside antibiotics. Only amino groups 
bound to primary carbons get modified. The attached aromatic residue carries a permanent positive charge. This 
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amide bonds. This makes common HPLC techniques 
with UV-detectors not suitable for their analysis. 
Abundant hydroxyl groups and amino groups capa-
ble of forming hydrogen bonds complicate the release 
of individual molecules, thus leading to a low amino-
glycoside ionization ability in mass spectrometry as 
compared to, for example, peptides of a similar mass. 
Moreover, aminoglycoside detection in MALDI mass 
spectrometry can be complicated by matrix interfer-
ences.

Recently, we have developed a mild derivatization 
method for low molecular amines using the tris(2,6-
dimethoxyphenyl)carbenium ion [19]. The resulting 
derivatives of the 9,10-disubstituted acridinium cat-
ion (Q+-R) possess a permanent positive charge (Fig. 2). 
Derivatization also results in an increase in mass of the 
molecule by a constant value (mass increment is +359 
Da) that permits successful detection of amines, includ-
ing those of the smallest mass, with MALDI mass spec-
trometry [19]. Meanwhile, the modification of hydro-
philic aliphatic molecules with hydrophobic aromatic 
cation Q+ may have prospects in terms of reversed-
phase HPLC with UV detection.

It was of interest to assess the applicability of the de-
rivatization technique for aminoglycoside detection. In 
this paper, we present a qualitative mass spectrometry 
and HPLC detection of aminoglycoside antibiotics de-
rivatized with non-cleavable mass tag.

MATERIALS AND METHODS

Materials 
Dimethyl sulfoxide and acetonitrile were from Panre-
ac, and other solvents were from Chimmed and EKOS-
1, of chemically pure (cp) grade (hexane, methanol, 
dichloromethane, ethyl acetate, chloroform, ethanol) 
and extra-pure grade (toluene, acetone). Dichlorometh-
ane was distilled over a calcium hydride, and DMF was 
distilled over a calcium hydride under vacuum and 
stored over 3Å molecular sieves. Reagents and sorbents 
included triethylamine, 1,3-dimethoxybenzene, n-bu-
tylamine (Sigma-Aldrich-Fluka, USA), aminoglycoside 
antibiotics kanamycin (OAO Biohimik, Saransk, Rus-
sia), sisomicin, tobramycin, paromomycin (Minkhim-
prom, USSR), TLC silica gel aluminum plates (Kieselgel 
60 F

254
) or aluminum oxide plates, silica gel, and alu-

Sisomicin, M=447 Da Tobramycin, M=467 Da

Kanamycin, M=484 Da

Paromomycin, M=615 Da

Fig. 1. Examples of structures of aminoglycoside antibiotics

1 Q+-R

30 min
rt

Fig. 2. Common scheme of amines derivatization with 
tris(2,6-dimethoxyphenyl)carbenium
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minum oxide (activity I) for column chromatography 
(Merck, USA).

Equipment and conditions
1D and 2D (COSY, HMBC, HSQC) NMR spectra were 
recorded at 500 MHz (1H), 125.7 MHz (13C) using the 
Bruker AC-500 spectrometer and referenced using 
the residual proton signals of the solvent, DMSO-d

6
 (δ

H
 

2.50 ppm and δ
C
 39.7 ppm) or CD

3
СN (δ

H
 1.94 ppm for 

1H and δ
C
 1.32 ppm); chemical shifts are given with re-

spect to SiMe
4
 (1H and 13C). TLC-plates were visualized 

under a UV lamp at 254 and 360 nm. Mass-spectra were 
recorded using a Ultraflex II TOF/TOF time-of-flight 
mass analyzer (Bruker Daltonics, Germany) equipped 
with a nitrogen laser (wavelength of 337 nm) operating 
at 50 Hz in the positive ion mode with reflectron. Modi-
fied aminoglycoside antibiotics were analyzed and sep-
arated with preparative reversed-phase HPLC in the 
acetonitrile gradient using the Agilent Technologies 
1200 Series system and Synergi polar-RP reversed-
phase column (4.5 × 250 mm) under the following con-
ditions: flow rate 0.9 ml/min, 15–50% 80% MeCN + 
0.1% TFA for 30 min, 50–70% for 20 min, 70–90% for 
10 min, 90% for 5 min, and isocratic elution for 5 min. 
Absorption was monitored at 285 nm. Conversion of 
compound (1) into compound (2) was analyzed using 
HPLC in the acetonitrile gradient using the Agilent 
1100 Series device with multiwave diode array detec-
tion. The stationary phase was a Waters Symmetry C

8
 

reversed-phase column. The following conditions were 
used: flow rate 1 ml/min, acetonitrile gradient – from 
50 to 70% for 20 min, from 70 to 98% for 10 min. 

For derivatization and dilution of the analytes and 
matrix compounds, we used acetonitrile (HPLC-grade, 
JT Baker), methanol (HPLC-grade, Merck), chloroform 
(HPLC-grade, Merck), and ultrapure water type I ob-
tained using the system Milli-Q (Millipore). The ma-
trixes included 2,5-dihydroxybenzoic, and sinapic and 
1-cyano-4-hydroxycinnamic acids (a solution of 20 mg/
ml in acetonitrile with addition of 0.1% trifluoroacetic 
acid). Sample solution (0.5 µl) in a mixture with the ma-
trix solution (0.5 µl) was loaded onto the target plate 
spot (MTP 384 massive target gold plate T, Bruker Dal-
tonics, Germany) and air dried.

Tris(2,6-dimethoxyphenyl)carbenium 
hexafluorophosphate (1) [20–22]
A 2.5 M solution of n-butyllithium (30 ml, 76 mmol) was 
added dropwise to a solution of 1,3-dimethoxybenzene 
(10.0 g, 72.4 mmol) in 100 ml of tetrahydrofuran with 
stirring under argon and cooling to –20°C. A solution 
of diethyl carbonate (2.85 g, 24 mmol) in tetrahydro-
furan (10 ml) was slowly added 1 h after and stirred at 
room temperature for 1 day. The solvent was removed 

under reduced pressure. Diethyl ether (200 ml), di-
chloromethane (50 ml), and HPF6

 (30 ml) were added 
to the residue with stirring. After 3 h, the solvent was 
removed under decreased pressure, triturated with 
300 ml of diethyl ether, and precipitated violet crys-
tals were collected to yield compound 1 (31.0 g, 76%). 1H 
NMR spectrum (СD

3
CN, δ

Н, 
ppm): 3.55 (s, 18Н, ОСН

3
), 

6.61 (6d, 6Н, J 8.54 Hz), 7.63 (3t, 3Н, J 8.54 Hz). Mass-
spectrum (MALDI, m/z, CHCA): 423.15.

1,8-Methoxy-9-(2,6- dimethoxyphenyl)-10-
(butyl)acridinium hexafluorophosphate (2)
n-Butylamine (350 µl, 3.52 mmol) was added to a so-
lution of tris(2,6-dimethoxyphenyl)carbenium hexa-
fluorophosphate (1) (1.0 g, 1.76 mmol) in acetonitrile 
(15 ml) with stirring at room temperature under ar-
gon. The color of the solution changed from purple to 
red. After 1 h, the solvent was removed under reduced 
pressure, the solid precipitate was triturated in di-
ethyl ether, and the resulting red precipitate was fil-
tered off and dried in a desiccator in vacuum to give 
compound 2 (1.0 g, 98%). 1H NMR spectrum (СD

3
CN, 

δ
Н
, ppm): 1.15 (t, 3H, J 7.3 Hz, Н-4′′), 1.73–1.80 (m, 2H, 

Н-3′′), 2.16–2.22 (m, 2H, Н-2′′), 3.57 (s, 6H, OCH
3,
), 3.59 

(s, 6H, OCH
3
), 5.06–5.09 (m, 2H, Н-1′′), 6.81 (d, 2H, J 8.5 

Hz, H-3′, H-5′), 7.12 (d 2H, J 8.2 Hz, Н-2, Н-7), 7.45–7.48 
(m, 1H, Н-4′), 7.93 (d, 2H, J 9.2 Hz, Н-4, Н-5), 8.20–8.24 
(m, 2H, Н-3, Н-6). 13С NMR spectrum (СD

3
CN, δ

С
, ppm): 

12.96 (4′′), 19.61 (3′′), 29.52 (2′′), 52.37 (1′′), 55.64 (OCH
3
), 

56.76 (OCH
3
), 103.74 (3′, 5′), 106.50 (2, 7), 109.26 (4, 5), 

119.67 (1′), 119.89 (9), 129.40 (4′), 139.87 (3, 6), 141.61 (1, 
8), 155.79 (2′, 6′), 157.18 (8a, 9a), 160.58 (4a, 10a). Mass-
spectrum (MALDI, m/z, CHCA): 432.30.

A general procedure for derivatization of amino 
carbohydrates (aminoglucitol, tobramycin, 
paromomycin, sisomicin) with tris(2,6-
dimethoxyphenyl)carbenium hexafluorophosphate
A relevant amino carbohydrate, 1 eq. in 200 µl of car-
bonate buffer (pH 9.55), was added to a 0.5 × 10-2 M 
solution of tris(2,6-dimethoxyphenyl)carbenium hex-
afluorophosphate in acetonitrile (150 µl). The reaction 
mixture was stirred for 30 min at room temperature. 
Analysis of the conjugates was carried out directly 
from the reaction mixture without further purification.
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1,8-Dimetoxy-9-(2,6-dimethoxyphenyl)-
10-(6′-deazakanamycin-6′-il)acridinium 
hexafluorophosphate (3)
tris(2,6-Dimethoxyphenyl)carbenium hexafluorophos-
phate (1) (2.8 mg, 0.005 mmol) in acetonitrile was added 
to a solution of kanamycin sulfate (7.8 mg, 0.015 mmol) 
in 2 ml of buffer solution (pH 9.55). The reaction mix-
ture was kept for 30 min and separated by preparative 
HPLC. Compound 3 (10.9 mg, 74%) was obtained. 1H 
NMR spectrum (DMSO-d

6
, δ

Н, 
ppm): 1.69–1.72 (m, 1Н, 

Н-2), 2.31–2.33 (m, 1Н, Н-2), 3.17–3.22 (m, 1Н, Н-3′′), 
3.36 (m, 1Н, Н-2′), 3.38 (m, 1Н, Н-1/Н-3), 3.40 (m, 1Н, 
Н-4′), 3.45 (m, 1Н, H-1/Н-3), 3.48 (m, 3Н, OCH

3
), 3.50 

(m, 6Н, OCH
3
), 3.51 (m, 1Н, Н-3′), 3.52 (m, 1Н, Н-6′′), 

3.53 (m, 1Н, Н-4′′), 3.56 (m, 3Н, OCH
3
), 3.57 (m, 1Н, 

Н4/6), 3.60 (m, 1Н, Н-6′′), 3.66 (m, 1Н, Н4/6), 3.68 (m, 
1Н, Н-2′′), 3.73 (m, 1Н, Н-5), 3.76 (m, 1Н, Н-5′′), 4.57–
4.60 (m, 1Н, Н-5′), 4.74 (s, 1Н, OН), 5.03 (d, J 3.7 Hz, 1Н, 
Н-1′′), 5.26 (s, 1Н, ОН), 5.32 (m, 1Н, Н-1′), 5.35 (m, 1Н, 
Н-6′), 5.55 (m, 1Н, Н-6′), 6.49 (m, 1Н, ОН), 6.79–6.83 (m, 
2Н, Н-3′′′′, Н-5′′′′), 6.91 (s, 1Н, ОН), 7.17 (m, 1Н, Н-2′′′), 
7.20 (m, 1Н, Н-7′′′), 7.42–7.45 (t, 1Н, J 8.5 Hz, Н-4′′′′), 
8.18 (m, 1Н, Н-3′′′), 8.19 (m, 1Н, Н-6′′′), 8.33–8.35 (m, 1Н, 
Н-5′′′), 8.45 (m, 1Н, Н-4′′′). 13С NMR spectrum (DMSO-
d

6
, δ

С, 
ppm): 27.48 (2), 46.78 (1/3), 49.28 (1/3), 53.34 (6′), 

55.32 (3′′), 55.87 (OCH
3
), 57.06 (OCH

3
), 59.49 (6′′), 65.28 

(4′′), 68.39 (2′′), 70.49 (5′), 70.94 (5), 70.98 (2′), 72.33 (4′), 
72.58 (3′), 73.08 (5′′), 80.33 (6/4), 83.46 (4/6), 95.66 (1′), 
99.28 (1′′), 103.57 (3′′′′/5′′′′), 103.79 (3′′′′/5′′′′), 106.50 (2′′′), 
106.75 (7′′′), 110.78 (5′′′), 111.12 (4′′′), 117.60 (1′′′′), 119.21 
(2′′′′/6′′′′), 119.30 (2′′′′/6′′′′), 129.19 (4′′′′), 139.08 (3′′′), 
139.68 (6′′′), 142.32 (1′′′/8′′′), 143.00 (8′′′/1′′′), 155.65 (9′′′), 
156.39 (10a′′′/4a′′′), 158.37 (9a′′′/8a′′′), 159.63 (8a′′′/9a′′′), 
159.70 (4a′′′/10a′′′). Mass-spectrum (MALDI, m/z, 
СНСА): 843.67.

Derivatization procedure of antibiotics mixture
We mixed 10 µl of 0.005 M solutions of every antibiotic 
(kanamycin, sisomin, tobramycin, and paromomycin) in 
carbonate buffer (pH 9.55), 100 µl of carbonate buffer 
(pH 9.55), and 50 µl of a 0.005 M solution of salt 1 in ace-
tonitrile were added. Samples for analysis were taken 
directly from the reactant mixture. 

Experimental evaluation of the pKR+ 

value of compound 2 [21, 22]
A solvent system of H

2
O/DMSO/Bu

4
NOH with varying 

proportions of DMSO and water with a constant concen-
tration of tetrabutylammonium hydroxide (Bu

4
NOH) 

was used to assess the pK
R+

 value of compound 2; its 
stock solution was added immediately before spectro-
photometric measurements. Under strongly basic con-
ditions, the system contains both carbocation R+ and its 
respective non-ionic ROH tritanol with maximum ab-
sorption at different wavelengths. The obtained absor-
bance values in the region of the carbocation absorp-
tion maximum (λ = 289 nm) were used to calculate the 
[R+]/[ROH] ratio. The pK

R+
 value was determined from 

log([R+]/[ROH]) using the H_ and С_ acidity functions, 
whose values depend on the molar content of DMSO. 
Taking into account the measurement error, the mea-
sured pK

R+
 value was 18.1 ± 0.5.

Quantum chemistry calculations
The structures of the participants of the model trans-
formation mechanism were calculated by the Gaussi-
an-09 [23] software package with a semi-empirical PM3 
method with full optimization of the geometric param-
eters of the molecules of the reactants and products. 
The subsequent computation of vibrational frequen-
cies according to the standard procedure of the Gauss-
ian-09 package showed that the structures meet the 
criteria of a stationary point (minima and saddle points 
at the PES). The calculation results were visualized us-
ing the ChemCraft program [24].

RESULTS AND DISCUSSION
The reaction of tris(2,6-dimethoxyphenyl)carbenium 
hexafluorophosphate with n-butylamine was stud-
ied in order to determine the optimum conditions for 
amine functionalization (Fig. 3). 

The full conversion of the initial substrate 1 into the 
only product 2 under excess amine was found to be 
complete in 10 min in acetonitrile at room temperature. 
Completeness of the conversion is easily monitored by 
conventional RP-HPLC as compound 2 absorbs in the 
UV range (Fig. 4). The reaction does not require any 
special conditions.

Fig. 3. Reaction of 1 with n-butylamine

1 2

30 min
rt
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The structure of adduct 2 was confirmed by 1D and 
2D NMR spectroscopy with complete assignment of 
signals in the 1H and 13C NMR spectra (see Materials 
and methods section). The mechanism of compound 2 
formation, apparently, involves ipso-attack of the ami-
no group at the ortho-position of a benzene ring fol-
lowed by elimination of the methoxy group in the form 
of methanol and repeated nucleophilic substitution on 
the second ring [21].

In a strongly alkaline medium, the colored cation 2 
is able to bind the hydroxide anion to form a colorless 
tritanol. The pK

R+
 value is a parameter correlating with 

the stability of the carbocation and corresponding to 
the pH value at which the concentration of the cationic 
(colored) form is equal to that of the uncolored form. 
Based on experimental evaluations, compound 2 has a 

value of pK
R+

 ≈ 18, thus indicating the extremely high 
stability of the cation: the proportion of the cationic 
form even under mild alkaline conditions is 100%.

Quantum-chemical calculation with a semi-empirical 
PM3 method shows that cation 1 possesses a propeller-
type 3D-structure (Fig. 5A). The calculated geometric 
configuration of cation 2 (with the example of Q+-Et) 
is characterized by a marked positioning of the dime-
thoxyphenyl group in the plane orthogonal to the acri-
dine fragment and a high degree of symmetry (Fig. 5B).

Fig. 4. HPLC profile of initial compound 1 and reactant 
mixture of 1 with n-butylamine. (see Materials and meth-
ods section). Inset – absorption specta of 2
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Fig. 5. PM3 method calculated A – LUMO configuration 
of cation 1; B – 3D-stucture of cation Q+-Et; C – LUMO 
configuration of cation Q+-Et . Carbon atoms – yellow, 
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ing to the expected mass of the aminoglucitol conjugate 
(Fig. 7). 

We chose the kanamycin, sisomin, paromomycin, 
and tobramycin antibiotics (Fig. 1) to study the ami-
noglycoside derivatization. Since the most commonly 
used form of the kanamycin antibiotic is kanamycin 
sulfate, the sample was dissolved in carbonate buffer 
(pH 9.55). As in the case of n-butylamine, the reaction 
proceeds with almost complete conversion (Fig. 8).

The structure of the aminoglycosides studied differs 
by the presence of several amino groups, and any of 
these can be modified. However, the reaction proceeds 
smoothly and yields one main product (Fig. 8), which 
was separated by preparative RP-HPLC. Analysis of 
the 2D-NMR spectra of conjugate 3 showed that de-
rivatization occurs selectively on the amino group of 
the primary carbon atom (see Materials and methods 
section). Probably, this is due to the higher steric ac-
cessibility of this amino group versus the amino groups 
directly attached to the carbon atoms of six-membered 
rings and shielded with adjacent hydroxyl groups.

The derivatization product is easy to detect with mass 
spectrometry: after loading of 2 × 10-12 moles of conju-
gate 3 per spot, a distinct peak of conjugate 3 with a high 

Fig. 7. MALDI specta of conjugate 1 with aminoglucitol 
(matrix – sinapic acid)
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Fig. 9. Peak of conjugate 3 (2×10-12 mol of compound per 
spot) (matrix – sinapic acid) (s/n 47.2)

Formal charges were shown to comprise 0.324 at the 
C-atom and 0.300 at the N-atom of the central ring of 
the acridine fragment. The calculated LUMO density 
at the same atoms (Fig. 5C) also coincides with this 
charge distribution. Thus, the positive charge is pre-
dominantly localized on the central carbon atom; thus, 
the resonance structure 2a better reflects the structure 
of substances such as Q+-R (Fig. 6).

Derivatization of the simplest amino carbohydrate, 
aminoglucitol, was then studied. Non-derivatized ami-
noglucitol cannot be detected with MALDI mass spec-
trometry because of the small molecular weight (181 
Da) and poor molecule ionization. TLC monitoring of 
the original aminoalcohol spot disappearance after 
subjecting aminoglucitol to an excess amount of the 
derivatizing agent shows that the reaction is complete 
within 30 min at room temperature, and the MALDI 
spectrum demonstrates an explicit signal correspond-
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signal/noise ratio is observed in the MALDI-MS spec-
trum (Fig. 9). It should be noted that an increase of the 
conjugate mass by 359 Da shifts the peak to higher val-
ues, which eliminates interferences with matrix signals.

With the aim of addressing the effect of derivatiza-
tion on the detection sensitivity of kanamycin in MAL-
DI-MS, we performed an experiment of simultaneous 
detection of kanamycin and its derivatization conju-
gate. Figure 10 shows the MALDI-MS spectra of an 
equimolar mixture of conjugate 3 and unmodified ka-
namycin.

The trityl/acridine derivative peak intensity is so 
high that it exceeds the unmodified antibiotic peak in-
tensity by at least two orders of magnitude and visu-
ally completely dominates. By increasing the ratio of 
kanamycin/kanamycin-Q+ to 200:1, the signal intensi-
ties, becomes similar, but the peak intensity of deriva-
tive 3 still exceeds that of the unmodified kanamycin 
(Fig. 11). Thus, Q+derivatization reduces the detection 
limit of kanamycin in MALDI-MS by several orders of 
magnitude.

When treating kanamycin with an excess of salt 1, 
the product of the reaction remains conjugate 3: the 
reactivity of other amino groups is considerably infe-
rior to the activity of the -CH

2
NH

2 
group. This property 

was used for simultaneous detection of several amino-
glycoside antibiotics by mass spectrometry. A mixture 
of four antibiotics was treated with an excess amount 
of salt 1, and the formed adducts were detected in the 
MALDI spectrum (Fig. 12). Peaks of adducts of kana-
mycin-Q+ (3) (m/z 843, s/n 142.8), sisomicin-Q+ (m/z 
806, s/n 166.4), tobramycin-Q+ (m/z 826, s/n 233.2), and 
paromomycin-Q+ (m/z 974, s/n 56.7) are seen on the 
spectra.
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Fig. 11. MALDI specta of mixture kanamycin (m/z 485 
(s/n 49.1) [M+H+]) and conjugate 3 (m/z 843 (s/n 
89.5)) in ratio 200:1 (0.01М : 0.00005 М) (applied 0.9 µL 
of every sample) (matrix – CHCA)
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Fig. 12. MALDI specta of mixture of modified antibiotics 
(matrix – sinapic acid) (see Materials and methods sec-
tion)
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Fig. 10. MALDI specta of equimolar mixture of 3 (m/z 843 
(s/n 301.3) and unmodified kanamycin (m/z 485 (s/n 
1.8) [M+H+]) (matrix – sinapic acid)

CONCLUISION 
The proposed derivatization method of amine carbo-
hydrates makes it possible to detect them with MALDI 
mass spectrometry and RP-HPLC with UV detection. 
The modification is shown to occur at the amino group 
associated with the primary carbon atom. Derivatiza-
tion enhances the detection sensitivity of aminogly-
cosides with mass spectrometry by several orders of 
magnitude. The speed, simplicity, and the availability 
of reagents are the advantages of the derivatization 
method. 

The authors thank N.V. Bovin for providing 
aminoglucitol and R.S. Borisov for useful discussion.

This work was supported by the Program of the 
Presidium of RAS “Molecular and cellular biology”.



RESEARCH ARTICLES

  VOL. 8  № 3 (30)  2016  | ACTA NATURAE | 135

REFERENCES
1. Siegenthaler W.E., Bonetti A., Luthy R. // Am. J. Med. 1986. 

V. 80. № 6B. P. 2–14.
2. Jackson J., Chen C., Buising K. // Curr. Opin. Infect. Dis. 

2013. V. 26. № 6. P. 516–525.
3. Becker B., Cooper M.A. // ACS Chem. Biol. 2013. V. 8. № 1. 

P. 105–115.
4. Tian Y., Chen G., Guo L., Guo X., Mei X. // Food Anal. 

Meth. 2015. V. 8. № 7. P. 1842–1857.
5. Farouk F., Azzazy H.M.E., Niessen W.M.A. // Anal. Chim. 

Acta. 2015. V. 890. P. 21–43.
6. Diez C., Guillarme D., Spörri A.S., Cognard E., Ortelli 

D., Edder P., Rudaz S. // Anal. Chim. Acta. 2015. V. 882. P. 
127–139.

7. Li R., Liu Y., Cheng L., Yang C., Zhang J. // Anal. Chem. 
2014. V. 86. № 19. P. 9372–9375.

8. Zengin A., Tamer U., Caykara T. // Anal. Chim. Acta. 2014. 
V. 817. P. 33–41.

9. Kotova V.Y., Ryzhenkova K.V., Manukhov I.V., Zavilgelsky 
G.B. // Appl. Biochem. Microbiol. 2014. V. 50. № 1. P. 98–103.

10. Dijkstra J.A., Sturkenboom M.G.G., van Hateren K., 
Koster R.A., Greijdanus B., Alffenaar J.-W.C. // Bioanaly-
sis. 2014. V. 6. № 16. P. 2125–2133.

11. Li D., He S., Deng Y., Ding G., Ni H., Cao Y. // Bull. Envi-
ron. Contam. Toxicol. 2014. V. 93. № 1. P. 47–52.

12. Sharma T.K., Ramanathan R., Weerathunge P., Moham-
madtaheri M., Daima H.K., Shukla R., Bansal V. // Chem. 
Commum. 2014. V. 50. № 100. P. 15856–15859.

13. Bijleveld Y., de Haan T., Toersche J., Jorjani S., van der 

Lee J., Groenendaal F., Dijk P., van Heijst A., Gavilanes 
A.W.D., de Jonge R., et al. // J. Chromatogr. B. 2014. V. 
951/952. P. 110–118.

14. Korany M.A.-T., Haggag R.S., Ragab M.A., Elmallah O.A. 
// J. Chrom. Sci. 2014. V. 52. № 8. P. 837–847. 

15. Voronezhtseva O.V., Ermolaeva T.N. // Sorbts. Chrom. 
Prots. 2011, V. 1. № 1. P. 68–76 (in Russian). 

16. Levin G.Ya., Sosnina L.N. // Antibiot. Khimioter. 2014. V. 
59. № 3/4. P. 10–11 (in Russian). 

17. Chen J., Li Z., Ge J., Yang R., Zhang L., Qu L., Wang H., 
Zhang L. // Talanta. 2015. V. 139. P. 226–232.

18. Wang Y., Ji S., Zhang F., Zhang F., Yang B., Liang X. // J. 
Chromatogr. A. 2015. V. 1403. P. 32–36.

19. Topolyan A.P., Strizhevskaya D.A., Slyundina M.S., 
Belyaeva M.A., Ivanova O.M., Korshun V.A., Ustinov A.V., 
Mikhura I.V., Formanovsky A.A. // Mass-spectrometriya. 
2015. V. 12. № 4. P. 253–258 (in Russian).

20. Martin J.C., Smith R.G. // J. Am. Chem. Soc. 1964. V. 86. 
№ 11. P. 2252–2256.

21. Laursen B.W., Krebs F.C. // Chem. Eur. J. 2001. V. 7. № 8. 
P. 1773–1783.

22. Laursen B.W., Krebs F.C., Nielsen M.F., Bechgaard K., 
Christensen J.B., Harrit N. // J. Am. Chem. Soc. 1998. V. 120. 
№ 47. P. 12255–12263.

23. Frisch M.J., Trucks G.W., Schlegel H.B., Scuseria G.E., 
Robb M.A., Cheeseman J.R., Scalmani G., Barone V., Men-
nucci B., Petersson G.A., et al. // Gaussian, Inc., Walling-
ford CT, 2009.

24. http://www.chemcraftprog.com/



136 | ACTA NATURAE |   VOL. 8  № 3 (30)  2016

RESEARCH ARTICLES

plex antibiotic drugs. From this perspective, catheli-
cidin-related AMPs, a large group of peptides widely 
present in vertebrates, are of particular interest. The 
peptides of this protein family are generated from pre-
cursor proteins by proteolytic cleavage of the N-termi-
nal portion (cathelin-like domain) from the C-terminal 
region, corresponding to mature AMP. Proteolysis in-
itiates upon activation of neutrophils and barrier epi-

INTRODUCTION
Antimicrobial peptides (AMPs) are cationic molecules 
contained in leukocytes, barrier epithelial cells, and 
other cell types, and they are involved in the protection 
of humans and animals against infectious agents. Along 
with antimicrobial action, AMPs have other properties, 
including immunomodulatory activity, which suggest 
that these compounds can be prototypes for new com-
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ABSTRACT Antimicrobial peptides (AMPs) of neutrophils play an important role in the animal and human host 
defenses. We have isolated two AMPs (average molecular masses of 2895.5 and 2739.3 Da), with potent antimicro-
bial activity from neutrophils of the domestic goat (Capra hircus). A structural analysis of the obtained peptides 
revealed that they encompass N-terminal fragments (1–21 and 1–22) of the proline-rich peptide bactenecin 7.5. 
The primary structure of caprine bactenecin 7.5 had been previously deduced from the nucleotide sequence, but 
the corresponding protein had not been isolated from leukocytes until now. The obtained caprine AMPs were 
designated as mini-batenecins (mini-ChBac7.5Nα and mini-ChBac7.5Nβ), analogously to the reported C-ter-
minal fragment of the ovine bactenecin 7.5 named Bac7.5mini [Anderson, Yu, 2003]. Caprine mini-ChBac7.5Nα 
and mini-ChBac7.5Nβ exhibit significant antimicrobial activity against Gram-negative bacteria, including 
drug-resistant strains of Pseudomonas aeruginosa, Klebsiella spp., Acinetobacter baumannii at a range of concen-
trations of 0.5–4 μM, as well as against some species of Gram-positive bacteria (Listeria monocytogenes EGD, Mi-
crococcus luteus). The peptides demonstrate lipopolysaccharide-binding activity. Similarly to most proline-rich 
AMPs, caprine peptides inactivate bacteria without appreciable damage of their membranes. Mini-ChBac7.5Nα 
and mini-ChBac7.5Nβ have no hemolytic effect on human red blood cells and are nontoxic to various cultured 
human cells. Therefore, they might be considered as promising templates for the development of novel antibi-
otic pharmaceuticals. Isolation of highly active fragments of the antimicrobial peptide from goat neutrophils 
supports the hypothesis that fragmentation of cathelicidin-related AMPs is an important process that results 
in the generation of potent effector molecules, which are in some cases more active than full-size AMPs. These 
truncated AMPs may play a crucial role in host defense reactions.
KEYWORDS antimicrobial peptides, cathelicidins, mini-bactenecins
ABBREVIATIONS AMP – antimicrobial peptide, CEE – continuous elution electrophoresis, CFU – colony forming 
units, MIC – minimal inhibitory concentration, PBS – phosphate buffered saline, MALDI-TOF MS matrix assist-
ed laser desorbtion/ionization-time of flight mass-spectrometry, MRSA – methicillin resistant Staphylococcus 
aureus, ONPG – ortho-nitrophenyl β-D-galactopyranoside, PG-1 – protegrin 1, PR-AMP – proline-rich antimi-
crobial peptide, RP-HPLC – reverse-phase high performance liquid chromatography
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thelial cells during infectious processes. In some cathel-
icidins, for example human cathelicidin LL-37, mature 
AMP molecules are also subjected to processing [1], 
which leads to the formation of fragments with their 
own specific ranges of biological effects, including an-
tibacterial, antitumor, and other types of activity. A 
similar proteolytic cleavage of peptides has been also 
described for ovine bactenecins [2]. It is assumed that 
the fragmentation of mature AMPs has a biological 
meaning and that these fragments may play a key role 
in multiple types of defense response [1, 2].

Among the currently known AMPs, cathelicidins of 
artiodactyl animas are of special interest due to their 
high antimicrobial activity and combination of proper-
ties, which make these peptides promising for practical 
application. The peptides isolated from the leukocytes 
of artiodactyls include the following AMPs: porcine  
protegrins, PR-39 [3, 4]; bovine bactenecins, BMAP-27 
and BMAP-28, dodecapeptide, indolicidin [5–8]; ovine 
SMAP-29 [9], etc. Some of these peptides have been 
selected as targets for detailed research aimed at drug 
design. Interestingly, the neutrophils of some artio-
dactyls, including goats, contain no defensin-derived 
AMPs [10], suggesting the crucial role of cathelicidins 
in the protection of these animals against infections. 
Thus, the study of the neutrophilic AMPs of artiodac-
tyl animals is important for both a potential discovery 
of new biologically active molecules, which can serve 
as templates for new drug design, and for the develop-
ment of the fundamental concepts of cathelicidin’s role 
in host defense. The present work is aimed at discover-
ing and characterizing new leukocytic AMPs of the do-
mestic goat Capra hircus. Previously, we had isolated 
two peptides, bactenecins ChBac5 and ChBac3.4 [11, 
12], from caprine leukocytes. In this paper, other AMPs 
have been studied. 

EXPERIMENTAL

Reagents
We used sodium chloride (S9625), tris-(hydroxyme-
thyl) aminomethane (T1503), agarose (Type I, low EEO, 
A6013) trifluoroacetic (302031) and heptafluorobutyr-
ic (52411) acids, o-nitrophenyl-β-galactopyranoside 
(N1127), MTT (3-(4,5-dimethylthiazol-2-yl)-2,5-di-
phenyltetrazoliumbromide; M5655), cetyltrimethyl-
ammonium bromide (H6269), Sigma, USA; nitrocefin 
(484400), Calbiochem, USA; acetic acid, ammonium 
chloride, sodium acetate, Vekton, Russia; fetal calf se-
rum (1.1.8.3.), RPMI-1640 (1.3.4) and DMEM (1.3.5.1.) 
culture media for cell cultures, Biolot, Russia; Sab-
ouraud culture medium (broth), Research Center of 
Pharmacotherapy, Russia; Mueller Hinton nutrient 
broth (M391), HiMedia, India. Chemically synthesized 

peptides, protegrin 1 provided courtesy of R. Lehrer 
(University of California, Los Angeles, USA) and bac-
tenecins ChBac5, ChBac5 20-43 and ChBac3.4 provided 
courtesy of N.I. Kolodkin (State Research Institute of 
Pure Biochemicals of the Federal Medical and Biologi-
cal Agency), were used as reference peptides.

Isolation and purification of antimicrobial 
peptides from leucocytes of the domestic goat
A fraction of white cells enriched with neutrophils 
was obtained from blood of healthy adult goats (С. 
hircus). Erythrocyte hemolysis was carried out with 
an ammonium chloride solution. One liter of whole 
blood was processed to obtain 2.5 g of leukocytes (wet 
weight). We used two options of protein extraction. 
In the first case, the cells were destroyed by homog-
enization in a 10% acetic acid solution, and the ho-
mogenate was suspended with a magnetic stirrer at 
4°C for 18–24 h, and then centrifuged at 15,000 g for 
1 hour. The supernatant was dried and reconstitut-
ed in 0.1 M Tris-HCl-buffer, pH 7.5, and incubated at 
37°C for 4 hours to digest the cathelicidin precursors. 
In the second case, the extraction was carried out us-
ing a 0.3% cetyltrimethylammonium bromide solution 
in 0.02 M sodium acetate buffer, pH 4.5. When using 
this extraction method, we created the conditions for 
enzymatic reactions as early as during the extraction 
process. The material resulted from the extraction 
was ultrafiltered through a YM-10 membrane (NMW-
CO of 10 kDa) from Amicon (USA) for separation of 
the low-molecular-weight protein fraction and fur-
ther concentrated and desalted using ultrafiltration 
through the YM-1 membrane (NMWCO of 1 kDa). 
The material containing acid-soluble polypeptides 
with a molecular weight of less than 10–15,000 Da 
was placed in a column for electrophoretic separation 
using preparative continuous elution electrophoresis 
(CEE) in 12.5% polyacrylamide gel in the acidic buffer 
system with urea [13], using the Bio-Rad instrument 
(USA). The fractions with detected antimicrobial ac-
tivity were collected, and the peptides in these frac-
tions were separated by several consecutive cycles of 
reverse-phase high-performance liquid chromatog-
raphy (RP-HPLC) on a Gold System instrument from 
Beckman (USA) using Vydac C-18 columns (4.6 × 250 
mm; sorbent particle size of 5 µm). The purity of the 
fractions obtained after RP-HPLC was assessed by 
analytical electrophoresis [14], mass spectrometry, 
and analytical RP-HPLC. The protein concentration 
in the purified preparations was determined by the 
Bradford’s method and Wolf’s method [15]. The con-
centration of the solutions of chemically synthesized 
peptides was calculated on the basis of the weight of 
the dry peptide powder.
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Evaluation of the antimicrobial 
activity of the peptides
The antimicrobial activity of mini-bactenecins was 
characterized using two methods: radial diffusion in 
agarose gel and the broth microdilution method. Micro-
organism strains were provided courtesy of R. Lehrer 
(University of California, Los Angeles, USA), A. Tossi 
(University of Trieste, Italy), E.I. Ermolenko (Institute 
of Experimental Medicine); members of the Military 
Medical Academy; G.E. Afinogenov (Vreden Russian 
Research Institute of Traumatology and Orthopedics, 
Ministry of Health of the Russian Federation). We used 
a clinical isolate of Pseudomonas aeruginosa resistant 
to aztreonam, ceftazidime, cefotaxime, a clinical isolate 
of Klebsiella spp. resistant to tetracycline (both strains 
were obtained from the urine of the patient with cysti-
tis), a clinical isolate of Acinetobacter baumannii resist-
ant to meropenem (from an infected wound); a clinical 
isolate of Staphylococcus intermedius (from an infected 
wound caused by a dog bite) resistant to ciprofloxacin, 
cefuroxime, clindamycin, erythromycin, rifampin, gen-
tamicin, benzilpenicilin, oxacillin; and a clinical isolate 
of a yeast-like fungus Candida parapsilosis resistant 
to amphotericin B and clotrimazole (scraping from the 
nail plate).

The method of radial diffusion in agarose gels. We 
used the methodology proposed by Lehrer et al. [16] 
and described in detail in [12]. The antibiotic activity 
of AMPs was quantified by measuring the diameter of 
the microbial growth inhibition zone around the wells 
punched in the agarose gel, where the peptides had 
been applied. The measured values were expressed in 
units (1 U = 0.1 mm) after subtracting the well diame-
ter (2 mm = 20 U). The minimal inhibitory concentra-
tion (MIC) of the AMP was determined by plotting data 
of the peptides antimicrobial activity vs their concen-
tration using the Sigma Plot 11 software (Systat Soft-
ware Inc., USA) and calculating the x intercept value 
of the linear regression plot (peptide concentration in 
µM), which was taken as the MIC value. Two paral-
lel samples were used in each experiment. The exper-
iments were conducted in triplicate, and the average 
value of the MIC ± standard deviation was calculated. 

The broth microdilution assay. We applied a standard 
method used in microbiology to test antibiotics, which 
was slightly modified taking into account the speci-
ficity of AMPs [17] according to [12]. The lowest pep-
tide concentration which completely inhibited visible 
growth of microorganisms in the wells of 96-well plates 
was taken as MIC. Three parallel samples were tested 
in each experiment. The results are reported as medi-
ans obtained in three to five independent experiments.

Assessment of the effect of peptides on the 
permeability of the outer and cytoplasmic membranes 
of E. coli ML35p for chromogenic markers
The effect of peptides on the barrier function of mem-
branes of Gram-negative bacteria was studied using 
the method [18] as revised in [19]. The ML35p strain 
of E. coli is characterized by a lack of lactose per-
mease, constitutive β-galactosidase synthesis in the 
cytoplasm, and it also contains β-lactamase in the peri-
plasmic space. The state of the outer and cytoplasmic 
membranes of E. coli ML35p cells was assessed based 
on their permeability to chromogenic markers, nitroce-
fin, and o-nitrophenyl-β-D-galactopyranoside (ONPG), 
β-lactamase and β-galactosidase substrates, respec-
tively. Samples were placed in the wells of a 96-well 
plate according to [12], and the optical density (OD) 
of the solution rising due to the appearance of prod-
ucts of nitrocefin or ONPG hydrolysis was measured 
at λ = 486 and 420 nm, respectively, using a Spectra-
Max 250 spectrophotometer (Molecular Devices, USA) 
at 37°C with regular shaking of the plates for 2 h. The 
data were processed using the Sigma Plot 11 software.

Estimation of the lipopolysaccharide-
binding activity of the peptides
The lipopolysaccharide-binding (lipopolysaccha-
ride-neutralizing) activity of the peptides was studied 
using the quantitative chromogenic Limulus Amebo-
cyte Lysate test (Lonza Walkersvile, USA). The ap-
proaches described by Zhao et al. [20] were used to 
conduct the experiments and analyze the results. The 
peptides were serially diluted in endotoxin-free acidi-
fied water (0.01% acetic acid) and incubated with E. coli 
O111: B4 lipopolysaccharide (LPS) at a final concentra-
tion of 0.5 U/ml for 30 min at 37°C in Costar 3596 plates 
(Corning, USA). We assayed free LPS according to the 
kit manufacturer’s recommendations. The plate was 
placed in the thermostatic chamber of a SpectraMax 
250 spectrophotometer (Molecular Devices, USA) and 
incubated at 37°C while measuring OD of the solution 
at 405 nm; the difference between the OD values at the 
beginning of incubation and after 10 min, Δ OD405

, was 
calculated.

The proportion of bound LPS (%) was determined 
using the formula

% of bound LPS = α (LPS without peptide) –  
– α (LPS with peptide) / α(LPS without peptide),

where α = ΔOD
405 

(peptide (or water) with LPS) - 
ΔOD

405 
(peptide (or water) without LPS). We construct-

ed the curves representing the relationship between 
the proportion of bound LPS and the AMP concentra-
tion in the incubation medium (Sigma Plot program 11, 
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Systat Software Inc., USA) and determined EC
50

 (50% 
effective concentration or peptide concentration corre-
sponding to 50% binding of the LPS).

Analysis of the peptides, hemolytic activity
Red blood cells were isolated from the blood of healthy 
donors by the standard methods. A red cell pellet was 
diluted (we assumed that the pellet contained 100% cell 
suspension) to obtain a 2.8% erythrocyte suspension in 
phosphate buffered saline (PBS). We placed 27 µl of the 
erythrocyte suspension and 3 µl of the test peptide (at 
different concentrations) in PBS or 3 µl of PBS with-
out the peptides (control) to each analyzed sample. The 
samples (in triplicates) were incubated at 37°C for 30 
min, 75 µl of ice cold PBS was added, and then the sam-
ples were centrifuged at 5,000 g for 4 minutes. Absorb-
ance of the supernatants was measured at λ = 540 nm.

Assessment of the effect of peptides 
on the viability of cultured cells
The viability of cultured human cells after 20-hour 
incubation with the peptides was evaluated using the 
standard MTT assay [21] according to [12]. Cell cul-
turing and separation of neutrophils and mononuclear 
cells of peripheral blood from healthy donors was car-
ried out using standard methods.

Mass Spectrometry
The molecular masses of the isolated peptides were de-
termined on the MALDI-TOF mass spectrometer Re-
flect III (Bruker, Germany) equipped with a UV-laser 
with a wavelength of 336 nm. We used 2,5-dihydroxy-
benzoic acid (Sigma, Germany) in 20% acetonitrile, 0.1% 
TFA at a concentration of 10 mg/ml as a matrix. Aver-
age molecular masses are shown.

Sequencing
The amino acid sequence was determined using the 
Procise cLC 491 protein sequencing system (Applied 
Biosystems, USA). Phenylthiohydantoic derivatives of 
the amino acid residues were identified on a 120A PTH 
analyzer (Applied Biosystems, USA).

Synthesis of mini-bactenecins
Mini-ChBac7.5Nα and mini-ChBac7.5Nβ were syn-
thesized using solid phase synthesis and the Fmoc/
tBu-strategy on a Syro2000 peptide synthesizer (Mul-
tiSynTech GmbH, Germany) [22]. After completion of 
the synthesis, the peptides were removed using a mix-
ture containing 5% water, 4% of m-cresol, 5% of thioan-
isole, and 2% of ethanedithiol in TFA at room temper-
ature for 4 hours, cooled and precipitated with diethyl 
ether. Synthesized peptides were purified on Äkta 
HPLC (Amersham Bioscience GmbH, Germany) using 

Jupiter C18 column (20 mm × 250 mm, Phenomenex 
Inc., USA) with a linear gradient of acetonitrile with 
0.1% TFA. The molecular masses of the peptides were 
confirmed using MALDI-TOF-MS, and purity was con-
firmed using RP HPLC

Statistical analysis
When determining AMP cytotoxic activity for human 
cells, the statistical significance of the differences be-
tween the experimental and control groups was eval-
uated according to the Student’s t-test (p <0.05), n = 6 
using the Prism 5 software (GraphPad software Inc., 
USA).

RESULTS

Isolation and purification of new antimicrobial 
peptides from caprine leukocytes
We isolated the peptides under conditions that enabled 
the processing of cathelicidin precursors, resulting in 
the release of mature AMPs. Preparative continuous 
elution electrophoresis (CEE) was used to separate 
cationic peptides obtained after the ultrafiltration of 
caprine leukocyte extracts through the YM-10 mem-
brane. Fractions were analyzed by measuring solution 
absorbance at 280 nm and evaluating antimicrobial 
activity by the radial diffusion method (Fig. 1A). The 
fractions 17–24 contained components with the highest 
electrophoretic mobility toward the cathode, peptides 
with a molecular weight ranging from 2.8 to 6 kDa, 
and possessing antimicrobial activity (peak 1). Peaks 2 
and 3 comprised the bactenecins ChBac3.4 and ChBac5 
(Fig. 1A).

Successive RP-HPLC cycles using various coun-
terions were employed to obtain individual peptides 
eluting in fractions, corresponding to peak 1. Figure 
1B shows the results obtained during the first step of 
chromatographic separation of the peptides contained 
in the pooled fractions 19–24. Antimicrobial activity 
was found in the fractions shown by arrows (24–26th 
minutes) and containing two peptides with average 
molecular masses of 2895.5 and 2739.3 Da. The pep-
tides were separated by re-chromatography using 
heptafluorobutyric acid as a counterion (Fig. 1C). We 
obtained individual peptides (and denominated them 
mini-bactenecins) eluating from the column in frac-
tions corresponding to the peaks shown by arrows on 
the chromatogram: peptides with average molecular 
masses of 2895.5 Da, mini-ChBac7.5Nα, and 2739.3 Da, 
mini-ChBac7.5Nβ.

The analysis of the primary structure of the isolated 
AMPs showed that both peptides are N-terminal frag-
ments of caprine bactenecin 7.5. Information about the 
structure of the latter was previously obtained by gene 
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cloning and represented in the database (Q9XSQ9, 
(Q9XSQ9_CAPHI) UniProtKB /23], but the corre-
sponding protein has not been isolated from leukocytes 
(Fig. 2). Isolation of the fragment of ovine bactenecin 
7.5 (a peptide structurally similar to caprine bactenecin 
7.5) was described: however, this molecule comprised 
the C-terminal portion of bactenecin 7.5 [2]. Given that 

this peptide was designated as OaBac7.5mini, we simi-
larly named our peptides mini-ChBac7.5Nα and β. The 
additional letter N indicates that these are N-terminal 
fragments (Ch stands for the abbreviation C. hircus, 
domestic goat).

The procedure of isolation and purification was re-
peated in several series of experiments, resulting in the 

Fig. 1. Purification of antimicrobial peptides from extracts of goat leukocytes. A – Preparative continuous elution 
electrophoresis (CEE) of YM10 ultrafiltrate of goat leukocyte extract in a polyacrylamide gel (current strength 30 mA, 
flow rate 36 ml/h, fraction volume 3 ml). Peak 1 – fractions of peptides with a molecular mass of 2.8 – 6 kDa, contain-
ing mini-bactenecins; peak 2 – ChBac3.4; peak 3 – ChBac5. CEE fractions were tested for antimicrobial activity against 
Listeria monocytogenes EGD and E.coli ML35p in radial diffusion assays (right X axis – antimicrobial activity units). B 
– RP-HPLC of CEE fractions 19–24, using a linear gradient of acetonitrile (0–60%; 1%/min; 0.1% trifluoroacetic acid) 
on the Vydac C18-column (0.46 x 25 cm). C – RP-HPLC of fractions 24–26 obtained after RP-HPLC is shown on panel B 
(acetonotrile gradient: 0–20% during 20 min, 20–50% during 60 min, 50–60% during 10 min, 0.13 % heptafluorobutyric 
acid). Peaks of peptides with average molecular masses of 2895.5 Da and 2739.3 Da designated as mini-ChBac7.5Nα 
and mini-ChBac7.5Nβ are shown by arrows.
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same fractions of mini-bactenecins. The abovemen-
tioned data were obtained using material where pro-
teins were extracted with 10% acetic acid. Mini-bac-
tenecins were also detected when extracting proteins 
with a detergent: cetyltrimethylammonium bromide. 
Protease inhibitors were not used, since mature forms 
of cathelicidins-derived AMPs could not be obtained in 
this case.

Thus, new peptides, N-terminal fragments of bac-
tenecin 7.5, were for the first time isolated from goat 
leukocytes. We have not detected the full-length bacte-
necin 7.5. Probably, it mostly succumbed to proteolytic 
cleavage.

Antimicrobial activity of mini-bactenecins
The antimicrobial activity of mini-bactenecins obtained 
by chemical synthesis was analyzed using two meth-
ods: radial diffusion in agarose gel (RD) and the broth 
microdilution assay (table). When assessing the activi-
ty of bactenecins by RD, the peptides were incubated 
with microorganisms under different conditions: in a 
medium with low ionic strength (0.01 M sodium phos-
phate buffer, pH 7.4, without other salts added) and 
in the same medium but supplemented with 100 mM 
sodium chloride.

It was reported that the currently known pro-
line-rich AMPs (PR-AMPs) have high antimicrobi-
al activity against Gram-negative bacteria and de-
creased activity against most Gram-positive bacteria, 
particularly staphylococci [24]. We have shown that, 
in a medium with a low ionic strength, mini-bacten-
ecins demonstrate a broad spectrum of antimicrobial 
activity and high activity against both Gram-negative 
and Gram-positive bacteria, including staphylococci, 
and against fungus C. albicans (Table). However, an in-
crease in the medium ionic strength results in reduced 
AMP activity against both staphylococci and C. albi-
cans. In the case of Gram-negative bacteria, the rela-

tionship between the activity of mini-bactenecins and 
the ionic strength of the medium is less pronounced.

The study of the antimicrobial action of the peptides 
in broth microdilution assay (Table) revealed a high 
activity of mini-bactenecins against Gram-negative 
bacteria, including strains resistant to some antibiot-
ics used in clinical practice: P. aeruginosa (resistant to 
aztreonam, ceftazidime, cefotaxime), Klebsiella spp. 
(resistant to tetracycline), A. baumannii (resistant to 
meropenem); MIC 2–4 µM. The peptides demonstrat-
ed pronounced activity against Gram-positive bacte-
ria Listeria monocytogenes and Micrococcus luteus, but 
their antimicrobial activity against staphylococci and 
fungi from the genus Candida was negligible at con-
centrations ranging from 1 to 64 µM.

The effect of AMPs on the permeability of 
the outer and cytoplasmic membranes of 
E. coli ML35p for chromogenic markers
One of the most important objectives in studying the 
functional properties of AMPs is to identify the main 
target of their antimicrobial action. Bacterial mem-
branes are targets for most AMPs. Peptides cause their 
rapid and irreversible disintegration. However, some 
AMPs, including PR-AMPs, mostly alter intracellular 
processes in bacterial cells and damage their mem-
branes only at concentrations highly exceeding MIC 
[25]. We studied the effect of mini-bactenecins on the 
permeability of the outer and cytoplasmic membranes 
of E. coli ML35p. Fig. 3 shows the kinetics of the action 
of mini-ChBac7.5Nα at concentrations of 0.6-20 µM on 
the membranes of E. coli ML35p. Caprine bactenecin 
ChBac3.4 (5 µM, which is 2 times higher than MIC) 
was used as a reference peptide, and the porcine mem-
brane-active peptide protegrin 1 (PG-1) was used as 
a positive control. The action of mini-bactenecin re-
sults in increased permeability of the bacterial outer 
membrane to the chromogenic marker almost over 

mini-ChBac7.5Nα RRLRPRRPRLPRPRPRPRPRPR 

mini-ChBac7.5Nβ RRLRPRRPRLPRPRPRPRPRP

ChBac7.5 RRLRPRRPRLPRPRPRPRPRPRSLPLPRPQPRRIPRPILLPWRPPRPIPRPQPQPIPRWL

BtBac7 RRIRPRPPRLPRPRPRPLPFPRPGPRPIPRPLPFPRPGPRPIPRPLPFPRPGPRPIPRP

OaBac7.5 RRLRPRRPRLPRPRPRPRPRPRSLPLPRPQPRRIPRPILLPWRPPRPIPRPQPQPIPRWL

OaBac7.5mini                                RRIPRPILLPWRPPRPIPRPQPQPIPRWL

ChBac5 RFRPPIRRPPIRPPFNPPFRPPVRPPFRPPFRPPFRPPIGPFP*

ChBac3.4 RFRLPFRRPPIRIHPPPFYPPFRRFL*

Fig. 2. Amino acid sequences of the antimicrobial peptides isolated from goat leukocytes, mini-ChBac7.5Nα and 
ChBac7.5Nα-β, compared to the previously reported sequences of bactenecins: bovine Bac7 (BtBac7; diverse amino 
acid residues are underlined) [4], ovine OaBac7.5 [7] and OaBac7.5mini [2], caprine ChBac5 [11] and ChBac3.4 [12]. 
The structure of the full-size caprine ChBac7.5 is shown. * – amidated C-terminus of the molecule.
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the entire investigated concentration range, although 
in the case of PG-1 (2.5 µM, which is 2 times higher 
than MIC) this effect is more pronounced. However, 
the studied peptide from caprine leukocytes has no 
significant impact on the permeability of the cytoplas-
mic membrane of E. coli to marker molecules. Only 
at high peptide concentrations (10 and 20 µM), which 
are significantly higher than MIC (1-2 µM), the results 
slightly differ from the control values without AMPs. 
Unlike mini-bactenecin, the effect of ChBac3.4 occurs 
at a concentration which is only twofold higher than 
MIC. In the case of the second mini-bactenecin, mi-
ni-ChBac7.5Nβ, the results were almost identical for 
mini-ChBac7.5Nα (data not shown). These findings 
suggest that bacterial membranes are not the main 
target of the mini-bactenecins under study, as well as 
other known PR-AMPs. It is likely that they can bind to 
the DnaK chaperone, similarly to the bovine Bac7 and 
ovine OaBac7.5 fragments, and modulate its ATPase 
activity, disturbing the protein folding process in the 
cell [25, 26], or interact with the 70S ribosome, impair-
ing the translation process, as shown for apidaecins, on-
cocins, and the bovine Bac7 fragment 1–35 [27, 28]. Just 

like the fragment 1–35 of bovine Bac7, which affected 
the cytoplasmic membrane of E. coli ML35p at concen-
trations several times higher than MIC [24], mini-bac-
tenecins affect the permeability of the inner membrane 
of this bacterium only at concentrations 10- to 20-fold 
higher than MIC.

The lipopolysaccharide-binding activity 
of caprine mini-bactenecins
Binding to lipopolysaccharide (LPS), the component 
of the outer membrane of Gram-negative bacteria, is 
one of the essential properties of AMPs, because the 
capacity of that binding largely determines the sub-
sequent effectiveness of the antimicrobial action of 
peptides. In the development of pharmaceuticals based 
on AMPs, special attention is focused not only on an-
timicrobial properties, but also on the LPS-binding 
(neutralizing) activity, taking into account the need to 
obtain a compound which could both contribute to the 
inactivation of pathogenic microorganisms and prevent 
or eliminate the consequences of septic shock caused 
by Gram-negative bacteria, a serious complication of 
infectious diseases, often with a lethal outcome. Nu-

Antimicrobial activity of caprine mini-bactenecins: minimal inhibitory concentrations (MIC, µM) obtained by two methods 

mini-ChBac7.5Nα mini-ChBac7.5Nβ

Radial diffusion assay 
in agarose gel  

MIC (µM)*

Broth 
microdilution 

assay  
MIC (µM)**

Radial diffusion  assay 
in agarose gel  

MIC (µM)*

Broth 
microdilution 

assay  
MIC (µM)**

without 
NaCl

100 mM 
NaCl Broth*** NaCl 100 mM 

NaCl Broth***

E.coli ML35p 0.3 ± 0.1 1.5 ± 0.2 1 0.3 ± 0.1 1.4 ± 0.2 1
E.coli ATCC 25922 0.6 ± 0.1 0.9 ± 0.2 2 0.5 ± 0.2 0.8 ± 0.2 2

E.coli M17 0.5 ± 0.1 0.8 ± 0.1 2 0.5 ± 0.1 0.9 ± 0.2 1
Pseudomonas aeruginosa ATCC 27853 1.1 ± 0.4 3.7 ± 1.2 2 1.0 ± 0.3 3.2 ± 0.8 2

Pseudomonas aeruginosa clinical isolate ND ND 2 ND ND 2
Klebsiella spp. clinical isolate ND ND 4 ND ND 4

Acinetobacter baumannii clinical isolate ND ND 2 ND ND 4
Listeria monocytogenes EGD 0.2 ± 0.1 1.0 ± 0.2 2 0.2 ± 0.1 0.9 ± 0.2 2
Micrococcus luteus CIP A270 ND ND 1 ND ND 1
Staphylococcus aureus 710A 0.7 ± 0.2 > 50 > 64 0.6 ± 0.1 > 50 > 64

Staphylococcus aureus АТСС 25923 ND ND > 64 ND ND > 64
MRSA ATCC 33591 0.7 ± 0.2 > 50 > 64 0.5 ± 0.1 > 50 > 64

Staphylococcus intermedius clin. isolate ND ND > 64 ND ND > 64

Candida albicans 820 0.3 ± 0.1 > 50 64 0.3 ± 0.1 > 50 > 64

Candida parapsilоsis clinical isolate ND ND > 64 ND ND > 64

*data are shown as mean values ± S.D. (n = 6). Radial diffusion assay was performed under the following conditions: 
low salt (10 mM phosphate buffer, pH 7.4) and high salt (10 mM phosphate buffer + 100 mM NaCl, pH 7.4).
**data are shown as medians derived from 3–5 experiments performed in triplicates.
***Mueller-Hinton broth for bacteria or Sabouraud broth for fungi.
ND – not determined.
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merous recent publications provide a comprehensive 
analysis of the relationship between the structural fea-
tures of the peptides that are used as drug prototypes 
and their antimicrobial action, selectivity with respect 
to prokaryotic cells, and LPS-neutralizing properties. 
It has been shown that the LPS-neutralizing activity 
of a peptide depends on the hydrophobicity/net posi-
tive charge ratio of its molecule [29]. We measured the 
LPS-binding activity of mini-bactenecins by determin-
ing the effective concentration when 50% of LPS (LPS 
of E. coli O111:B4) is bound to the peptide [20]. As a ref-
erence, we provide the results obtained for other AMPs 
from goat leukocytes, namely bactenecins ChBac3.4, 
ChBac5, and the peptide with low antimicrobial ac-
tivity, the chemically synthesized C-terminal region 
(residues 20–43) of ChBac5 bactenecin (ChBac5 20-43). 
Polymyxin B, known as a compound with high affini-
ty to LPSs, was used as a positive control (Fig. 4). Mi-
ni-bactenecins are characterized by significantly high-
er values of this activity compared to ChBac5 20–43, 
although they are somewhat inferior to the bactenecins 
ChBas3.4 and ChBac5, which can be explained by the 
higher net positive charge and lower hydrophobicity 
of mini-bactenecin molecules compared to ChBas3.4 
and ChBac5 (Fig. 4). Mini-ChBac7.5Nα contains 12 
arginine residues and only two leucine residues (mi-
ni-ChBac7.5Nβ contains 11 arginine residues and 2 
leucine residues). Furthermore, mini-bactenecins do 
not contain aromatic amino acid residues, which (in 
particular tryptophan residues) are believed to en-

hance LPS-neutralizing activity [30]. On the contrary, 
ChBac3.4 and ChBac5 contain a relatively large amount 
of aromatic amino acid residues, mainly phenylalanine. 
These data provide valuable information for analyzing 
the patterns of the various types of biological activity 
of AMPs and point to the possibility of a development 
of antibiotic drugs based on mini-bactenecins by de-
signing their analogues containing a larger number of 
hydrophobic amino acid residues, in particular trypto-
phan.

The action of mini-bactenecins in mammalian cells
It is known that most PR-AMPs have no pronounced 
toxicity with respect to mammalian cells [25]. Evalu-
ation of the hemolytic activity of mini-bactenecins to-
ward human erythrocytes shows that, at concentra-
tions of 1–100 µM, both peptides have no pronounced 
effect on red blood cells. The values of samples con-
taining specified concentrations of the peptides did not 
differ significantly from those of the control samples 
containing no AMPs (p > 0.05, Student’s t-test, n = 9).

We assessed the effect of mini-bactenecins at a con-
centration of 1–30 µM on human cells using the MTT 
assay. It was found that the peptides have low cyto-
toxic activity against various types of cultured human 
cells: namely, erythroleukemia K-562 cells, histiocytic 
lymphoma U-937 cells, promyelocytic leukemia HL-
60, epithelioid lung carcinoma A-549, epidermoid car-
cinoma A-431, human osteosarcoma MG-63, as well 
as normal human skin fibroblasts, human embryonic 

Fig. 3. Kinetics of changes in Escheri-
chia coli ML-35p membrane perme-
ability with respect to chromogenic 
markers resulting from incubation 
of bacteria with mini-ChBac7.5Nα 
taken in various concentrations: 
1 – 0.6 µM; 2 – 1.2 µM; 3 – 2.5 µM; 
4 –  5 µM; 5 – 10 µM; 6 – 20 µM. 
x-axis – incubation time, min. 
y-axis – optical density of the solu-
tion containing chromogenic mark-
ers: nitrocefin hydrolysis product at 
a wavelength of 486 nm (left panel 
displaying the outer membrane per-
meabilization) and ONPG hydrolysis 
product, o-nitrophenol, at 420 nm 
(right panel displaying the inner 
membrane permeabilization). An-
other caprine bactenecin, ChBac3.4, 
was used as a reference (at a final 
concentration of 5 µM, which is 2 x 
MIC); a membranolytic peptide, por-
cine protegrin 1 (PG-1), was used as 
a positive control (2.5 µM). 
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Fig. 4. Binding of 
E.coli lipopolysac-
charide by mi-
ni-ChBac7.5Nα and 
mini-ChBac7.5Nβ 
as compared with 
caprine bactenecins 
ChBac3.4, ChBac5 
and its inactive frag-
ment ChBac5 (20-
43) in a quantitative 
chromogenic Limulus 
Amebocyte Lysate 
Assay. Polymyxin B 
(PmxB) was used as 
a positive control. 
Mean values ± S.D., 
n=6 are shown. 
EC

50
 (i.e., peptide 

concentrations that 
bound 50% of the 
LPS) are shown in the 
inset.
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lung fibroblasts MRC-5, and neutrophils and mononu-
clear cells of human peripheral blood. The cytotoxicity 
values obtained after 24 h of incubation with peptides 
were not significantly different from the values calcu-
lated for the control samples containing no peptide over 
the entire range of concentrations: 1–30 µM (p > 0.05, 
Student’s t-test, n = 9). These data are indicative of 
the fact that the action of caprine mini-bactenecins is 
selective with respect to microbial cells, which is con-
sistent with observations showing a low toxicity of 
N-terminal fragments 1–16, 1–23, 1–35 of bovine Bac7 
toward mammalian cells [24].

DISCUSSION
We isolated two antimicrobial peptides, the mini-bac-
tenecins mini-ChBac7.5Nα and mini-ChBac7.5Nβ, from 
leukocytes of the domestic goat C. hircus. They are 
N-terminal fragments of the ChBac7.5 peptide, which 
were for the first time obtained from blood cells by us. 
Several fragments of OaBac11, OaBac5, and OaBac7.5 
bactenecins had been previously isolated from ovine 
leukocytes [2]. The C-terminal fragment (32–60) of 
OaBac7.5, isolated by Anderson et al. [2] and designat-
ed as OaBac7.5mini, showed relatively low antibacterial 
activity [31] compared to the activity of the N-terminal 
fragments of goat bactenecin 7.5. Caprine mini-bacte-
necins are structurally similar to the N-terminal part 
of bovine Bac7 [5] (Fig. 2). An N-terminal region of the 
bovine Bac7 molecule (at least 16 amino acid residues) 
[24], whose length approximately corresponds to the 

peptides isolated by our group, is required for any an-
timicrobial activity by this bactenecin. The C-terminal 
fragments of bovine Bac7 had a low antimicrobial ac-
tivity [24]. The N-terminal sequences of the molecules 
of caprine and ovine bactenecin 7.5, as well as bovine 
bactenecin 7, are structurally similar, whereas the 
C-terminal regions are substantially different. Discov-
ery of the fragments of ovine bactenecins 7.5 [2] and 
caprine mini-bactenecins suggests that the peptides, 
formed after the fragmentation of the parent bacten-
ecin molecules, perform the main protective functions: 
N-terminal derivatives execute an antimicrobial action, 
while C-terminal fragments may play a different role 
which remains unclear.

The importance of a fragmentation of mature AMP 
forms, including regulation of their biological effects in 
the course of an infectious process, was assumed when 
studying the proteolytic cleavage of human cathelicidin 
LL-37. Cleavage of this peptide results in the formation 
of fragments, some of which have a higher antimicro-
bial activity than full-length LL-37 [1, 32]. However, 
it was found that, along with potent antimicrobial ef-
fects, the immunomodulatory activity of these peptides 
is reduced compared to the full-length cathelicidin [32]. 
The pattern of cathelicidin fragmentation depends on 
many factors, but mostly on the activity of the proteas-
es involved in its processing and on the activity of their 
inhibitors [1]. These factors, in turn, depend on the pa-
rameters determined by the microenvironment, which 
can vary during infectious or other pathological pro-
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cesses. Therefore, the fragmentation of human cathel-
icidin may be considered as one of the mechanisms of 
precise and multifaceted regulation of the functional 
activity of AMPs. On the other hand, investigation of 
the biological activity of peptide fragments informs the 
development of various antibacterials, as well as an-
titumor peptide pharmaceuticals, LL-37 derivatives, 
which are regarded as promising templates for new 
drugs.

Other antimicrobial polypeptides are also subjected 
to fragmentation. Their cleavage produces truncated 
forms having a pronounced bactericidal activity. For 
example, processing of lactoferrin, a component of spe-
cific neutrophilic granules, generates the antimicrobi-
al peptide lactoferricin, which is considered as a com-
pound that plays an independent role in the biological 
defensive functions of neutrophils [33]. Fragments of 
histones that have antimicrobial activity and are ex-
pected to provide a protective effect were isolated from 
the leukocytes and skin of some fish and amphibians 
[34, 35].

The enzymes that can perform the corresponding 
processing of PR-AMPs, in particular caprine bacte-
necin 7.5, are of great interest. It can be assumed that 
this process involves several different proteases and 
that cleavage may consist of several stages. In the case 
of mini-ChBac7.5Nβ, prolyl endopeptidase (PREP 
[EC 3.4.21.26]) or prolyl carboxypeptidase (PRCP [EC 
3.4.16.2]) could be one of these enzymes. They cleave 
the peptide bond between the arginine and proline res-
idues (in the ChBac7.5 molecule presumably between 
the proline 21 and arginine 22 residues). These proteas-

es are present in neutrophilic granulocytes and have 
been shown to play an important role in inflammatory 
responses [36]. Further investigation using different 
types of protease inhibitors will shed light on this issue.

CONCLUSION
Isolation of highly active antimicrobial peptides com-
prising N-terminal fragments of bactenecin 7.5 (we 
call them mini-bactenecins: mini-ChBac7.5Nα and mi-
ni-ChBac7.5Nβ) from the leukocytes of domestic goat 
supports the idea that fragmentation of antimicrobi-
al peptides of the innate immune system is an impor-
tant requirement for the triggering and regulation of 
protective responses in the course of inflammatory or 
infectious processes. We have shown that mini-bac-
tenecins exert a potent antimicrobial activity against 
Gram-negative bacteria, including antibiotic-resist-
ant strains, posses lipopolysaccharide-binding activ-
ity, and are non-toxic toward cultured human cells. 
The obtained data point to the prospectivity of further 
investigations of the antimicrobial activity of these 
compounds on a wider spectrum of microorganisms in 
order to prove the possibility of developing new anti-
bacterial pharmaceuticals on their basis. 
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