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C2H2 Zinc Finger Proteins: The Largest 
but Poorly Explored Family of Higher 
Eukaryotic Transcription Factors
A. A. Fedotova, A. N. Bonchuk, V. A. Mogila, P. G. Georgiev
This review attempts to inventory the available data on the abundant but 
still poorly understood family of proteins with clusters of the C2H2 zinc finger 
domains. The distinctive features of C2H2 zinc finger proteins include strong 
and specific binding to a long and unique DNA recognition target sequence 
and rapid expansion within various animal taxa during evolution.

A model of the site-specific DNA 
recognition by С2Н2 zinc finger 
domains

Structure Modeling of Human Tyrosyl-
DNA Phosphodiesterase 1 and Screening 
for Its Inhibitors
I.V. Gushchina, D.K. Nilov, A.L. Zakharenko, O.I. Lavrik, V.K. Švedas
DNA repair enzyme tyrosyl-DNA phosphodiesterase 1 (Tdp1) represents a 
potential molecular target for anticancer therapy. A human Tdp1 model has 
been constructed using the methods of quantum and molecular mechanics, 
taking into account the ionization states of the amino acid residues in the ac-
tive site and their interactions with the substrate and competitive inhibitors. 
The developed molecular model allowed us to uncover new Tdp1 inhibitors.

The substrate-binding groove 
in the human Tdp1 model

Comparing New-Generation 
Candidate Vaccines against Human 
Orthopoxvirus Infections
R. A. Maksyutov, S. N. Yakubitskyi, I. V. Kolosova, S. N. Shchelkunov
The lack of immunity to the variola virus in the population, increasingly 
more frequent cases of human orthopoxvirus infection, and increased risk 
of the use of the variola virus as a bioterrorism agent calls for the devel-
opment of modern, safe vaccines against orthopoxvirus infections. The 
proposed immunization protocols can be used to develop safe vaccination 
strategies against smallpox and other human orthopoxvirus infections.
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Low-Molecular-Weight NGF Mimetic Corrects 
the Cognitive Deficit and Depression-like 
Behavior in Experimental Diabetes
R. U. Ostrovskaya, S. S. Yagubova, T. A. Gudasheva, S. B. Seredenin
The effect of the mimetic of dimeric dipeptide NGF loop 4, GK-2, on a model of strep-
tozotocin-induced type 2 diabetes in C57Bl/6 mice was studied. The study revealed the 
ability of GK-2 to ameliorate hyperglycemia induced by streptozotocine in C57Bl/6 
mice, to restore learning ability in the Morris Water Maze test, and to overcome depres-
sion after both intraperitoneal and peroral long-term administration. The presence of 
the listed properties and their preservation in the case of peroral treatment determines 
the prospects of research.
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INTRODUCTION
DNA, RNA and poly(АDP-ribose) (PAR) are the three 
essential cellular nucleic acids whose functions are 
tightly interlinked and effected by specific mediator 
proteins. Some of DNA-, RNA-, and PAR-binding pro-
teins can also interact with other types of nucleic acids 
distinct from their classic targets. These proteins con-
tain a broad range of disordered regions in their struc-
ture that can accommodate any ligand upon binding. In 
this review, we attempt to summarize recent research 
findings pertaining to the interactions between the 
three essential nucleic acids driven by multifunctional 
cellular proteins. As an example, Y-box-binding pro-
tein 1 (YB-1) is discussed.

INTERFERENCE OF DNA REPAIR AND TRANSCRIPTION
Base excision repair (BER) provides a clear picture of 
DNA repair and RNA metabolism coupling, since nu-
merous molecules of this pathway, including APE1, 
SMUG1 and PARP1, are involved in RNA metabolism 

[1]. Obviously, transcription factors can mediate DNA 
repair by regulating the expression of repair enzymes 
[2]. However, the reverse is also possible: a few DNA 
repair enzymes may serve as transcriptional coacti-
vators [3]. For example, thymine DNA glycosylase 
(TDG), which is involved in BER, is capable of acti-
vating gene transcription by recruiting coactivators 
[4]. The enzyme performs dynamic demethylation at 
promoters of silent and developmentally poised genes, 
as well as active gene enhancers for a rapid transcrip-
tional response [5, 6]. 

DNA repair and transcription do not tend to occur 
simultaneously. At least, this is true for constitutive-
ly expressed housekeeping genes. Some bulky DNA 
damage stall RNA-polymerase II progression and 
trigger nucleotide excision repair (NER) (this sub-
pathway of NER is called transcription-coupled NER 
(TC-NER) [7]. The mutagenic potential of other DNA 
lesions is minimized by inhibiting transcription at the 
site of a lesion; for instance, gene expression is down-
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repair. This fact is of special interest as DNA repair pathways do not generally involve RNA. DNA damage in 
higher organisms triggers the formation of the RNA-like polymer – poly(ADP-ribose) (PAR). Nucleic acid-like 
properties allow PAR to recruit DNA- and RNA-binding proteins to the site of DNA damage. It is suggested that 
poly(ADP-ribose) and RBPs not only modulate the activities of DNA repair factors, but that they also play an 
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are subjected to similar sorting during the formation of RNA assemblages by functionally related mRNAs and 
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regulated during BER-assisted repair of oxidatively 
damaged DNA [8]. 

Signal-dependent and developmentally poised 
genes, on the contrary, require scheduled DNA dam-
age to the promoter in order to trigger transcriptional 
activation [3]. An important regulatory mechanism for 
the expression of such genes is the promoter-proximal 
pausing of RNA polymerase II [9]. Transcription is ac-
tivated, while elongation is suppressed at early time-
points [10]. The escape of paused RNA polymerase II 
into productive elongation is mediated by DNA repair 
enzymes and chromatin remodeling factors. For ex-
ample, the estrogen receptor activates lysine-specific 
histone demethylase 1 (LSD1), which demethylates 
histone H3. The oxidation process is accompanied by 
the release of a hydrogen peroxide byproduct, which 
converts adjacent guanines to 8-oxoguanine (8-oxoG) 
[11]. The repair of 8-oxoG by DNA glycosylases induc-
es single-strand breaks that serve as entry points to 
DNA endonucleases, including topoisomerase IIβ [12]. 
When long genes are expressed, TopoIIβ creates DNA 
breaks not only in the promoters, but also in the read-
ing frames, thus maintaining transcription elongation 
[13]. Recent findings have demonstrated that inhibi-
tion of topoisomerases suppresses the expression of 
long genes in yeasts [14, 15]. There is a view that the 
ensuing double-stranded DNA breaks relax DNA and 
recruit DNA damage response proteins and repair en-
zymes, such as PARP1 and DNA protein kinases, which 
leads to licensing of chromatin for transcription [12]. In 
human cells, DNA breaks and respective DNA repair 
signals are involved in the release of paused Pol II into 
productive synthesis and elongation of the genes that 
are activated following exposure to external stressors 
[16]. Poly(ADP-ribose) (PAR) polymerase 1 (PARP1) 
has been identified among the chromatin remodeling 
factors that control Pol II pausing. PARP1 is believed to 
play a role in transcription elongation due to PAR-cou-
pled nucleosome disassembly [17]. However, poly(ADP-
ribosyl)ation induced by DNA damage in the proximity 
of gene promoters also seems to attract the RNA-bind-
ing proteins important for Pol II docking.

Interestingly, RNA transcripts arising from a DNA 
lesion may trigger repair activation. It has been shown 
that spontaneous double-stranded DNA breaks induce 
ectopic transcription to give rise to short non-coding 
RNAs (DSB-induced small RNAs, diRNAs) 21 nucleo-
tides long [18]. Francia et al. showed that diRNAs re-
cruit enzymes to repair double-stranded breaks at the 
site of origin [18]. Talhaoui et al. have recently discov-
ered a role for PARP1 and PARP2 in poly(ADP-ribo-
syl)ation of DNA strand break termini [19]. It is possible 
that this mechanism can contribute both to chromatin 
remodeling and DNA repair [19].

Some transcription factors have been shown to di-
rectly participate in DNA repair [20]. These transcrip-
tion factors are thought to trigger local chromatin 
remodeling, thus activating DNA repair in the target 
sequences [21]. 

Collectively, transcription factors provide an extra 
layer of protection to the genome. Every tissue under-
goes DNA damage from different sources: very high 
rates of oxygen metabolism in neurons lead to elevat-
ed levels of oxidative DNA lesions, whereas skin cells 
cope with increased UV-induced DNA damage [20]. 
Since transcription factors are regulated by extracel-
lular signals and stress-activated pathways, they can 
confer protection to cells of a certain type [20]. Due to 
heterogeneous DNA repair along the genome (there 
is a gradient of DNA repair, with the rate decreasing 
towards the 3′-end of the gene), transcription factors 
ensure the genomic stability of the key promoter and 
enhancer regions of the genes being transcriptionally 
regulated [22].

EUKARYOTIC “RNA OPERONS” 
F. Jacob and J. Monod were the first to propose the 
term “operon” in 1961. According to the theory, a clus-
ter of genes is located sequentially within an operon. 
The genes in the operon are together transcribed into 
one polycistronic mRNA, which is further translated to 
yield the final components of a functional complex in 
close proximity to each other to ensure rapid assembly. 
Later studies into the ribosomal profile of Escherichia 
coli gene expression supported this theory and demon-
strated that proteins are synthesized precisely to meet 
the stoichiometry of the multiprotein complex [23]. 

DNA operons are rare in the genome of eukaryotes, 
and mRNAs are mainly monocistronic. The loss of DNA 
operons in higher organisms could be attributed to the 
polar effect of nonsense mutations and the complicated 
regulatory network of synthesis of multifunctional pro-
teins, which are abundant in the eukaryotic cell [24]. For 
this reason, the eukaryotic expression is partly regulated 
at the post-transcriptional level, with mRNAs that en-
code functionally related proteins assembling into RNA 
operons (Fig. 1), thus acquiring a common fate [25]. The 
principal structural and functional unit of this process is 
the numerous RNA-binding proteins (RBPs) that bind to 
RNA motifs to form ribonucleoprotein (RNP) complexes 
[26]. RNP complexes structurally represent the RNA op-
eron, which allows functionally related proteins arising 
from different mRNAs to be jointly translated at a single 
cytoplasmic location [27]. The potential of RNP complex-
es to act dynamically and independently of the cellular 
environment is attributed to the mechanism called liquid 
demixing [28–37] that is triggered by intrinsically disor-
dered RNA-binding proteins.
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THE NEW FUNCTIONS OF RNA-BINDING 
PROTEINS IN RESPONSE TO DNA DAMAGE 
The recent progress achieved in research has high-
lighted the role that RNA-binding proteins play as 
guardians of genome stability [38]. 

DNA damage induces down-regulation of gene ex-
pression at different levels. The first step involves the 
suppression of transcription and pre-mRNA 3’-end pro-
cessing [39, 40]. The biosynthesis of functional proteins 
decreases following a switch in alternative splicing from 
in-frame variants to variants prone to nonsense-mediat-
ed decay [41, 42]. Finally, DNA lesions affect the stability 
of many mRNAs [43] and inhibit translation [44, 45]. 

However, although the overall expression levels 
drop, the DNA repair machinery possesses specific 
mechanisms that allow it to enable the synthesis of 
the proteins engaged in the repair process. Suppressed 
translation may not affect the mRNAs that encode re-
pair enzymes [46]. According to the model of RNA op-
eron, mRNAs coding for functionally related proteins 
are together regulated at the post-transcriptional level. 
Overall, a single RBP such as HuR can control the ex-
pression of a broad range of genes that are involved in 
DNA repair [47–49]. 

RNA-binding proteins mediate transcription and 
chromatin remodeling, and they can directly partici-
pate in DNA repair [50, 51]. RBPs migrate to the sites 

of DNA damage [52–54], which can be explained by 
their ability to bind to the short non-coding mRNAs 
(ncRNA) that are formed at the site of a break [18, 50, 
55], or by an RNA-independent mechanism.

Gene transcription at a high biosynthesis rate or 
with long transcripts sometimes continues into the S-
phase [56], with a possibility for RNA-DNA-hybrids 
(R-loops), which impact the transcription and threaten 
genome integrity [57]. R-loop formation is prevented 
mainly due to RNA-binding protein-coupled packing 
of pre-mRNA during synthesis [58, 59].

Post-translational modification (PTM) of proteins is 
crucial to a cellular response to DNA damage. RBP is 
a primary set of proteins that are phosphorylated [60, 
61] and poly(ADP-ribosyl)ated [62] under the control 
of DNA damage. Genotoxic stressors also trigger an 
increase in the levels of acetylation of certain RNA-
binding proteins [63].

Finally, DNA damage facilitates the bidirectional re-
location of RNA-binding proteins between the nucleus 
and the cytoplasm [64, 65], thus contributing to the co-
ordinated regulation of RNA metabolism and DNA re-
pair by multifunctional RBPs.

RNA-BINDING PROTEINS: MODULE ORGANIZATION
The bulk of cellular mRNA is associated with 
RNA-binding proteins in the form of RNP complexes. 

Fig. 1. Eukaryotic 
RNA operons (sche-
matic representa-
tion) 1 – nucleus; 
2 – pre-mRNA; 
3 – RNA-binding pro-
teins; 4 – cytoplasmic 
RNA granules (RNA 
operons); 5 – riboso-
me. The figure sche-
matically shows the 
formation and func-
tioning of cytoplasmic 
RNA assemblages. 
These complexes of 
functionally related 
mRNAs and RBPs act 
as RNA operons that 
facilitate the synchro-
nous translation of 
proteins involved in 
the same biochemical 
pathway
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Disruption of RNA granule formation results in vari-
ous disorders [66, 67]. Interaction with RBPs is required 
for the regulation of RNA metabolism at different lev-
els, from biosynthesis to decay. RNA-binding proteins 
fulfill key functions in such processes as pre-mRNA 
splicing [68], polyadenylation [69], transport to the cy-
toplasm, and translation. RBPs also have a role in the 
processing of non-coding RNA: the so called microRNA 
(miR), circular RNA (circRNA), and long non-coding 
RNA (lncRNA) [70–72]. Over all, RNA-binding proteins 
constitute an important class of post-transcriptional 
gene regulators.

There are a total of 1,500 RBPs known to date [73, 
74]. Many RNA-binding proteins have a modular struc-
ture, in which a few basic RNA-binding domains (RBD) 
are arranged to accommodate a broad range of RNA 
sequences [75]. Certain RBDs tend to bind short se-
quences and display poor affinity for RNA; however, 
the interaction interface formed by multiple modules 
ensures a high affinity and specificity towards an RNA 
target. The superposition of weak interactions facili-
tates the regulation of assembly and disassembly of 
RNP complexes that may be mediated by an RNA-
like polymer of poly(ADP-ribose) [76, 77]. Owing to the 
modular structure of RNA-binding proteins, different 
RNAs may be targeted by the same RBP [75]. A beauti-
ful example of specific target binding promoted by tan-
dem RBDs is the proteins of the Pumilio family (Puf), in 
which three amino acid side chains of each of the pro-
tein’s eight domains establish contacts with a different 
RNA base [78]. This “RNA recognition code” could be 
utilized to produce proteins with the desired binding 
specificity [79]. RBDs, for example, RNA-binding mo-
tif (RRM), in certain cases may also serve for protein-
protein interaction [80].

It has been recently shown that besides regular 
RBDs, an essential role in RNA recognition is played by 
intrinsically disordered protein regions (IDPRs), which 
are highly enriched in RNA-binding proteins as com-
pared to the total human proteome [81]. A total of 20% 
of mammalian proteins identified as RBPs are intrinsi-
cally disordered by over 80% [82]. Like regular RBDs, 
the regions with disordered sequences in RNA-binding 
proteins are arranged into modules that are repeated 
nonrandomly within a single amino acid sequence and, 
in some cases, may combine with globular domains [82]. 
Importantly, the emergence of disordered proteins in 
RBPs correlates with the complexity of the transcrip-
tome in eukaryotes during evolution [83].

DANCING PROTEINS, CHAMELEON 
PROTEINS, 4D AND PROTEIN CLOUDS 
The new terms [84–87] coined to describe proteins 
without a stable 3D structure reflect the global flexibil-

ity and dynamic landscapes of intrinsically disordered 
proteins (IDPs) or protein regions (intrinsically disor-
dered protein regions, IDPRs) [88]. Since the 3D protein 
structure is maintained by non-covalent atomic forces 
such as hydrogen bonding, hydrophobic interactions, 
van der Waals forces, etc., the intrinsic disorder, as well 
as the unique structure of globular proteins, is encod-
ed by the amino acid sequence. The combination of a 
high net charge and low mean hydrophobicity drives 
the emergence of a natively unfolded protein confor-
mation under physiological conditions [89]. The amino 
acid sequence of IDPs and IDPRs is enriched in Pro, 
Arg, Gly, Gln, Ser, Glu, Lys, and Ala but depleted in 
Cys, Trp, Tyr, Phe, Ile, Leu, Val, and Asn [90]. 

Intrinsically disordered proteins partially adopt a 
certain 3D structure following a change in the environ-
ment or upon binding to a ligand [91]. Their folding may 
also be facilitated by an elevated temperature boost-
ing hydrophobic interactions [92], pH changes decreas-
ing the net charge [92], as well as the presence of ions 
neutralizing electrostatic repulsion between clusters of 
amino acid residues of the same charge [93, 94]. Inside 
the cell, intrinsically disordered proteins adopt a rigid 
secondary structure after binding to ligands: small mol-
ecules, cofactors, proteins, nucleic acids, membranes, 
etc. [91, 95]. 

The functions of most proteins, in particular IDPs, 
are modulated through post-transcriptional modifica-
tions (PTM). As many as 300 PTMs have been identified 
to occur in the cell [96]. Although DNA only encodes 
20 amino acids, the diversity of amino acid residues in 
proteins exceeds 140, owing to PTMs [97]. Proteins are 
mainly targeted in the disordered regions [98, 99]. 

IDPs and IDPR-containing proteins seem to play 
a central role in interactomes [100]. About 30–40% of 
eukaryotic proteins carry lengthy IDPRs [101], with 
intrinsically disordered proteins carrying out the key 
functions in transcription and intracellular signaling 
cascades [102]. In 2005, it was first suggested that hub 
proteins (containing multiple protein-protein interac-
tion links within interactomes) might be enriched in 
IDPR [103]. Extensive studies allowed researchers to 
differentiate hub proteins into static and dynamic hubs 
[104, 105]: the former clustering into modules, which 
represent functional complexes with a high degree of 
interplay between the components (such as the tran-
scription initiation machine), while the latter ensure 
interconnection of the modules [106]. IDPRs proved to 
be significantly enriched in dynamic hubs [107], hence 
elucidating the role of intrinsic disorder in guiding cel-
lular processes [100]. 

IDPRs have plenty of functions. They are respon-
sible for the autoinhibition of enzymes. In this regard, 
disorder-to-order transition acts as a switch on-switch 
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off mechanism for the target protein [108]. This mecha-
nism is employed for the activation of PARP1 during 
DNA repair, resulting in DNA damage signaling [109]. 
Another interesting example is the role of IDPR-con-
taining proteins in protein quality control, with chap-
erone disorder-to-order transition being stress-induced 
[110]. There is data suggesting that IDPs act as molecu-
lar shields that prevent the aggregation of intrinsically 
disordered proteins by steric interference under stress 
conditions [111]. IDPRs can also regulate tissue-specific 
protein interactions at the transcriptional level. Bul-
jan et al. [112] and Ellis et al. [113] showed that the en-
richment of IDPRs in proteins is due to tissue-specific 
spliced exons [112]. Similarly, tissue-specific exons con-
tribute to the majority of the disordered regions tar-
geted by PTMs and motifs binding partner molecules 
[112]. The proteins translated from mRNAs enriched 
in tissue-specific exons occupy central positions in pro-
tein interaction networks and have different interac-
tion partners in these tissues [112].

The presence of conserved IDPRs in the structure of 
mammalian early DNA base excision repair enzymes is 
a unique feature that their homologues in lower organ-
isms do not have [114]. The IDPRs of repair enzymes 
are involved in DNA damage recognition, binding to in-
teraction partners; they provide key sites for the PTMs 
that modulate stability, enzyme-, and DNA-binding 
activity, the intracellular localization of repair proteins; 
and they provide higher organisms with an advantage 
over the protein size, reducing intracellular crowding 
[115–119].

Finally, IDPs and IDPRs play a crucial role in the 
formation of dynamic macromolecular assemblages in-
side the cell, including RNP granules and DNA repair 
complexes. 

PHASE TRANSITIONS OF BIOMOLECULES
According to the recent findings reported in [29, 30, 33–
35, 37], biochemical processes inside the cell are sepa-
rated by phase transitions of biomolecules (Fig. 2). This 
paradigm states that the formation of membraneless 
compartments is similar to that of dispersed droplets 
upon emulsion breakdown (so called liquid demixing) 
[28–30, 120–122]. Intrinsically disordered proteins play 
a key role in phase transition events [31]. The structural 
plasticity and conformational flexibility of IDPs allow 
them to interact with multiple, structurally unrelated 
partners [32]. Many IDPs contain low-complexity do-
mains (LCDs) that are prone to multimerization, driven 
by favorable changes in potential energy [33]. Liquid 
demixing results in the separation of proteins and their 
ligands within a compartment with a microenviron-
ment distinct from that of other cellular plasm, thus 
increasing the local concentrations of interacting mole-
cules and promoting biochemical processes [34].

The formation of RNP complexes is one of the im-
portant representations of membraneless compartmen-
talization by means of phase transitions of mRNA and 
corresponding IDPR-containing RNA-binding proteins 
[27]. The RNAs present in these complexes maintain 
their solubility [35, 36], which seems to facilitate down-
stream translation [27]. However, phase transitions 

Fig. 2. Phase transitions of biomolecules 1 – functional membraneless organelles; 2 – pathological amyloid aggregates 
of proteins. Cellular biomolecules undergo phase transitions as water does. In the gaseous state, biomolecules are 
dispersed throughout the cell and do not interact with each other. A local increase in the concentration of promiscuous 
and intrinsically disordered proteins results in intracellular liquid demixing and induces the assembly of membraneless 
compartments that have liquid-like properties [30–32]. The liquid-like state is maintained by multiple weak interactions 
among the interaction partners. An irreversible transition into a condensed liquid state appears to lead to amyloid fibers 
that are associated with such disorders as Alzheimer’s disease [35]

Functional promiscuity, intrinsic disorder
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could occur independently of RNAs only in the pres-
ence of proteins, such as in the case of formation of cen-
trosomes (microtubule nucleation sites) [123]. Altmeyer 
et al. reported that the assembly of multiprotein repair 
complexes at the sites of DNA damage is achieved 
through liquid demixing. It was also suggested that the 
formation of a non-membranous DNA repair compart-
ment also has a role in the bridging of DNA ends and 
their protection from nucleases [124, 125].

Phase transitions of proteins and nucleic acids to give 
rise to dynamic ensembles is initiated by an increase 
in the concentration of components, followed by self-
aggregation [126], or could occur in response to changes 
in the microenvironment, such as pH, ionic strength, or 
temperature [127]. In addition, certain biomolecules are 
able to act as nucleation centers of multiprotein com-
plexes, followed by separation of the intracellular plas-
ma into two liquid phases with varying properties [37]. 

Single-stranded RNA [27, 128] and DNA (ssDNA) 
[129] are the preferred options for the nucleation of 
phase transition. Both biomolecules display signifi-
cantly more plasticity as compared to double-stranded 
DNA and share such properties as a negative charge 
and relatively low complexity due to a limited presence 
of unique building units. All these features are indica-

tive of intrinsic disorder [33]. Higher organisms reached 
the peak of intracellular plasma self-organization upon 
acquisition of a “third nucleic acid”, poly(ADP-ribose), 
a polymer with no ability to store information, an ex-
tremely simple structure consisting of ADP-ribose 
units, and a short lifetime. It is possible that poly(ADP-
ribose) is the key agent in the regulation of phase tran-
sitions in the cell.

POLY(ADP-RIBOSE) AND POLY(ADP-RIBOSYL)ATION 
Poly(ADP-ribose) is a linear or branched polymer chain 
consisting of identical molecular units: monomers of 
ADP-ribose produced from NAD+ via PARP1-cata-
lyzed PAR synthesis (Fig. 3) [130]. Under physiological 
conditions, PAR has a dynamic multiglobular struc-
ture depending on the polymer size, which allows the 
polymer to fit the structure of the bound ligand [131]. 
Adenine residues in PAR, identically to those in nucle-
ic acids, adopt an anti-conformation that is capable of 
base stacking and formation of hydrogen bonds [132]. 
The secondary structure of PAR as a helix, which has 
been confirmed in vitro by spectral analysis [133], can 
occur at high ionic strength (4 М NaCl) or upon bind-
ing to proteins under physiological conditions [132]. 
The PAR polymer carries two negatively charged 

Fig. 3. PARP1-
dependent DNA 
damage signal-
ing (schematic 
representation)
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phosphates in each monomer (ADP-ribose unit), while 
RNA and ssDNA only carry one negative charge per 
unit [134]. In the absence of genotoxic stressors, intra-
cellular PAR levels are very low and ADP-ribose exists 
in a relatively stable state of monomers and oligomers 
(half-life t

1/2
 ~7.7 h). Extensive local biosynthesis of a 

very short-lived PAR polymer (t
1/2 

less than 1 min) is 
triggered by DNA damage [135–137]. The prominent 
feature of poly(ADP-ribose) is its involvement in post-
translational protein modifications. 

By analogy with DNA and RNA, the enzymes that 
catalyze the synthesis of PAR are called PAR poly-
merases (PARPs). The human PARP family includes 
17 members with similar catalytic domains [138]. Only 
four members are capable of catalyzing PAR synthesis: 
PARP1, PARP2, and two tankirases [138, 139]. PARP1 
and PARP2 act as guardians of genome integrity [140]. 
Tankirases synthesize linear PAR chains up to 20 
monomers long [141]. Their functions are exerted when 
the spindle apparatus begins to form [142]. Tankirases 
also control centrosome functions [143].

PARP1 is activated upon binding to exposed bases 
on the loose ends of DNA breaks [144]. Recognition of 
a DNA lesion induces conformational changes in the 
autoinhibitory domain of PARP1, which locally un-
folds, thus ceasing to interfere with NAD+ binding in 
the active center [109]. As a result of intermolecular 
rearrangement of PARP1 attracting the catalytic do-
main to the damage site, the automodification domain 
is positioned close to the active center open to modifi-
cation by PAR [145]. This finding provides insight into 
why PARP is the preferred target for poly(ADP-ribo-
syl)ation [134]. The PAR acceptor amino acid residues 
identified in PARP1 and other poly(ADP-ribosyl)ation 
targets to date are multivarious: Lys, Arg, Glu, Asp, 
Cys, Ser, Thr, Sep (through the phosphate group) and 
Asn, although charged amino acid residues are typi-
cally responsible for this function [146–149]. Bearing 
in mind that the rate of PAR biosynthesis is limited to 
NAD+ breakdown, it is tempting to suggest that the 
binding of ADP-ribose to a target protein in the pres-
ence of activated PARP1 occurs via any amino acid 
residue exposed on the protein surface [125]. Specific 
PAR-mediated modulation of cellular processes can be 
achieved through different local microenvironments 
of PARP1 and its ligand, rather than through specific 
PAR acceptor sites in the target protein [125].

PAR binds non-covalently to many proteins. Among 
the proteins associated with PAR and/or prone to this 
PTM are certain repair enzymes, chromatin remodel-
ing proteins, RNA-binding proteins, and transcription 
factors [62, 150]. Numerous functions exerted by PAR 
in the cell are implemented via dynamic interactions 
between poly(ADP-ribose) and PAR-binding proteins. 

Protein relocation caused by local synthesis of PAR 
influences cellular signaling, DNA damage response, 
transcription regulation, protein stability, and cell fate 
[151]. Several PAR-binding modules have been de-
scribed; their structure varies from completely ordered 
domains to intrinsically disordered regions capable of 
forming multivalent contacts with the PAR polymer 
[125]. 

PAR can also be recognized by RNA- and DNA- bind-
ing motifs [125]. Since not only specific interactions but 
also dynamic changes in the concentrations of interact-
ing molecules influence macromolecular ensembles, 
PAR may outcompete RNA binding of RBPs at the 
peaks of PARylation, resulting in RBPs relocalization to 
DNA damage sites [152]. The DNA-binding domains of 
DNA repair enzymes and transcription factors may also 
facilitate the recruitment of these proteins to the DNA 
damage sites in a PAR-dependent mechanism [153, 154].

It has been recently shown that PAR can nucleate 
the intracellular phase transitions of such RNA-binding 
proteins as FUS (TLS), EWS (EWSR1), and TAF15 at 
microlaser-generated sites of DNA lesions [124]. Intra-
cellular compartmentalization initiated by PAR-depen-
dent phase separation can underlie the mechanisms by 
which poly(ADP-ribose) is involved in DNA- and RNA-
dependent cellular events: for example, the formation of 
stress-granules [155], nucleoli [156], spliceosomes [157], 
and transcriptosomes [158]. In the event of transcrip-
tion regulation, the phase transition of FUS (TLS), EWS 
(EWSR1), and TAF15 at gene promoters appears to cre-
ate sites for the binding of the C-terminal disordered 
domain of RNA-polymerase II [159]. PARylation in close 
proximity to promoters seems to facilitate transcription, 
especially if keeping in mind that DNA breaks in pro-
moters and reading frames may be scheduled [5, 13, 17].

Long-lived PAR carries such risks as stripping RNA- 
and DNA binding proteins off their ligands, phase tran-
sitions of dynamic droplets into the insoluble protein 
aggregates found in pathological states [33], as well 
as the energy crisis arising from depleted NAD+ pools 
[160]. That is why PARylation is subjected to tight con-
trol by the enzymes that break down PAR and remove 
ADP-ribose residues from modified proteins [161]. The 
key ADP-ribose-degrading enzyme is poly(ADP-ri-
bose)glycohydrolase (PARG), which exhibits endo- and 
exo-hydrolase activities; the latter activity being domi-
nant over the first one [162]. Since degradation occurs 
when the polymer is available, PAR-binding proteins 
can potentially counteract PARG. PARG is actually 
unable to cleave the proximal ADP-ribose monomer, 
which appears to be due to steric hindrance [163]. ADP-
ribose units are removed from mono(ADP-ribosyl)ated 
proteins by specific enzymes [164]. Dynamic regulation 
of PAR levels may provide a physiological balance be-
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tween DNA- and RNA-protein interactions in different 
cellular contexts.

Y-BOX-BINDING PROTEIN 1
The Y-box-binding protein 1 (YB-1) is an example of 
a multifunctional protein acting at the “interface of 
three nucleic acids.” While binding to DNA [165, 166], 
YB-1 carries out its functions in transcription [167] and 
likely in DNA repair [166, 168]. YB-1, as a transcription 
factor, controls the expression of stress-induced genes 
and the genes involved in DNA repair [167, 169, 170]. 
As an RNA-binding protein [167, 171], YB-1 mediates 
pre-mRNA splicing, is one of the major proteins consti-
tuting RNP granules in the cytoplasm [172], and mod-
ulates mRNA translation [167, 173]. There is evidence 
that YB-1 interacts with multiple noncoding RNAs 
[174, 175] and exhibits strong affinity for damaged 
DNA and RNA [166, 168, 176], as well as  PAR-binding 
properties [150]. Genotoxic stress induces a relocation 
of YB-1 from the cytoplasm to the nucleus [177–180]. 
Under certain conditions, this stress-induced traffick-
ing occurs following a specific post-translational mod-
ification of YB-1 – partial  proteolytic cleavage by the 
20S proteasome [181].

The bulk of the YB-1 structure is natively unfold-
ed [167], which facilitates interaction promiscuity and 

confers the ability to self-aggregate, allowing for mul-
timerization in the presence of RNA and DNA [182] or 
the formation of amyloid fibrils at a high ionic strength 
[183]. YB-1 binds to a wide range of DNA repair en-
zymes: base excision repair enzymes (NEIL2 [177], 
APE1 [184], DNA polymerase β [177], DNA polymerase 
δ [185], PCNA [186], DNA-ligase IIIα [177], NEIL1, 
PARP1, and PARP2 [187]), mismatch repair enzymes 
(MSH2 [185]), and DNA double-stranded breaks repair 
enzymes (Ku80 [185]). YB-1 is required for the recogni-
tion of bulky lesions by NER factor XPC-HR23b [188] 
and modulates the activity of key and regulatory BER 
enzymes [177, 187, 189–191].

YB-1 is found in stress granules [192], is necessary 
in centrosome formation [193], and has a potential role 
in nucleolar disassembly [194]. The emergence of these 
membraneless compartments, as well as the formation 
of repair complexes at sites of DNA lesions, is orches-
trated by poly(ADP-ribose) [155, 156, 195]. Recent find-
ings have demonstrated that YB-1 is able to modulate 
PAR biosynthesis depending on the level of DNA dam-
age [187] and acts as a target for poly(ADP-ribosyl)ation 
[187, 196]. Another feature is the fact that YB-1 protects 
PAR from cleavage by PARG, extending the half-life 
of the polymer [187]. Figure 4 schematically depicts the 
role played by YB-1 in PAR and RNA metabolism.

Fig. 4. Switching 
of YB-1 cellular 
functions upon 
genotoxic stress 
(schematic rep-
resentation)
1 – nucleus; 
2 – DNA dam-
age; 3 – DNA 
repair enzyme; 
4 – poly(ADP-
ribose); 5 – 
cytoplasmic RNA 
granule;  
6 – ribosome
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Over all, a transcription factor and one of the key 
RNA-binding cytoplasmic proteins, YB-1 display a 
plethora of additional functions that come into play un-
der genotoxic conditions. Besides transcriptional and 
post-transcriptional regulation of gene expression, the 
functions of YB-1 may include participation in DNA 
repair and regulation of repair complex formation 
through PAR-dependent phase transitions of intrinsi-
cally disordered proteins and DNA repair factors en-
riched in IDPRs. YB-1 represents a possible pathway 
in which RBP may act as an extra guardian of genome 
integrity under stress conditions.

CONCLUSIONS
It appears that, the higher the level of an organism, the 
higher is the organizational complexity of its regulatory 
pathways. At the same time, the limited size of the cell 
prompts proteins to assume a multifunctional role. The 
multifunctionality, i.e., the ability to assume different 
functions, is closely linked to the ability to have many 
interaction partners whose structure in most cases is 
determined by the function performed by a protein in 
the cell. A modular structure that provides a variable 
degree of specificity cannot solve this problem, because 
the number of possible interactions remains limited. 
This limitation is beautifully addressed by reducing the 
information volume of the primary structure of nucleic 
acids and proteins. V. Uversky [88, 197] conclusively 

demonstrated that a reduced protein sequence leads 
to the maximum possible structural complexity. The 
occurrence of natively unfolded proteins dramatically 
expanded the range of intracellular interactions due to 
the unique features of this protein kingdom [197]. The 
intrinsic multivalence and their small size render these 
proteins instrumental in a variety of cellular processes 
and make them central players in interactomes, thus 
acting as key regulators of protein networking. 

Along with the emergence of new functions in the 
proteome during evolution, higher eukaryotes have 
developed a wide array of noncoding nucleic acids that 
regulate basic RNA- and DNA-protein interactions. 
The maintenance of genome integrity, particularly, 
depends on the “third nucleic acid,” poly(ADP-ribose), 
generated from NAD+ in the presence of DNA damage. 
PAR formation, which modulates the interactions be-
tween RNA- and DNA-binding proteins and their tar-
gets, leads to the assemblage of functional complexes. 
These functional assemblages are required to regulate 
the key processes that take place in cellular metabolism 
under stress conditions. 
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GLUTAMYL ENDOPEPTIDASES AS MEMBERS OF 
THE STRUCTURAL CHYMOTRYPSIN FAMILY
Glutamyl endopeptidases (GEPases) are enzymes 
that preferentially cleave the bonds of the α-carboxyl 
groups of glutamic acid [1, 2]. GEPases from a number 
of gram-positive bacteria [23–25] and (+)RNA viruses 
have been characterized to date. All GEPases belong 
to the structural chymotrypsin family, which is one 
of the most extensive and well-studied families. Chy-
motrypsin-like protease (CLP) molecules share their 
spatial organization principle; the so-called chymot-
rypsin (or trypsin) fold (Fig. 1). The residue at the P1 
position is a key determinant of the hydrolysis sites 
of CLPs (according to the Schechter and Berger no-
menclature, the cleaved bond of the substrate is locat-
ed downstream of the P1 residue, which corresponds 
to the S1-binding site of an enzyme [26]). Similar to 
pancreatic serine proteases, CLPs are conventionally 
classified into three main groups: 1) hydrolyzing bonds 
formed by the α-carboxyl groups of large hydrophobic 
amino acid residues (chymotrypsin-like specificity), 2) 
cleaving bonds downstream of positively charged res-
idues (trypsin-like specificity), and 3) preferring small 

hydrophobic residues at the P1 position (elastase-like 
specificity) [27]. Furthermore, CLPs with mixed spec-
ificity have been discovered. For example, collageno-
lytic enzymes isolated from crabs exhibit the combined 
specificity of trypsin, chymotrypsin, and elastase [28], 
while bovine duodenase [29] and cathepsin G [30] can 
efficiently hydrolyze the substrates of both trypsin and 
chymotrypsin. In addition, CLPs cleaving bonds pref-
erentially downstream of the Gln residue (e.g., many 
3C-like viral proteases [23]) and being specific to neg-
atively charged amino acid residues (e.g., granzyme B 
that preferentially hydrolyzes bonds downstream of 
Asp residues [31] and the GEPases that this review fo-
cuses on) are known.

CLP molecules consist of two perpendicular 
β-cylindrical domains and a C-terminal α-helix (Fig. 1). 
The catalytic and substrate-binding sites reside in the 
cleft between the two β-cylinders. The functionally 
important residues are predominantly localized in the 
loops connecting the β-strands. The S1 pocket lying 
next to the catalytic residue Ser(Cys)195 (hereinafter, 
chymotrypsin numbering is used) is formed by the re-
gions 189–192, 214–216, and 224–228. In most cases, 

Glutamyl Endopeptidases: The Puzzle of 
Substrate Specificity

I.V. Demidyuk*, K.N. Chukhontseva, S.V. Kostrov
Institute of Molecular Genetics, Russian Academy of Sciences, Kurchatov Sq., 2, Moscow, 123182, 
Russia
*E-mail: duk@img.ras.ru
Received November 2, 2016; in final form, February 22, 2017
Copyright © 2017 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT Glutamyl endopeptidases (GEPases) are chymotrypsin-like enzymes that preferentially cleave the 
peptide bonds of the α-carboxyl groups of glutamic acid. Despite the many years of research, the structural 
determinants underlying the strong substrate specificity of GEPases still remain unclear. In this review, data 
concerning the molecular mechanisms that determine the substrate preference of GEPases is generalized. In 
addition, the biological functions of and modern trends in the research into these enzymes are outlined.
KEYWORDS 3C-like serine protease, chymotrypsin-like protease, epidermolytic toxin, glutamyl endopeptidase, 
substrate specificity, V8 protease. 
ABBREVIATIONS 3Cpro – picornaviral 3C protease; 3CLpro – 3C‑like protease; 3CLSP – 3C-like serine protease; 
BIGEP – GEPase of B. intermedius; Boc-AAPE – tert-butyloxycarbonyl-Ala-Ala-Pro-Glu; CLP – chymot-
rypsin-like protease; EAV-nsp4 – nonstructural protein 4 of equine arteritis virus; Esp – extracellular serine 
protease of S. epidermidis; ET – epidermolytic toxin; ETA, ETB – epidermolytic toxins A and B of S. aureus; 
GEPase – glutamyl endopeptidase; (+)RNA-virus – positive-sense single-stranded RNA virus; Glu‑SGP – 
GEPase of Str. griseus; Glu/Gln‑P1 – an amino acid residue at position P1 of a substrate; Glu‑V8 – protease V8 
of S. aureus; HAstV‑pro – human astrovirus protease; PDB ID – Protein Data Bank (http://www.rcsb.org) iden-
tifier; PRRSV‑nsp4 – nonstructural protein 4 of porcine reproductive and respiratory syndrome; SeMV‑pro – 
Sesbania mosaic virus protease.



18 | ACTA NATURAE |   VOL. 9  № 2 (33)  2017

REVIEWS

the residues at positions 189, 216, and 226 are the key 
determinants of substrate specificity [32, 33]. The en-
zymes capable of recognizing charged residues at posi-
tion P1 carry residues compensating for the substrate 
charge at position 189 (Asp in trypsin [34]) or 226 (Arg 
in granzyme B [35], Glu in cathepsin G [36], and Asp 
in crab collagenase[37] and duodenase [38]). This gives 
grounds for believing that the primary substrate speci-
ficity of CLPs is controlled by a relatively small number 
of structural elements of the S1 site. However, the sub-
strate specificity cannot be “switched” by just transfer-
ring these structural elements from one molecule into 
another.

As it has been demonstrated for the conversion of 
trypsin to chymotrypsin, specificity is also affected by 
a combination of remote structural elements that do 
not directly interact with the substrate. The S1 sites 
are similar in both enzymes. However, substitution of 
the main determinant of the binding of the charged 
substrates of trypsin Asp189 with Ser, which is typi-
cal of chymotrypsin, does not induce the correspond-
ing specificity. Instead, a low-efficiency nonspecific 
protease is formed [39]. Ensuring chymotrypsin-like 

specificity requires substitution of four residues in the 
S1 pocket and modification of the regions remote from 
the S1 site: two surface loops that do not come into di-
rect contact with the substrate [40] and Tyr172 residue 
[41]. Comparison of the crystalline structures and ki-
netic characteristics of the resulting variants to those of 
chymotrypsin and trypsin demonstrates that additional 
modifications are important for accurate positioning 
of the bond being cleaved with respect to the catalytic 
center of the protein (the Ser195–His57 pair and the 
oxyanion hole) rather than for binding the P1 residue 
[40–43].

Hence, according to the data on the structural de-
terminants of the substrate specificity of CLPs, one can 
expect that the preference of negatively charged amino 
acid residues at the P1 position by GEPases is deter-
mined by the same regions of the polypeptide chain as 
in other enzymes belonging to this group. The substrate 
charge compensator is expected to be the key structur-
al determinant of specificity, as well as in all the CLPs 
recognizing charged P1 residues. Arg or Lys at posi-
tion 189 or 226 can be suggested as candidates for this. 
Meanwhile, one should bear in mind that the structure 
of the regions remote from S1 plays a significant role in 
high-efficiency interaction with the P1 residue.

GLUTAMYL ENDOPEPTIDASE FROM 
STREPTOMYCES GRISEUS
Glu-specific protease from S. griseus (Glu‑SGP) (PDB 
ID – 1hpg) was the first GEPase whose spatial struc-
ture was determined [44]. The structure of this enzyme 
is generally typical for CLPs (Fig. 2A) and is the most 
similar to that of bacterial CLPs (proteases A and B 
from Str. griseus and α-lytic protease). The overall ge-
ometry of the S1 site is also very close to the geometry 
of this region in the aforelisted bacterial enzymes. Con-
trary to expectations, no explicit compensator for the 
negative charge of the substrate, Lys or Arg residue, 
was detected in the S1 site. The carboxyl  group of Glu 
at position P1 of the substrate forms hydrogen bonds 
with Ser190 (192 if numbering [44] is used), Ser126, and 
His213. Hence, these residues probably play the key 
role in substrate recognition. The side chain of histi-
dine can be positively charged. However, if pK

a
 of the 

side chain of His213 in the absence of the substrate is 
taken to be 6.4, the imidazole ring will be protonated 
by less than 1% at the pH 8.5 that is optimum for the 
functioning of Glu–SGP; therefore, histidine is expect-
ed to be neutrally charged [44]. Meanwhile, pK

a
 of ami-

no acid residues in the proteins can vary significant-
ly depending on the environment [45]. An analysis of 
the Glu‑SGP structure has revealed that it carries the 
so-called histidine triad containing His199 and His228, 
along with His213. The three His residues permeate 

Fig. 1. Three-dimensional structure of chymotrypsin (PDB 
ID – 5cha). The catalytic triad residues are shown as 
sticks. The regions forming the S1 pocket are shown in 
blue; the positions of the key residues of the S1 pocket 
are shown in magenta. All 3D structure pictures were 
generated using the PyMOL Molecular Graphics System 
(www.pymol.org).
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the C-terminal β-cylindrical domain to form a chain 
of hydrogen bonds that links the carboxyl group of the 
substrate Glu–P1 and, via two water molecules bound 
to the enzyme, the N-terminal rim of the C-terminal 
α-helix of the molecule (Fig. 2B). It was postulated that 
this very structure ensures the transfer of the positive 
charge compensating for the substrate charge from 
the microdipole of the α-helix to His213 of the sub-
strate-binding site [44]. Let us mention that the histi-
dine triad residues in GEPases are not conserved [46] 
and, in addition to Glu–SGP, have been found only in 
the highly homologous enzyme from Str. fradiae [13].

The role of the residues forming the S1 pocket and 
the histidine triad Glu‑SGP was investigated by site-
directed mutagenesis. Any modifications to Ser190(192) 
(Ala/Gly/Asn/Thr/Val) and His213 (Ala/Gly/Lys/
Asn/Arg/Ser/Val) stop the autocatalytic processing 
(at Glu(-1)–Val1 bond) of the GEPase precursor, which 
proves that these residues play a fundamental role in 
the formation of the S1 site. Meanwhile, Ser216 seems 
to be less important, since its substitution for Ala or Gly 
does not result in a loss of activity by the enzyme. A 
similar result was observed for certain modifications 
of histidine triad residues: the mutations His199→Val 
and His228→Ala/Asp/Asn/Ser/Val do not impede en-
zyme processing. All the mutant proteins (His199→Val, 
Ser216→Ala, Ser216→Gly, and His228→Ala) whose 
specificities have been studied maintained their pref-

erence for the substrates carrying Glu-P1 [47]. Hence, 
the hypothesis of the significance of the histidine triad 
in charge compensation has not been confirmed experi-
mentally and the Ser190(192) and His213 residues are 
now believed to play a key role in substrate recognition.

Thus, while the structure of the S1 site is already 
known, it remains unclear how the elements forming 
this site can ensure the observed substrate specificity. 
This controversy remains even more explicit once the 
data on the structure and specificity of viral 3C-like 
serine proteases are examined.

VIRAL 3C-LIKE SERINE PROTEASES
Processing of polyprotein precursors is an integral part 
of the life cycle of most (+)RNA viruses [48–50] and 
typically involves viral papain-like or chymotrypsin-
like proteases, components of the polyprotein [51]. Most 
CLPs from (+)RNA viruses are cysteine proteases, such 
as 3С proteases (3Cpro) of picornaviruses or 3C-like 
proteases (3CLpro) of corona-, poty-, or comoviruses 
[49]. Meanwhile, some enzymes whose active sites con-
tain the serine catalytic residue have been identified. 
These proteins are denoted as 3C-like serine proteases 
(3CLSP) [23]. CLPs from (+)RNA viruses exhibit a nar-
row substrate specificity. The hydrolysis sites of the 3C 
and 3C-like proteases are generally similar and usually 
contain a Gln or Glu residue at the P1 position along 
with a small amino acid residue located downstream 

Fig. 2. Three-dimensional structure of the glutamyl endopeptidase of Streptomyces griseus (1hpg). A – general view. 
B – the histidine triad. The Boc-AAPE ligand (the structure of the protecting group is not shown) is colored in magenta; 
the catalytic triad residues, in blue; the residues directly interacting with the carboxyl group of Glu-P1, in orange; and 
the histidine triad, in yellow. Water molecules are represented as blue spheres. The distances are given in angstroms.

А B
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Fig. 3. Three-dimensional structures of viral glutamyl endopeptidases. A – EAV‑nsp4 (PDB ID – 1mbm; blue) and 
Glu‑SGP (1hpg; yellow). B – EAV‑nsp4 (cyan) and PRRSV‑nsp4 (3fan; magenta). C – Glu‑SGP (yellow) and SeMV‑pro 
(1zyo; cyan). D – SeMV‑pro (cyan) and HAstV‑pro (2w5e; magenta). The catalytic triad residues are designated.

A B

C D
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(Gly, Ala, or Ser) [23, 52]. Some proteases cleave the 
bonds formed by both Gln and Glu [53–57], while oth-
ers prefer Gln-P1 (e.g., 3Cpro or 3CLpro of picornavi-
ruses and coronaviruses [23, 48]) or are true GEPases 
cleaving the polypeptide chain right after Glu. Such 
specificity is exhibited by CLPs of arteri-[23], sobemo- 
[25], and astroviruses [24].

Arteriviral GEPases denoted as Nsp4 (nonstructural 
protein 4) [23] are serine proteases [58, 59]. Their prop-
erties have been studied, and the spatial structures of 
Nsp4 of the equine arteritis virus (EAV) and porcine 
reproductive and respiratory syndrome virus (PRRSV) 
have been identified. The 3D structure of EAV-Nsp4 
is generally typical of CLPs (PDB ID – 1mbm). Mean-
while, the catalytic domain of the enzyme formed by 
two perpendicular β-cylinders also has a C-terminal 
extension (Fig. 3A) [60]. The structure of PRRSV-Nsp4 
(PDB ID – 3fan) is similar to that of EAV-Nsp4; how-
ever, it noticeably differs in the mutual arrangement 
of the catalytic and C-terminal domains (Fig. 3B) [59].

The architectures of the S1 sites of EAV-Nsp4 and 
Glu‑SGP are very similar (Fig. 4A). The S1 pocket con-
tains the same three main structural elements: His213 
(134 in EAV-Nsp4, 1198 in polyprotein), Thr190 (115, 
1179) corresponding to Ser190 in Glu‑SGP, and Ser216 
(137, 1201) [60]. All three residues are also found in 
the primary structure of PRRSV-Nsp4 [58, 59]. How-
ever, the crystal structure analysis data show that 
the S1 site of the latter enzyme has a structure differ-
ent from those of EAV-Nsp4 and Glu‑SGP (Fig. 4B). 
The position of the polypeptide chain region 190–194 
(113–117 in PRRSV-Nsp4) is altered compared to that 
in most CLPs, resulting in a nontypical configuration of 
the oxyanion hole and a significant distance between 
Thr190(113) and the carboxyl group of Glu‑P1. Fur-
thermore, the position of the Ser216-containing loop 
216–220 (136–140) could not be detected by a crystal 
structure analysis, thus demonstrating that this region 
is highly flexible. The arrangement of the most con-
served residue in the S1 site, His213(133), in the afore-
mentioned three proteins is identical [59]. This situation 
probably does not describe the state of PRRSV-Nsp4 in 
the solution but is an artifact of free-enzyme crystal-
lization.

The importance of the His213 and Thr190 residues 
for the functioning of EAV‑Nsp4 was confirmed using 
site-directed mutagenesis experiments. It was demon-
strated by modifying the catalytic triad residues that 
processing of the polyprotein involving cleavage of the 
bonds after Glu residues depends on the activity of 
EAV‑Nsp4. The modifications His213(1198)→Lys/Arg/
Tyr also terminated the processing. The same effect 
was observed with the Thr190(1179)→Asp substitution; 
however, the mutations Thr190(1179)→Ser/Gly only 

slightly reduced the processing efficiency [58]. In com-
bination with the data obtained using the Glu–SGP 
model, these results demonstrate the fundamental sig-
nificance of His213 and the considerably smaller role of 
the residues 190 and 216 for the hydrolysis of specific 
substrates by GEPases. Meanwhile, it still remains un-
clear whether His213 is a key element in the recogni-
tion of the charged substrate and what contribution to 
the formation of substrate specificity is made by Thr/
Ser190 and Ser216. An analysis of the structures of oth-
er viral GEPases will shed more light on some of these 
questions.

Sesbania mosaic virus protease (SeMV‑pro) has a 
3D structure typical of CLPs (PDB ID – 1zyo) that is 
more similar to those of cellular (in particular, Glu–
SGP) rather than viral representatives of this family 
(Fig. 3C) [61]. The protease carries the conventional 
catalytic triad; modification of its residues terminates 
polyprotein processing [62]. Similar to all GEPases, the 
conserved residues His213(298) and Thr190(279) are 
maintained, located within the S1 site of the enzyme. 
However, position 216(301) is occupied by a large hy-
drophobic residue, Phe (Fig. 4C). Superimposition of 
the 3D structures of SeMV‑pro and Glu‑SGP com-
plexed with the tetrapeptide product of proteolysis of 
tert-butyloxycarbonyl-Ala-Ala-Pro-Glu (Boc-AAPE) 
demonstrates that the side chain of the Glu–P1 resi-
due fits well the S1 pocket of viral protease. In order 
for the volume of the S1 pocket to be retained if there 
is a residual with a bulky side chain, the main protein 
chain needs to be significantly shifted in the 214(299)–
223(308) region and the resulting space needs to be 
filled with the side chain of the Asp223(308) residue 
that is involved in the formation of the bottom of the S1 
pocket, but apparently does not directly interact with 
Glu‑P1 (Fig. 4C). This situation demonstrates that Ser 
216 and the hydrogen bond between residue 216 and 
the γ-carboxyl group of Glu–P1 play no role in ensur-
ing glutamate specificity. Unfortunately, no experi-
ments involving the modification of Phe216(301) within 
SeMV–pro have been carried out. Meanwhile, the sub-
stitutions of His213(298) and Thr190(279) for Ala, but 
not the Asp223(308)→Ala mutation, completely inhibit 
the processing in cis of the SeMV‑pro/VPg fusion pro-
tein (VPg being the viral protein following SeMV‑pro 
in the polyprotein) in the model system [61].

The substrate specificity of human astrovirus pro-
tease (HAstV‑pro) has been poorly studied. There is a 
lack of consistency in the data on the processing sites 
of viral polyprotein performed by this enzyme [63]. 
Meanwhile, it was demonstrated by using a recombi-
nant enzyme and a series of synthetic substrate in vi-
tro that HAstV‑pro cleaves only the bonds formed by 
the α-carboxyl  groups of Glu and Asp [24]. The spatial 
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Fig. 4. S1 sites of viral Glu– 
and Gln–specific proteases. 
A – EAV‑nsp4 (1mbm; cyan) 
and Glu‑SGP (1hpg; yellow) 
complexed with Boc-AAPE 
(magenta; the structure of 
the protecting group is not 
shown). B – EAV‑nsp4 (cyan) 
and PRRSV‑nsp4 (3fan; yel-
low); the Boc-AAPE from the 
Glu‑SGP structure (magenta) 
is inserted into the S1 site. C – 
Glu‑SGP (yellow) complexed 
with Boc-AAPE (magenta) 
and SeMV‑pro (1zyo; cyan). 
D – Glu‑SGP (yellow) com-
plexed with Boc-AAPE (ma-
genta) and HAstV‑pro (2w5e; 
cyan). E – Glu‑SGP (yellow) 
and Gln/Glu-specific Norwalk 
virus protease (4in1; cyan) 
with Cys195→Ala substitution 
complexed with tetrapeptide 
Ile-Asn-Phe-Glu (magenta). 
F – EAV‑nsp4 (cyan) and 
Gln-specific human rhinovirus 
3C protease (1cqq, yellow) 
complexed with inhibitor 
AG7088 (magenta). Dashed 
lines represent hydrogen 
bonds.
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structure of HAstV‑pro (PDB ID – 2w5e) is generally 
similar to that of SeMV‑pro (Fig. 3D) but has a num-
ber of specific features. Hence, the Asp102 residue (489 
in polyprotein) of the catalytic triad that also contains 
Ser195(551) and His57(461) possesses a noncanonical 
conformation [24].

The structure of the S1 site also noticeably differs 
from the ones discussed above. Despite the fact that 
the His213 residue and its position are invariant, Ser at 
position 216 is substituted by Asn216(569), whose am-
ide group actually occupies the place of the γ-carboxyl 
group of the substrate Glu‑P1 as demonstrated by 
the superposition of the HAstV‑pro structure and 
Glu‑SGP complexed with the ligand (Fig. 4D). This 
significantly reduces the S1 pocket [24], whose vol-
ume does not match the Glu side radical. Furthermore, 
the conformation of the main-chain region 189–193 
(545–549) differs from that in most CLP; thereafter, 
the conserved Thr190 residue lies far from the S1 
site and is turned sideways. The position of the region 
189–193 resembles the configuration of this region in 
PRRSV‑Nsp4. Taking into account these differences 
from the structures of other GEPases and CLPs, it is 
rather arduous to draw any specific conclusions re-
garding the interactions between HAstV‑pro and the 
P1 residue of the substrate.

Having summarized the data on viral GEPases and 
Glu–SGP, one can draw a conclusion that His213 is the 
shared element of the S1 pocket, while its modification 
causes enzyme inactivation in most cases. This residue 
can be positively charged; therefore, it is regarded as 
a candidate for being the key structural element that 
determines the substrate preferences of Glu-specific 
proteases. The Thr/Ser190 residue is also conserved in 
all GEPases, but its modification does not result in a loss 
of specific activity by the enzymes and possibly does 
not play any crucial role in the recognition of the Glu-
P1 residue of the substrate. Finally, the nature of resi-
due 216 is unessential in ensuring substrate specificity. 
As a result, GEPases carry residues with strongly dif-
ferent properties, Ser, Asn and Phe, at these positions. 
Additional information on the structural determinants 
of the substrate specificity of GEPases can be obtained 
by analyzing the viral 3C and 3C-like proteases that 
exhibit specificity to Gln at position P1. 

Comparison of the primary and spatial structures 
of GEPases and 3C/3CLpro shows the similarity be-
tween their S1 sites (Figs. 3E,F). First, all 3C/3CLpro, 
identically to GEPases, contain the conserved His213 
residue [64–76], whose modification results in enzyme 
inactivation [77–79]. This fact allows one to infer that 
this residue is not the key determinant of recognition 
of the substrate charge but is fundamental in ensur-
ing a correct geometry of the S1 site. Second, most 

3C/3CLpros retain the Thr/Ser190 residue that is typi-
cal of GEPases [58], thus confirming the conclusion that 
it is crucial for the formation of an adequate geometry 
of the S1 pocket rather than for charge recognition. 
The third element of the S1 site of GEPases at position 
216, in 3C/3CLpro, is typically replaced with Gly (Fig. 
4F) and sometimes Ala (Fig. 4E) residues, which have 
not been found in the known GEPases. The latter fact 
provides grounds for speculation about the involve-
ment of Ser216 in the compensation for the substrate 
charge in GEPases [60]. However, mutagenesis in the 
Glu–SGP model shows that the Ser216→Ala/Gly sub-
stitution does not make the substrates with Gln–P1 the 
preferred ones, although it increases efficiency in their 
hydrolysis [47]. Furthermore, the data on GEPases with 
Phe/Asn216 residues that have been discussed do not 
support these assumptions. It is worth mentioning an-
other hypothesis that still remains unverified. Since all 
GEPases are serine proteases, while Gln-specific en-
zymes are cysteine proteases, it is fair to assume that 
the difference in their substrate specificity depends on 
catalytic residues.

Hence, none of the detected conserved structural 
elements of the S1 site of Glu‑SGP and viral 3CLSP 
seems to determine the preference of these enzymes 
for the Glu residue at the P1 position of the substrate. 
Therefore, this specificity of the GEPases of viruses 
and Streptomyces is ensured by structural determi-
nants that do not directly reside in the substrate-bind-
ing site. However, the conventional research method 
combining the 3D structure analysis, site-directed mu-
tagenesis, and studying the catalytic properties of en-
zymes has not identified these determinants yet. Stud-
ies focused on bacterial GEPases seem more successful.

STAPHYLOCOCCAL EPIDERMOLYTIC TOXINS
Staphylococci produce two types of GEPases: enzymes 
similar to V8 protease from Staphylococcus aureus 
(Glu‑V8), which will be discussed below, and epider-
molytic toxins (ETs). ETs are the key virulence factors 
responsible for the development of bullous impetigo 
and its generalized form, staphylococcal scalded skin 
syndrome, as well as similar animal diseases [80, 81]. 
The biological activity of ETs is associated with their 
ability to cleave with high specificity the Glu381-Gly 
bond in desmoglein 1, the desmosomal protein of cad-
herin type that mediates intercellular contacts (see 
more details in review [80]). In addition, ETs cleave the 
ester bonds formed by the carboxyl groups of Glu res-
idues in vitro [82].

The spatial structures of epidermolytic toxins A [83, 
84] and B [85] from S. aureus demonstrate that ETs be-
long to the CLPs family (Fig. 5). Meanwhile, these pro-
teins exhibit unique features, the N-terminal α-helix 
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being one of them. The second feature consists in the 
unusual position of the residues forming the oxyanion 
hole: the Pro/Val192–Gly193 peptide bond (chymo-
trypsin numbering being used) is rotated 180° com-
pared to other CLPs. As a result, a hydrogen bond is 
formed between the carbonyl oxygen of residue 192 
and the hydroxyl group of catalytic Ser195 that seems 
to impede the manifestation of activity. After a struc-
tural analysis, a hypothesis has been put forward that 
binding between ET and the substrate (or a receptor) 
that the N-terminal α‑helix is involved in results in a 
rearrangement of the active site and enzyme activa-
tion [83].

Identically to all the GEPases discussed above, the 
S1 pockets of ETs contain three key elements, two of 
which are the conserved His213 and Thr190 residues 
(Fig. 6). The third key element, as it has been predicted 
by simulation of the 3D structures [46], is Lys at posi-
tion 216, which is an ideal candidate for compensat-
ing for the negative charge of Glu-P1 (Ser being typi-
cally found at this position in other GEPases). The Lys 
residue is conserved in most ETs from S. aureus and 
S. hyicus, while ExhA (an ET isolated from S. hyicus) 
contains Arg at position 216 [86, 87]. The significance of 

Lys216 for the hydrolysis of substrates containing the 
Glu residue has been confirmed by site-directed muta-
genesis experiments performed for the ETA model [88]. 
Any of the Lys216→Ala/Glu/Thr substitutions, iden-
tically to mutations in residues of the catalytic triad, 
resulted in a loss of the protein’s ability to cleave N-
Boc-L-glutamic acid α-phenyl ester and loss of epider-
molytic activity.

Hence, in the case of ET, the positively charged 
residue that probably compensates for the substrate 
charge was detected directly in the S1 site, at position 
216, which is important for substrate recognition by all 
CLPs. This compensator is critical for exhibiting en-
zymatic activity by ET. Meanwhile, there is no direct 
evidence yet that Lys/Arg216 in ET is responsible for 
glutamate specificity. The S1 sites of ET, except for 
Lys216, are very similar to the corresponding regions of 
GEPases from viruses and Streptomyces (Fig. 6). How-
ever, the findings presented above demonstrate that 
residue 216 is not significant in ensuring the substrate 
specificity of these enzymes. It should be inferred that 
different GEPase groups have different substrate rec-
ognition mechanisms. The standard charge compen-
sator in the S1 pocket is the key structural element in 

Fig. 5. Three-dimensional structures of the epidermolytic toxins of S. aureus. A – ETA (1agj; cyan) and Glu‑SGP (1hpg; 
yellow). B – ETA (cyan) and ETB (1qtf; magenta). The catalytic triad residues are designated.
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ETs; in enzymes from viruses and Streptomyces, it is 
some other remote structural element. This conclusion 
has been supported by the data obtained for other bac-
terial GEPases.

OTHER BACTERIAL GLUTAMYL ENDOPEPTIDASES
In addition to GEPases from Streptomyces and ETs, a 
number of proteases secreted by gram-positive bac-
teria and possessing common structural features have 
been characterized. The simulation of the 3D structures 
of enzymes belonging to this group (Glu-V8, GEPases 
from Bacillus licheniformis and B. subtilis) conducted 
at early stages of the study of GEPases produced the 
assumption that compensation of the substrate charge 
in all three proteins is ensured by the α-amino group 
of residue 1 in the mature enzyme [46]. Localization 
of the N-terminal residue in the S1 site of GEPases of 
this group was verified later by experimental data on 
the tertiary structures of GEPase from B. intermedius 
(BIGEP) [89], Glu‑V8 [90], and extracellular serine pro-
tease from S. epidermidis (Esp) [91].

The proteins under discussion possess high structur-
al similarity with each other and with staphylococcal 
ETs; their structure is typical of CLPs. Their molecules 
consist of two β-domains separated by a deep cleft con-
taining the active site (Fig. 7). The general architecture 
of the S1 sites in Glu‑V8, BIGEP, and Esp is similar to 

that of analogous regions in other GEPases and con-
tain the mandatory elements: His213 and Ser/Thr190 
(Figs. 8A,B). Meanwhile, the Gly residue is located in 
the third key position of the S1 pocket, which is a fea-
ture of viral Gln-specific 3C– and 3CLpro as discussed 
above. However, the absence of residue 216 side radi-
cal that can form a hydrogen bond with the carboxyl 
group oxygen of the substrate is compensated for, as 
predicted earlier, by the α-amino group of Val1, which 
occupies a position corresponding to that of the ε-amino 
group of the Lys216 residue in ET (Fig. 8C). Hence, 
a unique situation seems to take place for Glu‑V8, 
BIGEP, and Esp, when protease specificity is deter-
mined by the N-terminus of the polypeptide chain. The 
originality of this “design concept” consists in the fact 
that Glu‑V8, BIGEP, and Esp are synthesized by the 
cell as precursors that involve the signal peptide and 
propeptide, in addition to the catalytic domain. Hence, 
the N-terminus of a mature protein and, therefore, the 
S1 pocket are formed only after processing. This situ-
ation resembles the mechanism of activation of mam-
malian CLPs: after the propeptide was removed, the 
N-terminal NH

2
-group of the mature protein formed 

a salt bridge with the Asp194 residue, thus triggering 
structural rearrangements in the enzyme molecule that 
result in its activation due to the formation of a proper 
structure of the S1 site and an oxyanion hole [92–96].

Fig. 6. S1 sites of the epidermolytic toxins of S. aureus. A – ETA (1agj; cyan) and Glu‑SGP (1hpg; yellow) complexed 
with Boc-AAPE (magenta; the structure of the protecting group is not shown). B – ETA (cyan) and ETB (1qtf, yellow); 
the Boc-AAPE from the Glu‑SGP structure (magenta) is inserted into the S1 site. Dashed lines represent hydrogen 
bonds.
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Fig. 7. Three-dimensional structures of bacterial glutamyl endopeptidases. A – BIGEP (1p3c, cyan) and Glu‑SGP (1hpg; 
yellow). B – BIGEP (cyan) and Glu‑V8 (1qy6; magenta). C – Glu‑V8 (magenta) and Esp (4jcn; cyan). D – Glu‑V8 (ma-
genta) and ETA S. aureus (1agj; cyan). The catalytic triad residues are designated.
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Site-directed modification of the residues in the S1 
sites of BIGEP and Glu‑V8 provided interesting results. 
First of all, the GEPase variant with a modification of 
the His213 residue was studied for the first time. Muta-
tions of this type had been inserted earlier [47, 58], but 
no proteins were obtained. It was demonstrated that 
BIGEP with the His213(186 in BIGEP)→Thr substitu-
tion does not alter substrate preference and cleaves the 
protein substrate only after Glu residues. Meanwhile, 
modification significantly affects the catalysis effec-
tiveness (the k

cat 
decreases more than 600-fold) but has 

a relatively low impact on substrate binding (the K
M

 
increases approximately fivefold) [97]. Interestingly, a 
similar effect is also observed when the substrates con-
taining the Asp residue at the P1 position are cleaved 
by native GEPases: the K

M
 increases approximately 

sixfold, while the k
cat

 declines by the same order of 
magnitude (~150-fold) [98]. These findings allow one 
to conclude that the conserved His213 residue is not 
the key element that determines the recognition of the 
negative charge of the substrate by GEPases but seems 
to be significant for accurate positioning of the cleaved 
bond with respect to the nucleophile (oxygen of the hy-
droxyl group of Ser195). This conclusion is consistent 
with the fact that His213 is the common structural ele-
ment for Glu- and Gln-specific proteases.

The data on the role of the N-terminal residue in the 
functioning of GEPases were obtained for the Glu–V8 
model. The substitution of the N-terminal Val for Leu/
Ala/Phe/Gly/Ser was shown to reduce the efficiency of 
hydrolysis of the substrates carrying the Glu residue ap-
proximately 3-, 20-, 50-, 100-, and 200-fold, respectively 
[9, 99]. The more properties of the residue are similar to 
those of Val, the smaller the decrease in activity is. This 
result indicates that residue 1 is important for enzyme 
function and can be explained by the fact that devia-
tions of the position of the α-amino group of this resi-
due from the optimal position are different in mutants. 
Furthermore, Glu‑V8 variants with additional amino 
acid residues, propeptide fragments, at the N-terminus, 
have been successfully obtained. Insertion of additional 
residues (from 1 to 39) in all cases significantly reduced 
enzymatic activity in hydrolyzing the substrates con-
taining Glu‑P1 [9, 100] but had a smaller impact on the 
efficiency of hydrolysis of similar substrates carrying 
Gln‑P1. The mutants maintained their preference for 
substrates containing Glu‑P1; cleavage efficiency was 
10–20 times higher [100]. Hence, the α-amino group of 
the N-terminal Val residue probably makes a very sig-
nificant contribution to the recognition of the charged 
substrate by the bacterial GEPases under discussion but 
is not fully responsible for enzyme specificity.

Summarizing all the available data regarding 
GEPases, a conclusion can be drawn about the dif-

А

B

C

Fig. 8. S1 sites of bacterial glutamyl endopeptidases. 
A – BIGEP (1p3c, cyan) and Glu‑SGP (1hpg; yellow) 
complexed with Boc-AAPE (magenta; the structure of 
the protecting group is not shown). B – BIGEP (cyan) and 
Glu‑V8 (1qy6, yellow). C – BIGEP (cyan) and ETA (1agj, 
yellow). In B and C, the Boc-AAPE from the Glu‑SGP 
structure (magenta) is inserted into the S1 site. Dashed 
lines represent hydrogen bonds.
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ferences in the mechanisms of recognition of charged 
substrates by enzymes belonging to various groups. 
This indicates that GEPase branches have appeared 
several times in the evolutionary tree of CLPs, prob-
ably on the basis of the fundamental structure of the 
S1 pocket that is equally suitable for ensuring both glu-
tamate and glutamine specificities and is most similar 
to the structure of the S1 regions of viral enzymes. The 
necessity for several structural variants of specificity 
optimization apparently is supposed to be caused by the 
differences in the functions of proteases belonging to 
different groups. An analysis of the published data on 
GEPases reveals that variations in the structure of the 
S1 sites in these enzymes correlate with the differences 
in the maturation mechanisms of their precursors. This 
observation allows one to put forward a hypothesis that 
the charge-compensation method depends on the mat-
uration mechanism of the precursor protein.

STRUCTURAL DETERMINANTS OF SUBSTRATE 
SPECIFICITY AND MATURATION OF GLUTAMYL 
ENDOPEPTIDASE PRECURSORS
All GEPases are synthesized as precursors. However, 
the enzyme processing mechanisms significantly dif-
fer and can be subdivided into three groups. GEPases 
from Streptomyces and viruses are processed autocat-
alytically [47, 51]. ET precursors contain only a secre-
tory leader [3] and, therefore, are processed by signal 
peptidase. For bacterial GEPases similar to Glu‑V8 and 
BIGEP, propeptide is removed heterocatalytically by 
different proteases [22, 100–104], with just one excep-
tion [21]. Comparison of the structures of the S1 sites of 
GEPases and the processing mechanisms shows that 
no explicit substrate charge compensator is revealed in 
the S1 pocket in autoactivated enzymes; the S1 site of 
ET is characterized by the presence of the Lys216 res-
idue, while the GEPases similar to Glu–V8 and BIGEP 
processed heterocatalytically contain an α-amino group 
of the N-terminal residue. Let us discuss these matches 
in the context of the biological functions of proteases 
belonging to each group.

Viral GEPases are synthesized as part of the long 
polyprotein, its selective hydrolysis being the main 
function of these enzymes [25, 51, 105, 106]. Hence, 
viral GEPases function inside the cell and start act-
ing immediately after the polyprotein is synthesized. 
Therefore, the active site of the enzyme, including the 
specificity-determining regions, needs to form and be 
able to perform high-specificity hydrolysis already as 
part of the precursor protein, maintaining its structure 
after processing. The function of GEPases from Strep-
tomyces appears to be fundamentally different. These 
extracellular enzymes are synthesized as conventional 
protease precursors carrying prepropeptide. The func-

tions of the prosequences of GEPases from Streptomy-
ces are yet to be elucidated; however, one can assume 
that propeptides ensure the kinetic stability of mature 
molecules and partake in their secretion, by analogy 
with the closely related protease B from Str. griseus 
[107, 108]. Meanwhile, autocatalytic processing and the 
lack of a noticeable post-translational regulation of ac-
tivity make this situation similar to that reported for 
viral enzymes: the active site needs to have completely 
formed within a precursor and maintained intact af-
ter a mature molecule has formed. In both cases, this 
problem seems to have one structural solution (Fig. 4). 
The S1 pocket does not have a direct charge compen-
sator. The N-terminus is remote from the active site 
in the mature protein. Therefore, it does not partake 
in the formation of the S1 site as it is involved in pro-
cessing. The structural elements responsible for gluta-
mate specificity, which have not been identified yet, 
reside outside the S1 region and probably form before 
precursor processing. Hence, the structural elements 
that change during maturation are not involved in the 
formation of the molecule sites important for catalysis.

The opposite is observed for GEPases synthesized as 
preproprotein (e.g., Glu-V8). Not only are these prote-
ases subjected to heteroactivation [101–103, 109], but 
they are also involved in regulatory activation cascades 
as it was demonstrated for Glu‑V8 [110–112]. This im-
plies that activity is strictly controlled via a rather 
complex and somewhat controversial mechanism. At 
first glance, the Glu–V8, BIGEP, and Esp precursors 
are supposed to be inactive, since the S1 site in these 
proteins is formed only in the mature molecule (Figs. 
7 and 8). Meanwhile, data have been published dem-
onstrating that the precursors of Glu‑V8 [113], BIGEP 
[109], Esp [7], as well as GEPases from B. licheniformis 
[114], B. subtilis [102], and Thermoactinomyces sp. [21] 
are capable of autoprocessing; in most cases, it is the 
bonds corresponding to the specificity of the mature 
enzymes that are cleaved [7, 21, 109, 114]. Furthermore, 
glutamate activity in trans of precursor analogues has 
been detected [100]. These facts cast doubt on the mere 
possibility of regulating the activity of the proteases 
under discussion, although a closer look at the precur-
sor activation mechanism demonstrates that the situa-
tion is more complex.

Autoprocessing (maybe intramolecular) of native 
enzymes that spontaneously occurs both in vitro and 
in vivo results in the formation of protein species with 
propeptide fragments usually 3–15 a.a.r. long rather 
than in complete deletion of the prosequence [7, 100, 
109, 113, 114] that corresponds to the size of propep-
tides in mammalian CLPs. These species exhibit no 
activity with respect to protein substrates and low 
activity with respect to peptides in trans and can be 
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activated only heterocatalytically [7, 100, 109, 113, 114]. 
To make the picture complete, we would like to add 
that data on the enzyme from Thermoactinomyces sp. 
carrying Glu1, which can be autoactivated in vitro in a 
heterologous expression system [21], identically to the 
previously artificially obtained mutants of other GE-
Pases [109, 114], have been published recently. Hence, 

maturation of enzymes similar to Glu–V8 is a stepwise 
process. These proteins seem to contain two propep-
tides. The first one is a long folding assistant [99, 109] 
that ensures the kinetic stability of a mature protein 
as often occurs in bacterial proteases [115]. The second 
propeptide, which is short and forms after the first pro-
cessing step, is the activation unit [109, 113, 114] that 

Fig. 9. Phylogenetic tree of chymotrypsin-like proteases. Branches corresponding to GEPases are colored: in orange – 
a compensator of the substrate charge at the enzyme S1 site has not been identified; magenta – Lys216 at the S1 site; 
and blue – α‑amino group of the N‑terminal residue at the S1 site. GEPases: Glu‑SFP of Str. fradiae, SEGEP of S. epider-
midis, SWGEP of S. warneri, ScohGEP of S. cohnii, ScapGEP of S. caprae, BLGEP of B. licheniformis, BSGEP of B. sub-
tilis, TS‑GSE of Thermoactimomyces sp., EFGEP of Ent. faecalis; ExhA, ExhB, ExhC and ExhD – epidermolytic toxins A, 
B, C and D of S. hyicus. NV‑pro – Norwalk virus protease; HRV‑3C, HAV‑3C – proteases 3C of human rhinovirus and 
hepatitis A virus; aLP – α-lytic protease of Lysobacter enzymogenes; Sgt, SgpA, SgpB – trypsin, proteases A and B 
of Str. griseus; kall‑1, trypsin, nelast, cathG, granB – human kallikrein 1, trypsin 1, neutrophil elastase, cathepsin G and 
granzyme B; chymo, elast – bovine chymotrypsin A and elastase 1; tonin – rat tonin. Sequence alignment and neigh-
bor-joining tree reconstruction was carried out using ClustalX 2.1 (www.clustal.org). The tree was visualized with the 
use of FigTree software (tree.bio.ed.ac.uk/software/figtree/). The numbers represent the number of dendrograms in 
which the individual bifurcations were reproduced during bootstrap sampling of 1,000 trees.
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maintains the inactive state of the enzyme. Further-
more, it cannot be ruled out that the structure of the 
active site of proteases changes after the first propep-
tide portion is removed. It is fair to say that propeptides 
of the discussed group of GEPases simultaneously com-
bine properties typical of the propeptides of bacterial 
CLPs and mammalian enzymes. Hence, the need for 
strict regulation of the activity of Glu‑V8-like enzymes 
is satisfied through the formation of the S1 pocket only 
after the propeptide has been deleted. A mechanism 
similar to the activation mechanism of mammalian 
CLPs is used: involvement of the N-terminal amino 
group in the structure of the molecule elements es-
sential for catalysis. However, the folding assistant is 
deleted autocatalytically due to the basic specificity of 
the enzymes.

Staphylococcal ETs are the intermediate variant. 
On the one hand, their precursors are processed het-
erocatalytically. On the other hand, processing is not 
related to activity regulation, since it only involves sig-
nal peptide deletion. Hence, neither the formation of a 
functionally active enzyme before processing nor strict 
activity regulation is required. The variant observed 
in GEPases from viruses and Streptomyces would be 
suitable here. However, a phylogenetic analysis dem-
onstrates that ETs are most likely to be Glu–V8 para-
logues (Fig. 9, see discussion below); i.e., these proteins 
are “engineered” on the same basis as Glu–V8 and 
employ essentially the same architecture of the S1 
site (Fig. 8). Meanwhile, unlike Glu–V8, ETs contain 
no propeptides, being indicative of a different folding 
mechanism [115], and exhibit a much narrower speci-
ficity. They are inactive with respect to most proteins 
and peptides, which is possibly attained through insert-
ing the Lys216 residue and reducing the volume of the 
S1 pocket, as well as due to the unusual conformation 
of the oxyanion hole [83].

In the context of our discussion, it would be inter-
esting to trace the phylogeny of GEPases. The only at-
tempt at a phylogenetic analysis of enzymes belonging 
to this group was found in a study published 20 years 
ago [46]. Therefore, in this review we compared the se-
quences of the characterized GEPases and some CLPs 
with different specificities in order to build a phyloge-
netic tree (Fig. 9). First, we would like to mention, as 
the authors of [46] did, that there is an impression that 
GEPases have appeared in the phylogenetic tree of 
GLPs at least twice. This is indicated by the presence of 
two remote branches of bacterial GEPases: one branch 
contains proteins similar to Glu‑V8 and ET, while the 
second one corresponds to enzymes from Streptomy-
ces. (The phylogenetic position of viral proteases is dif-
ficult to infer, since the topology of the resulting tree 
in the portion concerning these proteins is unreliable.) 

It is especially illustrative that GEPases from Strepto-
myces are just a small sprout in the branch of bacterial 
proteases exhibiting broad specificity. This observa-
tion gives grounds for assuming that there is quite a 
high probability that glutamate specificity (actually, 
any other specificity) develops via the chymotrypsin 
fold. Modification of the key residues of the S1 pocket 
(His213, Thr/Ser190) that provide the required geom-
etry and minimal interactions for the binding of Glu/
Gln residues is apparently needed for that. However, 
this basic specificity probably needs to be enhanced, 
which can be achieved through different mechanisms, 
in particular by inserting a compensator into the S1 
site. However, this is not the only possibility as dem-
onstrated by the analysis of enzymes from viruses and 
Streptomyces. Special attention should be focused on 
the branch combining all bacterial GEPases, except for 
enzymes isolated from Streptomyces. As expected, the 
topology of this branch corresponds to the taxonomy 
of producer bacteria. ETs and staphylococcal enzymes, 
such as Glu-V8, share the phylogenetic tree’s branch; 
i.e., they are structurally closer to each other than they 
are to the remaining bacterial GEPases.

CONCLUSIONS
Our analysis demonstrates that all known GEPas-
es belong to the structural family of chymotrypsin 
and possess a similar overall structure of the S1 sub-
strate-binding site. Enzymes in this group have sev-
eral different systems of substrate charge compensa-
tion. The differences in the mechanisms of negative 
charge recognition correlate with the differences in 
the architecture and processing pathways of the pre-
cursors, which is probably determined by the biologi-
cal functions of the corresponding proteases. All these 
facts provide grounds for assuming that GEPases have 
emerged in the phylogenetic tree of CLP at least twice. 
However, we have to admit that the data on the struc-
ture and mechanisms of action of GEPases available to-
day are not sufficient to solve the puzzle of their strict 
substrate specificity.

It should be emphasized that the focus of studies 
devoted to GEPases shifts from the investigation of 
enzymes towards analyzing their biological functions, 
typically because of the pathogenesis. Thus, the in-
volvement of staphylococcal GEPases in the regulation 
of biofilm growth is studied intensively today, primar-
ily due to the hope of finding new strategies to combat 
staphylococcal infection [116]. Viral GEPases are be-
ing thoroughly studied in connection with attempts to 
design effective antiviral drugs. Meanwhile, GEPases 
are usually not isolated from the entire pool of 3C-like 
proteases in pursuit of universal inhibitors of the pro-
cessing of viral polyproteins. Engineering of inhibitors 
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requires extensive investigation into protein–ligand 
interactions, which implies obtaining a large body of 
structural data (e.g., [76, 117]). The study of the role 
of GEPases in the viral life cycle is still underway [24, 
118]. The recent studies devoted to viral 3C and 3C-like 
proteases, including GEPases, as apoptosis inductors 
deserve special mention [119–122]. Research into GE-
Pases in the medical context will undoubtedly contin-

ue. It should be emphasized that, since strict substrate 
specificity underlies the biological activity of GEPases, 
novel data on its structural determinants will be inevi-
tably collected during these studies. 

This work was supported by the Russian Science 
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INTRODUCTION
The inherited nature of Huntington’s disease (HD) was 
discovered and described by George Huntington in his 
original paper almost a century and a half ago [1]. HD 
has an autosomal dominant type of inheritance and is 
caused by a mutation that leads to an increased number 
of CAG-repeats in the huntingtin (Htt) protein gene lo-
calized on chromosome 4p16.3. This mutation increases 
the number of glutamine (Q) residues in the N-termi-
nal region of Htt, which, in different ways, leads to the 
observed pathologies [2]. Normally, the polyglutamine 
tract contains no more than 35 glutamines [3]. Hun-
tington’s disease is characterized by selective death of 
GABAergic striatal neurons [3], while dopaminergic 
neurons of the substance nigra are what are mainly af-
fected in Parkinson’s disease [4], and preferential loss 
of hippocampal neurons occurs in Alzheimer’s disease 
[5]. To date, several mechanisms are believed to con-
tribute to the pathogenesis of HD, including the new 
toxic properties of mutant Htt (mHtt), concomitantly 
with the dysfunction of normal Htt [6]. These changes 
lead to a dysregulation of the transcription of the gene 
encoding Htt [7], synaptic dysfunction and excitotoxic-
ity [8, 9], mHtt dyshomeostasis [10], intracellular trans-

port defects [11], mitochondrial dysfunction [12–14], 
and calcium signaling disturbances [15–17].

MANIFESTATION AND DIAGNOSIS OF HD
The prevalence of HD is quite high: the disease inci-
dence rate is approximately 1 per 1,000,000 people of 
Asian and African descent and 5–10 per 100,000 Cau-
casians, besides the many people who are at risk. HD 
is more common in males than in females, manifests 
itself primarily at age older than 30 years, and usually 
leads to death 15–20 years after the onset of the first 
symptoms. At the same time, long polyglutamine tracts 
may be the cause of juvenile or even infantile HD. Mu-
tations increasing the length of glutamine repeats up 
to 36–40Q are associated with incomplete penetrance; 
if repeats are longer than 41Q, the disease is fully pen-
etrant [18].

The polyglutamine tract length of mHtt directly 
correlates with the disease’s severity and in most cases 
inversely correlates with the age of onset of the first 
symptoms [19]. However, there is a significant variabil-
ity between the expected and actual age of manifes-
tations [20]. For example, for the same length of poly-
glutamine tract, especially in the range of 40–44Q, the 
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age of manifestations may differ by 20 years [21]. This 
difference may be explained by the presence of some 
genetic modifiers that regulate the expression of both 
Htt and other proteins and, thereby, mediate increased 
sensitivity or resistance to the disease. For example, the 
S18Y polymorphism in the gene encoding ubiquitin C-
terminal hydrolase L1 is associated with late manifes-
tations of HD [22]. In patients with the M441T mutation 
in the gene encoding the Htt-associated protein (Hap1), 
HD manifested itself at an earlier age due to a weak-
ened interaction between Hap1 and mHtt and, thereby, 
increased Htt-mediated toxicity [23]. Recently, a single 
nucleotide polymorphism in the NF-κB binding site lo-
cated in the Htt gene promoter was shown to reduce 
the promoter activity and, as a consequence, Htt ex-
pression, which led to late manifestations of HD [24].

However, a genetic mutation is not sufficient for 
both predicting the individual risk to a disease and as-
sessing the current physiological processes in a body. 
Therefore, identification of biomarkers of HD progres-
sion, which may indicate pathological processes before  
the manifestation of clinical symptoms, is important for 
the development of new drugs and evaluation of treat-
ment efficacy and the effect of environmental factors. 
Recent advances in the diagnosis include quantification 
of the mHtt level by a hypersensitive immunological 
analysis of single molecules in the cerebrospinal fluid 
samples of subjects with a mutation in the gene [25].

Because Htt is expressed in almost all body tis-
sues, mHtt-induced changes can be detected even in 
the blood. Involvement of leukocytes in the immune 
response makes a blood test an ideal method to iden-
tify pathological processes, such as peripheral inflam-
mation, in HD. In HD, expression of the H2A histone 
family, member Y gene is increased in the blood [26]. 
Clinical trials demonstrated that the expression of this 
gene both in the blood samples and brain tissues of HD 
patients was 1.6-fold higher than that in controls. Next-
generation sequencing and Fluidigm technologies were 
used to identify five genes that encode the potential HD 
biomarkers detected in the blood of patients [27]. A cor-
relation between cognitive impairment in HD and the 
levels of the peptide hormone prokineticin 2 (PROK2) 
involved in the regulation of circadian rhythms was 
revealed [28]. Therefore, PROK2 is considered as one 
of the promising markers of HD progression. Also, an 
elevated level of aquaporin 9 mRNA was detected in 
the blood of HD patients [29].

The variability of the clinical HD phenotype and the 
potential effect of some environmental and pharma-
cological factors lead to the need to combine different 
markers of HD progression. A decreased level of N-
acetylaspartate (NAA) in brain tissues is considered a 
reliable indicator of neuronal dysfunction and death 

and can be measured noninvasively by MRI, which is 
important for a clinical diagnosis [30]. The NAA level 
in patients with early HD manifestations is lower than 
that in a control group. At the same time, the level of a 
gliosis marker, myo-inositol, is significantly increased 
in these patients [31]. A relationship between the NAA 
level and the disease severity opens the opportunity to 
use this metabolite as an identifier of neurochemical 
reactions in evaluating the effectiveness of potential 
therapeutic agents.

In HD, there is an increase in the serum concentra-
tions of vasopressin that play an important role in the 
homeostasis of body fluids [32], 8-hydroxy-2-deoxy-
guanosine (an indicator of oxidative DNA damage), 
and lipid peroxidation products (lactic acid, 4-hy-
droxynonenal, and malondialdehyde), which makes 
these compounds potential biomarkers [33]. Reduced 
levels of glutathione peroxidase and Cu,Zn-superoxide 
dismutase were detected in the erythrocytes of HD 
patients [34], and elevated levels of cytokines, includ-
ing interleukins 4, 6, 8, 10, and 23, TNF-Α, as well as 
clusterin, were found in postmortem brain sections and 
plasma samples [35].

The use of all these biomarkers will provide an ac-
curate assessment of the efficacy of new treatments 
and increase the safety and efficacy of preclinical and 
clinical trials.

HUNTINGTIN PROTEIN
The development of HD is associated with a mutation 
in the huntingtin protein gene. Huntingtin is a protein 
with a molecular weight of about 350 kDa and a poly-
glutamine tract at the N-terminus. In the same region, 
there is a proline-rich domain involved in protein-pro-
tein interactions and protecting huntingtin from aggre-
gation [36]. Figure 1 presents the domain structure of 
human huntingtin.

In the cell, huntingtin functions as a scaffold protein; 
i.e., it provides colocalization of the proteins interacting 
with it, helping them to perform their functions. Hun-
tingtin (especially its N-terminal region) interacts with 
numerous proteins, performing a wide variety of func-
tions ranging from vesicular transport and endocytosis 
to the regulation of transcription and apoptosis [37].

The huntingtin molecule looks like a solenoid with 
a hydrophobic core composed of docked HEAT re-
peats. These repeats, together with the proline-rich 
region, participate in protein-protein interactions. The 
name HEAT is an acronym for four proteins in which 
the repeat structure was first identified (huntingtin, 
elongation factor 3, PR65/A (a phosphatase 2A sub-
unit), and lipid kinase TOR) [38]. The structure of the 
short N-terminal fragments of huntingtin was studied 
by X-ray diffraction [39] and nuclear magnetic reso-
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nance [40]. Recently, the secondary structure of hun-
tingtin was shown to correlate with the length of the 
polyglutamine tract [41]. Images of normal and mutant 
huntingtins having a spherical structure with a cavity 
were obtained by electron microscopy [41]. Images of 
Htt23Q and Htt78Q are very similar, but the impact 
of the polyglutamine tract on the huntingtin structure 
suggests that huntingtin undergoes dramatic confor-
mational changes upon interaction with its binding 
partners [41]. Despite these facts, it is not yet fully un-
derstood how the structure of huntingtin is related to 
its functions, and how mutation-induced changes in its 
structure lead to the observed pathologies.

HD is believed to be associated with cleavage of the 
N-terminal fragment from mutant huntingtin, which 
is encoded by the first exon and contains the polyQ 
tract. The cleaved fragment accumulates in the nu-
cleus, while wild-type huntingtin is localized mainly 
in the cytosol [42, 43]. Posttranslational modifications 
of huntingtin control its localization [44]. Accumulation 
of aggregated N-terminal mHtt fragments and asso-
ciated proteins, such as various transcription factors, 
heat shock proteins, and proteasome components, in 
the nucleus complicates their functioning and, as a con-
sequence, leads to various cell pathologies [45].

Neuropathological markers of HD include intracel-
lular inclusions formed by N-terminal mHtt fragments, 
which were found in a postmortem study of the brains 

of HD patients, as well as in animal and cell models of 
HD [42, 46, 47]. The formation of insoluble aggregates 
in HD leaves no doubt, but many studies have dem-
onstrated that this process is not directly associated 
with neuronal degeneration. For example, expression 
of mHtt in a striatal neuron culture demonstrated an 
accumulation of insoluble protein aggregates, which 
did not correlate with neuronal death. Furthermore, a 
decrease in intranuclear inclusions of mHtt coincided 
with an aggravation of neurodegenerative processes 
[48]. A study of neurons expressing the first exon of 
mHtt also showed that neuronal death correlates with 
an increase in the polyglutamine tract length and with 
the amount of diffuse mHtt in the cell, while accumu-
lation of aggregates just reduces the level of dissolved 
mHtt, thereby increasing the survival of neurons [49]. 
It is believed that unstable heterogeneous prefibrillar 
aggregates are responsible for amyloid toxicity, where-
as mature fibrils are stable and harmless reservoirs of 
toxic species [50].

These facts suggest that the formation of aggregates 
in HD cannot be the sole cause of pathology develop-
ment, and elucidating the molecular basis of HD re-
mains a topical issue.

HD MODELING
Generation of adequate disease models is very impor-
tant for studying the molecular mechanisms of neuro-

Fig. 1. The domain structure of human huntingtin: PolyQ – polyglutamine tract; PR – proline-rich domain responsible for 
protein-protein interactions; HEAT repeats; protease cleavage region; NES – nuclear export signal.
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degeneration and searching for new drugs. Since HD is 
a hereditary disease caused by a mutation in a single 
gene, genetic manipulations can be used to create vari-
ous models that accurately simulate the disease (Fig. 2).

R6/2 mice have a stable phenotype that includes im-
paired coordination and gait, hypoactivity, and cogni-
tive dysfunction. The disease manifestation age in this 
model is about 4 weeks [51]. R6/2 mice were detected 
with aggregates containing intracellular inclusions sim-
ilar to those found in the biopsy specimens of the brain 
tissues of HD patients [52]. However, despite the stabil-
ity of the phenotype, R6/2 mice cannot be an accurate 
HD model, because they express only the N-terminal 
fragment of a mutant protein. Nevertheless, R6/2 mice 
are widely used to simulate the common features of 
polyglutamine diseases, including the abnormal protein 
conformation due to an expanded polyQ tract.

YAC128 and BACHD transgenic mice containing 
128Q and 97Q in a full-length mutant protein, respec-

tively, have a milder HD phenotype compared to that 
of the R6/2 model [53].

Mouse knock-in models have the weakest HD phe-
notype. Even upon 150Q expression, HdhQ150/Q150 
mice had fewer abnormalities than R6/2 mice. In 
HdhQ150/Q150 mice, the first disease symptoms, in-
cluding motor dysfunction and gait disturbances, de-
veloped at a later age [54].

Despite the fact that mouse models are based on a 
disease-inducing mutation, most of them lack the sta-
ble neuronal loss that occurs in patients. To overcome 
this problem, other model organisms are required. 
Toxicity of the N-terminal mHtt fragment is more pro-
nounced in large mammals, such as pigs and monkeys, 
while sheep expressing full-length mHtt lack marked 
phenotypic signs of the disease [55]. However, despite 
a number of advantages, these models have serious 
drawbacks, such as high cost and the need for special-
ized laboratory animal care equipment.

Fig. 2. Animal models of Huntington’s disease
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Drosophila melanogaster and Caenorhabditis elegans 
are also used to model HD. The advantage of these or-
ganisms is a short lifespan and rapid reproduction. 
Identification of a human Htt ortholog in Drosophila 
suggests that these insects have the pathways neces-
sary for the normal functioning of Htt, which makes 
Drosophila a good model for studying HD [56]. Another 
interesting feature of Drosophila as a HD model is easy 
visual evaluation of neurodegeneration. Overexpression 
of mHtt in Drosophila leads to the formation of aggre-
gates, neuronal death, and decreased survival [57]. In 
addition, fly models of HD reproduce symptoms such as 
motor dysfunction and impairment of cognitive abili-
ties and memory [58]. In the body wall muscle cells of 
C. elegans expressing the polyQ tract fused to the yel-
low fluorescent protein (YFP), the formation of ag-
gregates, cellular toxicity, and paralysis were directly 
correlated with the age and the number of Q repeats 
[59]. Both mentioned models are actively used for test-
ing potential drugs against HD. However, these models, 
which are based on species distantly related to humans, 
cannot fully reproduce the clinical picture observed in 
HD patients. For example, expression of Htt fragments 

containing polyglutamine tracts with 88Q or 128Q in C. 
elegans resulted in significant neuronal dysfunction and 
touch insensitivity, without causing neuronal death [60].

A yeast model of HD is often used. For example, 
yeasts were used to demonstrate various pathological 
effects of mHtt aggregation: disruptions in endocytosis, 
tryptophan metabolism, cell cycle, and protein degra-
dation [61–63].

There are also nongenetic animal models of HD, 
which are based on the use of chemical compounds 
(Fig. 2). For example, 3-nitropropionic acid and quino-
linic acid are used as excitotoxic agents in animal mod-
els of HD. The first compound is a toxin that acts on 
mitochondria and induces neurotoxicity by irreversible 
inhibition of succinate dehydrogenase, the key respi-
ratory chain enzyme responsible for the oxidation of 
succinate to fumarate. Quinolinic acid is an agonist of 
the N-methyl-D-aspartate receptor. The excitotoxicity 
induced by these compounds was studied in striatum 
slices, sagittal slices of the hippocampus [64], and in 
slices of the hippocampus of transgenic R6/2 mice [65].

It should be noted that many pathological manifesta-
tions of HD can be studied at the cellular level (Fig. 3). 

Fig. 3. Cellular models of Huntington’s disease
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Cells can be transfected with both full-length mHtt and 
its fragments with a polyQ tract of a different length. 
For example, transfection of PC-12 cells with the first 
mHtt exon resulted in the nuclear localization of mHtt, 
changes in the morphology and expression of genes, 
and a lower rate of survival [66].

A large number of immortalized cell lines modeling 
HD have been generated, but not all pathological mani-
festations of HD can be revealed by these models. For 
this reason, primary neuronal cultures derived from 
transgenic mouse models of HD [67–69] or neurons iso-
lated from wild-type animals and transfected with a 
vector for the expression of mHtt or its fragment have 
been used quite often [16].

An interesting and promising model of HD may be 
corticostriatal slices of a rat brain which are transfect-
ed with constructs expressing human mHtt. This model 
has an advantage over simple cellular models, because 
it maintains permanent cell-cell interactions, which is 
important in studying HD pathogenesis [70]. This model 
may be used to study the effect of potential therapeutic 
agents effective in HD.

One of the most advanced and promising approaches 
to the modeling of HD and other neurodegenerative 
diseases is the use of patient-specific induced pluripo-
tent stem cells (HD-iPSCs) that endogenously express 
mutant huntingtin. Protocols for differentiating iPSCs 
into a phenotype similar to the phenotype of striatal 
medium spiny neurons (MSNs) [71–73], the cells most 
affected in HD, have been developed. One of the ad-
vantages of HD-iPSCs is the opportunity to study the 
pathological processes associated with the expression of 
mHtt with a short polyQ tract [73], which usually does 
not cause pathological changes in other models.

The expression of genes and proteins in HD-iPSCs 
differed from that in the controls; changes in proteo-
stasis, neuronal development, intracellular transport, 
RNA metabolism, and cellular metabolism were ob-
served [74]. In addition, the degree of expression dis-
turbance was directly correlated with the polyQ tract 
length. Neurons differentiated from HD-iPSCs had a 
disease-associated phenotype, including electrophysi-
ological changes and changes in metabolism, cell adhe-
sion, and cellular toxicity. Cells containing the longest 
polyQ tract were the most sensitive to stress: e.g., to 
the absence of the brain-derived neurotrophic factor 
(BDNF) in the cell medium. Studies of neurons differ-
entiated from HD-iPSCs revealed changes in the ly-
sosomal activity [73, 75], mitochondrial fragmentation 
[76], and transcriptional repressor activity [77].

Another area of HD-iPSC application is cell trans-
plantation for replacing diseased cells. Neuronal pre-
cursors differentiated from iPSCs were implanted 
into rat HD models. In this case, restoration of normal 

behavior was observed [78]. HD-iPSC-derived neural 
precursors were found to similarly restore the popula-
tion of GABAergic striatal neurons and normalize the 
behavior of rats; however, the transplanted cells began 
to exhibit pathological properties at later stages [78], 
emphasizing the need for preliminary genetic correc-
tion in autologous transplantation.

CALCIUM DYSHOMEOSTASIS IN HD
Calcium-signaling disruptions are characteristic of var-
ious neurodegenerative diseases, such as HD, Alzheim-
er’s disease, Parkinson’s disease, and amyotrophic lat-
eral sclerosis [16, 79–81]. In animal HD models, which 
were created using genetically delivered mHtt or in-
duced by 3-nitropropionic acid (3-NPA), calcium-sig-
naling disruptions were shown to be a hallmark of HD.

MHtt affects calcium signaling in the cell in many 
directions, including interactions with calcium-binding 
proteins and mitochondrial membranes, regulation of 
calcium influx from the extracellular medium, and re-
lease of calcium from intracellular stores (Fig. 4).

The main participants in neuronal calcium signal-
ing include the calcium-binding proteins activated by 
binding to Ca2+ and regulating the free Ca2+ level, pro-
teins exporting Ca2+ from the cytosol to the extracel-
lular medium (plasma membrane ATPase, Na+/Ca2+ 
exchangers) or organelle cavity (SERCA), and the cal-
cium channels involved in Ca2+ delivery to the cyto-
plasm [82, 83].

MHtt directly interacts with calcium-binding pro-
teins [84], which may lead to an increase in the in-
tracellular Ca2+ concentration and dysfunction of the 
proteins [85]. In particular, interaction between mHtt 
and calmodulin was found to occur in large molecular-
weight-protein complexes [84], and disturbance of this 
interaction had a neuroprotective effect [85, 86]. One of 
the causes of an adverse effect of a prolonged increased 
Ca2+ level in the cytosol is the activation of calpain, a 
Ca2+-activated cysteine protease the action of which is 
almost irreversible. Calpain destroys cytoskeletal pro-
teins and other perimembrane proteins. In a Drosophila 
model of HD, inhibition of calpain was shown to pre-
vent the aggregation and toxicity of mHtt, stimulat-
ing autophagy. Overexpression of a calpain inhibitor, 
calpastatin, increases the number of autophagosomes 
and has a positive effect on mouse models of HD, which 
makes this process appropriate for developing ap-
proaches to HD therapy [87].

It is important to note that calcium-signaling dis-
turbance in HD occurs at the transcription level, be-
cause mHtt fragments change the expression of some 
calcium homeostasis genes both in mouse models and 
in HD patients [6, 88]. Genomic studies conducted in 
various HD models have revealed significant differ-
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ences in the mRNA levels of the genes encoding the 
proteins involved in intracellular Ca2+ regulation, in-
cluding calcium-binding proteins such as parvalbu-
min, calmodulin, calbindin, and hypocalcin, as well as 
ryanodine receptor type 1, the inositol trisphosphate  
receptor (InsP

3
R1), and different subunits of voltage-

gated calcium channels (VGCCs) [88–91]. In particular, 
the level of mRNA in the sarco-endoplasmic reticulum-
associated ATP2A2 calcium pump (SERCA2) was re-
duced in peripheral blood mononuclear cells in HD [92].

Recently, a number of genes encoding calcium-sig-
naling proteins the expression of which was disturbed 
in neurons differentiated from HD-iPSCs were identi-
fied using an analysis of gene ontology categories [73].

Transcription disturbances can be additionally en-
hanced by calcium-dependent control mechanisms. 
This may occur due to abnormal calcium-dependent 
regulation of the activity and stability of transcription 
factors, as well as changes in the functions of some cal-
cium-binding proteins: e.g., the transcriptional repres-
sor DREAM (downstream responsive element antago-
nist modulator), which is translocated to the nucleus in 
response to an increase in [Ca2+] in the cytosol [93, 94], 
as well as the cofactor LMO4, the activity of which is 
induced by Ca2+ influx via VGCC [95].

Also, the activity of glutamate receptors increases in 
HD, which leads to a significant calcium influx into the 

cytosol via the plasma membrane (PM), neuronal dis-
turbances, and cell death. A relationship between poly-
glutamine expansion and neuronal sensitivity to gluta-
mate-mediated excitotoxicity has been established [96]. 
Increased calcium influx into the cytosol via NMDA re-
ceptors (NMDARs) is associated with the potentiating 
effect of mHtt on the transport and incorporation of 
NMDAR into PM [97]. In this case, differences in the 
expression level and subunit composition of NMDARs 
in different cells may be one of the causes for the selec-
tive death of MSNs in HD [98]. Pharmacological inhibi-
tion of NMDARs exerted a neuroprotective effect on 
a primary culture of MSNs of HD mouse models [99, 
100]. It should also be noted that YAC128 mice were 
characterized by an increased expression of the extra-
synaptic NMDAR, which resulted in disruption of the 
p38 MAPK and CREB signaling pathways, as well as 
dysfunction and atrophy of the striatum [101].

Also, mHtt was shown to affect VGCC by binding 
directly to the auxiliary α2/δ subunit of VGCC [102]. 
The association of the N-terminal domain of hunting-
tin (both mutant and normal) with the pore-forming 
CaV2.2 subunit of N-type VGCC leads to a displace-
ment of the syntaxin 1A that negatively regulates the 
channel and, as a result, to an increase in the activity 
of N-type VGCC [103 ]. This example indicates the 
potential physiological functions of cleavage of the N-

Fig. 4. Calcium signaling disturbances in cells expressing mHtt. A – major pathways of calcium homeostasis regulation in 
normal cells. Green arrows indicate main calcium flows in health. B – the effect of mHtt expression on calcium homeosta-
sis in the cell. Red arrows denote main impaired or potentially impaired calcium flows in HD. Changes in mitochondrial 
membrane permeability and disturbances in the expression and function of calcium-binding proteins are also shown in 
red. Black arrows indicate the calcium-signaling mechanisms affected by mHtt expression. ER – endoplasmic reticulum, 
NMDAR – N-methyl D-aspartate receptor, VGCC – voltage-gated calcium channel, SOC channel – store-operated 
calcium channel, InsP

3
R – inositol-1,4,5-trisphosphate receptor.
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terminal fragment from normal huntingin, whereas 
further research is needed to understand the role of 
N-type VGCC in the disease. At the same time, a po-
tential hyperfunction of VGCC in HD is confirmed by 
the results obtained in Drosophila, which demonstrate 
that removal of Dmca1D (the L-type VGCC channel in 
Drosophila) leads to decreased photoreceptor neurode-
generation [104].

Overexpression of mHtt fragments in striatal neu-
ronal precursor cells (Q7/7) resulted in a significant 
decrease in [Ca2+] in the endoplasmic reticulum (ER), 
while [Ca2+] in the cytosol remained the same as in the 
controls [105]. Application of cyclopiazonic acid induced 
an increased release of Ca2+ from the ER to the cytosol 
in a striatal cell line derived from knock-in mouse em-
bryos expressing mHtt with 111Q [106]. At the same 
time, expression of mHtt in PC-12 cells did not lead to 
statistically significant changes in the ER calcium level 
[91].

MHtt (but not wild-type Htt) was shown to directly 
interact with the C-terminal region of InsP

3
R1, increas-

ing its sensitivity to InsP
3
 [107], thereby promoting the 

outflow of Ca2+ from the ER. An important role of In-
sP

3
R1 in polyglutamine expansion-induced neurotoxic-

ity was experimentally confirmed in a primary culture 
of MSNs from a HD mouse model [99, 102] and in Dro-
sophila [108]. Also, a peptide that disrupts the interac-
tion between mHtt and InsP

3
R1 was found to exert a 

neuroprotective effect on MSN cells from a HD model 
[109]. In addition, inhibition of InsP

3
R gene expression 

reduces mHtt aggregation [110], which emphasizes the 
importance of the interaction of two proteins in the 
pathogenesis of HD.

MHtt that interacts with InsP
3
R1 and, thereby, af-

fects the ER Ca2+ level may disrupt the functions of 
store-operated calcium (SOC) channels. These channels 
are activated in response to a decrease in the calcium 
concentration in intracellular calcium stores, the most 
common of which is the ER. Thus, the activation of In-
sP

3
R1 will result not only in store depletion, but also in 

subsequent store-operated calcium entry via the PM. It 
is important to note that disruption of SOCE (SOC En-
try) has been established in many neurodegenerative 
diseases, including Alzheimer’s disease, spinocerebellar 
ataxia, and HD [80, 111–113].

SOCE disruption may be caused by a change in the 
level of STIM1/2 proteins containing EF-hand domains 
and acting as calcium sensors in the ER lumen. These 
changes can be caused by the impaired proteasomal 
degradation that occurs in neurodegeneration [114].

A significant increase in SOCE was found in SK-N-
SH neuroblastoma cells expressing mHtt 138Q [113]. It 
was suggested that the significant increase in SOCE in 
cell models of HD was mediated not by changes in the 

properties of SOC channels but by an increase in their 
number; however, it should be noted that no direct ex-
perimental evidence of this hypothesis was provided.

A significant increase in SOCE was also found in 
SK-N-SH cells expressing not full-length mHtt, but its 
N-terminal fragment. Additionally, the STIM1 protein 
was shown to be required for SOCE activation. Sup-
pression of STIM1 was accompanied by a decrease in 
SOCE, and detected currents might be divided into two 
types: high and low reversal potentials, which implies 
competition of at least two types of SOC channels for 
interaction with STIM1 [115]. The data indicating that 
at least two different proteins mediate calcium entry 
by the store-operated mechanism was also obtained 
in HD models: Neuro-2a mouse neuroblastoma cells 
and a primary culture of mouse striatal neurons [16]. 
Using patch-clamp and RNA interference, the au-
thors found that the pore-forming proteins Orai1 and 
TRPC1 together maintain SOCE in cells that express an 
N-terminal fragment of mHtt with 138Q, which may 
be explained by the existence of a heteromeric chan-
nel containing subunits of Orai1 and TRPC1 [16]. This 
heteromeric channel was hypothesized as early as 2007 
[116], but no experimental evidence confirming this 
idea was presented. At the same time, calcium entry 
via Orai1-formed channels was shown to be neces-
sary for the incorporation of TRPC1 proteins into the 
PM [117]. Therefore, it may be assumed that TRPC1 
proteins largely contribute to the amplitude of store-
operated currents in a Neuro-2a cell model of HD, 
which is confirmed by a dramatic current drop upon 
TRPC1 suppression. However, upon Orai1 suppression, 
a significant reduction in the SOCE amplitude was also 
observed, which may now be explained not only by a 
decrease in the current through Orai1, but also by a 
decreased TRPC1-mediated current component due 
to a disruption of TRPC1 traffic to the plasma mem-
brane [16]. The importance of TRPC1 in the pathogen-
esis of HD is also confirmed by data demonstrating that 
TRPC1 suppression by a short interfering RNA has a 
significant protective effect on MSNs of YAC128 mice 
in a model of glutamate-induced apoptosis. In this case, 
suppression of TRPC1 in the neurons of wild-type mice 
had practically no effect on glutamate-mediated cell 
death [111].

Expression of the N-terminal fragment of mHtt in 
a primary culture of MSNs also results in abnormal-
ly large store-operated calcium entry into the cytosol 
[16]. These results are confirmed by measurements of 
the intracellular calcium concentration using a calcium 
probe, FURA-2, in MSN cells isolated from YAC128 
mice [111]. Furthermore, the effect of a NF-κB signal-
ing pathway inhibitor, EVP4593, on these cells was 
studied. There is a close relationship between activa-
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tion of NF-κB and store-operated calcium entry [118, 
119]. NF-κB is able to bind to the Htt gene and enhance 
the activity of its promoter in mouse striatal neurons 
[24]. MHtt can also bind to one of the key enzymes of 
the NF-κB signaling pathway, IKK, thereby increasing 
its activity [120].

EVP4593 was shown to reversibly reduce abnormal-
ly large SOCE to control values both in SK-N-SH cells 
expressing mHtt with 138Q and in MSNs of YAC128 
mice [111]. EVP4593 exerted a similar effect on MSN 
cells expressing an N-terminal fragment of mHtt [16]. 
Now, EVP4593 is proven to act as an inhibitor of SOCE 
necessary for the initial stages of the NF-κB signaling 
pathways; however, the molecular target of EVP4593 
remains unknown.

It should be noted that EVP4593 has a high thera-
peutic potential, because it exerts a neuroprotective 
effect in glutamate-induced apoptosis of MSNs from 
YAC128 mice and induces a positive effect in motor as-
says in fly models of HD [111]. Cytofluorimetric mea-
surements demonstrated that incubation of Neuro-2a 
cells (HD model) with EVP4593 results in increased 
survival of the cells [16].

The published data suggest that the neuroprotective 
effect of EVP4593 is based on a negative feedback pres-
ent in mHtt influencing the cell. Since NF-κB is able to 
bind directly to Htt and enhance the activity of its pro-
moter [24], and EVP4593 inhibits NF-κB signal trans-
duction, a potential result of EVP4593 application may 
be a decreased mHtt expression and, as a consequence, 
a decrease in the toxic functions of mHtt. Nevertheless, 
additional research is required to confirm this idea.

Of special interest is a study of the effect of mHtt ex-
pression on SOCE which was performed in HD-specific 
human neurons differentiated from iPSCs and express-
ing mHtt with a low Q number in the tract. Despite the 
fact that the polyglutamine tract of mHtt in this HD 
model contained only 40–47Q, which was close to the 
normal value, changes in SOCE were as significant as 
those in other models with a tract length exceeding 
100Q [73]. In this case, EVP4593 decreased the SOCE 
amplitude both in pathology and in controls and like-
wise had a neuroprotective effect upon exposure to the 
proteasome inhibitor MG132 [73].

In general, the conducted studies demonstrate that 
SOCE abnormalities are systemic and occur in vari-
ous cellular models of HD (Fig. 5) [16, 73, 111]. This fact 
may indicate that SOCE abnormalities precede other 
pathological processes in HD and, probably, are of the 
central mechanisms underlying neurodegeneration. 
Thus, SOCE may be considered a promising target for 
the development of approaches to HD therapy and the 
data obtained in various cellular models may be used 
for the development of EVP4593-based drugs.

An increase in SOCE is supposed to directly affect 
the ability of mitochondria to store Ca2+ , since mito-
chondria are located in immediate vicinity to the site 
of ER Ca2+ release [121]. The mitochondrion is one of 
the main regulators of the intracellular Ca2+ level. A 
significant increase in [Ca2+] in the cytosol, in the im-
mediate vicinity of the mitochondrion, is accompanied 
by the activation of the low affinity mitochondrial Ca2+ 
uniporter (MCU) mediating Ca2+ influx into the ma-
trix. The mitochondria release Ca2+ via the Na+/Ca2+ 
exchanger [122] or, in the case of calcium overload, 
via megapores (PTP), the activation of which leads 
to a membrane potential jump, rupture of the outer 
membrane, and release of cytochrome C and caspases, 
which results in apoptotic cell death [123, 124]. The in-
volvement of mitochondrial dysfunction in the patho-
genesis of HD is confirmed, in particular, by the fact 
that 3-nitropropionic acid, which is used as an inhibi-
tor of the mitochondrial respiratory chain complex II, 
causes impairments typical of HD [125]. An additional 
piece of evidence of the important role of mitochondria 
in the pathogenesis of HD is the neuroprotective effect 
of mitochondrial membrane permeability inhibitors, 
which has been demonstrated in both cellular and ani-
mal models [99, 126].

Expression of mHtt was also accompanied by defects 
in mitochondria morphology. In a cell line derived from 
knock-in mouse embryos expressing mHtt with 111Q, 
mitochondria are more prone to fragmentation because 
abnormal [Ca2+] in the cytosol promotes an increase in 
the activity of a calcium-dependent phosphatase, cal-
cineurin, dephosphorylating (and, thereby, activating) 
the Drp1 protein responsible for mitochondrial division. 
Finally, enhanced mitochondrial fragmentation pro-
motes cell apoptosis [106].

Impairment of Ca2+ buffering and calcium metabo-
lism in mitochondria was detected at both early and 
late stages of HD, which indicates the key role of these 
impairments in the pathogenesis of HD. Mitochondria 
isolated from the brain cells of HD patients and from 
the cells of HD mouse models were more sensitive to 
Ca2+ stress and tended to form megapores [127, 128]. 
Similar results were obtained later in an immortalized 
line of striatal neuronal precursor cells derived from 
knock-in KI-HdhQ111 mice [129]. However, the suscepti-
bility of mitochondria to calcium stress was reproduced 
not in all experimental models. For example, striatial 
mitochondria isolated from knock-in mice expressing 
different mHtt variants (80, 92, or 111Q), R6/2 mice, 
and YAC128 mice were equally, and in some cases 
even less, susceptible to Ca2+ stress than the control 
wild-type samples [130, 131]. In addition, the sensitiv-
ity of mitochondria to Ca2+ stress in some HD models 
decreased proportionally to the age and polyQ tract 
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length [130], which suggests the presence of protec-
tive compensatory mechanisms. A recent study of iso-
lated mitochondria and striatal neurons in R6/2 mice 
has also revealed the absence of respiratory chain dys-
function and increased mitochondrial sensitivity to cal-
cium stress [132]. Therefore, the role of mitochondria in 
the pathogenesis of HD remains controversial. Further 

research is needed to elucidate the molecular mecha-
nisms of the disease.

CONCLUSION
Despite the long history of HD research, the issues 
of manifestation, simulation, and investigation of the 
molecular basis of the disease remain topical. This 

Fig. 5. Abnormal increase in store-operated calcium entry in cellular models of Huntington’s disease. Mean current–
voltage curves presented at maximum level of current development and normalized to cell capacitance, which repre-
sent store-operated calcium entry in SK-N-SH human neuroblastoma cells expressing full-length huntingtin 138Q, 15Q, 
or an empty control vector (A) [111]; in Neuro-2a mouse neuroblastoma cells expressing the first exon of huntingtin 
containing 138Q, 15Q, or an empty control vector (B) [16]; in a primary culture of mouse striatal MSNs expressing the 
first exon of huntingtin containing 138Q, 15Q, or an empty control vector (C) [16]; in human neurons differentiated from 
HD-specific iPSCs or wild-type iPSCs (D) [73].
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review has described the cellular and animal mod-
els widely used in investigations of the pathological 
processes in HD, as well as in screening for potential 
drugs. Of particular interest are models based on en-
dogenous expression of mutant huntingtin in neurons 
differentiated from patient-specific iPSCs. The anal-
ysis of recent publications indicates that abnormal 
calcium signaling is one of the central links that me-
diate the development of the pathology and lead to 
neuronal death. One of the most important elements 
of calcium signaling, which is impaired in HD, is the 
store-operated calcium entry, whose pathological in-
crease was demonstrated in many of the models de-
scribed in this review. It is likely that an abnormal 
ER calcium level, together with coupled excessive 
store-operated calcium entry via the PM, may af-

fect the mitochondria that activate the process of cell 
death, being unable to store excessive calcium.

In summary, it should be noted that the investiga-
tion of neurodegeneration is a research field that is de-
veloping intensively, which gives hope that a complete 
picture of neurodegeneration processes could be built 
and that new drugs effective against HD, Alzheimer’s 
disease, Parkinson’s disease, and other pathologies 
would be developed. 
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INTRODUCTION
Recent genome-wide studies of intra- and interchro-
mosomal interactions have revealed that the human, 
mouse, and Drosophila chromosomes are organized 
into large topologically associated domains (TADs) 
[1–4]. Long-distance interactions between promoters, 
enhancers, and silencers can occur within topological 
domains, which affect the regulation of gene expres-
sion [5, 6]. However, the mechanisms that underlie the 
organization and maintenance of  the chromosomal 
architecture remain poorly understood [7]. It has been 
posited that there is a special class of architectural pro-
teins whose inactivation significantly affects the distri-
bution of inter- and intrachromosomal contacts [8, 9].

Vertebrates have a highly conserved transcription 
factor (TF), CTCF, which is considered to be the main 
architectural protein of chromosomes [10, 11]. CTCF, 
along with the cohesin complex, participates in the 
formation of topological domain boundaries and also 
maintains the long-distance interactions between the 
regulatory elements within the domains [12–14]. CTCF 
contains a cluster of C2H2 zinc finger domains, some 
of which are responsible for a highly specific binding 

of the protein to DNA. Proteins containing C2H2 zinc 
fingers (C2H2 proteins) emerged early during evolu-
tion and are found in many eukaryotes [15, 16]. Many 
of them are structurally similar to CTCF. C2H2 proteins 
could be divided into three groups [17]: 1) proteins with 
one, two, or several randomly distributed C2H2 do-
mains; 2) proteins with three C2H2 domains organized 
into a C-terminal cluster; and 3) proteins with more 
than three C2H2 domains, forming one or more clus-
ters. The best studied group includes conserved TFs 
with three C2H2 domains, with many of them playing 
a critical role in the regulation of gene expression in all 
higher eukaryotes [18, 19]. This review is devoted to the 
poorly studied TFs that contain more than three C2H2 
domains.

THE STRUCTURE AND FUNCTIONAL 
ROLE OF THE C2H2 DOMAIN
C2H2 zinc fingers (Cys2-His2) represent one of the 
most common domains found in the TFs of higher eu-
karyotes. The classical C2H2 domain of 28–30 aa in-
cludes a β-hairpin (antiparallel β-sheet consisting of 
two β-strands), followed by an α-helix, which form a 
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left-handed ββα structure (Fig. 1A). The zinc finger 
structure is stabilized by the coordination of a zinc atom 
with two conserved cysteine residues at one end of the 
β sheet and with two conserved histidine residues at 
the α-helix C-terminus. The cysteine and histidine 
pairs are conserved, as well as the hydrophobic core 
forming the α-helix. The other amino acid residues in 
C2H2 domains are very variable.

One of the first structures to be determined was 
that of a complex of three tandem C2H2 domains of the 
mammalian Zif268 protein [20]. The three zinc fingers 
were found to form a semicircle located in the major 
DNA groove (Fig. 1A). Each of the three C2H2 domains 
binds to three or four DNA nucleotides via amino ac-
ids at the same α-helical positions (Fig. 1B): arginine 
at position –1, as well as amino acid residues at posi-
tions 2, 3, and 6. Biochemical and structural studies of 
the C2H2 domains confirmed the key role of the amino 
acids at these positions for the specific binding to DNA. 
According to the canonical model, the amino acids at 
positions 6, 3, and –1 are responsible for recognition of 
the first, second, and third nucleotides at the 5’-end, 
respectively, and the amino acid at position 2 recogniz-
es the fourth nucleotide on the complementary strand 
(Fig. 1B).

Structural studies of C2H2 domains have revealed 
a new principle of DNA recognition. A distinctive fea-
ture of the C2H2 proteins is their specific binding to 
long (20–40 bp) DNA sequences, which distinguishes 
this class of proteins from the other TFs that usually 
recognize relatively short, degenerate DNA sequences. 
Typically, the tandem C2H2 domains involved in DNA 
recognition are separated by conserved sequences of 
5 aa [21]. The existing algorithms can predict very ac-

curately the binding sequence for a cluster of C2H2 do-
mains and, conversely, to select C2H2 domain combi-
nations that recognize a target DNA sequence [22, 23]. 
However, the interference between neighboring C2H2 
domains in large clusters (more than three C2H2 do-
mains) complicates an accurate prediction of the bind-
ing site [24].

In contrast to the invariant mechanism of the inter-
actions between the C2H2 domains and DNA, contacts 
between the domains and proteins and RNAs form 
via various amino acid combinations, which has been 
detailed in other reviews [25, 26]. Typically, the C2H2 
clusters are located in the middle or at the C-terminus 
of a protein. Most proteins that contain a C2H2 clus-
ter in the middle position do not have other conserved 
domains. At the same time, proteins with a cluster at 
the C-terminus often contain additional N-terminal do-
mains (Fig. 2). The KRAB and SCAN domains are typi-
cal of vertebrates, while the ZAD is typical of insects 
[27, 28]. A small group of C2H2 proteins has a conserva-
tive BTB/POZ domain at the N-terminus. This domain 
is often found in different classes of proteins. There-
fore, we have excluded this group of C2H2 proteins 
from the present review. Comprehensive information 
on BTB-containing proteins is available in detailed re-
views [29, 30].

TRANSCRIPTION FACTORS CONTAINING ONLY 
A SINGLE CLUSTER OF C2H2 DOMAINS
The group of TFs containing only a single cluster of 
C2H2 domains includes the best studied and highly 
conserved CTCF protein (CCCTC-binding factor) [31] 
that was first described as a negative regulator of myc 
gene expression [32]. Later, a binding site for CTCF was 

Fig. 1. A model of the site-specific DNA recognition by С2Н2 zinc finger domains. (А) The crystal structure of three zinc 
fingers of the Zif268 protein bound to DNA [20]. The amino acids involved in the site-specific DNA recognition are color-
coded: –1 – green, +2 – blue, +3 – red, and +6 – purple. (B) A model of the site-specific DNA recognition by α-helical 
amino acids (adapted from [24]).
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found in an insulator located at the 5’-end of the chick-
en β-globin locus [33]. The CTCF binding sites are of-
ten located at the boundaries of chromosomal regions, 
which have different epigenetic statuses and tran-
scriptional activity, as well as at the boundaries of the 
topologically associated domains (TADs) that spatially 
separate chromosomes into regions where interactions 
among regulatory elements occur [34–37].

CTCF is one of the few well conserved proteins that 
contain a cluster of C2H2 domains. A CTCF homolog 
in Drosophila, dCTCF, is also often found at the TAD 
boundaries and in insulators [38, 39]. In model trans-
genic systems, dCTCF maintains long-distance inter-
actions between the reporter gene promoter and the 
GAL4 activator [40, 41]. There is a homodimerization 
domain at the N-terminus of dCTCF (Fig. 3A); prob-
ably, this domain is necessary for maintaining the long-
distance interactions between remote dCTCF binding 
sites [42]. Attempts to find a similar dimerization do-
main in vertebrate CTCFs have not been successful. 
In vitro experiments have demonstrated that the C-
terminal part of one CTCF molecule binds to the cluster 
of the C2H2 zinc finger domains of another CTCF mol-
ecule [43]. However, the specificity of this interaction 
has not been proven.

According to a generally accepted model, the cohesin 
complex required for homologous chromosome pairing 
during cell division [44] binds to CTCF and participates 
in the maintenance of the specific long-distance inter-
actions between its sites in interphase chromosomes 
(Fig. 3B). The region interacting with one of the cohesin 
complex proteins was mapped to the C-terminal do-
main of human CTCF [44].

The binding of CTCF to DNA, which is conserved 
even between insects and mammals, has been thor-
oughly studied in many higher eukaryotes [15, 45]. The 
C2H2 domains 4 to 7 of CTCF (Fig. 3A) participate in 
the binding to a core consensus site [46, 47]. Approxi-
mately 20% of the sites contain a second 10 bp motif 
that associates with the C2H2 domains 9 to 11 [47, 48]. 
This second motif, separated by 5 or 6 bp from the first, 
is supposed to increase the stability of CTCF binding to 
DNA.

The transcription factor CTCF is involved in many 
processes, such as embryonic development, the X chro-
mosome inactivation in females, the regulation of the 
gene cluster recombination during the maturation of 
immunoglobulin genes, and the regulation of alterna-
tive splicing [34–37, 49–51]. CTCF was shown to inter-
act with a large number of proteins (Fig. 3A), such as 
Smad [52], the core transcription factors TFII-I [53] and 
TAF-3 [54], the helicase p68 containing a DEAD-box 
domain [55], nucleophosmin, Kaiso [56], TFs YB1, YY1, 
and Oct4 [57–59], the CHD8 helicase [60], Su(z)12 (poly-
comb repressive complex 2 (PRC2) component) [61], the 
deacetylase complex component Sin3A [62], CENP-E 
[48], and many other proteins [49]. In most cases, indi-
vidual C2H2 domains of CTCF participate in protein-
protein interactions [49]. Probably, CTCF involvement  
in various processes (the activation and repression of 
transcription, the long-distance interactions, and TAD 
formation) is largely reliant on the formation of alter-
native complexes with partner proteins.

There is experimental evidence demonstrating that 
CTCF binds to numerous RNAs that modulate its ac-
tivity. The RNA-binding domain of CTCF combines a 

Fig. 2. Relative 
abundance of differ-
ent variants of С2Н2

 
proteins in various 
higher eukaryotes: 
human (Homo sapi-
ens), mouse (Mus 
musculus), wild bull 
(Bos taurus), chicken 
(Gallus gallus), ze-
brafish (Danio rerio), 
fruit fly (Drosophila 
melanogaster), 
anopheles mos-
quito (Anopheles 
darlingi), and frog 
(Xenopus laevis).
Data were obtained 
from the Uniprot 
database.
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CTCF binding to DNA [11]. The CTCF activity is also 
regulated by various posttranslational modifications: 
poly(ADP)-ribosylation [65], phosphorylation [66], and 
sumoylation [67].

CTCF has been thoroughly studied and is an ex-
ample of a TF containing a cluster of C2H2 domains 
and the unstructured N- and C-terminal regions. The 
majority of other C2H2 proteins have a similar struc-
ture, but their functions and properties have not yet 
been investigated. It may be assumed that some C2H2 
proteins perform functions that are similar to those of 
CTCF. Interestingly, Drosophila mutants in the ctcf 
gene survive to the adult stage, which suggests that 
insect genomes contain other transcription factors that 
substitute for CTCF functions [42].

TRANSCRIPTION FACTORS WITH A CLUSTER OF C2H2 
DOMAINS AND AN N-TERMINAL KRAB DOMAIN
About one-third of the human proteins with a cluster 
of C2H2 domains contain the Krüppel-associated box 
(KRAB) domain at the N-terminus (Fig. 4A) [68]. In to-
tal, there are 742 different human C2H2 proteins with 
the KRAB domain, which are encoded by 423 genes 
[69]. In this case, 384 genes are grouped into 25 chro-
mosomal clusters and only 39 KRAB C2H2 proteins are 
encoded by single genes. KRAB domain proteins have 
been found only in tetrapods. The clustering on chro-
mosomes and expansion within large taxa suggest that 
this family of genes originated through duplications 
that were preserved by evolutionary selection [70]. The 
KRAB domain consists of approximately 75 aa and may 
be structurally divided into two subdomains, A and B, 
that fold, as predicted, into two amphipathic α-helices 
(Fig. 4B). The KRAB A and KRAB B subdomains are 
always encoded by separate exons. Alternative splicing 
produces mRNAs that encode either only the KRAB A 
subdomain or simultaneously both subdomains, KRAB 
A and KRAB B, separated by a variable length spac-
er. Human KRAB proteins can contain from 2 up to 40 
C2H2 domains. Unlike genes of other families, the C2H2 
domains of KRAB proteins are most often encoded by 
one exon [71].

The KRAB C2H2 proteins are widely represented 
in the genomes of tetrapods, and many proteins are 
involved in the repression of transcription [70]. The 
versatile and well-studied mechanism of repression is 
associated with the recruitment of the KRAB-asso-
ciated protein 1 (KAP-1), which is the only described 
cofactor of all studied KRAB proteins that represses 
transcription. The KRAB A domain directly interacts 
with KAP-1 that, in turn, serves as a platform for re-
cruitment of the repressive complexes (Fig. 4B). The 
five amino acids (Fig. 4B) conserved in all the mam-
malian KRAB A domains (DV, at positions 6 and 7, and 

Human CTCF

C2H2 zinc fingers

C2H2 zinc fingers
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Fig. 3. Comparison of the structures and properties of the 
Drosophila and human CTCF proteins. (А) The domain 
structures of the Drosophila and human CTCF proteins. 
The domains involved in the site-specific DNA recogni-
tion and the protein-protein interactions are represented 
by thin horizontal lines. Drosophila [135] and human [46] 
CTCFs have similar consensus recognition sites. (B) The 
mechanism of the long-distance genomic interactions me-
diated by CTCF and cohesins.

portion of the C-terminal domain and two C2H2 do-
mains (10 and 11), non-specifically recognizing RNA 
in vitro [63, 64]. It was suggested that interaction with 
some RNAs can increase the CTCF ability  to form 
multimeric complexes [63] or to reduce the stability of 
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MLE, at positions 36–38) are needed for KAP-1 bind-
ing [72, 73]. The functional role of the KRAB B subdo-
main remains unexplored. It has been suggested that 
this domain  increases the efficiency of recruitment 
of the KAP-1-dependent repressive complex [74]. At 
the N-terminus of KAP-1, there is the Ring finger/B 
box/coiled-coil (RBCC) domain that enables binding 
of KAP-1 to the KRAB domain. The central part of 
KAP-1 contains a hydrophobic pentapeptide that in-
teracts with the Chromo-Shadow (CS) domain of the 
HP1 protein. At the C-terminus of the protein, there 
are two PHD domains that recruit the complexes in-
volved in the deacetylation (NURD) and methylation 
(SETDB1) of histones [70, 75–77]. The repression initi-
ated at the KRAB C2H2 protein binding site can spread 
tens of thousands of nucleotides across the surrounding 
regions of the genome through the successive introduc-
tion of the H3K9me3 modification and the subsequent 
binding to it of the HP1 repressor [78–80]. The KAP-1 
expression peak is at the early embryonic stages, and 
the transcriptional repression by KRAB C2H2 proteins 
is critical for early embryonic development. At later 
stages, the somatic cell repression can be maintained by 
epigenetic mechanisms, with no direct involvement of 
the KRAB C2H2 proteins [81, 82].

The majority of the KRAB C2H2 proteins are spe-
cies- and genus-specific. In some vertebrates, such as 
birds, lizards, and frogs, the KRAB A domain has the 
multiple amino acid substitutions required for the in-
teraction with KAP-1 [31, 72]. This may be explained 

either by the fact that the KRAB domain in these ver-
tebrates performs other functions or by the fact that 
these classes of vertebrates have a modified KAP-1 
that retains its ability to interact with the KRAB do-
main. In general, the evolutionary analysis of the con-
servatism of KRAB C2H2 proteins has demonstrated 
that KRAB C2H2 gene families formed independently 
in each class of vertebrates, which confirms the high 
evolutionary emergence rate of new genes of this class.

There are only three known KRAB C2H2 genes that 
belong to a single cluster and are common to all studied 
vertebrate species. These genes encode C2H2 proteins 
containing a structurally modified KRAB domain that  
no longer binds to the KAP-1 repressor and is involved 
in transcriptional stimulation [31, 83, 84]. Of particular 
interest is the highly conserved gene Meisetz (PRDM9) 
that codes for not only a modified KRAB domain, but 
also the SET domain [85, 86]. The SET and KRAB do-
mains jointly recruit the H3K4-methyltransferase that 
is responsible for trimethylation of histone H3 on ly-
sine 4 (H3K4me3). The H3K4me3 modification at the 
promoter region usually correlates with an active tran-
scription. A bioinformatic analysis demonstrated that 
a portion of the KRAB domain encoded by the Meisetz 
gene is homologous to the KRI motif present in the ge-
nomes of all well-studied eukaryotes, including arabi-
dopsis, rice, fungi, and yeast [31, 86]. The widespread 
occurrence of the KRI motif suggests that the KRAB 
domain of the Meisetz protein might have originated 
from this motif by addition of several amino acid resi-

Fig. 4. The structure 
and properties of the 
KRAB domain. (А) A 
typical domain struc-
ture of the KRAB C2H2 
proteins. (B) The NMR 
structure of KRAB A: 
5 mammalian con-
served aa are shown in 
green (DV in positions 
6 and 7, and MLE in 
positions 36–38); they 
are essential for the 
KAP-1 recruitment 
[PDB 1V65]. (C) The 
mechanism of КAP 1 
recruitment and the 
subsequent forma-
tion of the repressive 
complex.
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dues. The KRAB domain might have acquired its re-
pressor functions through random mutations that 
allowed the repressor to bind to KAP-1, which was 
preserved during evolution.

It was experimentally demonstrated that TFs of the 
KRAB C2H2 class in vertebrates play an important 
role in various processes of embryonic development, 
cell differentiation and proliferation, and the regula-
tion of the cell cycle and apoptosis [70, 73]. The bind-
ing sites for KRAB C2H2 proteins correlate with the 
open (nucleosome free) chromatin regions, something 
that is explained by the binding with the active regula-
tory regions of the genes [87]. Whole-genome studies 
have demonstrated that KRAB C2H2 proteins bind to 
the enhancers and promoters of genes and can acti-
vate transcription in some cases [88–90]. The ability of 
KRAB C2H2 proteins to activate transcription should 
correlate with the suppression of interaction between 
the KRAB domain and KAP-1. The mechanism of this 
suppression still remains unexplored but is probably 
associated with reversible modifications of the amino 
acid residues of the KRAB domain. An important role 
may be played by the C2H2 domains that are poten-
tially capable of recruiting individual TFs and whole 
complexes that positively/negatively regulate tran-
scription.

The above-mentioned Meisetz protein (PRDM9), 
which is expressed only in mammalian gonads, plays 
an interesting role [91]. Most mammalian recombina-
tion hotspots were found to contain a potential PRDM9 
binding site [92]. Rapid evolutionary changes in the 
number and primary structure of C2H2 domains led 
to the binding of PRDM9 to different nucleotide DNA 
sequences in different mammals [91, 93–96]. The bind-
ing of PRDM9 results in the formation of a nucleo-
some-depleted region and H3K4me3 modification of 
the surrounding nucleosomes [97]. The SPO11 complex 
inducing double-strand breaks is supposed to simul-
taneously recognize the histone H3K4me3 mark and 
directly bind to PRDM9 [98].

Recently, a new functional role played by KRAB 
C2H2 proteins in the repression of foreign DNA tran-
scription, primarily, of endogenous retroviruses and 
the mobile elements LINE and SINE, was discovered 
[79, 87, 99, 100]. Mobile elements constitute a signifi-
cant part of the mammalian genome, and repression of 
their transcription is essential [101]. Different KRAB 
C2H2 proteins bind to the regulatory regions of mobile 
elements and those of certain retroviruses, and they 
induce their epigenetic repression. There is a hypoth-
esis that holds that the newly appeared KRAB C2H2 
proteins have been preserved by evolutionary selec-
tion, because they play a critical role in the suppres-
sion of the expression of new mobile elements, while 

the more conserved KRAB C2H2 proteins participate 
in the regulation of the expression of cellular genes [79].

Another explanation for the rapid evolution of the 
genes that encode KRAB C2H2 proteins may be their 
key role in the control of the expression of the genes 
that determine the development of the nervous [102] 
and circulatory [103] systems of mammals. For exam-
ple, many genes encoding the KRAB C2H2 proteins 
specific to humans and primates are actively tran-
scribed in the brain [102]. However, there is no direct 
correlation between the number of KRAB C2H2 genes 
and the level of organism complexity. For example, the 
number of KRAB C2H2 genes in opossum is double 
that in humans [31]. It is hoped that the emergence 
of new technologies for specific antibody generation, 
whole-genome analysis, and single gene mutations us-
ing the CRISPR/Cas9 system will soon clarify the func-
tional role played by KRAB C2H2 proteins.

TRANSCRIPTION FACTORS WITH A CLUSTER OF C2H2 
DOMAINS AND AN N-TERMINAL SCAN DOMAIN
The SCAN domain was first described in human 
ZNF174 TF [114] (Fig. 5A). Subsequently, proteins 
with these domains were found in some other classes 
of vertebrates [104]. In humans, mice, and cows, 71, 38, 
and 28 SCAN C2H2 proteins were found, respectively 
[94]. Genes encoding the SCAN proteins usually occur 
in the genome as small (two to seven) clusters [104]. 
The SCAN domains in clusters have a higher degree 
of homology among themselves, which suggests that 
they emerged through gene duplication and a subse-
quent adaptive evolution. Approximately half of the 
genes encode simultaneously the SCAN and KRAB do-
mains and usually occur in large clusters, along with 
the genes encoding only the KRAB C2H2 proteins (Fig. 
5A) [27, 94].

The SCAN domain structure is highly similar to that 
of the C-terminal domains of the human immunodefi-
ciency virus capsid protein [105] and the Gag protein 
from the family of Ty3/gypsy retrotransposons [27]. 
Based on such data, it was suggested that SCAN do-
mains initially originated from the retrovirus capsid 
proteins in the lower vertebrates; then, during evolu-
tion, this domain acquired a new function in TFs-con-
taining clusters of the C2H2 domains [106]. The KRAB 
domain in combination with the SCAN domain is pres-
ent in mammals and lizards, but it is absent in chicken 
and frog.

To date, the spatial structures of the SCAN do-
mains of the proteins Zfp206 [107], PEG3 [108], ZNF24, 
ZNF174 [105], and MZF-1 [109], which have a high de-
gree of homology, have been resolved (Fig. 5B). The 
features of the spatial structure may be illustrated 
by the example of the SCAN domain of Zfp206 [107], 
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which exists as an antiparallel homodimer. Each mono-
mer in the homodimer consists of five α-helices. The 
core of the inner homodimer surface is formed by 
packing of the second α-helix of one monomer against 
the third and fifth α-helices of the opposing monomer 
and vice versa. The N-terminal first α-helix provides 
additional contacts of one monomer with the third 
α-helix of the opposing monomer (Fig. 5B). All SCAN 
domains can form homodimers, but only some SCAN 
domains are able to form heterodimers [104, 111–113]. 
The first α-helix of the SCAN domain has the greatest 
variability in the hydrophobic amino acid sequence and 
is considered as a potential candidate that determines 
the formation of heterodimers from different SCAN 
domains. For example, the SCAN domain of Zfp206 was 
shown to be able to form a heterodimer with a similar 
domain in Zfp110 [107]. The replacement of the first 
α-helix with an α-helix of a heterologous SCAN do-
main of ZNF174 or its removal results in a loss of the 
ability of these SCAN domains to form heterodimers.

The CRAB A domain is known to recruit the re-
pressive complex, whereas there is no evidence of 
SCAN domain effect on transcription [104, 111]. 
There is only fragmentary data on the functional role 
of SCAN C2H2 TFs. For example, human ZNF263 
TF containing the SCAN and KRAB domains and 9 
C2H2 domains predominantly binds to the promoter 
regions and is able to participate in both the activation 
and repression of transcription [89]. Another mem-
ber of the family, the ZNF658 protein, also contains 
the SCAN and KRAB domains and is involved in the 
activation of the expression of the rRNA genes that 
are transcribed by RNA polymerase I [115]. Probably, 
the main function of SCAN proteins may be related to 
their ability to form homo- and heterodimers between 
the SCAN domains.

TRANSCRIPTION FACTORS WITH A CLUSTER 
OF C2H2 DOMAINS AND AN N-TERMINAL 
ZINC FINGER-ASSOCIATED DOMAIN
The zinc finger-associated domain (ZAD) (Fig. 6A) is 
found at the N-terminus of the C2H2 proteins of many 
arthropods [28]. In vertebrates, only one protein con-
taining an N-terminal structure similar to the ZAD has 
been found [116]. In the genomes of Anopheles gambi-
ae, Drosophila melanogaster, and Apis mellifera (honey 
bee), the 147, 98, and 29 ZAD C2H2 proteins, respec-
tively, were found [116], whereas only four genes en-
coding ZAD-like domains were found in crustaceans 
(Daphnia pulex). Usually, genes encoding highly ho-
mologous ZADs form small clusters. It is suggested that 
these genes originated from multiple duplications of 
original copies and then were preserved through posi-
tive selection [28, 116]. Probably, the evolutionary pro-
cess was very fast, since obvious homologs were found 
only for a few ZAD C2H2 proteins in distant Drosophila 
species [116].

The ZAD size varies between 71 and 97 aa. The 
multiple alignments of the sequences of 32 fam-
ily members demonstrate that this domain consists 
of four conserved blocks linked by regions of vary-
ing lengths [28]. A distinctive feature of ZADs is the 
presence of two invariant cysteine pairs coordinating 
a zinc ion.

To date, the crystal structure of only one ZAD from 
the Grauzone protein (Grau) has been resolved [117], 
which can serve as a prototype for all ZAD structures. 
The N-terminal ZAD portion forms a globule around 
the zinc ion, and the C-terminal stem is formed by a 
long α-helix 2 (α2) that comprises almost one-third of 
all the amino acids in the ZAD. The ZAD folding largely 
depends on the coordination of two cysteine pairs (sep-
arated by about 50 aa) by the zinc ion, which results in 

Fig. 5. The structure and properties of the SCAN domain. (А) A typical domain structure of the SCAN C2H2 and SCAN 
KRAB C2Н2 proteins. (B) The crystal structure of a SCAN domain dimer from the Zfp206 protein [110].
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drawing of the β2-α2 regions and the N-terminus to 
the domain center.

In a crystal, two ZAD molecules are associated as an 
antiparallel dimer. Most of the amino acid residues that 
are conserved in the ZAD family [28] form contacts be-
tween the two subunits. The ZAD of Grau has a nega-
tively charged surface, suggesting that the domain is 
unable to bind to DNA [117]. It has been suggested that 
the main function of the ZAD is to form homodimers 
of the C2H2 proteins [118]. ZADs also participate in the 
regulation of the nuclear localization of some of the 
ZAD C2H2 proteins [119].

Proteins with ZADs account for approximately one-
third of the total number of proteins with C2H2 clus-
ters and one-tenth of all TFs in the D. melanogaster 
genome [28]. To date, the functions of only a small frac-
tion of ZAD C2H2 TFs have been studied. The majority 
of ZAD C2H2 proteins are expressed during oogenesis 
and at early embryogenesis [116]. The results of several 
studies point to an important functional role for ZAD 
C2H2 proteins in Drosophila development.

The Motif 1 Binding Protein (M1BP) is expressed at 
a high level in all tissues and at all stages of Drosophila 
development and is a key factor in the organization of 
the architecture of more than 2,000 Drosophila pro-
moters with a characteristic motif (T/C)GG(T/C)CA-
CACTG [120].

In transgenic Drosophila lines, three ZAD C2H2 
proteins (Pita, ZIPIC, and Zw5) exhibit the proper-
ties of insulator/architectural proteins: they block the 
interaction between an enhancer and a promoter and 
maintain long-distance interactions [118, 121–124]. The 
ZADs of these proteins form only stable homodimers 
[118]. Interestingly, the DNA fragments containing 
binding sites for different ZAD C2H2 proteins cannot 
maintain long-distance interactions, which suggests a 

key role for the ZAD dimerization in the formation of 
specific contacts between distant chromatin regions. 
Indeed, the ZAD of ZIPIC is required for the mainte-
nance of long-distance interactions between the GAL4 
activator and the reporter gene promoter in yeast Sac-
charomyces cerevisiae [118]. As in the case of M1BP, 
binding sites for the proteins ZIPIC, Pita, and Zw5 are 
predominantly located close to the transcription starts 
[118, 125], which suggests an architectural function for 
these proteins in the promoter organization. Null muta-
tions in the genes encoding the Pita and Zw5 proteins 
lead to late embryonic and early larval lethality, which 
indicates that there is an important role for these pro-
teins in early Drosophila development [121, 126].

The Grau protein is expressed at all stages of Dro-
sophila development; it is found in the nuclei of the 
nurse and follicular cells surrounding the oocyte [127, 
128]. Mutations in this gene lead to oogenesis arrest at 
the meiosis II stage, which is related to the role of Grau 
in the activation of the promoter of the cortex gene that 
regulates meiosis in oocytes [127, 128]. The Serendipity 
delta protein (Sry δ) binds to the promoter of the bicoid 
gene, which plays a key role in early embryogenesis, 
and stimulates transcription of the gene [129]. Null mu-
tations in the sry δ gene manifest themselves as embry-
onic lethals, which indicates the significance of Sry δ in 
the early development of Drosophila [130].

The Trade Embargo protein (Trem) is expressed 
mainly in Drosophila germ cells and probably per-
forms a function similar to that of the PRDM9 protein 
in mammals [95, 97, 131]. Trem specifies the binding 
sites for the Mei-P22 protein that is involved in the in-
duction of meiotic chromosomal breaks [131]. Mei-P22 
and its partner, Mei-W68, participate in the formation 
of the double-strand breaks that initiate crossing-over 
in meiosis [132–134]. According to the model, Trem, to-

Fig. 6. The structure and properties of the ZAD. (А) A typical domain structure of ZAD C2H2 proteins. (B) The crystal 
structure of a ZAD dimer from the Grau protein [117].
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gether with its partners, creates the open chromatin 
regions that recruit, through specific protein-protein 
interactions, the Mei-P22/Mei-W68 complex, inducing 
double-strand breaks [131].

In general, the available data demonstrate that ZAD 
C2H2 TFs play an important role in the organization of 
the structure and functional activity of promoters, the 
recruitment of protein complexes, and the formation of 
the chromosomal architecture.

CONCLUSION
At present, there are many unresolved issues related to 
the regulation of gene transcription, the organization 
of the structure of regulatory elements, and the mech-
anisms of long-distance interactions. It is also quite ob-
vious that the vertebrate CTCF cannot be the sole and 
key DNA-binding protein that determines the archi-
tecture of vertebrate chromosomes [7].

Unlike the well-studied TFs of other classes, C2H2 
proteins specifically bind to long DNA sequences 
reaching several tens of base pairs. The C2H2 proteins 
can effectively bind to DNA as monomers, unlike most 
other TFs that bind to short palindromic sequences as 
homo- or heterodimers. Some C2H2 domains in combi-
nation with the unstructured regions of C2H2 proteins 
can enable a variety of interactions with protein com-
plexes and individual TFs and RNAs. Therefore, C2H2 
proteins may be considered as promising candidates for 
the role of organizers of the architecture of regulatory 
elements, such as promoters, enhancers, insulators, 
and silencers. Unfortunately, the available experimen-
tal evidence is insufficient in order to confirm the va-
lidity of this assumption for vertebrates. On the other 
hand, the well-studied CTCF protein of vertebrates has 
a number of properties (the specific binding to a DNA 
site, the formation of open chromatin regions, the re-

cruitment of protein complexes, and the organization of 
long-distance interactions) that may be extrapolated to 
other C2H2 proteins.

Finally, many C2H2 proteins have domains that are 
capable of homodimerization. Interestingly, in arthro-
pods and vertebrates, there was an expansion of differ-
ent domains: ZAD and SCAN, respectively. The main 
common property of the ZAD and SCAN domains is 
their ability to preferentially form homodimers. Ho-
modimerizing ZADs of the three ZAD C2H2 proteins 
(Pita, ZIPIC, and Zw5) were demonstrated to deter-
mine the specificity of long-distance interactions [118]. 
Probably, other ZAD C2H2 proteins possess similar 
properties. So far, only some data on the role of SCAN 
C2H2 proteins in the organization of active promoters 
in vertebrates has been obtained. Apart from the ZAD 
and SCAN domains, C2H2 proteins may have other do-
mains capable of multimerization: e.g., an N-terminal 
domain of the Drosophila dCTCF protein [42].

Therefore, the available fragmentary data already 
allow us to suggest a model where the C2H2 proteins 
act as the messengers in the transfer of information 
from the nucleotide sequence of the regulatory ele-
ments (promoters, enhancers, and silencers) to the 
protein complexes that determine the properties of 
regulatory elements. It is assumed that investigation of 
individual members of this extensive class of TFs, the 
elucidation of the functional roles of the ZAD, SCAN, 
and KRAB domains, and the identification of new part-
ner proteins and new dimerization domains will allow 
us to evaluate the real contribution of C2H2 proteins to 
the formation of the chromosomal architecture and the 
structure of regulatory elements. 
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INTRODUCTION
During DNA replication or transcription, single-strand 
breaks are usually introduced by topoisomerase I 
(Top1) in order to remove local helical tensions [1, 2]. 
However, various DNA damages (strand breaks, nu-
cleobase lesions), as well as Top1 inhibition, lead to the 
accumulation of covalent Top1-DNA complexes with a 
catalytic tyrosine that is linked to the 3’-terminal phos-
phate [3, 4]. To maintain the native DNA structure and 
enable the replication process to proceed, such com-
plexes are hydrolyzed by tyrosyl-DNA phosphodiester-
ase 1 (Tdp1), an important DNA repair enzyme found 
in humans and other eukaryotic organisms [5–8].

The Tdp1 substrate is a Top1-DNA complex in 
which Top1 is preliminarily proteolyzed to a short pep-
tide fragment [9]. Tdp1 exhibits broad substrate spec-
ificity, because Top1 creates nicks at various sites in 
the DNA backbone (although it shows preference for 
the thymidine 3’-phosphodiester bond) [10]. The Tdp1 
active site is centrally located in a substrate-binding 
groove. The narrow part of the groove on one side of 
the active site is positively charged and involved in 

the binding of the DNA strand. The wider part of the 
groove on the other side binds a peptide fragment of 
the substrate. The position of the substrate’s 3’-phos-
phate group in the Tdp1 active center is stabilized by 
hydrogen bonds with the Lys265 and Lys495 residues. 
It is considered that carboxamide groups of Asn283 and 
Asn516 are also involved in the phosphate binding [11, 
12]. The phosphodiester bond between the 3’-phos-
phate and tyrosine residue is cleaved via an S

N
2 mech-

anism, with the participation of the His263 and His493 
side chains, and a transition state is formed in a trigonal 
bipyramidal configuration when the Nε2 atom of His263 
and tyrosyl oxygen occupy apical positions at the nu-
cleophilic attack by His263, whereas the His493 residue 
donates a proton to the tyrosine residue in the leaving 
group (Fig. 1) [13, 14]. The protonated state of the Nδ1 
atoms of His263 and His493 is stabilized by hydrogen 
bonds with the Glu538 and Gln294 side chains, respec-
tively. The deprotonation of the Nε2 atom of His263 may 
be forced by the close proximity of the charged amino 
groups of Lys265 and Lys495; and the charged state of 
His493, by the proximity of the Asp288 side chain.
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target for anticancer therapy. A human Tdp1 model has been constructed using the methods of quantum and mo-
lecular mechanics, taking into account the ionization states of the amino acid residues in the active site and their 
interactions with the substrate and competitive inhibitors. The oligonucleotide- and phosphotyrosine-binding 
cavities important for the inhibitor design have been identified in the enzyme’s active site. The developed mo-
lecular model allowed us to uncover new Tdp1 inhibitors whose sulfo group is capable of occupying the position 
of the 3’-phosphate group of the substrate and forming hydrogen bonds with Lys265, Lys495, and other amino 
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Camptothecin and its derivatives (irinotecan, topo-
tecan) cause the formation of irreversible covalent 
Top1-DNA complexes and are, therefore, used to in-
flict DNA damage on cancer cells [3]. The suppression 
of the elimination of such complexes by Tdp1 inhibitors 
is a promising way with which to enhance the antitu-
mor effect of camptothecins, which is confirmed by the 
fact that TDP1-deficient cells are sensitive to chemo-
therapy [15–17]. While there are several compounds 
known to suppress enzyme activity, drug development 
based on Tdp1 inhibitors remains  far from a preclinical 
or clinical stage. For instance, the vanadate ion VO

4
3-, 

forming a coordinate bond with His263 and resembling 
the transition state of the reaction, was used to study 
the catalytic mechanism and to obtain crystal Tdp1 
complexes with various oligonucleotides and peptide 
fragments [10, 13]. Tdp1 inhibitors were detected by in 
vitro screening of low-molecular-weight compounds, 
including steroid derivatives [18], indenoisoquinolines 
[19, 20], phosphotyrosine mimetics [21], thioxothia-
zolidinones [22], benzopentathiepines [23], and diaza-
adamantanes [24]. The above-mentioned compounds 
presumably compete for the substrate binding site, 
though the structures of the enzyme-inhibitor com-
plexes are unknown, and the specific interactions be-
tween these molecules and active site residues are still 
to be uncovered. A molecular docking investigation of 
the interactions between several inhibitors and Tdp1 
led to contradictory results which poorly correlated 
with experimental data on the inhibitory effect of the 
compounds [25, 26]. This suggests that protein mod-
els built on the basis of crystal structures need to be 
elaborated and optimized. In some studies, the reaction 
mechanism and molecular environment were not taken 
into account when estimating the ionization states of 
the histidine [22] and lysine [18, 27] side chains in the 
active site: that questions the reliability of the model-
ing. Obviously, a high-quality model of human Tdp1 
which takes into account the structural features of the 
active site is needed to simulate the binding of potential 
inhibitors. The goal of the present study was to build 
a molecular model of Tdp1 using hybrid methods of 
quantum and molecular mechanics, as well as to verify 
its validity for virtual screening for competitive inhibi-
tors.

EXPERIMENTAL SECTION

Protein structure modeling
The molecular model of human Tdp1 was built on the 
basis of the 1nop crystal structure (chains A, C, D) [14]. 
The coordinates of the missing loops in the protein 
structure were predicted with the Swiss-PDBViewer 
4.1 program (which implements structure superimpo-

sition) [28] and ModLoop web server (predicts the posi-
tion of the missing heavy atoms) [29]. The coordinates 
of the loop 425-434 were transferred from the 1qzq 
structure following its superimposition onto 1nop, and 
the coordinates of the loop 560-567 missing in all Tdp1 
crystal structures were predicted from the amino acid 
sequence. 

N e x t ,  t h e  e n z y m e - s u b s t r a t e  c o m p l e x  o f 
Tdp1 was modeled using the AmberTools 1.2 
(http://ambermd.org) and Amber 12 [30, 31] packag-
es installed on the MSU supercomputer [32]. The sub-
strate molecule was constructed based on a structural 
analogue from 1nop (covalent complex vanadate-ol-
igonucleotide-peptide), by replacing the vanadium 
atom with phosphorus. Parameters from the AMBER 
parameter database [33] were used to provide a mo-
lecular mechanical description for the phosphotyros-
ine moiety of the substrate molecule. The remaining 
portion of the substrate and the protein were de-
scribed by the ff99SB force field [34]. Hydrogen at-
oms were added to the structure of the enzyme-sub-
strate complex, and, then, it was placed in a water 
box (TIP3P solvent model, minimum distance of 12 
Å between the protein and the box’s edge). Chlorine 
ions were added into the box to neutralize the posi-
tive net charge caused by the ionogenic groups of the 
protein and the substrate. The energy minimization 
of the obtained system was performed in two stages. 
At the first stage (2,500 steps of the steepest descent 
algorithm followed by 2,500 conjugate gradient steps), 
the protein and substrate coordinates were kept fixed 
by positional constraints of 2 kcal/(mol∙Å2) on heavy 
atoms. At the second stage (5,000 steepest descent 
steps followed by 5,000 conjugate gradient steps), 
the system was partitioned into quantum mechanics 
(QM) and molecular mechanics (MM) regions. The QM 
region consisting of a fragment of the substrate and 
the side chains of His263 and His493 (see Fig. 1) was 
described using the semi-empirical Hamiltonian RM1 
[35, 36] and linker atoms at the region boundaries. A 
PME (Particle Mesh Ewald) approach and periodic 
boundary conditions were chosen in computing long-
range electrostatic interactions.

A search for binding pockets in the obtained Tdp1 
structure was performed using the fpocket 2.0 and 
pocketZebra software [37, 38], with cavities identified 
as clusters of alpha spheres (spheres that are in contact 
with four atoms and do not contain internal atoms). To 
identify small cavities, the minimum number of alpha 
spheres in a cavity was reduced from 35 to 30, and the 
maximum distance between alpha spheres at a cluster-
ing step was also reduced from 2.5 to 2.4 Å. Hydrogen 
atoms were not taken into account during the search 
for cavities.
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Virtual screening
Virtual screening for Tdp1 inhibitors was carried out 
among low-molecular-weight compounds from the 
Vitas-M commercial library (http://www.vitasmlab.
com). The protonation and structure optimization of 
compounds was performed as described previously [39]. 
Compounds containing a sulfo group and in conform-
ity with the rule of three (molecular weight < 300, log 
P ≤ 3, hydrogen bond donors ≤ 3, hydrogen bond accep-
tors ≤ 3, rotatable bonds ≤ 3) [40, 41] were selected from 
the library using the ACD/SpectrusDB 14.0 program 
(http://www.acdlabs.com). The substrate and water 
molecules were removed from the obtained model of 
Tdp1 enzyme-substrate complex, and an energy grid 
box (map of interaction potential) overlapping the ac-
tive site was generated through the Lead Finder 1.1.15 
program [42, 43]. Next, the molecular docking of the 
compounds into the Tdp1 active site was performed us-
ing a genetic algorithm in “extra precision” mode. The 
resulting structures of the complexes with inhibitors 
were optimized according to the procedure applied to 
the Tdp1 enzyme-substrate complex. The QM-region 
included an inhibitor molecule and the side chains of 
His263 and His493, and the molecular-mechanical pa-
rameters of the inhibitors were taken from the GAFF 

force field [44]. The visualization of predicted poses was 
performed using the VMD 1.9.2 software [45].

Enzyme activity assay
The recombinant human Tdp1 protein was expressed 
in Escherichia coli and extracted according to the 
earlier described procedure [46]. The plasmid pET 
16B Tdp1 was kindly provided by Dr. K.W. Caldecott 
(University of Sussex, United Kingdom). The enzyme 
was purified by chromatography with nickel sorbent 
NTA-Ni2+-Sepharose CL-6B, and, then, the final puri-
fication was done with phosphocellulose P-11. A previ-
ously constructed biosensor 5’-(5,6 FAM-aac gtc agg 
gtc ttc c-BHQ1)-3’, where FAM is a fluorophore and 
BHQ1 is a fluorescence quencher, was used for meas-
urements of enzyme activity [23, 47]. The Tdp1 activity 
was monitored by detecting the release of 3’-terminal 
substituent BHQ1 under the following conditions: 50 
mM Tris-HCl, pH 8.0, 50 mM NaCl, 7 mM β-mercap-
toethanol, 50 nM biosensor, 1.3 nM Tdp1, 26°C. The re-
action rate at different concentrations of compounds 
STK370528 (Sigma-Aldrich) and STK376552 (Vitas-
M Laboratory, Ltd) was measured using a POLARstar 
OPTIMA fluorimeter (BMG LABTECH, Germany). 
The measurements were conducted in two independ-
ent experiments. The IC

50
 values (the inhibitor concen-

tration required to reduce the enzyme activity by 50% 
[48]) were determined using the MARS Data Analysis 
2.0 program (BMG LABTECH).

RESULTS AND DISCUSSION

Protein model
To construct a molecular model of human Tdp1 that 
could be used to screen for its competitive inhibitors, 
it was necessary to select an appropriate crystal struc-
ture of the enzyme, take into account the ionization of 
catalytically important amino acid residues, and repro-
duce the conformations of these residues that allow for 
an optimal interaction with the substrate. The Protein 
Data Bank contains structures of the Tdp1 apo form 
(PDB ID 1jy1, 1qzq), as well as complexes with vari-
ous transition state analogues (1mu7, 1mu9, 1nop, 1rff, 
1rfi, 1rg1, 1rg2, 1rh0, 1rgt, 1rgu). A complex with the 
closest substrate analogue – 1nop – in which vanadate 
is covalently bound to the catalytic His263 residue was 
selected as the initial structure for modeling. Through 
the replacement of the vanadium atom with phospho-
rus, the starting substrate structure was obtained: the 
oligonucleotide 5’-GTT-3’ linked to the peptide KL-
NYL via a tyrosine side chain.

An important modeling step was the reconstruction 
of the missing loops 425-434 and 560-567, as a protein 
structure without chain breaks was required for fur-

Fig. 1. The structure of the Tdp1 active site. The Lys265, 
Asn283, Lys495, and Asn516 residues are involved in the 
binding of the substrate’s phosphate group. In the reac-
tion mechanism, nucleophilic attack by His263 residue oc-
curs and a proton is transferred from His493 to the leaving 
group. The shaded area corresponds to the QM region 
defined in the performed modeling of the enzyme-sub-
strate complex.

Thymine
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Table 1. Interactions of the 3’-terminal phosphate group 
of the substrate with the active site residues in the starting 
and optimized models of human Tdp1.

Interaction
Distance (Å)

Starting 
model

Optimized 
model

PO
4

-:P ∙∙∙ His263:NE2 2.0 2.7

PO
4

-:O
bridging

 ∙∙∙ His493:NE2 2.6 2.6

PO
4

-:O ∙∙∙ Lys265:NZ 2.8 2.7

PO
4

-:O ∙∙∙ Lys495:NZ 2.8 2.7

PO
4

-:O ∙∙∙ Asn283:ND2 3.0 2.8

PO
4

-:O ∙∙∙ Asn516:ND2 3.2 3.0

Fig. 2. The sub-
strate-binding groove 
in the human Tdp1 
model. (A) The inter-
action of the substrate 
molecule with the 
oligonucleotide and 
phosphotyrosine bind-
ing sites. The oligo-
nucleotide is shown in 
red, phosphotyrosine 
is shown in green, and 
the rest of the peptide 
is shown in yellow. 
Cavities are labeled 
with points corre-
sponding to the centers 
of alpha spheres. (B) 
The localization of alpha 
spheres in the oligonu-
cleotide and phospho-
tyrosine binding sites.

A� B

ther optimization. Hydrogen atoms were added to the 
Tdp1 structure with reconstructed loops; a hydrogen 
atom was attached to the Nδ1 atom of the His263 side 
chain, and the His493, Lys265, and Lys495 side chains 
were taken to be charged. The optimization of the 
coordinates of the substrate and those of the added 
hydrogen atoms was done in two stages. At the first 
stage, a molecular-mechanical minimization was per-
formed to remove the largest strains in the system. At 
the second stage, the semi-empirical Hamiltonian RM1, 
whose efficiency was demonstrated in simulations of 
biomolecules [49, 50], was used to describe the interac-
tions between the substrate and the catalytic residues 
His263 and His493 more precisely. The most important 
interatomic distances in the active site of the starting 
and optimized Tdp1 models are listed in Table 1. The 
initial position of phosphate atoms in the starting model 
corresponds to the coordinates of vanadate in a com-
plex with the enzyme, resembling the transition state. 
Through the structure optimization, the phosphate 
adopts a tetrahedral configuration and the distance 
between phosphorus and His263 increases from 2.0 
to 2.7 Å, which corresponds to their disposition in the 
ground state of the active site. Hydrogen bonding of the 
phosphate group with other residues does not under-
go significant changes. This demonstrates that in both 

the ground state and transition state the Asn283 and 
Asn516 side chains participate in the substrate binding 
and, together with the charged amino groups of Lys265 
and Lys495, form a hydrogen-bonding network with 
the 3’-phosphate group. A Tdp1 model for the docking 
of small molecules was obtained by removing the sub-
strate from the optimized structure, where the orienta-
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tions of the active site residues could provide multiple 
interactions with competitive inhibitors.

An analysis of the substrate-binding groove surface 
in the Tdp1 model allowed us to identify binding sites 
for potential inhibitors. There are two distinct bind-
ing cavities; one for the phosphotyrosine and a second 
for the oligonucleotide, with the Asn516 and His263 
side chains located at the boundary between them 
(Fig. 2). The oligonucleotide-binding cavity is a large 
region which has a total surface area of 666 Å2. Among 
the amino acid residues positioned in this region are 
the residue pairs Ser400-Ser518 and Ser403-Ala520 
involved in the binding of the second and third phos-
phate groups from the 3’-terminus. The phosphotyro-
sine-binding cavity is substantially smaller (206 Å2), but 
all the key active site residues participate in its forma-
tion: His263, His493, Lys265, Lys495, Asn283, Asn516, 
as well as the Tyr204, Pro461 and Trp590 residues in-
volved in hydrophobic contacts.

Most of the known Tdp1 inhibitors are deprived 
of negatively charged moieties. Therefore, it is quite 
possible that the phosphotyrosine cavity, adapted to 
accommodate the 3’-terminal phosphate, does not 
participate in the binding of these compounds. This as-
sumption is confirmed by a modeling of inhibitor bind-
ing using molecular docking. So, diazaadamantane de-
rivatives, whose inhibitory properties were recently 
reported [24], are localized in the oligonucleotide region 
of the active site upon simulation of their binding using 
the Tdp1 model. The tricyclic moiety of these inhibitors 
occupies the site of the third ribose residue from the 

3’-terminus, while an extended hydrophobic substitu-
ent is oriented towards the phosphotyrosine binding 
site, but does not interact with it (Fig. 3A).

Inhibitor screening
The presence of a cluster of the conserved Lys265, 
Lys495, Asn283, and Asn516 residues in the phos-
photyrosine binding site makes possible an effective 
electrostatic interaction between the enzyme and 
substrate and may be an important structural factor 
in the binding of competitive inhibitors containing 
an appropriate charged group. A sulfo group, SO

3
- , 

might serve as a functional group of that type, be-
ing a structural analogue of phosphate. To verify this 
assumption, sulfonic acids and their salts (71 com-
pounds) were retrieved from a library of low-mo-
lecular-weight compounds conforming to the rule of 
three that specifies the ranges of physicochemical pa-
rameters of the molecular fragments (small molecules 
used in primary screening and subsequent structure 
optimization). The compounds were docked into the 
Tdp1 model active site and examined for their ability 
to form hydrogen bonds with Lys265, Lys495, Asn283, 
Asn516, as well as other interactions with the DNA 
and peptide binding sites.

As a result of the screening, we selected the most 
promising inhibitors, STK370528 and STK376552, in 
which the sulfo group was attached to a heterocyclic 
moiety via a thioether linker (Table 2, Fig. 3B). The con-
formations of amino acid residues that interact with 
STK370528 and STK376552 in the obtained enzyme-

Fig. 3. Interactions of inhibitors 
with the substrate-binding 
groove in the human Tdp1 
model. (A) The binding of 
diazaadamantane deriva-
tives. (B) The binding of the 
sulfo-substituted derivatives 
STK370528 and STK376552. 
The oligonucleotide and 
phosphotyrosine cavities are 
labeled with red and green 
alpha spheres, respectively.

A� B
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inhibitor complexes were subsequently optimized using 
the RM1 Hamiltonian. Re-docking into the refined pro-
tein models revealed that STK370528 was a more ef-
fective inhibitor and had higher binding energy ΔGrecalc 
(see data in Table 2).

For the experimental testing of the inhibitory prop-
erties of the compounds against the recombinant form 
of human Tdp1, we applied a biosensor (an oligonucle-
otide containing a fluorophore at the 5’-end and a flu-
orescence quencher at the 3’-end) that enables mea-
surement of enzyme activity in real time. The method 
is based on the ability of Tdp1 to remove various large 
adducts from the 3’-end of DNA [17], including the 
fluorescence quencher BHQ1 (Black Hole Quencher 
1) [51]. Upon BHQ1 removal by the enzyme, the inten-
sity of the 5’-terminal fluorophore emission depends 

on the amount of cleaved substrate. Figure 4 shows 
a typical plot of the reaction rate as a function of the 
STK370528 concentration. The IC

50
 values were 83 µM 

for STK370528 and 686 µM for STK376552. Thus, the 
experimental study confirmed the conclusions of mo-
lecular modeling and showed that the selected com-

Table 2. Compounds selected by virtual screening as human Tdp1 inhibitors.

Chemical structure ΔGcalc

(kcal/mol)
ΔGrecalc

(kcal/mol)
IC

50
(µM)

STK370528 -7.5 -8.7 83±24

STK376552 -8.4 -8.0 686±14

Fig. 4. The dependence of the Tdp1-catalyzed reaction 
rate on the concentration of the inhibitor STK370528.
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Inhibitor concentration (µM)

Fig. 5. The position of the inhibitor, STK370528, in the 
active site of the molecular model of human Tdp1. Dot-
ted lines indicate hydrogen bonds important for the 
stabilization of the sulfo group position. The gray color 
denotes the substrate coordinates in the model of the 
enzyme-substrate complex.
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pounds were Tdp1 inhibitors that suppress enzyme ac-
tivity in the micromolar concentration range.

The sulfo group of the inhibitors is capable of oc-
cupying the position of the 3’-phosphate group of the 
substrate and can form hydrogen bonds with the ami-
no acid residues Lys265, Lys495, Asn283, Asn516, and 
His493, which constitute the phosphotyrosine binding 
site (Fig. 5). The location of the heterocyclic moiety in 
the oligonucleotide binding site leads to additional in-
teractions. In the case of STK370528, a benzothiazole 
group forms a hydrogen bond with Asn516 and hydro-
phobic contacts with the Ala520 and Ala521 side chains. 
A flexible linker in the inhibitor structure provides a 
connection between groups located in different re-
gions of the Tdp1 active site. The linker in STK376552 
is elongated by one methylene unit, which disrupts 
interactions with Ala521 and Asn516 and decreases 
the inhibitory activity of this compound compared to 
STK370528.

Electrostatic interactions with the charged residues 
Lys265, Lys495, and His493 play an important role in 
the binding and orientation of inhibitors in the Tdp1 
active site. In the case of uncharged sulfonates (phe-
nyl and methyl esters of STK370528), the efficiency of 
interaction with the active site residues is reduced as 
confirmed by a number of different inhibitors’ orienta-
tions upon simulation of their binding in the enzyme ac-
tive site. Modeling of the binding of indenoizoquinoline 

sulfonates which had been previously considered to be 
potential inhibitors but exhibited no activity against 
Tdp1 [25], has also shown that an esterified sulfo group 
cannot mediate interactions with the phosphotyrosine 
binding site.

CONCLUSIONS
The present study shows that the constructed molecu-
lar model of the DNA repair enzyme Tdp1, taking into 
account the structural features of the active site, ade-
quately describes the binding of small molecules and 
makes possible a selection  of substrate-competitive in-
hibitors through virtual screening. Based on a detailed 
analysis of intermolecular interactions, we selected 
from the computer library of potential inhibitors the 
sulfonates STK370528 and STK376552, which are ca-
pable of suppressing enzyme activity in the micromolar 
concentration range. The structural organization and 
localization of the oligonucleotide- and phosphotyros-
ine-binding sites in the substrate-binding groove were 
shown to be important factors to be considered when 
developing new Tdp1 inhibitors. 
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INTRODUCTION
The lipid bilayer may have a domain structure deter-
mined by immiscible lipid phases coexisting in different 
aggregate states. Single-component lipid bilayers ex-
ist in the solid state at temperatures below the melting 
points (T

melt
) of lipids. Depending on the tilt angle of li-

pid molecules and the packing of hydrocarbon tails, the 
solid bilayer is comprised of the following phases: the 
solid phase (crystalline), the gel phase, and the ripple 
phase, which is typical of saturated phosphocholines 
[1]. At a point above the transition temperature, the 
state of bilayer lipids changes into a liquid-like state. 
Lipid components with varying melting temperatures 
can show complicated phase behavior in different areas 
of the membrane in a temperature-dependent man-
ner. This leads to the coexistence of solid (s

o
) and liquid 

states (l
d
) attributed to lipids with high and low melting 

temperatures, respectively. The presence of sterols, in 

particular cholesterol, promotes phase segregation and 
induces the liquid-ordered state (l

o
). There is evidence 

that the coefficient of lateral lipid diffusion in the l
o
-

phase is 2–3 times lower as compared to the l
d
-areas 

[2]. The existence of lipid lateral segregation has been 
demonstrated in biological membranes. Although gel 
domains are not exclusive to model membranes (they 
are also present in biological membranes [3]), it has 
been generally assumed that phase segregation in bio-
logical membranes is mainly represented by two liquid 
phases (l

d
 + l

o
) [4]. Since not only membrane lipids are 

sensitive to lateral segregation, but also peptides, a con-
cept of lipid-protein nanodomains (rafts) has been pro-
posed and received increasing attention. These rafts are 
enriched in high-T

melt
 lipids and cholesterol and exist 

in the l
o
-phase. In recent years there has been growing 

interest in lipid rafts due to their important role in pro-
tein trafficking, signaling, immune response, etc. [5–
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ABSTRACT In this study we report on experimental observations of giant unilamellar liposomes composed of 
ternary mixtures of cholesterol (Chol), phospholipids with relatively low Tmelt (DOPC, POPC, or DPoPC) and 
high Tmelt (sphingomyelin (SM), or tetramyristoyl cardiolipin (TMCL)) and their phase behaviors in the presence 
and absence of dipole modifiers. It was shown that the ratios of liposomes exhibiting noticeable phase separation 
decrease in the series POPC, DOPC, DPoPC regardless of any high-Tmelt lipid. Substitution of SM for TMCL led 
to increased lipid phase segregation. Taking into account the fact that the first and second cases corresponded 
to a reduction in the thickness of the lipid domains enriched in low- and high-Tmelt lipids, respectively, our find-
ings indicate that the phase behavior depends on thickness mismatch between the ordered and disordered do-
mains. The dipole modifiers, flavonoids and styrylpyridinium dyes, reduced the phase segregation of membranes 
composed of SM, Chol, and POPC (or DOPC). The other ternary lipid mixtures tested were not affected by the 
addition of dipole modifiers. It is suggested that dipole modifiers address the hydrophobic mismatch through 
fluidization of the ordered and disordered domains. The ability of a modifier to partition into the membrane and 
fluidize the domains was dictated by the hydrophobicity of modifier molecules, their geometric shape, and the 
packing density of domain-forming lipids. Phloretin, RH 421, and RH 237 proved the most potent among all the 
modifiers examined.
KEYWORDS chalcones, flavonoids, lateral heterogeneity, lipid bilayers, lipid domains, dipole modifiers, styryl-
pyridinium dyes phase separation
ABBREVIATIONS Chol – cholesterol, DOPC – 1,2-dioleoyl-sn-glycero-3-phosphocholine, DPoPC – 1,2-dipalmito-
leoyl-sn-glycero-3-phosphocholine, POPC – 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine, SM – porcine 
brain sphingomyelin, TMCL – 1,1’,2,2’-tetramyristoylcardiolipin. 
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16]. Importantly, the occurrence of lipid-protein rafts 
has not yet been agreed upon. These nanodomains are 
one to hundreds of nanometers in size and are extreme-
ly dynamic. In lipid bilayers, the ordered domains can 
be of large dimension, which allows for visualization by 
fluorescence microscopy using single unilamellar lipos-
omes [17]. It is possible to observe phase segregation in 
liposomes loaded with fluorescently labeled lipids. Most 
dyes are targeted at the liquid-disordered raft fraction, 
leaving the ordered domains unlabeled. 

Amphiphilic low-molecular-weight compounds, 
known as dipole modifiers, in particular some flavo-
noids, can influence the equilibrium between the phas-
es. Ostroumova et al. [18] reported that flavonoid com-
pounds such as biochanin A, phloretin, and myricetin 
are able to negatively affect phase separation scenarios 
in model membranes composed of binary lipid mix-
tures (DOPC : SM (80 : 20 mol.%), DOPC : DMPC (50 : 
50 mol. %) or DOPC : DPPC (50 : 50 mol. %)). A similar 
effect was observed for phloretin, its glycoside phlori-
zin, quercetin, myricetin, and styrylpyridinium dyes 
of the RH series in a three-component bilayer mixture 

of POPC, Chol, and SM [19]. Although Efmova et al. 
[19] examined the influence of the above-mentioned 
dipole modifiers on the domain structure of POPC 
membranes incorporating sterols and sphingolipids, 
the roles of these phospholipids, which constitute the 
disordered liquid phase, remain poorly understood. The 
objective of this work was to investigate the effect of 
low-T

melt
 lipid components on the phase separation sce-

nario in liposomes packed with Chol and SM before and 
after the introduction of flavonoids or RH dyes. With a 
variety of phospholipids, POPC, DOPC and DPoPC, we 
were able to sequentially change the disordered lipid 
phase thickness of a fluid membrane. Lipid mixtures 
containing TMCL were also studied for their ability to 
modify the thickness of ordered lipid domains. 

MATERIALS AND METHODS

Materials
The following compounds were used in the study: sorb-
itol, phloretin, phlorizin, quercetin, myricetin, and RH 
421 (Sigma, USA); RH 237 (Molecular Probes, USA); 

The main characteristics of the lipid molecules 

Lipid Chemical structure C n:m T
melt
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Note. Cn : m is the number of carbon atoms (n) and double bonds (m) in acyl chains; T
melt

 is the main phase-transition 
temperature.
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1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 
1 (POPC), 1,2-dioleoyl-sn-glycero-3-phosphocholine 
(DOPC), 1,2-dipalmitoleoyl-sn-glycero-3-phospho-
choline (DPoPC), 1,1’,2,2’-tetramyristoyl cardiolipin 
(TMCL), porcine brain sphingomyelin (SM), choles-
terol (Chol) and lissamine rhodamine B-1,2-dipalmi-
toyl-sn-glycero-3-phosphoethanolamine (Rh-DPPE) 
(Avanti Polar Lipids, USA). The table provides details 
for each of the lipids used. 

Confocal microscopy of giant unilamellar liposomes 
Giant unilamellar liposomes were prepared by the elec-
troformation technique using the Vesicle Prep Pro ma-

chine (Nanion, Germany) on glass slides coated with 
titanium and indium oxides (90% indium oxide : 10% 
indium oxide, 29 × 68 × 0.9 mm) with a surface specific 
resistivity of 20–30 Ω/sq. (standard protocol, 3 V, 10 Hz, 
1 h, 25°C.) Lateral phase segregation was visualized by 
adding the Rh-DPPE fluorescent probe into a three-
component mixture that consisted of 40 mol. % low-T

melt
 

phospholipid (DOPC, POPC or DPoPC), 40 mol. % high-
T

melt
 phospholipid (SM or TMCL), and 20 mol. % Chol in 

chloroform (2 mM). The final Rh-DPPE concentration 
was 1 mol. %. The liposome suspension was aliquoted 
for storage. An aliquot without a dipole modifier was 
used as control. Test samples contained 400 µM flavo-

Fig. 1. Pie charts demonstrating the possible scenarios of phase separation in liposome membranes composed of sphin-
gomyelin (SM) or tetramyristoyl cardiolipin (TMCL) (40 mol. %), cholesterol (Chol) (20 mol. %), and different phospho-
lipids (POPC, DOPC, or DPoPC) (40 mol. %). (A) Microphotographs of liposomes with different lipid compositions and 
phase behaviors (l

d
, l

о
, s

о
) (B). Here and in Figs. 3 and 4, dark gray sectors denote the percentage of vesicles with solid 

ordered domains (s
o
); light gray sectors denote the percentage of vesicles with liquid-ordered domains (l

o
); white sec-

tors denote the relative number of homogeneously stained liposomes with liquid-disordered state without noticeable 
phase separation (l

d
). * – data from ref. [19]. (B) Fluorescence micrographs of giant unilamellar vesicles demonstrating 

various types of membrane phase separation scenarios (l
d
, l

о
, s

о
).
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noid (phloretin, phlorizin, quercetin, or myricetin) or 
10 µM styrylpyridinium dye (RH 421 or RH 237). Im-
ages were acquired with APO oil-immersion objective 
lens 100.0 × /1.4 HCX PL using a Leica TCS SP5 con-
focal laser scanning microscope (Leica Microsystems, 
Germany). Liposomes were examined at 25°C. Rh-
DPPE emission was excited at 543 nm (a helium-neon 
laser). There is evidence that in lipid bilayer systems 
with phase segregation, Rh-DPPE shows partitioning 
preference mainly for the disordered liquid phase (l

d
) 

[20], whereas the liquid-ordered phase (l
o
) and solid 

ordered phase (gel, s
o
) remain unlabeled [21]. Ordered 

domains were identified morphologically: the dye-un-
labeled circular domains were considered to be in the 
l

o
-state, while the dye-unlabeled domains of irregular 

shape were assigned to the s
o
-state. Each sample was 

characterized by the ratio (p
i
, %) of homogeneous and 

heterogonous vesicles:

                                      = ⋅p
N
N
100 %i

i ,� (1)

where i is liposome phase separation (homogeneous 
l

d
-vesicles or liposomes that carry the l

o
 or s

o
-domains); 

N
i
 is the vesicle number in a sample with a certain 

phase scenario (from 0 to 50); and N is the total lipos-
ome number in a sample (50 in each system). The p

i
 

values were obtained by averaging values from four 
independent experiments. The data for each lipid sys-
tem were presented in pie charts, along with standard 
deviations for liposomes with assigned phase behavior.

RESULTS AND DISCUSSION
Figure 1A (upper panel) shows findings on possible 
types of phase behavior in unilamellar membranes 
comprised of SM (40 mol. %), Chol (20 mol. %), and low-
T

melt
 phospholipids (POPC, DOPC or DPoPC; 40 mol. %) 

(see Table for details on T
melt

). Microphotographs with 
each type of phase segregation scenario (l

d
, l

о
, s

о
) are 

presented in Fig. 1B (upper panel). Phase behavior of 
ternary mixtures containing SM/Chol/ POPC had been 
previously examined [19]. We found that liposomes that 
incorporate 45 ± 13% SM/Chol/POPC contain solid do-
mains of irregular shape (s

о
), whereas 30 ± 11% SM/

Chol/POPC vesicles are enriched in liquid-ordered do-
mains with a circular morphology (l

о
). The remaining 

liposomes are vesicles homogeneously labeled with the 
fluorescent probe (l

d
), exhibiting no phase segregation. 

Figure 1A (upper panel) demonstrates that substitution 
of POPC for DOPC in the membrane mixture reduces 
the number of vesicles with s

о
-domains (19 ± 4%) and 

increases the number of liposomes with the l
о
-state (63 

± 10%). When DPoPC was used, 82 ± 8% vesicles were 
homogeneously dye-labeled without noticeable phase 
separation, while the remaining vesicles contained 

solid domains. It is tempting to suggest that visual 
phase separation decreases in the series POPC, DOPC, 
DPoPC, and so does the thickness of the disordered 
phase (d

Ld
), which includes different low-T

melt
 phospho-

lipids, whereas the mismatch (Δd) in the hydrophobic 
bilayer thickness of the coexisting liquid-ordered and 
liquid-disordered phases increases (Fig. 2, left part) [22, 
23]. As a result, the formation of well-defined bound-
aries between the ordered and disordered domains, 
which seemingly favors the exposure of a portion of 
the hydrophobic region to the aqueous environment, 
becomes energetically prohibitive, thus decreasing the 
number of liposomes with visible phase separation. A 
similar conclusion can be reached based on the results 
shown in Fig. 1 (lower panel), which presents the data 
on the phase separation of TMCL membranes ((TMCL; 
40 mol. %), Chol (20 mol. %) and other low-T

melt
 phos-

pholipids (40 mol. %)). One can notice that TMCL-con-
taining liposomes show phase separation regardless of 
any low-T

melt 
phospholipids (no homogeneously labeled 

liposome). The differences between the lipid systems 
are due to the proportion of vesicles carrying l

о
- and 

s
о
-domains. As noted above, DPoPC contributes to the 

lowest thickness of the l
d
-phase among all the phos-

pholipids tested, which corresponds to the highest Δd 
value, and consequently to the highest energy of or-
dered domain formation. This explains why DPoPC-
containing liposomes showed poor phase separation 
(82 ± 7% liposome have l

о
-domains) versus the POPC- 

and DOPC-vesicles that form l
d
-phases with greater 

thickness and lower Δd values with phase separation in 
most liposomes (85 ± 9% and 87 ± 8% in the l

d
/s

о 
ratio, 

respectively)
.

An analysis of phase behavior scenarios involv-
ing various high-T

melt
 phospholipids also suggests a 

role for Δd in regulating the lateral heterogeneity of 
ternary membrane mixtures. Figure 1B (lower panel) 
depicts microphotographs of TMCL-containing lipo-
somes with low-T

melt 
phospholipids. Figure 1A dem-

onstrates that SM to TMCL substitution in the mem-
brane mixture leads to enhanced phase separation. In 
the case of POPC- (left column) and DOPC-containing 
bilayers (middle column), the proportion of liposomes 
with s

о
- domains increases, whereas DPoPC-bilayers 

display a statistically significant increase in the num-
bers of vesicles with l

о
-domains (right column). This 

is attributed to the fact that the presence of TMCL in 
place of SM lowers the thickness of the ordered phase 
and decreases Δd (Fig. 2, right part). Taken together, 
this substitution finally reduces the energy of ordered 
domain boundary formation. Overall, the findings in 
Fig. 1 allow one to link the lateral heterogeneity of ter-
nary membranes to the mismatch in the membrane 
thickness of the liquid-ordered and liquid-disordered 
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phases: the degree of phase separation is inversely 
proportional to Δd values.

Taking into account the fact that dipole modifiers 
impact not only the dipole potential, but also the pack-
ing of lipid components [24–27], we suggest that these 
agents possess the ability to alter the phase separation 
scenario. Recently, we have investigated the effects 
of the dipole modifiers phloretin, phlorizin, quercetin, 
myricetin, RH 421, and RH 237 on the phase separa-
tion behavior in SM/Chol/POPC-vesicles [19]. The 
data are shown in Fig. 3A (upper panel). It is clear that 
the dipole modifiers decrease membrane phase sep-
aration, which manifests itself as reduced liposome 
numbers with gel domains. However, upon incorpora-
tion of phloretin, quercetin, or myricetin, the decline 
in the number of vesicles with s

о
-domains is accompa-

nied by a corresponding 40–45% increase in the num-
ber of homogeneously stained liposomes. The presence 
of phlorizin, RH 421, and RH 237 induced a 30–35% 
increase in the ratio of vesicles with l

о
-domains and a 

5–10% increase in the number of homogeneous lipo-
somes. The elevated liposome concentrations versus 
homogeneously labeled DOPC-liposomes in the pres-
ence of phloretin, phlorizin, RH 42,1 and RH 237 (by 
10–30%) and elimination of vesicles with s

о
-domains 

in the presence of phloretin could be explained by de-
creased phase separation following the addition of di-
pole modifiers as in the case with POPC (Fig. 3A, mid-
dle panel). Figure 3B shows microphotographs of lipid 
vesicles containing DOPC, Chol, and SM and their 
phase behaviors (l

d
, l

о
, s

о
) in the presence of phlore-

tin and RH 421. No statistical significance was found 
regarding the effects of quercetin and myricetin on 
phase separation in DOPC membranes. 

Changes in the phase separation scenario of SM-
containing membranes in the presence of dipole modi-
fiers could be caused by elevated Δd values under the 
influence of the agents tested. The most likely scenario 
is that the polar heads of lipids take over more space 
in the membrane in response to burying of the modi-
fiers into the lipid layer and dipole-dipole interactions 
between them. As shown by differential scanning calo-
rimetry, this relatively increases the mobility of car-
bohydrate chains and reduces the T

melt
 of lipids [18, 25, 

28]. The more “fluid-like” state of the membrane corre-
lates with the decreased bilayer thickness. In this case, 
the extent of the effect of a modifier will depend on 
the backbone and overall hydrophobicity, which gov-
ern the degree to which the modifier is buried into the 
bilayer. That is why the hydrophobic phloretin exerts 

Fig. 2. Schematic representation of the correlation between the thickness mismatch (Δd) of the ordered (d
lo/so

) and 
disordered domains (d

ld
) and bilayer lipid composition. The dotted line marks the center of the bilayer; the solid line 

indicates the boundary between the polar and nonpolar regions of the membranes. For color designations, see Fig. 1.
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the strongest effect on membrane lateral heterogene-
ity, whereas its hydrophilic analog, phlorizin, and the 
highly hydroxylated flavonoids quercetin and myrice-
tin exhibit weaker effects. The length of the styrylpyri-
dinium dyes RH 421 and RH 237 is sufficient to trans-
verse the lipid monolayer, but the increase in the space 
occupied by a single lipid in the membrane is largely 
due to electric repulsion among the sulfonate groups 
located in the polar bilayer region [27]. 

In addition to the modifier type, the geometric char-
acteristics of lipid molecules that form the phase into 
which a modifier partitions also play a regulating role. 
In the case of lipids with a cylindrical geometry, such as 
DOPC, POPC, and SM [29–31], l

d
-domains become sen-

sitive to fluidization as compared to ordered domains, 
since partitioning of modifiers into the l

d
-domains 

seems to be impeded in the context of tightly packed 
lipids. This scenario is schematically illustrated in Fig. 
2 (left part).

As shown by the lower panel in Fig. 3A, DPoPC-
containing membranes exhibited no statistically sig-
nificant differences between phase behavior scenarios 

Fig. 3. (A) Pie charts demonstrating the possible scenarios of phase separation in liposome membranes composed of 
sphingomyelin (SM) (40 mol. %), cholesterol (Chol) (20 mol. %), and different phospholipids (POPC, DOPC or DPoPC) 
(40 mol. %) in the presence of dipole modifiers (400 μM phloretin, 400 μM phlorizin, 400 μM quercetin, 400 μM myric-
etin, 10 μM RH 421, and 10 μM RH 237). For color designations, see Fig.1. * – data from ref. [19] (B) Fluorescence 
microphotographs of SM/Chol/DOPC-liposomes demonstrating various types of membrane phase separation scenari-
os (l

d
, l

о
, s

о
) in the presence of phloretin and RH 421.
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before and after the modifiers had been added. Bearing 
in mind that no phase separation is observed in most 
DPoPC-vesicles even in the absence of dipole modifiers 
due to the greatest mismatch in the membrane thick-
ness of the liquid-ordered and liquid-disordered phas-
es, further elevation of Δd does not lead to significant 
changes in bilayer phase separation. 

In contrast to SM, TMCL has an inverted cone 
shape that triggers inverted spontaneous curvatures 
of the monolayers formed by it [32]. It is highly likely 
that this favors partitioning of dipole modifiers having 
a cone shape into the ordered TMCL-enriched phase. 
Simultaneous fluidization of disordered l

d
-domains 

and ordered domains will not dramatically alter the 
thickness mismatch between the phases, thus pre-
venting changes in phase behavior scenarios. Fig-
ure 4A shows that regardless of the type of low-T

melt
 

lipid within the model membranes, the presence of 
a dipole modifier neither significantly increases the 
relative number of TMCL-containing liposomes with 
l

о
-domains nor induces the emergence of liposomes 

with noticeable phase separation. Figure 4B shows mi-
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Fig. 4. (A) Pie charts demonstrating the possible scenarios of phase separation in liposomes membranes composed 
of tetramyristoyl cardiolipin (TMCL) (40 mol. %), cholesterol (Chol) (20 mol. %), and various phospholipids (POPC, 
DOPC, or DPoPC) (40 mol. %) in the presence of dipole modifiers (400 μM phloretin, 10 μM RH 421, and 10 μM RH 
237). For color designations, see Fig.1. (B) Fluorescence micrographs of TMCL/Chol/DOPC-vesicles demonstrating 
l
d
/l

о
- or l

d
/s

о
-phase separation in the presence of phloretin and RH 421. 
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crophotographs of lipid vesicles incorporating DOPC, 
Chol, and TMCL and liposomes modified with phlor-
etin or RH 421.

In conclusion, our findings suggest a key role for the 
mismatch thickness between the ordered and disor-
dered phases in modulating phase behavior scenarios in 
ternary model membranes. It is believed that our work 
will open up new a venues for research into the use of 

dipole modifiers for the regulation of lipid lateral het-
erogeneity in bilayers. 
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INTRODUCTION 
ATP-dependent Lon protease of Escherichia coli (Ec-
Lon [EC 3.4.21.53], MEROPS: clan SJ, family S16, ID 
S16.001) is a member of the Lon protease family which 
plays a key role in the quality control system of the cel-
lular proteome that functions in all domains of life [1–
4]. The Lon family consists of two subfamilies: LonA, 
which includes bacterial and eukaryotic enzymes, and 
LonB, which combines the archaea enzymes. Proteases 
of the subfamilies A and B differ in the domain organ-
ization of their subunits, as well as in the environment 
of the catalytic residues of the proteolytic center [5]. 
Ec-Lon belongs to subfamily A and degrades abnor-
mal and defective polypeptides, as well as a number of 
regulatory cellular proteins by a processive mechanism 
under conditions of a coupling of proteolysis to ATP 
hydrolysis [4–7]. The distinctive characteristic of Ec-
Lon, as well as that of other LonA proteases, is their 
ability to bind DNA [8–10].

The Еc-Lon subunit (784 amino acid residues) con-
sists of five domains: N–HI(CC)–NB–H–P (Fig. 1A), 
where the nucleotide-binding (NB) and α-helical (H) 
domains form a ATPase module that belongs to the su-
perfamily of AAA+ proteins (ATPases associated with 
various cellular activities) [11, 12]; the C-terminal P 
domain is serine-lysine peptide hydrolase; and the N-
terminal and subsequent “inserted” α-helical domains 
form a non-catalytic region (N-HI(CC)) which includes 

a sequence fragment with a specific coiled-coil (CC) 
conformation [13, 14]. The crystal structures of the in-
dividual domains (except for the HI(CC) domain) of Ec-
Lon and some other LonA proteases have been deter-
mined. The spatial structure of the full-length enzymes 
of the LonA subfamily remains unknown.

The two-domain organization of the N-terminal re-
gion is a unique characteristic of Ec-Lon and the en-
tire pool of LonA proteases. LonA proteases differ from 
other AAA+ proteins of the protein quality control 
system, such as the set of ATP-dependent proteases 
(ClpAP, ClpXP, FtsH, HslUV) and chaperone-disaggre-
gases (ClpB, Hsp104), by the presence of the inserted 
HI(CC) domain. We have shown that the HI(CC) do-
main of Ec-Lon exhibits a marked similarity to both the 
H domain of its own AAA+ module and to the α-helical 
domain (H1(M)) of the first of the two AAA+ modules of 
ClpB chaperones [13, 14]. At the same time, the role of 
the HI(CC) domain in the functioning of Ec-Lon prote-
ase, its interaction with nucleic acids and/or the struc-
tural organization of the enzyme, has not been charac-
terized to date.

In order to study the role of the inserted HI(CC) do-
main in the manifestation of Ec-Lon functional prop-
erties, we performed a comparative study of the en-
zymatic characteristics and ability to bind DNA of 
the intact enzyme (Fig. 1A) and its deletion form Lon-
dHI(CC) without its HI(CC) domain (Fig. 1B).
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ABSTRACT Multidomain ATP-dependent Lon protease of E. coli (Ec-Lon) is one of the key enzymes of the quality 
control system of the cellular proteome. A recombinant form of Ec-Lon with deletion of the inserted charac-
teristic α-helical HI(CC) domain (Lon-dHI(CC)) has been prepared and investigated to understand the role of 
this domain. A comparative study of the ATPase, proteolytic, and peptidase activities of the intact Lon protease 
and Lon-dHI(CC) has been carried out. The ability of the enzymes to undergo autolysis and their ability to bind 
DNA have been studied as well. It has been shown that the HI(CC) domain of Ec-Lon protease is required for the 
formation of a functionally active enzyme structure and for the implementation of protein-protein interactions.
KEYWORDS AAA+ proteins, ATP-dependent proteolysis, DNA binding, inserted α-helical domain, LonA proteases. 
ABBREVIATIONS AMPPNP – adenosine 5′-(β,γ-imido)triphosphate, DTDP – 4,4′-dithiodipyridine, Glt – glutaryl, 
Nu – nucleotide, РерТВЕ – Suc-Phe-Leu-Phe-SBzl, Suc – succinyl. 
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MATERIALS AND METHODS

Materials
Commercial reagents from Sigma, Bio-Rad, Thermo 
Scientific (USA), Fluka (Switzerland), Boehringer 
Mannheim (Germany), Pharmacia (Sweden), Difco 
(England), Panreac (Spain) and Reakhim (Russia) were 
used in the study.

Preparation of Ec-Lon (Lon-H6) and 
its deletion form Lon-dHI(CC)
A recombinant form of Ec-Lon containing a hexahis-
tidine fragment (in LEHHHHHH octapeptide) at the 
C-terminus of the protein (Lon-H

6
) was prepared ac-

cording to the previously described procedure [15].
Deletion form Lon-dHI(CC) was obtained on the base 

of Lon-H
6
 protease. Lon_d_124-304, Lon_HindIII and 

Lon_BamHI_rev primers (5'-TTTTTTGACCTTGCT-
GCGCGCATCAATGGTCGGCGACTCCAG-3', 5'-CG-
CAGAAAGAAGCTTCAACGG-3' and 5'-GTTCT-
GCTCTGGATCCAGCAC-3', respectively) were 
constructed using the megaprimer method. Amplifica-
tion of the gene fragment was carried out in two steps 
using plasmid DNA pET28-lon-H

6
 as the template. 

In the first step, a PCR fragment was obtained using 
the Lon_d_124-304 and Lon_HindIII primers, and the 
fragment was subsequently used as the primer in the 
second step, together with a Lon_BamHI_rev prim-
er. The resulting DNA fragment was about 625 bp in 
length and was cloned into the pET28_lon vector at the 
unique HindIII and BamHI restriction sites.

Sequencing of the cloned DNA and synthesis of the 
primers were carried out by ZAO EVROGEN (www.
evrogen.ru). The restriction and ligation procedures 
were carried out according to the protocols of the man-
ufacturers of the corresponding enzymes.

Isolation and purification of Lon-H
6
 and Lon-dHI(CC) 

were performed in two steps by Ni2+ chelate affinity chro-
matography using HisTrap FF columns (tandem 2 × 5 mL, 
GE Healthcare, USA) and anion exchange chromatogra-
phy on a HiTrapTM Q FF column (5 mL, GE Healthcare) 
according to the previously described procedure [15].

The protein concentrations were determined by the 
Bradford method [16].

The homogeneity of the proteins in the preparations 
was tested electrophoretically [17] using a commercial 
set of markers (M, kDa): β-galactosidase (116.0), bovine 
serum albumin (66.2), ovalbumin (45.0), lactate de-
hydrogenase (35.0), Bsp98I restriction enzyme (25.0), 
β-lactalbumin (18.4), and lysozyme (14.4).

DNA PURIFICATION
The DNA was purified according to the protocol pre-
sented in the manual [18].

Determination of the enzymatic properties of Lon-H6 
protease and its deletion form Lon-dHI(CC)

ATPase activity was tested by the accumulation of 
inorganic phosphate over time in the ATP hydrolysis 
reaction in 50 mM Tris-HCl buffer, pH 8.1, contain-
ing 150 mM NaCl, 5 mM ATP, 20 mM MgCl

2
 and 1 μM 

enzyme at 37°C [19]. In the control experiment, the 
enzyme was replaced with a buffer. The initial reac-
tion rates were determined from the optical absorp-
tion of a mixture of 200 μL of the reaction medium 
and 600 μL of the reagent (100 mM Zn(AcO)

2
, 15 mM 

(NH
4
)

6
Mo

7
O

24
, 1% SDS, pH 4.5–5.0) at a wavelength of 

350 nm (ε
350

 = 7,800 M-1 cm-1).

The thioesterase activity. The hydrolysis of thiobenzyl 
ester of N-substituted tripeptide Suc-Phe-Leu-Phe-
SBzl (PepTBE) was monitored spectrophotometrically 
at a wavelength of 324 nm from the optical absorption 
of 4-thiopyridone (ε

324
 = 16,500 M-1 cm-1), which is the 

product of the reaction between the hydrolysis prod-
uct (benzylthiolate, BzlS-) and 4,4'-dithiodipyridine 
(DTDP) [20]. PepTBE hydrolysis was carried out at 37°C 
in 50 mM Tris-HCl buffer, pH 8.1, containing 150 mM 
NaCl, 10% DMSO, 0.2 mM DTDP, 0.1 mM PepTBE, and 
0.2 μM enzyme. When studying the influence of effec-
tors, a nucleotide up to 2.5 mM and MgCl

2
 up to 20 mM 

were added to the mixture.

The proteolytic activity of the enzymes was tested elec-
trophoretically [17]. The reaction was carried out at a 
temperature of 37°C in 50 mM Tris-HCl buffer, pH 8.1, 
containing 150 mM NaCl, 20 μM β-casein and 2–6 μM 
enzyme, in the absence or presence of 5 mM Nu and 
20 mM MgCl

2
. An aliquot of the reaction or control mix-

ture (20 μL) was mixed with 7 μL lysis buffer (0.2 M 
Tris-HCl, pH 8.9, 4% SDS, 20% glycerol, 0.5 mM EDTA, 
0.8% bromophenol blue, 3% mercaptoethanol), refluxed 
for 10 min, and was applied to a 12% polyacrylamide gel 
(PAGE) for electrophoresis.

The autolytic activity of the enzymes was tested elec-
trophoretically [17] under conditions analogous to the 
conditions for determining the proteolytic activity, but 
in the absence of β-casein.

Testing of the Lon-H6 protease and Lon-dHI(CC) 
protease complexes with plasmid DNA
The formation of enzyme-DNA complexes was moni-
tored by a deceleration of DNA in an agarose gel 
(GMSA method) [21]. 20–25 μg of Lon-H

6
 or Lon-

dHI(CC) were incubated for 30 min at 25°C with 500 ng 
of plasmid DNA (pET28a) in 25 μL of 20 mM Tris-HCl 
buffer, pH 7.5, containing 60 mM NaCl. The protein–
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DNA complexes were analyzed by gel electrophoresis 
in a standard 1.0% agarose gel. DNA bands were visual-
ized by staining with ethidium bromide.

RESULTS AND DISCUSSION
The recombinant Ec-Lon protease used in the study, 
which contained an additional C-terminal octapep-
tide bearing a hexahistidine fragment (Lon-H

6
), had 

been produced and characterized previously [15]. The 
recombinant deletion form Lon-dHI(CC), without the 
inserted HI(CC) domain (residues Glu124–Asn304, Fig. 
1B), was obtained on the base of Lon-H

6
. Preparative 

amounts of Lon-H
6
 (M 88.5 kDa) and its deletion form 

Lon-dHI(CC) (M 67.5 kDa) were isolated using affinity 
chromatography on Ni-Sepharose and anion exchange 
chromatography on Q Sepharose. A comparative study 
of the enzymatic activity of intact Lon-H

6
 protease and 

its deletion form was carried out. Three types of activ-
ity were characterized: ATPase, proteolytic (substrate: 
β-casein), and peptidase (substrate: Suc-Phe-Leu-Phe-
SBzl, PepTBE), and the possibility of autolysis of the 
enzyme preparations was studied. In addition, the pres-
ence of nucleic acid in various protein preparations was 
tested by the phenol extraction method.

ATPase activity of the deletion 
form of Ec-Lon protease
The following standard conditions were selected for 
testing ATPase activity, as well as other types of activ-
ities of Lon-H

6
 protease and its deletion form: 37 °C and 

50 mM Tris-HCl buffer, pH 8.1, containing 150 mM NaCl.
It is known that native wt-Ec-Lon exhibits a maxi-

mum level of ATPase activity at equal concentrations of 

ATP and Mg2+, and that excess of magnesium ions has 
an inhibitory effect on the hydrolysis of ATP, which is 
leveled by binding of the protein substrate [22].

The same trends are typical for intact Lon-H
6
 pro-

tease (Fig. 2A): the efficiency of hydrolysis of ATP by 
the enzyme under conditions close to physiological ones 
(concentration ratio Nu:Mg2+ = 1:4) is significantly low-
er than at equimolar concentrations of Nu and Mg2+. 
Addition of a protein substrate (β-casein) in both cases 
results in a significant increase in ATPase activity.

The Lon protease almost completely loses its abil-
ity to hydrolyze ATP with a loss of the HI(CC) domain: 
ATPase activity of Lon-dHI(CC) is reduced by more 
than 10 times compared to the activity of intact Lon-H

6
 

protease and by all means does not depend on either 
the ratio of nucleotide and Mg2+ ions concentrations or 
the addition of a substrate protein (Fig. 2B).

The obtained results indicate that the inserted 
α-helical HI(CC) domain is necessary for the formation 
of the ATPase center of the Ec-Lon protease and its 
correct functioning.

Activity of the peptidase center  
of the deletion form of Ec-Lon protease
Similarly to the Lon-H

6
 protease, Lon-dHI(CC) is capa-

ble of hydrolyzing a model peptide substrate, PepTBE, 
but the basic peptidase activity of the deletion form is 
about 30% that of the activity of the intact enzyme (Ta-
ble). The data in the Table demonstrate that only Mg2+ 
ions activate the peptidase centers of both Lon-H

6
 and 

Lon-dHI(CC). The influence of nucleotide effectors on 
the intact and modified enzymes is radically different. 
Free nucleotides (except ADP) and Nu-Mg complexes 

Fig. 1. Domain organization of the E. coli LonA protease (A) and its deletion form Lon-dHI(CC) (B). Domain designa-
tions: N – N-terminal; HI(CC) – inserted α-helical with a coiled-coil (CC) region; NB – nucleotide-binding; H – α-helical; 
P – proteolytic. ATPase center components: A and B – Walker motifs, S1 and S2 – sensor residues, R-f –“arginine 
finger” residue; proteolytic center components: Ser679 and Lys722 – catalytic residues.
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activate the Lon-H
6
 protease to varying degrees (2–11 

times) and ADP inhibits it, but none of the nucleotides 
has any effect on the hydrolysis of the peptide by Lon-
dHI(CC). The Nu-Mg complexes exert a similar but rel-
atively low activating effect on the enzyme peptidase 
center, comparable to the effect of Mg2+ ions. These 
data show that Lon-dHI(CC) is incapable of binding 
free nucleotides and weakly interacts with their com-
plexes with magnesium ions. The most powerful effec-
tors affecting the activity of the peptidase center are 
magnesium ions.

Thus, removal of the HI(CC) domain results in a de-
crease in the activity of the peptidase center of the Ec-
Lon protease and a loss of the regulatory effect of the 
ATPase center on the peptidase one, which is defined 
by the nature of the bound nucleotide in the intact en-
zyme.

Proteolytic and autolytic activity  
of the deletion form of Ec-Lon protease
The proteolytic activity of Lon-H

6
 and its deletion 

form Lon-dHI(CC) was tested using the hydrolysis 
of a model protein substrate, β-casein, in the absence 
and presence of Mg2+ ions, free nucleotides, and their 
complexes. The efficiency of hydrolysis of the target 
protein and the accumulation of degradation products 
were detected by gel electrophoresis.

The intact Lon-H
6
 protease is capable of hydrolyz-

ing β-casein in two cases: by the processive mechanism 
(without the formation of large intermediate frag-

Fig. 2. ATPase activity of 
the intact Lon-H

6
 protease 

(A) and its deletion form 
Lon-dHI(CC) (B) in the 
absence (black columns) 
or presence (red columns) 
of the protein substrate, 
β-casein. Experimental 
conditions: 50 mM Tris-
HCl buffer, pH 8.1;  
0.15 M NaCl; 37°C; con-
centrations: 5 mM ATP; 
20 (1, 2) or 5 mM (3, 4) 
MgCl

2
; 0 (1, 3) or 0.5 

mg/ml (2, 4) β-casein; 
0.5-1.0 µM enzyme.R

e
la

ti
ve

 a
ct

iv
it

y
, 

%

А� B

Lon-H
6�

Lon-dHI(CC)

– casein
+ casein

1� 2 1� 23� 4 3� 4

120

110

100

90

80

70

60

50

40

30

20

10

0

12

11

10

9

8

7

6

5

4

3

2

1

0

Table. Influence of the effectors on the activity of Lon-H
6
 

and Lon-dHI(CC) peptidase centers 

Effector
Lon-H

6
Lon-dHI(CC)

v n v n

No effector 5.88 1 1.64 1

Mg 33.1 5.62 5.19 3.16

AТР 47.1 8.01 1.33 0.81

ADP 0.49 0.08 1.79 1.09

AМРPNP* 14.2 2.41 1.82 1.11

ATP-Mg 63.5 10.8 4.62 2.82

ADP-Mg 10.1 1.73 4.89 2.98

AМРPNP-Mg 58.0 9.86 5.6 3.41

Note. The specific rates of PepTBE hydrolysis (v, ([S], 
μM)/([E], μM) min) are given; n is the ratio of substrate 
hydrolysis rates in the presence and absence of the effec-
tor (v

ef
/v

0
), where n < 1 corresponds to inhibition (itali-

cized), and n > 1 corresponds to activation of hydrolysis 
(shown in bold). The error did not exceed 10%. Experi-
mental conditions: 50 mM Tris-HCl buffer, pH 8.1; 0.15 
M NaCl; 10% DMSO; 0.1 mM PepTBE; 0.2 mM DTDP; 
2.5 mM Nu; 20 mM MgCl

2
; 0.2 μM enzyme; 37°C.

* Nonhydrolysable ATP analog, adenosine-5’-(β,γ-imido)
triphosphate.
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ments) under conditions of a coupling of proteolysis to 
ATP hydrolysis or by a nonprocessive mechanism in 
the presence of a complex of a nonhydrolyzable ana-
logue of ATP with magnesium (Fig. 3).

Deletion of the HI(CC) domain leads to a complete 
loss of the proteolytic activity towards β-casein by the 

Fig. 3. Hydrolysis of 
β-casein by Lon-H

6 
prote-

ase and its deletion form 
Lon-dHI(CC) with and 
without effectors (electro-
phoresis in 12% PAGE). 
Experimental conditions: 
50 mM Tris-HCl buffer, 
pH 8.1; 0.15 M NaCl; 
37°C; reaction time 2 h. 
Concentrations: Nu – 
5 mM; MgCl

2
 – 20 mM; 

β-casein – 0.5 mg/ml; Lon-
H

6
 – 2.5 µM; Lon-dHI(CC) – 

6 µM. 1 – enzyme 
(control), 2 – β-casein 
(control), “–“ – in the 
absence of Mg2+, Mg – in 
the presence of Mg2+, 
M – markers.
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35
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deletion form, which indicates the importance of this 
domain for binding and hydrolyzing the protein sub-
strate (Fig. 3). The appearance of bands correspond-
ing to polypeptides with molecular weights ranging 
from 40 to 60 kDa on the electrophoretic image of the 
incubated reaction mixture indicates the possibility of 

Fig. 4. Autolysis of Lon-H
6
 

protease and its deletion 
form Lon-dHI(CC) with 
and without effectors. 
The experimental condi-
tions and designations 
follow Fig. 3 with the 
following modifications: 
Lon-H

6
 – 3.4 µM, reaction 

time 24 h. K – the original 
enzyme (control, reaction 
time 0 h). 
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self-degradation of Lon-dHI(CC) under the conditions 
used for the monitoring of the hydrolysis of the target 
protein.

Identification of an autolytic activity of Lon-
dHI(CC), which accompanies the potential hydrolysis of 
the protein substrate, required a study of the autolysis 
process itself. The intact Lon-H

6
 protease was shown 

to be resistant to self-degradation in the presence of 
any nucleotide effector (Fig. 4). However, during a pro-
longed incubation (24 hours or more), weak autolysis of 
Lon-H

6
 is detected in the absence of effectors or in the 

presence of magnesium ions (Fig. 4), which agrees with 
the previously obtained results [23].

In contrast to Lon-H
6
, the deletion form Lon-

dHI(CC) is unstable and it undergoes autolysis both in 
the absence and presence of nucleotide effectors: more-
over, the autolysis of Lon-dHI(CC) is most pronounced 
in the presence of Mg ions (Fig. 4).

Thus, the loss of the HI(CC) domain leads to a com-
plete loss of the ability of Lon-H

6
 protease to hydrolyze 

the protein substrate and destabilizes the structure of 
the enzyme.

Binding of the nucleic acid by Lon-H6 protease 
and its deletion form Lon-dHI(CC)
An important characteristic of Ec-Lon is its ability to 
bind DNA [8–10], but the site of the interaction be-
tween the enzyme and nucleic acid has not been local-
ized to date. Since other ATP-dependent proteases of 
the quality control system of cellular proteins do not 
have DNA-binding properties and do not contain the 
characteristic inserted HI(CC) domain typical of LonA 

Fig. 6. DNA-binding ability of Lon-H
6
 and Lon-dHI(CC). 

Experimental conditions: 20 mM Tris-HCl buffer, pH 7.5; 
60 mM NaCl; 25°C; DNA (pET28a) – 28 nM (1 – 3); Lon-
H

6
 – 33.9 µM (2), Lon-dHI(CC) – 22.2 µM (3); M – mark-

ers. 
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Fig. 5. Phenolic extracts of Lon-H
6
 (1) and Lon-dHI(CC) 

(2) samples. M – markers, NA – nucleic acid. 
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proteases, the HI(CC) domain can be expected to be 
involved in nucleic acid binding. Therefore, we exam-
ined the content of nucleic acid in the preparations of 
Lon-H

6
 protease and its deletion form obtained in the 

present study.
The DNA content in the preparations of both en-

zymes, determined from the ratio of optical absorption 
(A

260
/A

280
) in solutions of Lon-H

6
 and Lon-dHI(CC) (1.09 

and 1.06, respectively), did not exceed 5%. The enzyme-
bound nucleic acid was isolated from the preparations 
by the phenol-chloroform extraction method. Treat-
ment of the extracts with benzonase (nonspecific nu-
clease, Sigma) resulted in exhaustive hydrolysis of the 
targets, which confirms their classification as nucleic 
acids. At the same time, both extracts were resistant 
to treatment with RNase A. These results indicate that 
both the full-length and deletion forms of Ec-Lon are 
isolated from E. coli cells as complexes with DNA.
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Phenol-chloroform extracts were analyzed by elec-
trophoresis in 1% agarose gel, followed by staining 
with ethidium bromide (Fig. 5). It was found that the 
preparations of both intact Lon-H

6
 protease and Lon-

dHI(CC) contain a significant amount of bound DNA in 
the form of fragments of about 150 bp in size.

In addition, it turned out that both forms of Lon pro-
tease are capable of binding additional amounts of nu-
cleic acid. It was shown that the incubation of plasmid 
DNA with Lon-H

6
 or with Lon-dHI(CC) leads to the 

formation of DNA enzyme complexes and to a change 
in the mobility of nucleic acid during electrophoresis in 
an agarose gel (Fig. 6).

The presented data suggest that the HI(CC) domain 
of the Ec-Lon protease either does not participate in 
the interaction with nucleic acid or is not determinant 
in this interaction.

CONCLUSION
According to the obtained data, the characteristic 
inserted HI(CC) domain of Ec-Lon protease is neces-
sary for the formation and correct functioning of the 
enzyme ATPase center. At the same time, the HI(CC) 
domain does not affect the formation of the peptidase 
center of Ec-Lon, but it is extremely important for the 
mutual influence of active sites. It should be empha-
sized that even though the activity of the peptidase 
center is retained, deletion of the HI(CC) domain leads 
to a complete loss of the proteolytic activity of the en-
zyme, which demonstrates the importance of this do-

main for the binding and hydrolysis of the protein sub-
strate by Ec-Lon protease.

Interestingly, the deletion forms of the Lon protease 
from Brevibacillus thermoruber (Bt-Lon) [24] without 
the fragment (246-259) or (248-256) in the coiled-coil 
(CC) region lose all three types of activity. The discrep-
ancy in the evaluation of the functioning of the pepti-
dase center in the deletion forms of LonA proteases, 
revealed by comparing the results of this study and 
the data in [24], may be due to the use of different sub-
strates in the testing of the peptidase center: thiobenzyl 
ester of the N-protected tripeptide (Suc-Phe-Leu-Phe-
SBzl) in our work and 4-methoxy-β-naphthylamide of 
a less specific tripeptide (Glt-Ala-Ala-Phe-MNA) in 
[24].

We believe that the identified intensive autolysis of 
Lon-dHI(CC) is caused by the loss of its ability to effi-
ciently bind nucleotides, a property that is a stabilizing 
factor for a full-length enzyme. The suggestion that the 
HI(CC) domain plays the role of a nucleic acid binding 
site in the Ec-Lon protease has not been experimentally 
confirmed.

Therefore, it can be concluded that the inserted 
HI(CC) domain of Ec-Lon-protease is necessary for the 
formation of a functionally active structure of the en-
zyme and the implementation of protein-protein inter-
actions. 

This work was supported by the Russian Science 
Foundation (project No. 14-50-00131).
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INTRODUCTION
Interleukin-2 plays a key role in the regulation of the 
immune system and is used as medication for various 
oncological diseases [1, 2]. This cytokine was recently 
shown to exhibit bacteriolytic acitivity [3–6]. The phys-
iological significance of the recently identified bacterio-
lytic activity for this important cytokine is unclear. In-
terleukin-2 shows a substrate specificity distinct from 
that of chicken egg lysozyme [3–6]. However, there are 
microorganisms that are affected by both interleukin-2 
and lysozyme. This work has aimed at identifying the 
potential effectors of interleukin and lysozyme ac-
tivity by a direct comparison under identical experi-
mental conditions. A series of amino acids of various 
types, biogenic amines, peptide antibiotics, EDTA, and 
mildronate were selected as model compounds, since 
biological systems may contain these compounds or 
their analogs. Escherichia coli cells were taken as the 
model substrate, because they undergo lysis with both 
interleukin-2 and lysozyme [3–5]. This study on the 
character of the effect of various additives may help in 
future elucidation of the mechanism of interleukin-2 
bacteriolytic activity. In addition, an understanding of 
the peculiarities of the effects of various compounds 

on interleukin-2 and lysozyme activity may provide a 
clue in future efforts directed towards enhancing the 
efficiency of existing medication, as well as designing 
new ones.

EXPERIMENTAL
The following materials were used: glycine (Fluka, 
Germany); EDTA (Panreac, Spain); L-lysine (Serva, 
Germany); tyramine, triptamine, taurine (Acros Or-
ganics, USA), Tris, MES (Amresco, USA); bacitracin 
(MP Biomedicals, Germany); polymyxin B, L-tryp-
tophane, L-tyrosine, L-phenylalanine, chicken egg 
lysozyme (Sigma-Aldrich, USA); NaOH (Merck, Ger-
many); acetic acid (ChemMed, Russia); hydrochloric 
acid (Laverna, Russia); mildronate (2- (2-carboxyla-
toethyl)-1,1,1-trimethylhydrazinium) (Cridex, Latvia); 
sodium L-glutamate (HongMei ( ), China); Ronco-
leukin®, the 0.25 mg/mL solution of purified recombi-
nant interleukin-2 for intravenous and subcutaneous 
injections (Biotech, Russia).

The Е. coli JM109 strain used in this work was pro-
vided by Dr. J.Messing (Waksman Institute, New Jer-
sey, USA). The cells were grown in accordance with 
the standard protocol [7]. The 109 CFU/mL cell sus-
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pension in 0.15 M NaCl was frozen by immersing 1 mL 
aliquots into liquid nitrogen. The cells were stored at 
–70°C for no longer than for 2–3 weeks. The cells were 
thawed right before the experiment. The thawed cell 
suspension was centrifuged at 4,500 rpm for 5 min in 
a Minispin centrifuge (Eppendorf, Germany) and then 
re-suspended in the assay buffer.

Bacteriolytic activity (as the rate of cell lysis) was 
measured turbidimetrically by following the decrease 
in the suspension absorbance, –dA/dt, min–1 [5, 8] at 
650 nm, which is linearly dependent on the rate of cell 
count changes, dCFU/dt, under these conditions. The 
measurements were taken in a cuvette with a 1-cm 
light path and 0.5mL volume; the absorbance was mea-
sured on a UV-1800 spectrophotometer (Shimadzu, Ja-
pan). A lysozyme solution was prepared right before 
the experiment by dissolving in the assay buffer. The 
commercial solution of interleukin-2 was used with-
out additional purification, and an ampoule was opened 
just before the experiment. The bacteriolytic activity 
measurements were assayed at 37°С in a 10 mM MES-
Tris-acetate buffer, pH 8.8 for interleukin-2, and pH 8.5 
for lysozyme. The final concentrations of interleukin-2 
and lysozyme were equal to 15 µg/mL and 0.1 µg/mL, 
respectively, to ensure comparable values of cell lysis 
rates. The cell suspension was mixed with the buffer 
in the cuvette to achieve an initial absorbance (A

650
) of 

0.43–0.45. The background changes in the absorbance 
were recorded for 5 min to account for the cell’s self-
lysis or precipitation. Then, the effectors under study 
were added and the background absorbance changes 
recorded for 5 min; this was followed by the addition of 
the enzyme. The initial rate of cell lysis was determined 
from the absorbance changes in a timeframe from 5–25 
s after enzyme addition. The background rate for cell 
self-lysis or precipitation was subtracted from the ini-
tial rate of cell lysis in the presence of the enzyme. In 
all experiments, the background rate value did not 
exceed the average value of a standard deviation for 
the cell lysis rates determined in the enzyme presence. 
All added compounds (except for the enzyme) did not 
change the background lysis rates within the experi-
mental error. The pH value for the compounds under 
study was tested before the addition and adjusted to 
8.8 (8.5) with NaOH or HCl solutions if necessary. The 
effects of the additives observed in this experiment did 
not originate from the activity changes caused by the 
changes in the ionic strength: within the range of ionic 
strength changes in this work, no significant changes in 
the bacteriolytic activity were observed [3, 8].

RESULTS AND DISCUSSION
The dependences of interleukin-2 and lysozyme ac-
tivity on the concentration of glycine, lysine, arginine, 

and glutamate are shown in Fig. 1. As seen in Figs. 1A 
and 1B, the activity of interleukin-2 in the presence of 
glycine, the simplest based on structure natural ami-
no acid, and positively charged lysine remained un-
changed. For lysozyme, a maximum was observed at 2 
mM glycine or 15–18 mM lysine, where lysozyme activ-
ity was significantly higher than the original. A further 
increase in the concentrations of glycine and lysine re-
turned the lysozyme activity to its original level. Hence, 
lysozyme and interleukin-2 show completely different 
behaviors in the presence of these two amino acids, and 
this may point to the difference in their mechanisms of 
action. Such effect of lysozyme activity enhancement 
in the presence of glycine has never been reported in 
the literature. However, it is known that glycine, in ad-
dition to its bacteriostatic properties, may increase the 
efficiency of various antimicrobial agents [9]. The dis-
tinct action of glycine on lysozyme and interleukin-2 
is difficult to explain. One may speculate that glycine 
affects one of the bacterial-type porines to ease the 
lysozyme interaction with the cell wall, and that at the 
same time it has no effect on the action of interleukin-2.

The effect of arginine on lysozyme and interleukin-2 
bacteriolytic activity is shown in Fig. 1C. As seen, in 
both cases, a significant increase in cell lysis rates is ob-
served at effector concentrations of 10 mM and higher. 
The activation by arginine could be of a complex na-
ture and reflect a combination of arginine effects on 
the enzyme and the cell: it is well-known that arginine 
enhances the efficiency of lysozyme-based pharmaceu-
ticals by diminishing protein aggregation [10]. It is also 
necessary to mention that the dependences of arginine 
and lysine on the bacteriolytic activity show stark dif-
ferences. Probably, this difference is due to the vari-
ous polarities and geometries of positively charged side 
chains.

A similar trend in the changes in lysozyme and inter-
leukin-2 activity is observed in the presence of gluta-
mate: a 2-fold increase for lysozyme and 3-fold increase 
for interleukin-2 at 15 mM glutamate. Further increase 
in the glutamate concentrations does not significantly 
change this activity, which approaches a manner of 
threshold. A similar effect by glutamate on the activity 
of lysozyme and interleukin-2 can be explained based 
on the hypothesis that glutamate forms a complex with 
positively charged groups on the protein surface, pre-
venting various types of nonproductive enzyme ad-
sorption on cells, which may significantly change the 
apparent values of bacteriolytic activity parameters 
[11, 12].

The dependence of lysozyme and interleukin-2 ac-
tivity on the concentration of aromatic amino acids is 
shown in Fig. 2. For tyrosine, the highest concentration 
used was restricted to 0.6 mM because of its low solubil-
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ity in water. As seen, in the presence of phenylalanine 
and tryptophan, the small reduction in lysozyme ac-
tivity is negligible within the experimental error. The 
apparent increase in lysozyme activity in the presence 
of tyrosine is also within the experimental error. Inter-
leukin-2 activity in the presence of phenylalanine and 
tryptophan is unchanged. The dependence of interleu-
kin-2 activity on the tyrosine concentration shows a 
30% increase at 0.25–0.3 mM. The general conclusion is 
that aromatic amino acids have no significant effect on 
the activity of lysozyme, as well as on interleukin-2. A 
completely different picture emerges for aromatic ami-
no acid derivatives: namely, biogenic aromatic amines 
– tryptamine and tyramine – as discussed below.

The dependence of interleukin-2 and lysozyme ac-
tivity on the concentrations of the biogenic amines 
tyramine and tryptamine, which can be formally con-
sidered as derivatives of the tyrosine and tryptophan 
amino acids, is shown in Fig. 3. As can be seen, inter-
leukin-2 is activated by either biogenic amine, whereas 
the activity of lysozyme is inhibited. This result may 
be used as proof of the substantive differences be-
tween interleukin-2 and lysozyme with respect to their 
mechanism of action. Interleukin-2 is prone to bind-
ing to various ligands via hydrophobic interactions [13]: 
hence, it is possible that tyramine and tryptamine bind 
to some hydrophobic loci on the interleukin-2 surface, 
lowering its nonproductive adsorption on cells.

Fig.1. The 
dependence of 
interleukin-2 (1) 
and lysozyme (2) 
activity on the 
concentration of 
added glycine 
(1A), lysine (1B), 
arginine (1C), 
and glutamate 
(1D). 37°С, 10 
mM MES-Tris-ac-
etate buffer, pH 
8.8, and pH 8.5 
for interleukin-2 
and lysozyme, 
respectively.
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The dependence of interleukin-2 and lysozyme ac-
tivity on the concentrations of the peptide antibiotics 
polymyxin B and bacitracin is shown in Fig. 4. A sim-
ilar picture is observed for both bacteriolytic factors 
and both antibiotics: an activity maximum at 5–7 µM. 
These peptide antibiotics are known cytostatics for 
E.coli [14, 15]: hence, the similarity in the observed ef-
fects may originate from their direct action on the cells 
and not from a modulation of the properties of bacte-
riolytic factors. The antibiotic by itself cannot cause cell 
lysis but renders a cell more sensitive to bacteriolytic 
enzymes, as was observed for endolysine from bacte-
riohages [16]. 

The dependence of interleukin-2 and lysozyme ac-
tivity on the concentrations of mildronate, taurine, 

and EDTA is shown in Fig. 5. Mildronate has no ef-
fect on the activity of lysozyme but increases the ac-
tivity of interleukin-2: the maximum is observed at 3 
mM. The physiological effects of mildronate are usu-
ally explained by its similarity to natural, biologically 
active compounds, and γ-butyrobetaine in particular 
or its derivatives: for example, L-carnitine [17, 18]. 
Mildronate binds to and inhibits γ-butyrobetaine hy-
droxylase (IC

50 
= 62 µM) and carnitine acetyltransfer-

ase (IC
50 

= 1.6 mM). So, it may also bind other proteins 
and change their conformation and properties. Taurine 
has no effect on the activity of interleukin-2 and lyso-
zyme. EDTA at concentrations above 0.1 mM enhances 
the effect of both bacteriolytic factors, and similarly 
to peptide antibiotics, its effect, at least in part, can be 

Fig.3. The depen-
dence of inter-
leukin-2 (1) and 
lysozyme (2) activ-
ity on the concen-
tration of added 
tyramine (3A) and 
tryptamine (3В). 
37°С, 10 mM MES-
Tris-acetate buffer, 
pH 8.8, and pH 8.5 
for interleukin-2 
and lysozyme, 
respectively.
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Fig.2. The dependence of interleukin-2 (1) and lysozyme (2) activity on the concentration of added phenylalanine (2A), 
tyrosine (2B), and tryptophan (2С). 37°С, 10 mM MES-Tris-acetate buffer, pH 8.8, and pH 8.5 for interleukin-2 and lyso-
zyme, respectively.
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Fig.4. The dependence of interleukin-2 (1) and lysozyme (2) activity on the concentration of added polymyxin B (4A) 
and bacitracin (4В). 37°С, 10 mM MES-Tris-acetate buffer, pH 8.8, and pH 8.5 for interleukin-2 and lysozyme, respec-
tively.
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explained by the effect of EDTA on cells, and not on 
the enzyme. 

CONCLUSION
Thus, the effect of additives on interleukin-2 and 
lysozyme depends on the chemical nature of the addi-

tives. This can be indicative of different mechanisms 
of action. We have identified substances which acti-
vate these bacteriolytic factors. This can be of practical 
importance. Effectors can be used to improve the ef-
fectiveness of existing medication, as well as to create 
new medicinal compositions. For example, our research 
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respectively.
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shows that glycine, lysine, and glutamate enhance the 
bacteriolytic activity of lysozyme. Glycine, lysine, and 
lysozyme are widely used as drugs, but their combined 
action has not been studied. The effect of glutamate 
and arginine on the activity of lysozyme had also not 
been investigated previously. In current medical prac-
tice, interleukin-2 is used as a regulator of the immune 
system but not as a bacteriolytic factor, since its bac-
teriolytic properties had not been previously known. 
However, it is possible that antimicrobial properties 
also play an important role in some cases when the ef-
fectiveness of interleukin-2 is confirmed. Interleukin-2 
is used both in the case of sepsis, where the role of bac-
teria is obvious, and in the treatment of cancer, where 

the role of bacteria is less obvious but there may be a 
combination of bacterial tissue damage and the under-
lying disease. The mechanism of bacteriolytic action 
of interleukin-2 has not yet been established, and the 
mechanism of action of effectors on interleukin-2 ac-
tivity also requires further investigation.  It has become 
clear that special attention should be focused on the 
activation of interleukin-2 in the presence of additives: 
for example, mildronate, arginine, and glutamate. 
Combined use of these drugs could open new possibili-
ties in the treatment of serious diseases. 

This work was financially supported by the Russian 
Science Foundation (project № 15-14-00012).
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INTRODUCTION
The Orthopoxvirus genus of the Poxviridae family in-
cludes human-pathogenic species, such as the variola 
virus (VARV), monkeypox virus (MPXV), cowpox vi-
rus (CPXV), and vaccinia virus (VACV). Mass vaccina-
tion with a conventional VACV-based vaccine protects 
not only from VARV, but also from the closely related 
MPXV and CPXV [1]. After 1980, the share of the pop-
ulation sensitive to VARV and other orthopoxviruses 
pathogenic to humans has constantly increased due to 
the eradication of smallpox and cessation of widespread 
immunization against the disease. This is evidenced in 
the increasingly more frequent multiple cases of or-
thopoxvirus infections in humans caused by such vi-
ruses as MPXV, CPXV, and VACV [2–6]. Moreover, 
VARV is considered a potential agent of bioterrorist 
attacks, which could have catastrophic consequences 
for the entire world population [6]. The lack of effec-
tive antiviral drugs and the risk associated with con-

ventional VACV-based live vaccines, because of severe 
postvaccinal complications, necessitate the develop-
ment of modern, safe orthopoxvirus vaccines and pro-
tocols for their use [7, 8].

Earlier, we developed a recombinant variant VACΔ6 
with targeted knockdown of six genes, encoding hem-
agglutinin (A56R), the gamma-interferon-binding pro-
tein (B8R), thymidine kinase (J2R), the complement-
fixing protein (C3L), the Bcl2-like apoptosis inhibitor 
(N1L), and the A35R gene, which controls antigen pre-
sentation by the class II major histocompatibility com-
plex (MNSII), based on the LIVP VACV strain used in 
the Russian Federation for the vaccination of humans. 
It has been shown that inactivation of selected viru-
lence genes does not affect the reproductive proper-
ties of VACV in mammalian cell cultures. The VACΔ6 
strain is significantly less reactogenic and neuroviru-
lent and more immunogenic compared to the parent 
LIVP strain. Double subcutaneous injection of recom-
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binant variant VACΔ6 induces significantly higher 
levels of virus-neutralizing antibodies in mice than the 
parental LIVP strain and provides complete protection 
to mice against the highly pathogenic ectromelia virus 
(ECTV), as opposed to the effect of the LIVP strain in 
this model, which is approved as a smallpox vaccine [9, 
10].

Earlier, we implemented another independent ap-
proach to vaccinal prevention of smallpox. We devel-
oped a polyvalent DNA vaccine based on a mixture of 
recombinant plasmids containing the genes of five vi-
rion proteins of the VARV: A30, F8, M1, which are con-
stituents of the surface membrane of intracellular viri-
ons, and A36, B7, which are located on the membrane 
of the extracellular form of the virus, under the control 
of the CMV promoter. Triple intradermal immunization 
with a polyvalent DNA vaccine induced the production 
of virus-neutralizing antibodies and provided complete 
protection to mice against ECTV infection at a dose of 
10 LD

50 
[11–13].

Along with the development of fundamentally new 
vaccines, a combination of various types of vaccines 
which can complement each other and induce strong 
and broad immunity is another promising avenue in 
improving the efficacy of smallpox vaccination [14]. 
Such a heterologous immunization strategy (prime-
boost), where the subunit vaccine (DNA vaccine) is 
used to prime the immune system and where the atten-
uated variant of VACV is used for subsequent booster 
vaccination, is considered promising.

This study compared immunity against smallpox in-
duced by double immunization with various combina-
tions of polyvalent DNA vaccines and a highly attenu-
ated VACΔ6 strain.

EXPERIMENTAL
Bacteria, viruses, cell cultures
In this study, we used Escherichia coli XL2-blue, the 
VACΔ6 strain [10], the LIVP VACV strain (derived 
from a Lister strain obtained from the Institute of Viral 
Preparations, Moscow), and a K-1 ECTV strain from 
the collection of SRC VB “Vector,” continuous cell cul-
ture 4647 of African green monkey kidney cells [15] 
from the collection of cell cultures of SRC VB “Vector” 
cultivated on a DMEM medium supplemented with 
10% fetal bovine serum.

Polyvalent DNA vaccine
A set of recombinant plasmids based on the vector 
plasmid pcDNA3.1, bearing genes of five VARV an-
tigens, including A30, F8, M1 antigens of the surface 
membrane of intracellular virions and A36, B7 antigens 
of the membrane of extracellular forms of the virus 
under the control of a cytomegalovirus promoter, was 

obtained previously [11–13]. Preparative quantities of 
plasmid DNA were accumulated in E. coli cells and pu-
rified using the EndoFree Plasmid Giga Kit (Qiagen, 
USA) according to the manufacturer’s recommenda-
tions. Plasmid DNA concentration was measured spec-
trophotometrically on a Ultrospec 3000 pro instrument 
(GE Healthcare Life Sciences, USA).

Accumulation and purification of viruses
A monolayer of 4647 cells grown in culture flasks with 
a growth surface of 175 cm2 (volume of 650 ml) was in-
fected with VACV (VACΔ6 or LIVP strain), and the 
multiplicity of infection was 1 PFU/cell. The virus was 
incubated in a DMEM medium with 2% fetal bovine 
serum for 48 hours at 37°C until complete cytopathic 
effect, followed by the obtaining of a cryolysate (three 
freezing-thawing cycles) of the infected cells, and dou-
ble or triple sonication of the latter in the 22 kHz MSE 
500 disintegrator for 10–15 seconds. Cell debris was re-
moved by low-speed centrifugation (10 min at 4,000 g). 
The supernatant was centrifuged for 1.5 hours at 30,000 
g. The precipitated virus was re-suspended in 4 ml of 
saline. Infectious virus titer was determined using the 
agar-free plaque technique in a 4647 cell monolayer.

Study of the immunogenicity and protectivity
In this study we used Balb/c mice (females, weight 
14–16 g, 5–6 weeks old) from the mouse bank of the 
SRC VB “Vector.” Mice were divided into groups of 10 
animals. They were immunized with a polyvalent DNA 
vaccine subcutaneously and with a mixture of pcD-
NA-A30, pcDNA-A36, pcDNA-M1, pcDNA-F8, and 
pcDNA-B7 plasmids (50 μg of each plasmid, a total dose 
of 250 μg/100 μl per mouse) intradermally. The mice 
were immunized subcutaneously with VACΔ6 or LIVP 
strain at a dose of 107 PFU/100 μl per mouse. Control 
group mice were injected with a volume equal to that 
of the saline that was used to prepare virus dilutions. 
Immunization was performed twice at an interval of 21 
days as shown in Table 1.

Blood samples were collected from the retrobulbar 
venous plexus of pre-anesthetized mice 19 days after 
the second immunization, incubated at 4°C for 24 hours 
to form a fibrin clot, and centrifuged for 10 min at 
5,000 g. Serum preparations from one group of animals 
were then pooled and heated at 56°C for 30 min. Titer 
of VACV-neutralizing antibodies was determined on 
a 4647 cell culture according to [16], using serial five-
fold dilutions of sera, which were mixed with an LIVP 
strain of VACV at the working dilution of 50 PFU/well. 
The effectiveness of the neutralization was calculated 
with respect to the number of plaques in the sera-free 
wells as -lg of the highest serum dilution, which pro-
vides 50% neutralization of VACV.
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The animals under mild ether anesthesia were sub-
jected to intranasal inoculation with ECTV, which is 
highly pathogenic to mice, at a dose of 150 LD

50
/20 μl 

per mouse according to [17] 21 days after the second 
immunization. The mice were followed for 14 days, 
and the number of survived and dead mice was re-
corded.

Data analysis 
The statistical significance of the experimental data 
was evaluated based on the Student’s t-test using the 
Origin Professional 8.1.10.86 software. The differences 
were considered statistically significant at P < 0.05 [18].

RESULTS
Preparative quantities of pre-engineered pcDNA-A30, 
pcDNA-A36, pcDNA-M1, pcDNA-F8, and pcDNA-B7 
plasmids were accumulated in E. coli cells and purified 
using the EndoFree Plasmid Giga Kit (Qiagen, USA) 
according to the manufacturer’s instructions, followed 
by confirmation of the accuracy of insertions by re-
striction analysis using AsuNHI and HindIII endonu-
cleases (Fig. 1) and sequencing.

VACΔ6 and LIVP vaccinia virus strains were pro-
duced in a 4647 cell culture recommended for the pro-
duction of a smallpox vaccine [19] and purified accord-
ing to the aforementioned method. The strains were 
identified using a PCR analysis based on the loci of six 
inactivated genes (Tab. 2, Fig. 2).

The immunogenicity of double immunization with 
various combinations (Tab. 1) of the polyvalent DNA 
vaccine and a highly attenuated strain VACΔ6 was as-
sessed based on the level of induced virus-neutralizing 
antibodies in the mice serum sampled 21 days after the 
second immunization. As can be seen from the data 
shown in Fig. 3, the combination of DNA & VACΔ6 
vaccines induced the accumulation of VACV-neutral-
izing antibodies whose level was comparable to the 
level of antibodies induced by double vaccination with 
a parent-strain LIVP. Moreover, double immunization 
with a VACΔ6 strain induced significantly higher levels 
of neutralizing antibodies, which is consistent with our 
previous results [10].

As shown in our previous studies, triple immuniza-
tion with a polyvalent DNA vaccine or double immuni-
zation with the VACΔ6 strain provides 100% protection 
to mice subsequently infected with ECTV at a dose of 
10 LD

50
/mouse [10, 12]. For this reason, a significantly 

higher resolving dose of ECTV was used, 150 LD
50

/
mouse, in order to assess the differences in the effec-
tiveness of the used immunization protocols. As a re-
sult, a partial protective effect of double immunization 
(DNA & VACΔ6, LIVP & LIVP and VACΔ6 & VACΔ6) 
was observed in three test groups (Fig. 4.).

Fig. 1. Result of electrophoretic separation of DNA frag-
ments produced after hydrolysis of the recombinant 
plasmid with the restriction endonucleases AsuNHI and 
HindIII on a 1.2% agarose gel. A, A’, M’, F, B – DNA 
fragments obtained for the recombinant plasmids pcDNA-
A30, pcDNA-A36, pcDNA-M1, pcDNA-F8, and pcDNA-
B7, respectively. M – DNA ladder, fragment length in bp 
is shown on the left
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Fig. 2. Verification of deletions/insertions by PCR. PCR 
products formed from DNA of the parent clone VACV 
LIVP and VAC∆6 with deletion of six virulence genes. A, 
B, C, N, J, A’ – PCR products obtained with the appropri-
ate primer pairs for the A56R, В8R, C3L, N1L, J2R, and 
A35R genes. M – DNA ladder, fragment length in bp is 
shown on the left



RESEARCH ARTICLES

  VOL. 9  № 2 (33)  2017  | ACTA NATURAE | 91

Maximum survival  was  observed in  the 
VACΔ6&VACΔ6 group animals, who received double 
vaccination with VACΔ6, and in DNA & VACΔ6 group 
animals, wherein the immune system was primed us-
ing the polyvalent DNA vaccine, and attenuated VACΔ6 
was used for subsequent booster vaccination. All con-
trol-group animals died on the 8th day, and all DNA & 
DNA-group animals died on the 9th day after infection 
with the ectromelia virus. The lack of complete protec-
tion can be explained by the use of extremely high doses 
of the ectromelia virus, which is heterologous to VACV.

DISCUSSION
Variolation, i.e. intradermal injection of infectious ma-
terial from smallpox patients to healthy people, was the 
first method used to protect people from devastating 
epidemics of smallpox. The disease induced thus had a 
short incubation period and was relatively mild com-
pared to conventional human-to-human respiratory 
transmission of the virus. The mortality caused by the 

inoculation was 0.5–2% as opposed to the 20–30% ob-
served during variola virus epidemics [20]. Discovery 
of the possibility of human vaccination by inoculation 
with the cowpox virus and later with the vaccinia virus 
resulted in a significantly lower risk of severe adverse 
reactions. In the second half of the XXth century, when 
VACV was used for immunization, mortality was 1–25 
per 1 million vaccinated people [21]. In the case of this 
vaccination, the risk group included primarily people 
with immunodeficiency, such as transplant patients, 
HIV-infected patients, individuals taking immuno-
suppressive drugs, and others. In this regard, modified 
vaccines with improved safety characteristics were de-
veloped based on VACV. For example, late in the XXth 
century, Russian researchers developed a live vaccine 
based on the recombinant strain LIVP VACV, which 
was tested on humans [22].

To date, there has been no mass vaccination against 
smallpox. However, there are categories of people who 
are at risk of becoming infected with smallpox or other 

Table 1. Testing scheme to assess the immunogenicity and protection of the vaccines in animal experiments

Group
Vaccine, dose per animal

Protectivity test,  
day 421st immunization,  

day 1
2nd immunization,  

day 21

DNA&DNA DNA vaccine
250 μg

DNA vaccine
250 μg

К-1 strain of ECTV,  
150 LD

50

DNA&VAC∆6 DNA vaccine
250 μg

VAC∆6 strain
107 PFU

К-1 strain of ECTV,  
150 LD

50

VAC∆6&VAC∆6 VAC∆6 strain
107 PFU

VAC∆6 strain
107 PFU

К-1 strain of ECTV,  
150 LD

50

LIVP&LIVP LIVP VACV strain
107 PFU

LIVP VACV strain
107 PFU

К-1 strain of ECTV,  
150 LD

50

K- Saline Saline К-1 strain of ECTV,  
150 LD

50

Table 2. PCR analysis aimed at identification of the recombinant VACV

Gene Primer, nucleotide sequence (5’ → 3’) LIVP strain, bp VAC∆6 strain, bp

A56R GTGGTATGGGACACCACAAATCCAA
ATTAAACATTCCTAGAATTAATCCCGCTC 2366 1425

B8R TCACAAATATGATGGTGATGAGCGA
CGTGATATACCCTAGCCATAGGCAT 1555 737

C3L TCGCGCTTTACATTCTCGAATCT
TGTTCGTGTGTTCTTGCGGTGA 1542 751

N1L GGGTTGGATCCTTTACACATAGATCTACTACAGGCGGAACA
GGGAAAGCTTAATTTGTGAAGATGCCATGTACTACGCT 1784 1431

J2R ATATGTTCTTCATGCCTAAACGA
ATGAAGGAGCAAAAGGTTGTAAC 512 617

A35R ACGACGGATGCTGAAGCGTGTTATA
AAACGATGTTACCAATCGTTTGCTAGGT 1880 1360
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pathogenic orthopoxviruses based on their professional 
occupation. These categories comprise the risk group, 
and they should undergo obligatory vaccination against 
smallpox. First, this concerns personnel involved in epi-
demiological surveillance, the medical staff of infec-
tious departments at hospitals, and employees of virol-
ogy laboratories dealing with orthopoxviruses. In the 
case of smallpox outbreaks (e.g., as a result of a bioter-
rorist attack), all inhabitants of a region must be vacci-
nated. The conventional first-generation smallpox vac-
cine based on the LIVP strain, which is currently used 
for vaccination, has a lot of contraindications and can 
cause complications with varying severity. It is worth 
noting that it is somewhat difficult to demonstrate pro-
tective immunity against smallpox induced by vaccina-
tion of new preventive medication, since the smallpox 
has been eliminated, and it is impossible to test the ef-
ficacy of these vaccines against the natural disease in 
the absence of epidemics.

Previously, we implemented two independent ap-
proaches to the development of safe vaccines against 
human orthopoxvirus infections. We developed a high-
ly attenuated variant of the vaccinia virus, VACΔ6,  
with targeted knockdown of six genes, and a polyvalent 
DNA vaccine based on five antigens of the variola vi-

rus. Independent experiments demonstrated that triple 
immunization with a DNA vaccine and double immuni-
zation with VACΔ6 provide protection to mice against 
a lethal dose (10 LD

50
) of the ectromelia virus, which is 

highly pathogenic to mice [10, 12].
In this study, we compared the immune response 

developed against orthopoxvirus using various immu-
nization protocols with a DNA vaccine and VACΔ6. 
The product of the A35R gene, one of the six genes 
deleted in the recombinant variant VACΔ6, reduces 
the antigen presentation by the class II major histo-
compatibility complex. Therefore, the VACΔ6 strain 
induces a higher level of VACV-neutralizing antibod-
ies than the parental clone LIVP, and it is more effec-
tive in protecting animals from ECTV infection at a 
dose of 150 LD

50. 
Combined immunization with a DNA 

vaccine and a recombinant VACΔ6 variant leads to 
a lower level of neutralizing antibodies compared to 
double immunization with VACΔ6. However, it pro-
vides the same level of protection. Apparently, this 
can be attributed to the fact that the DNA vaccine 
better induces the cell component of the immune re-
sponse during primary immunization, which is also 
required for effective orthopoxvirus elimination from 
the organism [23, 24].

Fig. 3. The level of serum-
neutralizing activity against 
VACV, following double 
immunization with study 
preparations (DNA vac-
cine, VACΔ6 and LIVP 
VACV strains)
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CONCLUSION
In this study, we used a heterologous immunization 
strategy to enhance the effectiveness of smallpox vac-
cination, where the immune system was primed using 
a polyvalent DNA-vaccine based on five VARV genes, 
and an attenuated version VACΔ6 was used for subse-
quent booster vaccination. The level of protection in-
duced this way was the same as that in the option with 
double immunization using a VACΔ6 strain and supe-
rior to that induced by double immunization with the 
LIVP VACV strain used in the Russian Federation for 
human vaccination. The proposed immunization pro-
tocols can be used to develop safe vaccination strate-
gies against smallpox and other human orthopoxvirus 
infections. DNA vaccination, followed by vaccination 

with live-attenuated virus VACΔ6 can be considered as 
advantageous in terms of safety. It should be noted that 
the double vaccination protocol is not optimal for emer-
gency prevention of smallpox. In this case, single-dose 
administration of the conventional smallpox vaccine 
based of the LIVP VACV strain is advisable. 
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INTRODUCTION
In the several decades that have elapsed since it was 
discovered that neurotrophic factors play a key role in 
the development and maintenance of the viability of 
neurons [1], facts showing that they exhibit a similar 
regulatory activity at the level of non-neuronal systems 
have been obtained [2]. An understanding of the role of 
neurotrophins in the development of pancreatic β-cells 
was one of the important results of these discoveries. 
The data provide grounds to believe that the similarity 
between the growth factors and differentiation is re-
sponsible for the similarity between pancreatic β-cells 
and neurons, which form via the same fundamental 
development program, although they originate from 
different cell lineages [3]. The regulatory role of neuro-
trophins in pancreatic β-cells has been confirmed in a 
number of studies [4, 5]. The effect of the nerve growth 
factor (NGF) on pancreatic β-cells was found to be me-
diated by TrkA, the high-affinity neurotrophin recep-
tor [6]. NGF ensures β-cell neogenesis not only during 
the fetal and neonatal periods, but also in adult organ-

isms [7]. The removal of NGF from a β-cell culture 
medium [8] and administration of antibodies against 
this neurotrophic factor [9] enhances β-cell apoptosis. 
Convincing evidence has been obtained showing that a 
reduced NGF level in type 2 diabetes mellitus (T2DM) 
decreases the proliferation of and/or enhances β-cell 
apoptosis [10–12].

Meanwhile, the comorbidity of T2D and cognitive 
deficit (reduced information-processing speed, re-
duced verbal memory and conceptualization), whose 
risk in T2DM is much higher than in healthy individu-
als, is well-known. According to epidemiological data, 
the degree of increase in risk ranges between 50 and 
150% [13, 14]. Post-mortem studies have revealed a 
decreased NGF level in the frontal cortex of patients 
in the phase that precedes Alzheimer’s disease (AD) 
[15]. A reduced activity of choline acetyltransferase, 
the enzyme whose activity in cholinergic neurons of the 
basal brain structures is regulated by NGF, is already 
in fact in this phase. It has been demonstrated that the 
level of TrkA receptors in the hippocampus, the brain 

Low-Molecular-Weight NGF Mimetic 
Corrects the Cognitive Deficit and 
Depression-like Behavior in Experimental 
Diabetes

R. U. Ostrovskaya*, S. S. Yagubova, T. A. Gudasheva, S. B. Seredenin
V.V. Zakusov Institute of Pharmacology, Baltijskaya Str., 8, Moscow, 125315, Russia 
*E-mail: rita.ostrovskaya@gmail.com
Received September 28, 2016; in final form, February 20, 2017
Copyright © 2017 Park-media, Ltd. This is an open access article distributed under the Creative Commons Attribution License,which permits 
unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

ABSTRACT Based on the comorbidity of diabetes, depression, and dementia and recognizing that a deficiency of 
the nerve growth factor (NGF) is involved in all of these kinds of pathologies, we studied the effect of the mimet-
ic of dimeric dipeptide NGF loop 4, GK-2, on a model of streptozotocin-induced type 2 diabetes in C57Bl/6 mice. 
GK-2 [hexamethylenediamide bis-(N-monosuccinyl-glutamyl-lysine)] was synthesized at the V.V. Zakusov Sci-
entific Research Institute of Pharmacology. The study revealed the ability of GK-2 to ameliorate hyperglycemia 
induced by streptozotocine (STZ 100 mg/kg i.p.) in C57Bl/6 mice, to restore learning ability in the Morris Water 
Maze test, and to overcome depression after both intraperitoneal (0.5 mg/kg) and peroral (5 mg/kg) long-term 
administration. The presence of the listed properties and their preservation in the case of peroral treatment 
determines the prospects of research. Taking into account the previous findings on the ability of GK-2 to selec-
tively activate PI3K/Akt, these data suggest that Akt-signaling is sufficient for pancreatic beta cell function. 
GK-2 has been shown to exhibit pronounced neuroprotective activity. The coexistence of neuroprotective and 
antidiabetic effects is in agreement with the fundamental concept holding that the function of neurons and 
pancreatic beta cells is controlled by similar mechanisms.
KEYWORDS depression, diabetes, dipeptide NGF mimetic, learning.
ABBREVIATIONS AD – Alzheimer’s disease; BDNF – brain-derived neurotrophic factor; i.p. – intraperitoneal; 
NGF – nerve growth factor; per os – peroral; STZ – streptozotocin; T2D – type 2 diabetes.
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structure responsible for the main cognitive functions 
and memory, in particular, is reduced in patients with 
mild cognitive impairment [16]. Hippocampal atrophy 
is an important prognostic sign of an aggravation of the 
cognitive pathology and a transition from mild cogni-
tive impairment to AD [17]. Deficiency in NGF plays an 
important role in it, since this neurotrophin prevents 
the formation of β-amyloid peptide (Aβ1–42) [18]. The 
decrease in the NGF level accompanying a cognitive 
deficit is associated with an increased level of its pre-
cursor (proNGF) that suppresses the proliferation and 
differentiation of the basal brain and hippocampal 
structures [19]. A shift in the proNGF/NGF ratio to-
wards precursor prevalence is regarded as the main 
reason for cholinergic deficit, leading to cognitive im-
pairment [20].

The risk of depression and depressive-like behavior 
in T2DM is at least twice as high as that in individuals 
without resistance to insulin [21]. The bilateral comor-
bidity of these disorders (depression aggravates the 
course of diabetes and vice versa) has been studied [22, 
23]. In addition to the convincing data on the role of a 
deficiency in the brain-derived neurotrophic factor 
(BDNF) in the pathogenesis of depressive states of dif-
ferent etiologies, including in patients with diabetes [24], 
it has been demonstrated that the activity of NGF drops 
both in depression and in diabetes, which is considered 
to be an important factor that determines their comor-
bidity. A meta-analysis of 21 publications [25] confirmed 
a statistically significant decrease in the blood level of 
NGF in depression, which correlated with impairment 
intensity. It has been suggested that the reduced level of 
NGF in blood serum should be regarded as a biomarker 
for major depression [26]. Such a reduction is also ob-
served in patients with bipolar disorder [27] and senile 
depressions [28]. Post-mortem examinations of brain tis-
sues from suicide victims have revealed an almost two-
fold decrease in NGF expression and a more than three-
fold decrease in TrkA density [29].

A combination of the reported data demonstrates 
that NGF could be used in patients with type 2 diabetes 
mellitus because of its ability to maintain β-cell func-
tion, stimulate insulin secretion, and simultaneously 
impede the development of diabetes mellitus and its 
comorbidities. However, in their attempts to use na-
tive NGF, researchers have faced a problem associated 
with the unsatisfactory pharmacokinetic properties of 
this protein molecule (low biological stability and in-
ability to pass through biological barriers when admin-
istered systemically) and pleiotropicity of NGF activity, 
which may result in such side effects as weight loss and 
hyperalgesia. Meanwhile, the effectiveness of topical 
administration of NGF in trophic ulcers of diabetic gen-
esis has been reported [30]. As for systemic administra-

tion of NGF, phase I/II clinical trials of recombinant 
NGF have revealed a tendency towards a favorable 
effect in patients with diabetic neuropathy; however, 
side effects and the lack of a therapeutic effect were 
observed when a broader patient population was used 
in phase III trials [31].

One of the strategies used to overcome the draw-
backs of native neurotrophins involves the design of 
low-molecular-weight agents that can induce NGF-like 
therapeutic effects upon systemic administration with-
out the side effects typical of native NGF. Several com-
pounds of this type have been reported; in particular, 
NGF mimetic of nonpeptide structure, compound MT-2 
[32], and peptide NGF-mimetic BB14 [33, 34]. However, 
the effects of these compounds have been studied only 
in in vitro systems. 

A dimeric dipeptide NGF mimetic GK-2 (hexameth-
ylenediamide-bis-(N-monosuccinyl-glutamyl-lysine)) 
has been designed at the V.V. Zakusov Research Insti-
tute of Pharmacology on the basis of the structure of 
the NGF loop 4 β-turn. It exhibited a high neuroprotec-
tive activity in in vitro experiments, as well as in vivo in 
models of stroke, Alzheimer’s and Parkinson’s diseases, 
and had none of the side effects typical of native NGF. 
GK-2 was shown to activate TrkA receptors [35–37].

Preliminary experiments in rats demonstrated that 
GK-2 exhibits anti-hyperglycemic activity [38]. On 
the basis of the comorbidity of diabetes and cognitive 
impairment and depression, we modeled streptozoto-
cin-induced diabetes in mice and studied the effect 
of GK-2, the original NGF mimetic, on the cognitive 
impairment and depressive-like behavior in these ani-
mals.

EXPERIMENTAL

Animals
Male C57Bl/6 mice with an initial body weight of 23–
28 g purchased from the Stolbovaya breeding farm 
were used in the experiments. The animals were kept 
under standard vivarium conditions, with unrestricted 
access to food (except for 16 h prior to streptozotocin 
administration) and water. The guidelines for ethical 
rules in the care and use of animals in research summa-
rized in the European Communities Council Directive 
86/609/ЕЕС were followed.

Experiment design
Type 2 diabetes mellitus was induced by intraperito-
neal (i.p.) administration of streptozotocin (STZ, Sigma, 
USA) at a dose of 100 mg/kg, which was effective for 
C57Bl/6 mice [39].

The mice were randomly divided into four groups: 
group 1 (passive control, n = 10), group 2 (active con-



96 | ACTA NATURAE |   VOL. 9  № 2 (33)  2017

RESEARCH ARTICLES

trol, n = 11), and experimental groups 3 (n = 11) and 4 
(n = 12). The mice in the passive control group received 
saline, either i.p., or perorally (per os), for 31 days1. The 
animals from the active control group received saline 
i.p. for 14 days; a single dose of STZ (100 mg/kg) was 
administered i.p. on day 15 after 16-hour fasting; then, 
mice continued to receive saline for 16 days.

The low molecular weight (831 Da) of GK-2 makes 
it reasonable to study the effects of both i.p. and the 
peroral route of administration. The effect of GK-2 ad-
ministered per os needs to be studied, since this com-
pound is intended to be used as a drug for long-term 
clinical application. The freshly prepared GK-2 solu-
tion (in 0.9% NaCl) was administered once a day during 
14 days: in study group 3, i.p. at a dose of 0.5 mg/kg; 
in study group 4, per os at a dose of 5 mg/kg. On day 
15 (30 min after the animals had received the final dose 
of GK-2), they were i.p. treated with STZ (100 mg/kg) 
on an empty stomach; then, both groups of mice contin-
ued to receive GK-2 for 16 days.

The glucose level in the blood collected from the tail 
vein was measured using a One Touch Ultra glucom-
eter (USA). The dynamics of the effect of GK-2 was 
assessed using the indicator of relative antihyperglyce-
mic activity (Ag) according to the formula

Ag = gl.STZ – gl.(STZ + GK-2) / gl.STZ – gl.saline × 100%,

where gl.STZ is the blood glucose level in the active 
control group (group 2); gl.STZ + GK-2 is the blood 
glucose level in the study group 3 or 4; and gl.saline 
is the blood glucose level in the passive control group 
(group 1).

Studying the effect of GK-2 on learning 
ability in the Morris water maze
Spatial learning and memory were assessed 24 h after 
the mice had received the final dose of GK-2 (day 17 
after administration of STZ) using the Morris water 
maze [40]. The experimental device consisted of a pool 
150 cm in diameter with 60-cm-high walls filled with 
water (23–25°С). The pool was imaginatively divided 
into four quadrants. A platform 9 cm in diameter, 1 cm 
higher than the water level, was placed in the center of 
one quadrant.

During day 1, the animals were allowed to find the 
visible platform. If the mouse did not find the plat-
form during the 60 s cut-off, it was placed on the 
platform and allowed to stay there for 20 s before 
returning to its home cage. Four trials (one per each 
quadrant) were used. After 24 h, a platform sub-

1 No significant differences between i.p. or per os administration of saline 
during the entire experiment were revealed, so these animals were merged 
into one group.

merged 1 cm below the water level was placed onto 
the same spot as in day 1, but water was preliminarily 
whitened with milk. Identically to day 1, four trials 
were used, one for each quadrant. The same proce-
dure was repeated on days 3, 4, 5, and 8. The number 
of animals that found the platform within the 60 s cut-
off was recorded.

Studying the effect of GK-2 using 
the depression model
The depressive-like behavior (the behavioral despair) 
was assessed using the modified forced swim test on 
days 45 and 46 after discontinuation of GK-2 [41, 42]. 
Cylindrically shaped vessels 10 cm in diameter and 
30 cm high (OOO Research and Production Company 
Open Science) were filled with water (23–25°С) to the 
level of 20 cm from the bottom. On day 1, the animal 
was placed into the vessel for 10 min and its behavior 
was video-recorded in the interval between the 2nd and 
the 6th minute. The test was repeated for 6 min after 
24 h. Active swimming and immobilization durations 
in both sessions were determined using the RealTimer 
software. According to the definition given by the au-
thors of the test, active swimming implied the periods 
when the forelimbs moved upward along the cylinder 
walls, while immobilization implied remaining com-
pletely motionless or making the minor movements 
necessary to maintain the head above water. The total 
duration of immobilization episodes was the key pa-
rameter of the severity of depressive-like behavior in 
this test.

Exploratory behavior, as well as the general loco-
motor activity, was assessed using the open field test 
2 days prior to performing the Morris water maze. The 
animals were placed in the center of the open field, and 
the horizontal motor activity and the numbers of holes 
and vertical bars were measured during 5 min.

The animals’ body weight was measured every 3 
days.

Figure 1A shows the order in which the compounds 
were administered and behavioral tests were per-
formed.

Statistical analysis
The experimental data are shown as mean values, with 
the mean error and the standard error of the mean 
(M ± SЕM) indicated. The statistical analysis was per-
formed using the Statistica 8.0 software. The statistical 
significance of intergroup differences was assessed us-
ing the nonparametric method, the Mann–Whitney U 
test. The χ2 test was used for the parameters measured 
in %. The results were considered to be statistically sig-
nificant at p ≤ 0.05.
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Fig. 1. Design of the experiment (A) and the dynamics of the blood glucose level (mmol/l) in C57Bl/6 mice (B) in 
the following groups: passive control (Saline + Saline), active control (Saline + STZ 100 mg/kg, i.p. + Saline), GK-2 
treated group 3 (GK-2 0.5 mg/kg, i.p. + STZ 100 mg/kg, i.p. + GK-2 0.5 mg/kg, i.p.), GK-2 treated group 4 
(GK-2 5 mg/kg, per os + STZ 100 mg/kg, i.p. + GK-2 5 mg/kg, per os). Data are presented as M ± SEM. The sta-
tistical significance of the differences was calculated using the Mann–Whitney U-test: * р<0.05 compared to passive 
control; # р<0.05 compared to active control (STZ).
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RESULTS
Data on the dynamics of the blood glucose level in dif-
ferent groups are presented in Fig. 1B. While the glu-
cose level in the peripheral blood of mice in the passive 
control group was 6–7 mmol/l, administration of STZ 
at a dose of 100 mg/kg to С57Bl/6 mice increased that 
blood glucose level to 16–20 mmol/l, which is close to 
the values obtained earlier in the experiments with rats 
[38]. In full compliance with the antihyperglycemic ef-
fect of GK-2 observed in the experiments with rats, we 
revealed the antihyperglycemic effect of GK-2 in mice. 
It is important to emphasize that the antihyperglyce-
mic effects were similar for rats and mice: e.g., the cal-
culated Ag parameter on day 17 after administration of 
STZ to rats was 80%, being 90% on day 19 in mice.

Assessment of the cognitive function performed 24 
h after the final dose of GK-2 had been injected dem-
onstrated (table) that, whereas the number of animals 
that found the platform within 60 s in repeated tests 
significantly increased in the passive control group, this 
occurred muchmore slowly in the active control group 
(the differences between the two groups were statisti-
cally significant on days 4 and 8). These results agree 
with the data on cognitive impairment in STZ-induced 
diabetes [43]. Intraperitoneal administration of GK-2 
caused a statistically significant increase in the number 
of animals that found the platform on days 2, 4, and 8 of 
training compared to the animals in the active control 
group. Upon administration per os, the learning ability 
significantly increased only on test day 2. It should be 
mentioned that in the beginning of the experiment, the 
learning ability of mice for both administration routes 
was even higher than that in the passive control group. 
The intergroup differences were significant on test 
days 3 and 5 as well (except for day 5 in the group that 
received GK-2 per os, when the differences between 
the active control and the study group failed to reach 
the level of statistical significance).

The effect of GK-2 on the severity of the depression-
like behavior was assessed in a long-term period after 
STZ administration (day 45), since the duration of the 
depressive-like behavior in the diabetes model was re-
ported to be rather long [25].

Comparison of active swim test parameters and the 
immobilization duration in different groups revealed 
the following regularities (Fig. 2): In mice in the active 
control group, immobilization duration increased, while 
the duration of active swimming decreased compared 
to the parameters in the passive control group, while 
i.p. administration of GK-2 reduced the immobilization 
duration and increased the active swimming duration, 
making them as high as the control values. The inten-
sity of the effect of GK-2 administered per os was the 
same as upon i.p. administration.

Similar regularities were observed on day 2: in-
creased immobilization duration and reduced active 
swimming duration in the active control group, where 
GK-2 reduced the severity of depression when admin-
istered both i.p. and per os.

In order to interpret the results, we needed to under-
stand whether the streptozotocin-induced behavioral 
disorders were related to the overall wellbeing of the 
animals (reduced motor activity and body weight loss). 
In order to answer this question, we performed the 
open field test 2 days prior to the Morris water maze, 
where changes in neither the orientational nor explor-
atory activity and overall mobility were observed in 
the animals treated with STZ. GK-2 upon both admin-
istration routes had no effect on these indicators. It was 
demonstrated that, unlike the passive control group 
where animal body weight increased during the en-
tire experiment (10.5% with respect to the initial weight 
by the time the Morris water maze was performed and 
16.7% by the time the forced swim test was formed), a 
slight decrease in body weight by the time of Morris 
water maze study (–6.7%) and body weight gain by the 
time of the forced swim test (1.8%) were observed in 
the active control group. GK-2 reduced this effect of 
STZ administered both i.p. (–2 and 4.6%, respectively) 
and per os (1 and 10%, respectively). Therefore, the 
resulting data allow one to rule out the changes in the 
overall wellbeing of animals as the reason for the STZ-
induced behavioral disorders and their normalization 
due to the administration of NGF mimetic.

Learning ability of mice in the Morris water maze (the 
percentage of animals that found the platform within the 
60 s cut-off time)

Group day 2 day 4 day 8 

Group 1 
Passive control (saline) 14.3% 85.7% 100%

Group 2 
Active control (STZ, 100 

mg/kg)
9.09% 54.54%* 72.7%*

Group 3 
GK-2, 0.5 mg/kg 

i.p. + STZ
27.3%*# 72.7%*# 90.9%*#

Group 4 
GK-2, 5 mg/kg 

per os + STZ
50%*# 50%* 100%#

The statistical significance of differences was assessed us-
ing the χ2 test.
*р < 0.05 compared to passive control group (saline).
#р < 0.05 compared to active control group (STZ).
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Fig. 3. NGF is synthesized from the precursor, pro-NGF. 
NGF binds to the TrkA receptor and this interaction 
induces the activation of the signaling pathway of β-cell 
survival. Diabetes-induced hyperglycemia is known to 
cause the oxidative stress that decreases protease activ-
ity, thus provoking pro-NGF accumulation resulting in 
β-cell apoptosis (modified from [19, 48])

DISCUSSION
We reproduced the known model of diabetes mellitus 
with specific behavioral signs [25, 43] and described for 
the first time the ability of GK-2, the low-molecular-
weight mimetic of the nerve growth factor, to eliminate 
these behavioral disorders. The main role in the devel-
opment of a deficiency of NGF in diabetes is known to 
be its reduced formation from the рroNGF precursor as 
a result of hyperglycemia-induced oxidative stress [44, 
45], which suppresses protease activity and shifts the 
proNGF/NGF ratio towards the precursor prevalence 
that promotes apoptosis of insulin-secreting cells, con-
trary to mature NGF, exerting an antiapoptotic effect 
(Fig. 3).

Streptozotocin facilitates free radical formation and 
alkylates DNA [46]. Administration of STZ reproduc-
es not only the reduced NGF level typical of diabetes 
[47], but also the increased proNGF level [48]. It has 
been experimentally demonstrated that the degrees 
to which the proNGF level increases and mature NGF 
and phosphorylated TrkA receptors decrease correlate 
with the severity of the cognitive impairment [49]. The 
shift in the proNGF/NGF ratio towards the precursor 
is considered to be the main reason behind the cholin-
ergic deficit that causes cognitive impairment [20].

Identically to the native NGF molecule, GK-2 acti-
vates TrkA receptors and alleviates the toxic effects of 
Н

2
О

2 
[35]. In addition, it reduces the blood level of malo-

nic dialdehyde in diabetic mice [50]. An assumption can 
be derived from these data that the antihyperglyce-
mic effect of GK-2 is caused both by its direct effect on 
NGF receptors and by its ability to eliminate the toxic 
effect of free radicals, which can normalize the forma-
tion of NGF from its precursor.

We experimentally reproduced the main metabolic 
effect of STZ – the hyperglycemic effect – and also 
its behavioral effects imitating the behavioral disor-
ders in diabetic patients: namely, cognitive impairment 
[14, 16] and development of a depressive-like behavior 
[51–53]. The ability of GK-2 to attenuate the severity 
of the cognitive deficit accompanying a diabetes model 
was revealed. This fact agrees with the positive cogni-
tive effect of GK-2 observed in the Alzheimer’s disease 
model [54]. The antidepressant effect of GK-2 was de-
scribed for the first time. The combination of the anti-
diabetic and antidepressant activities of GK-2 is espe-
cially important, because conventional antidepressants 
not only do not attenuate diabetes signs, but can also 
increase the risk of its development [55]. 

It is important to emphasize that the activity of 
GK-2 is maintained in the case of peroral administra-
tion, which is a requisite for drugs used to treat chronic 
conditions. The combination of the antidiabetic activ-
ity of GK-2 with its long-term positive effect on the 

cognitive function and antidepressant properties is an 
important additional characteristic of this compound. 
GK-2 is intended for use in the therapy of post-stroke 
sequelae, since it is known that stroke and diabetes are 
comorbid and that there is a high rate of development 
of cognitive deficit and depressive disorders during the 
post-stroke period [56].

It has been demonstrated previously [57] that the 
NGF mimetic GK-2 selectively activates only one of 
the two main signaling pathways, the PI3K/Akt path-
way involved in the neuroprotective effects of neuro-
trophins, by activating TrkA [58]. The data on the anti-
diabetic activity of GK-2 allow one to suggest that Akt 
signalization is sufficient to maintain the β-cell func-
tion. The significance of these data mainly consists in 
the fact that they can lead to new concepts of diabetes 
development mechanisms and could serve as a basis 
for the design of antidiabetic agents that exhibit cyto-
protection of β-cells. The combination of the neuropro-
tective and antidiabetic effects of GK-2 is consistent 
with the earlier stated fundamental concept that the 
mechanisms of regulation of the function of neurons 
and pancreatic β-cells are similar [59] and the subse-
quent conclusion about the reasonability of studying 
the potential antidiabetic properties of neuroprotective 
agents that eliminate the deficiency of neurotrophic 
factors [60].
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CONCLUSIONS
The hyperglycemic, amnestic, and depressive-like ef-
fects of STZ were reproduced in this study. The ability 
of GK-2, the dimeric analog of nerve growth factor loop 
4, to have an antihyperglycemic effect and attenuate the 
severity of the cognitive deficit that develops in a diabetes 
model has been revealed. The anti-depressant activity 
of the compound has been established for the first time. 
Further development of GK-2 is promising due to its 
combination of antidiabetic activity and positive effect on 
cognitive functions, as well as antidepressant properties 
and maintenance of activity when administered per os.

In view of the data on the pronounced neuropro-
tective activity of GK-2 previously obtained at the 
Research Institute of Pharmacology, the antidiabetic 
activity of this compound can be regarded as an impor-
tant argument in support of the fundamental concept 
that the function of neurons and pancreatic β-cells is 
controlled by similar mechanisms. 

This work was supported in part by the Russian 
Science Foundation (project no. 14-15-00596).
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