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Non-bulky Lesions in Human DNA: 
The Ways of Formation, Repair, and 
Replication
А.V. Ignatov, K.A. Bondarenko, A.V. Makarova
DNA damage is a major cause of replication interruption, mutations, and 
cell death. In this review, authors summarize the types and mechanisms of 
formation and repair of non-bulky DNA lesions, and authors provide an over-
view of the role of specialized DNA polymerases in translesion DNA synthesis.
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Proteasomes in Protein Homeostasis of Pluripotent Stem Cells
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А.V. Selenina, А.S. Tsimokha, А.N. Tomilin
Embryonic stem cells and induced pluripotent stem cells are subjects 
of high interest not only in basic research, but also in various applied 
fields, particularly, in regenerative medicine. The molecular mecha-
nisms that control protein homeostasis in these cells remain largely 
unknown. The ubiquitin-proteasome system (UPS) acts via post-trans-
lational protein modifications and protein degradation and, therefore, 
is involved in the control of virtually all cellular processes. Therefore, 
studying the biological role and action mechanisms of the UPS in plu-
ripotent cells will help us to both better understand the biology of cells 
and to develop novel approaches in regenerative medicine.

The ubiquitin-proteasome system

Change in the Content of Immunoproteasomes and 
Macrophages in Rat Liver At the Induction of Donor-Specific 
Tolerance 

Ya.D. Karpova, V.D. Ustichenko,  
N.M. Alabedal’karim, A.A. Stepanova, Yu.V. Lyupina, 
K.I. Boguslavski, G.A. Bozhok, N.P. Sharova 
Induction of donor specific tolerance (DST) by the 
introduction of donor cells into a recipient’s portal 
vein is one of the approaches used to solve the prob-
lem of transplant engraftment. However, the mech-
anism of DST development remains unclear to this 
moment. In the present work, authors first studied 
the change in the content of immunoproteasomes 
and macrophages of the liver at early stages of the 
development of allospecific portal tolerance in rats 
by Western blotting and flow cytofluorimetry. 
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EBOLA VIRUS DISEASE
The Ebola virus causes one of the most dangerous dis-
eases affecting humans and primates. The Ebola virus 
disease (EVD) is characterized by a severe course, gen-
eral intoxication, and a high mortality rate reaching 
90% [1–3]. The genus Ebola virus (Ebolavirus) is a mem-
ber of the Filoviridae family. Viral particles of all virus-
es from the Filoviridae family (order Mononegavirales) 
have a characteristic filament-like shape, and their ge-
nome is represented by a single-stranded RNA with 
negative polarity. There are three filovirus genera: 
Ebolavirus, Marburgvirus, and Cuevavirus. Of these, 
Ebolaviruses and Marburgviruses have marked patho-
genicity to humans, and the Ebola virus (EBOV) is the 

most dangerous pathogen. To date, five Ebola virus 
species have been identified: Bundibugyo ebolavirus 
(BDBV), Zaire ebolavirus (ZEBOV), Reston ebolavirus 
(RESTV), Sudan ebolavirus (SUDV), and Tai Forest eb-
olavirus (TAFV); of these, ZEBOV, SUDV, and BDBV 
are the most dangerous for humans [4, 5].

EVD was first detected in Yambuku (Democratic 
Republic of the Congo, the northern part of Zaire) and 
in Nzara (Sudan) in 1976. In the same year, the EVD 
agent, Ebola virus (Ebolavirus), was first isolated from 
a patient who lived near the Ebola River [6, 7].

Since the time of pathogen isolation and to this day, 
more than 20 EVD outbreaks have occurred, the largest 
of which (2014–2016) turned into an epidemic (28,616 
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ABSTRACT The Ebola virus disease (EVD) is one of the most dangerous infections affecting humans and animals. 
The first EVD outbreaks occurred in 1976 in Sudan and Zaire. Since then, more than 20 outbreaks have occurred; 
the largest of which (2014−2016) evolved into an epidemic in West Africa and claimed the lives of more than 
11,000 people. Although vaccination is the most effective way to prevent epidemics, there was no licensed vaccine 
for EVD at the beginning of the latest outbreak. The development of the first vaccines for EVD started in 1980 
and has come a long technological way, from inactivated to genetically engineered vaccines based on recombi-
nant viral vectors. This review focuses on virus-vectored Ebola vaccines that have demonstrated the greatest 
efficacy in preclinical trials and are currently under different phases of clinical trial. Particular attention is paid 
to the mechanisms of immune response development, which are important for protection from EVD, and the key 
vaccine parameters necessary for inducing long-term protective immunity against EVD.
KEYWORDS Ebola vaccines, virus-vectored vaccines, recombinant viral vectors, Ebola virus.
ABBREVIATIONS Ad3, ChAd3 – recombinant replication-defective chimpanzee adenovirus type 3; Ad5 – re-
combinant replication-defective human adenovirus type 5; Ad26 – recombinant replication-defective human 
adenovirus type 26; BDBV – Bundibugyo Ebolavirus; GMT – geometric mean titer; GMC –geometric mean con-
centration; GP – glycoprotein; MARV – Marburg virus; MVA – recombinant Modified Vaccinia Virus Ankara; 
NP – nucleoprotein; RESTV – Reston Ebolavirus; SUDV – Sudan Ebolavirus; TAFV – Tai Forest Ebolavirus; 
VSV – live-attenuated recombinant vesicular stomatitis virus; ZEBOV – Zaire Ebolavirus; EVD – Ebola virus 
disease; PFU – plaque-forming unit; NtAb – virus-neutralizing antibody; VP – viral particle; IFN-gamma – in-
terferon gamma; AE – adverse event.
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cases) and claimed the lives of more than 11,000 people 
[8]. By the time of this epidemic, neither preventive nor 
therapeutic agents for EVD were licensed in the world. 
At the same time, a specific heterologous (horse) immu-
noglobulin against Ebola fever was developed at the Vi-
rology Center of the Research Institute of the Russian 
Defense Ministry for urgent prophylaxis and treatment 
of high-risk groups; the immunoglobulin had 100% pro-
tective activity in experiments with monkeys [9]. Due 
to the high mortality rate in the last EVD epidemic and 
spread of the virus outside Africa, a WHO Committee 
was convened in early August 2014. The Committee 
concluded that the EVD outbreak was an extraordinary 
event of international importance, which significantly 
accelerated the development of preventive and thera-
peutic agents for EVD. After 2 years, several vaccines 
had been developed. They are currently under different 
phases of clinical trial, and two vaccines developed in 
Russia have been registered for medical use.

EVD VACCINES: HISTORY AND 
DEVELOPMENT STRATEGIES
The most effective and economical way to protect 
against infectious diseases is vaccine prevention. How-
ever, there was no vaccine approved for use by the be-
ginning of the last Ebola outbreak (2014–2016).

The development of the first vaccines for Ebola 
fever began after the identification of the virus and 
was mainly focused on attempts to create an effective 
vaccine based on an inactivated Ebola virus (Figure). 
In 1980, the first candidate vaccine on the basis of a 
heat- or formalin-inactivated Ebola virus was tested 
on guinea pigs and exhibited 100% protection [10]. But 
despite the high efficacy in guinea pigs, the vaccine did 
not provide the proper level of protection to primates 
from lethal infection [11]. Another disadvantage of this 
vaccine was the extremely dangerous production con-
dition. All these facts prevented the introduction of the 
vaccine into clinical practice (Figure).

It took more than 15 years to develop an effective 
and safe vaccine. This was associated with the fact that 
the expression features of the main protective antigen, 
Ebola virus GP, remained unclear for a long time. The 
breakthrough came in 1995, when an article by V.E. 
Volchkov et al. [12] was published. It was shown that 
RNA editing by viral polymerase resulted in several 
GP forms, of which only 20% were the full-length en-
velope antigen GP [12] (Figure). The same study found 
that GP expressed in eukaryotic cells undergoes ex-
tensive glycosylation, which subsequently happens to 
be critical for the preservation of immunogenicity and 
antigen protection [12, 13].

Understanding the biosynthesis peculiarities of 
various GP forms led, first of all, to the generation of 

candidate DNA vaccines. The plasmid vectors that 
were used for constructing the vaccines contained the 
full-length glycoprotein GP gene or the nucleoprotein 
gene of Ebola virus. These vaccines showed a suffi-
ciently high protection level in animal studies, with 
the efficacy of the DNA vaccine carrying the Ebola 
virus glycoprotein GP gene being higher than that of 
the vaccine carrying the Ebola virus nucleoprotein 
NP gene [14]. However, the use of these vaccines re-
quired multiple (5 times) administration of the drug 
to achieve a high level of protection [15], which was 
a critical limiting factor for their effective use during 
epidemic development.

The problem of multiple vaccination was resolved 
as the recombinant viral vector technology was de-
veloped (Figure). In contrast to DNA vaccines, these 
vectors provide a high and long-lasting level of target 
transgene expression, which enables the induction of 
protective immunity after one or two immunizations 
[16–18]. Experiments with direct comparison demon-
strated much faster formation of the immune response 
to a recombinant viral vector- based candidate vac-
cine compared to a plasmid DNA-based vaccine [16]. It 
should be noted that immunization was associated not 
only with the humoral immune response, but also with 
a more pronounced cellular (CD8+ and CD4+) immune 
response, which later occurred to be the key aspect of 
protection against Ebola fever. Various studies have 
demonstrated that it is cellular immunity that plays a 
key role in the formation of protective immunity to the 
Ebola virus [19, 20]. Directed depletion of CD3+ (CD8+ 
and CD4+) cells in monkeys immunized against EVD 
caused a decrease in vaccinated protective immunity, 
which resulted in the death of all the animals from Eb-
ola virus infection. If only CD8+ cells were depleted, 
the protective response also decreased in immunized 
monkeys: 80% of the animals died. At the same time, 
passive transfer of high-titer polyclonal antibodies to 
the Ebola virus from vaccinated monkeys to naive ones 
provided incomplete protection against lethal infection: 
75% of the animals died despite the high titers of com-
mon IgGs and NtAbs in peripheral blood serum [20]. 
The importance of cellular immunity was indirectly 
confirmed by the fact that the peripheral blood of peo-
ple who survived EVD contained an increased number 
of specific CD8+ cells compared to the blood of healthy 
people. At the same time, the number of specific CD4+ 
cells did not actually increase [21].

Summarizing the more than thirty-year history of 
studies aimed at developing an effective EVD vaccine, 
it may be concluded that the “ideal” vaccine for Ebola 
fever should induce cellular and humoral immune re-
sponses, be administered a minimum number of times, 
and induce prolonged protective immunity.
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The use of recombinant viral vectors provides all the 
indicated conditions; in this regard, the vaccines devel-
oped on the basis of these conditions were supported by 
the WHO as a promising direction for the development 
of Ebola vaccines during the last EVD epidemic.

VECTORED VACCINES AGAINST EVD 
UNDER CLINICAL TRIALS
The bulk of the developed vaccines for Ebola fever are 
based on the use of recombinant viral vectors express-
ing the protective antigen GP, a full-length Ebola virus 
surface glycoprotein.

Phase 3 clinical trials of a recombinant vesicular sto-
matitis virus (VSV)-based vaccine have now been com-
pleted. VSV-based vaccines encoding GP of the Zaire 
(1995 Kikwit) and Sudan Ebola virus have demonstrat-
ed efficacy in a series of preclinical trials in primates 
[22, 23]. The high immunogenicity of a VSV-based vac-
cine has been demonstrated in a series of clinical trials 
[24, 25]: The vaccine induced a high level of GP-specific 
antibodies (Table) associated with protection in primate 
studies. Clinical trials conducted in Europe and Africa 
have demonstrated that the use of a VSV-based vac-
cine at various doses leads to the induction of the hu-
moral immune response, with the levels of GP-specific 
antibodies being similar. Phase 3 clinical trials in Guin-
ea (using ring vaccination) demonstrated 100% efficacy 
of the vaccine [26, 27].

A recombinant human adenovirus serotype 5 
(Ad5)-based vaccine encoding full-length 2014 ZE-
BOV GP passed phase 1 clinical trials in China [28, 
29]. Administration of a high vaccine dose (1.6 × 1011 
vp) induced a high level of GP-specific antibodies at 
a titer of 1 : 1,306 in 100% of volunteers 1 month after 
vaccination, and the T-cell response had a maximum 
on day 14 but decreased by day 28 of the study. Six 
months after vaccination, the GP antibody titer sig-
nificantly decreased and amounted to 1 : 198 (Table). 
The volunteers were re-vaccinated 6 months after 
the primary vaccination. Four weeks after the re-
vaccination, the vaccine induced a high level of GP-
specific antibodies (titer of 1 : 11,825) in the blood 
serum of  the volunteers. One year after the revac-
cination, the titer of GP-specific antibodies in the 
blood serum of the volunteers was 1 : 857. One of the 
main problems limiting the use of Ad5-based vectors 
is a wide prevalence of pre-existing immunity to Ad5 
(the presence of Ad5 neutralizing antibodies) in the 
population. The presence of Ad5 antibodies before 
vaccination was shown to lead to the induction of a 
lower GP-specific humoral and T-cell response after 
vaccination [29, 30]. However, clinical trials in China 
demonstrated that the use of a high dose of an Ad5-
based vaccine may reduce the negative effect of pre-

existing immunity on the formation of a GP-specific 
immune response [29].

Another way to solve the problem of pre-existing 
immunity to a vaccine vector is to use recombinant 
vector serotypes with rare pre-existing immunity in 
the human population [31]; e.g., human adenovirus se-
rotype 26 or adenovirus chimpanzee serotype 3 (Ad3).

The Ad3-based vaccine passed phase 1 clinical trials 
and progressed to phases 2 and 3. Ad3-based vaccine 
vectors carry the GP gene of the Mayinga-Zaire 1976 
Ebola virus or the GP gene of the Gulu-Sudan Ebola 
virus. The results of phase 1 clinical trials conducted in 
the United States [32] demonstrated that the vaccine 
induced a high level of GP-specific antibodies (titer of 
1 : 2,037) and a T-cell response, which were associated 
with protectivity in a NHP model. However, clinical 
trials in England [33] reported a low titer (1 : 469) of 
GP-specific antibodies  (mean values did not reach lev-
els protective for primates); the T-cell response had a 
maximum at day 14 of the study and decreased by day 
28.

One of the problems of the developed vaccines for 
EVD is the reduction in the protective immune re-
sponse a few months after immunization. This problem 
can be solved by using heterologous prime-boost vacci-
nation (Figure). This vaccination strategy against Ebola 
was recommended by the WHO as the most promising 
one [34]. It should also be noted that recombinant viral 
vectors have certain disadvantages (pre-existing im-
munity to an Ad5-based vaccine vector [35], incorrect 
processing of target antigens when using a MVA-based 
vaccine vector [36], and lack of data on the duration of 
the protective immune response for VSV-based vac-
cine vectors [37]) that can be eliminated by using het-
erologous vaccination (Figure).

A series of preclinical trials in primates [38] dem-
onstrated that homologous vaccination with an Ad3 
(Ad3 + Ad3)-based vector results in 100% short-term 
protection (5 weeks); but with this vaccination regimen, 
protection decreased to 33% in 8 months. For heterolo-
gous (Ad3 + MVA) vaccination, protection was 100% 8 
months after boosting.

A heterologous vaccine based on Ad3 and recombi-
nant Modified Vaccinia Ankara (MVA) virus passed 
phase 1 clinical trials. Ad3-based vaccine vectors carry 
the GP gene of the Mayinga-Zaire 1976 Ebola virus or 
the Gulu-Sudan Ebola virus; MVA vectors (multivalent 
MVA-BN-filo) carry the GP genes of EBOV, SUDV, and 
MARV and the NP gene of TAFV. The use of heterolo-
gous vaccination enabled a many-fold amplification of 
both the humoral and cellular immune responses [39]. 
Furthermore, the use of a vaccine based on an Ad3 and 
MVA combination preserved high titers (1 : 1,750) of 
GP-specific antibodies 6 months after boosting.
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Vaccines under different phases of clinical trials

Vaccine Dose Antigen origin Immune response (titer of EBOV 
GP-specific IgGs) Most common AE Refe

rence

Ad5 Low (2 × 109 vp)
High (2 × 1010 vp)

EBOV
SUDV

GMT:
Low: 85 (Day 28)

High: 155 (Day 28)
Headache [30]

Ad5 Low (4 × 1010 vp)
High  (1.6 × 1011 vp) EBOV

GMT:
Low: 682.7 (Day 28)

High: 1,305.7 (Day 28)

Pain at the injec-
tion site [28]

Ad5
Prime-boost (6 months)

Low (4 × 1010 vp)
High (1.6 × 1011 vp)

EBOV

GMT:
Low:

682.7 (Day 28)
575.5 (6 months)

6,110 (Day 28 after boosting)
674.1 (12 months after boosting)

High:
1,305.7 (Day 28)
197.9 (6 months)

11,825 (Day 28 after boosting)
856.8 (12 months after boosting)

Pain at the injec-
tion site [29]

Ad26+MVA

Group 1
Priming:

Ad26 (5 × 1010 vp)
Boosting:

MVA (108 TCID
50

)
Group 2:
Priming:

MVA (108 TCID
50

)
Boosting:

Ad26 (5 × 1010 vp)

EBOV; SUDV; 
MARV; TAFV

GMC:
Group 1: 7,553 (Day 21)

Group 2: 18,474 (Day 21)

Pain at the injec-
tion site [41]

ChAd3 Low (2 × 1010 vp)
High (2 × 1011 vp) EBOV; SUDV

GMT:
Low: 331 (Day 28)

High : 2,037 (Day 28)
Fever [32]

ChAd3+MVA

Priming: ChAd3
Group 1 (1 × 1010 vp)

Group 2 (2.5 × 1010 vp)
Group 3 (5 × 1010 vp)

Boosting: MVA
1.5 × 108 PFU 3 × 108 PFU

EBOV; SUDV; 
MARV; TAFV

GMT:
Priming: 758 (6 months)

Boosting: 1,750 (6 months)

Pain at the injec-
tion site

[33, 
42]

ChAd3 Group 1 (2.5 × 1010 vp)
Group 2 (5 × 1010 vp) EBOV; SUDV

GMC:
Group 1: 51 µg/ml (Day 28)

Group 2: 44.9 µg/ml (Day 28)
Fatigue [43]

ChAd3+MVA

Priming:
ChAd3

Group 1 (1 × 1010 vp)
Group 2 (2.5 × 1010 vp)
Group 3 (5 × 1010 vp)
Group 4 (1 × 1011 vp)

Boosting:
MVA 2 × 108 vp

EBOV; SUDV; 
MARV; TAFV

GMT:
Priming

Group 1: 295.0 (Day 28)
Group 2: 204.6 (Day 28)
Group 3: 555.8 (Day 28)

Group 4: 1,493.6 (Day 28)
Boosting: 9,279.6 (Day 28)

Pain at the injec-
tion site [39]

rVSV

Sites 1&2:
Group 1 (3 × 106 PFU)
Group 2 (2 × 107 PFU)

Site 3:
Group 1 (3 × 105 PFU)
Group 2 (3 × 106 PFU)

Site 4:
Group 1 (1 × 107 PFU)
Group 2 (5 × 107 PFU)

EBOV

GMT:
Site 1:

Group 1: 1392.9 (Day 28)
Group 2: 1969.8 (Day 28)

Site 2:
Group 1: 1492.9 (Day 28)

Group 2: (-) (Day 28)
Site 3:

Group 1: 1055.6 (Day 28)
Group 2: 2570.9 (Day 28)

Site 4:
Group 1: 1064.2 (Day 28)
Group 2: 1780.1 (Day 28)

Pain at the injec-
tion site [24]
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In Russia, a heterologous combined vectored EVD 
vaccine for prime-boost vaccination was developed in 
accordance with the WHO recommendations. It was 
based on two recombinant viral vectors expressing the 
Ebola virus glycoprotein: a recombinant vesicular sto-
matitis virus (VSV-GP) and a recombinant human ad-
enovirus serotype 5 (Ad-GP) [40].

A series of preclinical trials in primates demonstrat-
ed that immunization with this vaccine provides 100% 
protection from infection to animals both 3 weeks after 
immunization and 5 months after immunization.

Clinical trials of safety and immunogenicity demon-
strated that the vaccine provides high safety and im-
munogenicity levels to healthy volunteers.

No serious adverse events (AEs) occurred during the 
vaccine safety study. All AEs were mild or moderate, 
developed within the first 2 days after vaccination, and 
resolved within the next 3 days. The most common AEs 
were pain at the injection site, headache, and weak-
ness/fatigue. These AEs are typical of most recombi-
nant viral vectored vaccines.

The vaccine efficacy was assessed using various pa-
rameters of the humoral and cellular immune respons-
es: The seroconversion level was 100%. The mean titer 
of ZEBOV-GP-specific IgGs on day 42 of the study was 
1 : 3,277 in a group receiving a full dose of the vaccine. 
Importantly, immunization with VSV-GP alone, at the 
same dose, induced antibodies in a titer of 1 : 538 to 
day 42, which was significantly lower than the titers 

obtained with heterologous vaccination. On day 28, a 
virus neutralization assay detected virus neutralizing 
antibodies with a mean titer of 1 : 20 in 93.1% of vol-
unteers receiving a full dose of the vaccine. The cel-
lular immune response was assessed by IFN-gamma 
production in peripheral blood mononuclear cells after 
antigen challenge: a response was detected in 100% of 
the volunteers on day 42 of the study.

Despite the published data on the negative effect of 
pre-existing immunity to adenoviruses, there was no 
significant correlation between the level of Ad5 neu-
tralizing antibodies and the level of a GP-specific hu-
moral and cellular response in the case of immuniza-
tion of healthy volunteers with the VSV- and Ad-based 
vaccine. This indicates that the use of heterologous vac-
cination neutralizes the negative effect of pre-existing 
immunity to human adenovirus serotype 5-based vac-
cine vectors.

Based on the findings of preclinical and clinical trials 
demonstrating its high vaccine efficacy and safety, the 
EVD vaccine developed and produced at the Gamaleya 
Research Center for Epidemiology and Microbiology 
was licensed in the Russian Federation in 2015.

CONCLUSION
EVD poses a serious threat to global security. Since 
1976 when the Ebola virus was first detected, more 
than 20 outbreaks have been recorded. They have 
mainly occurred in the rural areas of East and Central 

rVSV Group 1 (3 × 105 PFU) EBOV GMT:
Group 1: 344.5 (Day 28)

Pain at the injec-
tion site [44]

rVSV Group 1 (3 × 106 PFU)
Group 2 (2 × 107 PFU) EBOV

GMT:
Group 1: 1,300 (Day 28)
Group 2: 4,079 (Day 28)

Pain at the injec-
tion site [25]

rVSV Group (2 × 107 PFU) EBOV − Pain at the injec-
tion site [26]

DNA
Group 1 (2.0 mg)
Group 2 (4.0 mg)
Group 3 (8.0 mg)

EBOV; SUDV − Local reactions [15]

DNA

Priming:
Group (4.0 mg)

Boosting:
Group (4.0 mg)

EBOV; SUDV; 
MARV

GMT:
Group: 31.8 (Day 28)

Pain at the injec-
tion site [45]

DNA Group (4.0 mg) EBOV; SUDV; 
MARV

GMT:
Group: 31.0 (Day 28)

Pain at the injec-
tion site [46]

VSV+Ad5

Group 1:
Priming

VSV 1.25 × 107 PFU
Boosting

Ad 1.25 × 1011 vp
Group 2:
Priming

VSV 2.5 × 107 PFU
Boosting

Ad 2.5 × 1011 vp

EBOV

Group 1:
33.51 (Day 21)
343.1 (Day 28)
2,540 (Day 42)

Group 2:
55.49 (Day 21)
1,230 (Day 28)
3,277 (Day 42)

Pain at the injec-
tion site [40]
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Africa. But in 2014, the outbreak that began in three 
countries in West Africa changed the situation. These 
were the first cases when the virus was detected in ur-
ban centers, and the virus could spread outside of Afri-
ca to Europe and North America.

The spread of the Ebola virus outside of Africa dur-
ing the 2014–2016 EVD epidemic and the high mortal-
ity rate were a solid reason for the active development 
of effective preventive and therapeutic remedies. To 
date, various clinical trials in Africa, Europe, the U.S., 
and Russia have shown the good safety and immuno-
genicity profiles of several EVD vaccines. Eight vac-
cines are now under different phases of clinical trial. 
Two vaccines (“GamEvac” and “GamEvac-Combi”) 
developed and produced at the Gamaleya Research 
Center for Epidemiology and Microbiology are cur-
rently the only licensed vaccines for Ebola fever: The 
“GamEvac-Combi” vaccine is a heterologous VSV- and 

Ad5-vectored vaccine, and the “GamEvac” vaccine is a 
homologous Ad5-vectored vaccine.

In conclusion, it should be noted that despite the 
high price already paid, mankind has learned an im-
portant lesson: It has become obvious that a timely 
drive against global threats to public health is possible 
only if the efforts of political leaders, WHO experts, 
and key pharmaceutical players are consolidated. The 
combined work of experts from different fields enabled 
the fast introduction of novel advanced vaccines into 
practical medicine.

Obviously, the gained experience will be used in the 
future for the timely development of vaccines for other 
dangerous viral infections, the preventive measures for 
which are absent at the moment (severe acute respi-
ratory syndrome, Middle East respiratory syndrome 
caused by coronavirus, Zika virus disease, etc.).
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INTRODUCTION
Numerous lesions occur daily in the DNA of living or-
ganisms, either spontaneously or caused by various 
chemical and physical factors, such as free radicals, ul-
traviolet (UV) and ionizing radiation, cell metabolites, 
and chemical carcinogens.  In addition, DNA lesions 
occur during physiological cellular reactions (e.g., in-
termediates of DNA repair and hypermutation of im-
munoglobulin genes).

Chemical carcinogens, such as acrolein, cisplatin, 
benzo[α]pyrene, aromatic amines,  nitrosamines, and 
UV radiation result in the preferential formation of 
bulky adducts, intra- and interstrand crosslinks, which 
substantially distort the geometry of the framework 
of DNA [1]. These lesions are eliminated from genomic 
DNA mainly by nucleotide excision repair (NER) [2, 3]. 
The unrepaired bulky lesions significantly inhibit the 
activity of the high-fidelity DNA polymerases (Pols) 
that are specifically involved in genomic DNA repli-
cation and are guided by the strict geometric comple-
mentarity during nucleotide incorporation [4–6]. The 

accumulation of these lesions in dividing cells results 
in replication interruption, chromosomal aberrations, 
and cell death.

Spontaneous DNA lesions and those formed during 
cell metabolism or resulting from free radical attacks 
are mostly non-bulky. The main groups of non-bulky 
DNA lesions include apurinic/apyrimidinic sites (AP 
sites), oxidized and some alkylated nucleotide deriva-
tives, as well as lesions caused by deamination of DNA 
bases. Base excision repair (BER) is the key mechanism 
for the elimination of such lesions. The BER machinery 
has been discussed in detail in several recent reviews 
[7–9]. Although non-bulky lesions have a lesser effect 
on the DNA structure, they also alter the function of 
DNA replication enzymes by causing DNA copying er-
rors and blocking replication.

In the present review, we systematize the main 
pathways of formation, repair, and replication of non-
bulky DNA lesions and discuss the role of the special-
ized human Pols that ensure efficient, although often 
error-prone, translesion DNA synthesis. 
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ABSTRACT DNA damage is a major cause of replication interruption, mutations, and cell death. DNA damage is 
removed by several types of repair processes. The involvement of specialized DNA polymerases in replication 
provides an important mechanism that helps tolerate persistent DNA damage. Specialized DNA polymerases 
incorporate nucleotides opposite lesions with high efficiency but demonstrate low accuracy of DNA synthesis. 
In this review, we summarize the types and mechanisms of formation and repair of non-bulky DNA lesions, and 
we provide an overview of the role of specialized DNA polymerases in translesion DNA synthesis.
KEYWORDS DNA damage, DNA repair, DNA translesion synthesis.
ABBREVIATIONS AP sites – apurinic/apyrimidinic sites; BER – base excision repair; ROS – reactive oxygen spe-
cies; 5’-dRP – 5’-2-deoxyribose-5-phosphate; DRR – direct reversal repair; NER – nucleotide excision repair; 
NIR – nucleotide incision repair; FapyA – 4,6-diamino-5-formamidopyrimidine; FapyG – 2,6-diamino-4-hy-
droxy-5-formamidopyrimidine;  5,6-DHU – 5,6-dihydrouracil; 5-oh-U – 5-hydroxyuracil; 8-oxo-G – 7,8-dihydro-
8-oxoguanine; 5-oh-C – 5-hydroxycytosine; N1-me-A – N1-methyladenine; N3-me-A – N3-methyladenine; 
N5-me-C – 5-methylcytosine; N7-me-G – N7-methylguanine; O6-me-G – O6-methylguanine; SAM – S-ade-
nosylmethionine; N2-et-G – N2-ethylguanine; TG – thymidine glycol; εA – 1,N6-ethenoadenine; 1,2-εG – 1,N2-
ethenoguanine; 2,3-εG – N2,3-ethenoguanine; εC – 3,N4-ethenocytosine.
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TYPES OF DNA LESIONS AND THEIR  
FORMATION

Apurinic and apyrimidinic sites
Apurinic and apyrimidinic sites (AP sites), the most 
frequent DNA lesions, play a crucial role in mutagen-
esis induced by genomic DNA damage. The average 
number of AP sites that emerge daily in a mammalian 
cell is 9,000–14,000 [10, 11]. Most AP sites are a result of 
the spontaneous hydrolysis of the N-glycosidic bond in 
deoxyribonucleotides that occurs under physiological 
conditions at a considerably high rate [12]. The cleavage 
rate of purine bases (apurination) is more than 10-fold 
higher than that of pyrimidine bases [11]. The glyco-
sidic bond cleavage is also catalyzed by DNA glycosyl-
ases during BER [13]. Finally, the formation of AP sites 
is a key stage in the hypermutation of immunoglobulin 
genes in mammals [14, 15].

AP sites simultaneously exhibit high mutagenic 
and cytotoxic properties. Since no canonical hydro-
gen bonds can be formed with AP sites, many Pols are 
paused or incorporate dAMP opposite the lesion (Table) 
[16–19]. Incorporation of dAMP opposite an AP site is 
energetically more favourable [20]. In the lagging DNA 
strand, AP sites inhibit strand displacement synthesis 
by Pol δ during replication, thereby disrupting Okazaki 
fragment maturation [21]. Unrepaired AP sites cause 
transcription termination and are responsible for the 
high frequency of mutagenesis in Saccharomyces cere-
visiae [22]. AP sites in human DNA are predominantly 
recognized and cleaved by AP endonuclease 1 (APE1), 
yielding single-strand breaks [23, 24]. It should be noted 
that many other proteins have recently been found to 
play a role in the alternative pathways of APE1-inde-
pendent repair of AP sites: subunits of the Ku protein 
that is a component of DNA-dependent protein kinase 
(DNA-PK) [25–27], tyrosyl-DNA phosphodiesterase 
I (TDP1) [28, 29], and poly(ADP-ribose) polymerase 1 
(PARP1) [30]. The alternative pathways of AP site re-
pair can act as auxiliary DNA repair mechanisms. The 
functions of Ku and TDP1 proteins in the repair of an 
AP site have been discussed more thoroughly in previ-
ous reviews [31, 32].

Oxidized nucleobase derivatives
DNA bases are oxidized in cells when they interact with 
reactive oxygen species (ROS) formed by ionizing radi-
ation or produced under physiological conditions. The 
frequency of ROS-induced damage in mitochondrial 
DNA is much higher than that of nuclear DNA [33]. 
Different ROS vary in their reactivity. The superoxide 
radical (O

2
•) and hydrogen peroxide (H

2
O

2
) are weakly 

reactive, while the hydroxyl radical (OH•) is extremely 
reactive and damages all four DNA bases; singlet oxy-

gen (1O
2
) predominantly attacks guanine residues [34–

36]. Oxidative stress is responsible for more than a hun-
dred types of DNA lesions [34]. The most common and 
biologically relevant oxidized derivatives of nucleobas-
es include 7,8-dihydro-8-oxoguanine (8-oxo-G), thymi-
dine glycol (TG), 5-hydroxycytosine (5-oh-C), 2,6-di-
amino-4-hydroxy-5-formamidopyrimidine (FapyG), 
and 4,6-diamino-5-formamidopyrimidine (FapyA) (Fig. 
1). Formamidopyrimidine lesions result from the open-
ing of the imidazole ring caused by the attack of ROS 
[35, 37–39].

8-oxo-G and TG are among the most common DNA 
lesions induced by ROS. 1,000–2,000 8-oxo-G and up to 
2,000 ТG are formed daily in a single human cell [35]. 
8-oxo-G is a highly mutagenic lesion. Most Pols incor-
porate opposite 8-oxo-G dAMP by forming Hoogsteen 
hydrogen bonds and giving rise to GC→TA transver-
sions (Table) [40–42]. TG is a non-mutagenic but highly 
toxic lesion that suppresses the activity of replication 
enzymes (Table) [43, 44]. The mechanisms that reduce 
the mutagenic potential of oxidative nucleotide damage 
in cells are complex and include alternative variants of 
repair.

DNA damage caused by deamination of DNA bases
Loss of an amino group by DNA bases in the cell occurs 
either spontaneously [45, 46] or as a result of oxidative 
deamination induced by reactive nitrogen species (e.g., 
those formed by inflammation) [47–49] or is generated 
ezymatically. Deamination of cytosine residues by cyt-
idine deaminases and the subsequent excision of uracil 
yielding AP sites play a crucial role in mutagenesis dur-
ing the maturation of the variable regions of immuno-
globulin genes in B lymphocytes in mammals [14, 15].

Single-stranded DNA (e.g., DNA being replicated 
or actively transcribed) undergoes deamination much 
more often (over 100 times) than the double-stranded 
DNA [50, 51]. Pyrimidine residues are more prone to 
spontaneous deamination than purines [51, 52]; howev-
er, purine bases undergo oxidative deamination more 
frequently [53]. Cytosine deamination that yields uracil 
is most common in the cell (Fig. 1). An average of 100–
500 cytosine residues are deaminated daily, generat-
ing uracil in a single mammalian cell [45, 51, 54]. Uracil 
derivatives, 5-hydroxyuracil (5-oh-U) and 5,6-dihyd-
rouracil (5,6-DHU), can be formed by cytosine deami-
nation and the simultaneous  attack by free radicals or 
ionizing radiation (Fig. 1) [55, 56]. Genomic DNA also 
contains deamination products of adenine (hypoxan-
thine) and guanine (xanthine and oxanine) (Fig. 1). The 
frequency of hypoxanthine and xanthine formation 
is 1–7 per 106 nucleotides [57–59]. Deaminated DNA 
bases do not disrupt the functioning of eukaryotic Pols 
but have a high mutagenic potential, generating point 
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mutations. Eukaryotic Pols incorporate dAMP opposite 
uracil, resulting in GC→AT transversions in the sub-
sequent replication rounds (Table) [60]. Furthermore, 
dCMP is preferentially incorporated opposite hypoxan-
thine, causing the AT→GC transversion [61–63]. Xan-
thine and oxanine form hydrogen bonds with thymine, 
thereby causing GC→AT transversions during replica-
tion [64].

Deamination of 5-methylcytosine (5-me-C), which 
generates thymine and causes direct GC→AT trans-
versions, also makes a significant contribution to DNA 
mutagenesis [45]. Although only 3% of cytosine resi-
dues in human genomic DNA is methylated, 70–80% of 
the GpG islands that suppress gene expression contain 
5-me-C and, thus, act as mutagenesis hot spots in di-
viding mammalian cells [65, 66]. 

The lesions caused by deamination of DNA bases are 
predominantly repaired via the BER pathway.

Alkylated nucleobase derivatives
Exogenous alkylating agents are electrophilic com-
pounds that exhibit an affinity for the nucleophilic 
centers of organic molecules and include a broad range 
of chemical agents which play a significant role in nu-

cleobase alkylation. For example, exogenous alkylating 
agents are present in food as nitrosamines (N-nitrosod-
imethylamine and N-nitrosodiethylamine are formed 
by the interaction between amines and nitrites dur-
ing smoking or intensive thermal treatment) [67, 68] 
and are found in the environment as haloalkanes (vinyl 
chloride used as a raw material in the plastics industry, 
agricultural fumigant bromomethane, and the coolant 
chloromethane) [69–71]. Some alkylating compounds, 
such as cyclophosphamide, melphalan, busulfan, and 
temozolomide, are widely used in chemotherapy [72, 
73]. According to their nucleophilic substitution mecha-
nism, alkylating agents can be subdivided into S

N
1-type 

(monomolecular substitution with an intermediate for-
mation: nitrogen mustard, N-nitroso-N-methylurea) 
and S

N
2-type compounds (one-stage bimolecular sub-

stitution: methyl methanesulfonate, dimethyl sulfate, 
and busulfan) [74, 75].

All four DNA bases have been found to contain nu-
merous potential sites of alkylation  (N1, N3, N6, and 
N7 in adenine; N1, N2, N3, N7, and O6 in guanine; N3, 
N4, and O2 in cytosine; and N3, O2, and O4 in thymine); 
however, all these sites differ in reactivity. The com-
mon and biologically important alkylated nucleobase 

Fig. 1. Common 
non-bulky DNA 
lesions

AP site	 uracil	 hypoxanthine	 FapyG	

8-oxo-G	 TG	 5-oh-C	 5-oh-U	 5,6-DHU

N1-me-A	 N3-me-A	 N7-me-A	 N7-me-G	 O6-me-G

εA	 1,2-εG	 2,3-εG	 εC
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derivatives include N3-methyladenine (N3-mе-A), 
O6-methylguanine (O6-mе-G), 1-methyladenine (N1-
mе-A), N7-methylguanine (N7-me-G), and N2-ethyl-
guanine (N2-et-G) (Fig. 1) [74–77]. The most common 
N-methylation products are N7-mе-G and N3-mе-A. 
N7-me-G may account for up to 70–80% of methylated 
DNA lesions.

Endogenous genotoxic agents also contribute to the 
alkylation of DNA bases. S-adenosylmethionine (SAM) 
is a weak alkylating agent that acts as a methyl group 
donor in cellular transmethylation reactions. Approx-
imately 4,000, 600, and 10–30 residues of 7-me-G, 
3-me-A and O6-me-G, correspondingly, [78, 79] are 
believed to be formed daily in mammalian cells in 
SAM-mediated reactions.

N3-me-A accumulation is cytotoxic, because it 
blocks replication due to the disruption of the contacts 
between the polymerase active site and the N3 atom 
of adenine in the minor groove of DNA (Table) [80–82].  
Studies of the effect of N7-me-G on the functions of 
Pols are challenging because of the high instability of 
the damaged base. Methylated guanine residues do not 
inhibit Pol I function in Escherichia coli [83]. However, 
it has been recently demonstrated using a chemical-
ly stable N7-me-G analogue that human Pol β incor-
porates nucleotides opposite this lesion with low effi-
ciency and fidelity (Table) [84]. N7-me-G can undergo 
spontaneous depurination to yield cytotoxic AP sites 
[75]. Furthermore, N7-me-G with the opened imidazole 
ring (me-Fapy-G) inhibits replication [85, 86]. O6-me-G 
is generated predominantly as a result of DNA expo-
sure to S

N
1-type chemical agents [78]. This lesion ex-

hibits mutagenic and carcinogenic properties, because 
it forms bonds with thymine and causes GC→AT trans-
versions during replication [87–89]. O6-me-G can also 
suppress the function of certain Pols (Table) [90, 91]. 
Direct reversal repair by alkyltransferases and dioxy-
genases plays a crucial role in the repair of non-bulky 
alkylated nucelobases, along with BER [92].

Exocyclic nucleobase adducts with the etheno ring 
(1,N6-ethenoadenine (εA), 1,N2-ethenoguanine (1,2-εG), 
N2,3-ethenoguanine (2,3-εG), and 3,N4-ethenocytosine 
(εC)) can be classified as relatively non-bulky lesions 
and are also repaired by the enzymes involved in the 
repair of alkylated DNA bases (Fig. 1). The formation 
of these adducts is caused by aldehydes resulting from 
lipid peroxidation by oxygen and nitrogen free radicals 
[93, 94], as well as some genotoxic industrial chemicals 
(e.g., vinyl chloride and urethane) [95]. Exocyclic DNA 
lesions exhibit high mutagenic and genotoxic proper-
ties both in vitro and in vivo [96–99]. The 1,N6-ethe-
no group disrupts the Watson-Crick interactions and 
suppresses the function of most Pols, including some 
specialized Pols (Table) [17, 100, 101].

REPAIR OF NON-BULKY DNA LESIONS

Base excision repair (BER)
BER plays a key role in the elimination of non-bulky 
DNA lesions (Figs. 2 and 3).  BER includes two sub-
pathways: the short-patch and long-patch BER. The 
short-patch BER replaces the lesion with a single nu-
cleotide, while the long-patch BER excises 2–8 nucleo-
tides [102]. 

The classic BER pathway consists of the following 
key steps: 1) elimination of a damaged base: damage 
recognition and cleavage of the N-glycosidic bond by 
a specific multifunctional DNA glycosylase, yielding 
an AP site; 2) hydrolysis of the phosphodiester bond at 
the 5’ end of the AP site by AP endonuclease, yielding 
3’-OH and 5’-2-deoxyriboso-5-phosphate (5’-dRP); 3) 
excision of 5’-dRP and filling of the gap by a specialized 
Pol; and 4) ligation with DNA ligase (Fig. 3) [7–9, 102].

BER is initiated by DNA glycosylase. DNA glyco-
sylases possessing only the glycosylase activity are 
known as monofunctional ones (e.g., uracil-DNA gly-
cosylase UNG and N-methylpurine DNA glycosylase 
MPG, NEIL3) [103–105]. In this case, the AP site is 
cleaved by AP endonuclease APE1 [23, 106]. How-
ever, a number of DNA glycosylases simultaneously 
exhibit the DNA glycosylase and AP lyase activities: 
OGG1 (weak AP lyase activity), NEIL1, NEIL2, and 
NTH1. These DNA glycosylases are known as bifunc-
tional: they excise a damaged base and hydrolyse DNA 
strands at the 3’ end of the AP site to form a 3’-α,β-un-
saturated aldehyde group (3’-α,β-4-hydroxypentene-
2-al) (NTH1 and OGG1) or 3’-phosphate (NEIL1 and 
NEIL2) [103–105]. APE1 (3’-phosphodiesterase activ-
ity) and polynucleotide kinase/phosphatase (PNKP) 
(3’-phosphatase activity) are involved in the elimina-

Fig. 2. Basic pathways of non-bulky DNA lesions repair in 
humans
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tion of the 3’-aldehyde group and 3’-P, respectively 
[107–109].

In most cases, DNA lesions are repaired by the short-
patch sub-pathway of BER. The XRCC1 protein (X-ray 
repair cross-complementing protein 1) plays a crucial 
role in the regulation of enzymatic activity during the 
short-patch BER and carries out structural and coor-
dinating functions. [110, 111]. However, in some cas-
es, BER occurs via the long-patch sub-pathway. In the 
latter case, the enzymatic functions are coordinated 
by the DNA clamp PCNA (proliferating cell nuclear 
antigen) and clamp loader RFC (replication factor C) 
[112]. The mechanisms that control the BER pathway 
selection have not been elucidated yet. The long-patch 
sub-pathway may be preferable in the S-phase in ac-
tively dividing cells [113] or when the excision of the 
5’-dRP is impeded (e.g., for AP site analogues).

Pol β belongs to the X family of DNA polymerases 
and is a principal enzyme responsible for DNA synthe-
sis during BER in mammals. Pol β simultaneously ex-

hibits the 5’-dRP-lyase activity and can both efficient-
ly fill the gap and excise the 5’-dRP formed after the 
AP site cleavage by APE1 [114]. Three other Pols, Pol 
λ, Pol ι, and Pol θ belonging to the X, Y, and A polymer-
ase families, respectively, also retain the 5’-dRP-lyase 
activity and can hypothetically be involved in BER 
of some DNA lesions or play the role of Pol β-backup 
enzymes [115–118]. The high-fidelity replicative pol-
ymerases Pol δ and Pol ε can also be implicated in the 
long-patch BER [119]. Pol β, Pol δ, or Pol ε performs 
strand displacement synthesis for a DNA strand with 
a lesion. This produces the flap structure formed by 
three DNA strands; one of these strands has an over-
hanging single-stranded 5’-region, which is cleaved 
off by flap endonuclease FEN1 [120].  DNA ligase III 
(LIG3α) [121] and DNA ligase I (LIG1) [122] connect 
two DNA strands during the short- and long-patch 
BER sub-pathways, respectively.

There are more than 10 different human DNA gly-
cosylases specialized in the recognition of various types 

Fig. 3. The short-patch and long-patch pathways of BER in humans
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of DNA lesions [103, 104]. A single lesion can often be 
recognized by several DNA glycosylases.

Uracil residues are predominantly eliminated by the 
monofunctional uracil-DNA glycosylases that yield AP 
sites during BER. Five uracil-DNA glycosylases have 
been identified in mammals, a fact that emphasizes the 
special role of cytosine deamination in mutagenesis and 
cytotoxicity. Two uracil-DNA glycosylase variants en-
coded by the UNG gene are known in humans: UNG1 
and UNG2. The isoforms are generated by alternative 
splicing and reading transcripts from alternative pro-
moters. UNG2 contributes to the repair of U:A lesions 
in nuclear DNA, while UNG1 is involved in the repair 
of uracil residues in mitochondrial DNA [123–125].

SMUG1 (single-stranded selective multifunction-
al uracil-DNA glycosylase 1) is likely a backup ura-
cil-DNA glycosylase that also participates in the 
excision of 5-hydroxymethyluracil and oxidized pyri-
midines [126, 127]. UNG1 and UNG2 excise uracil res-
idues from single- and double-stranded DNA, while 
SMUG1 exhibits high activity on single-stranded DNA 
[128]. Mismatch-specific thymine-DNA glycosylase 
(TDG) and methyl-CpG-binding protein 4 (MBD4) par-
ticipate in the repair of U and T mispaired with G, as 
well as in the repair of deaminated N5-me-C in CpG 
islands and, therefore, are involved in DNA demethyl-
ation and the epigenetic regulation of gene expression 
[129–132].

Oxidized nucleobase derivatives are predominant-
ly repaired by bifunctional DNA glycosylases. OGG1 
is the key DNA glycosylase that ensures the repair 
of 8-oxo-G during BER [133, 134]. Several OGG1 iso-
forms are generated by alternative splicing. Isoform 
1a is mainly encountered in the nucleus, while isoform 
2a – in mitochondria [135, 136]. Another DNA glyco-
sylase, NEIL1, is also involved in the repair of 8-oxo-G, 
although its activity is much less pronounced [137, 138].

The DNA glycosylases NTH1 and NEIL1 participate 
in the repair of various oxidized derivatives of pyrimi-
dine nucleotides [138–143]. NEIL2 is involved in the re-
pair of oxidized cytosine lesions (5,6-DHU, 5-oh-U, and 
5-oh-C) [144]. NEIL3 can recognize and excise various 
oxidized base derivatives, including TG and Fapy-pu-
rine lesions; however, its functions remain insufficient-
ly understood [145, 146]. OGG1 and NTH1 excise lesions 
from double-stranded DNA, while NEIL1, NEIL2, and 
NEIL3 function efficiently on single-stranded DNA 
templates and are possibly involved in the repair of ox-
idized nucleobases during replication and transcription 
[147–150].

N-methylpurine DNA glycosylase (MPG), also 
known as N-alkyladenine DNA glycosylase (AAG) and 
3-methyladenine DNA glycosylase (MAG), is involved 
in the repair of alkylated purine bases during BER. 

MPG is characterized by a broad substrate specificity 
as it recognizes and excises N3-me-A, N7-me-G, N1-
me-T, εA, and 1,2-εG [151–155]. In addition to repair-
ing alkylated bases, MPG is also involved in the repair 
of  DNA damage caused by deamination of purine bas-
es (hypoxanthine, xanthine, and oxanine) [152, 153, 156, 
157]. The structural features of the active sites of DNA 
glycosylases that guide the recognition of various le-
sions were discussed in a previous review [104]. 

BER of nucleotides paired with damaged DNA bases 
Interesting mechanisms of DNA damage repair pre-
venting mutagenesis involve mismatch-specific DNA 
glycosylases that excise undamaged bases paired with 
damaged nucleotides. For example, MUTYH, an ade-
nine DNA glycosylase, recognizes adenine paired with 
8-oxo-G [158, 159]. The excision and substitution of 
dAMP with the complementary dCMP prevents trans-
versions in the subsequent replication rounds. The re-
pair of the A:8-oxo-G base pair was reconstituted in 
vitro with MUTYH, APE1, Pol λ, and DNA ligase I in 
the presence of PCNA, RPA, and FEN1 [159]. DNA gly-
cosylase TDG is involved in a similar mechanism of ex-
cision of thymine paired with noncomplementary cyto-
sine and guanine bases containing the exocyclic etheno 
ring [160].

Nucleotide incision repair (NIR)
Nucleotide incision repair (NIR) is an alternative path-
way for lesion excision that requires AP endonucleas-
es (Fig. 2) [161–162]. In this process, the excision of a 
damaged nucleotide does not involve DNA glycosylas-
es and does not require the formation of a potential-
ly mutagenic intermediate product – AP site. APE1 
cleaves DNA at the 5’ end of the damaged nucleotide 
and leaves the undamaged 3’ end free for Pol. The re-
maining damaged nucleotide can be subsequently ex-
cised by flap endonuclease FEN1. Pol β and LIG1 fill 
the gap and join segments of DNA in vitro [163]. The 
role of NIR was initially demonstrated for oxidized 
DNA nucleotides. APE1 can recognize and be involved 
in the excision of TG, 5,6-dihydropyrimidines and 
5-hydroxypyrimidines [161, 164]. It has been recent-
ly demonstrated that NIR could also be an alternative 
pathway for the repair of other non-bulky lesions, such 
as uracil [165], εA, and εC [164].

Direct reversal repair (DRR or DR)
Several types of non-bulky lesions can be also repaired 
by enzymes through direct reversal (Fig. 2). These en-
zymes include the AlkB family of dioxygenases (oxi-
dative demethylases) and alkyl transferases, which 
participate in the repair of alkylated DNA bases [166]. 
Oxidative demethylation of damaged bases catalyzed 
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Efficiency and fidelity of replication opposite  non-bulky DNA lesions by human Pols

Damage Pol Replication efficiency Preferential incorporation of 
nucleotides

AP site

Replicative Pols

Pol α + [18, 189] dAMP [18]
dAMP ≈ dTMP [189]

Pol δ + [17]; +++ [189] (Pol δ/PCNA);  inhibits strand 
displacement activity [21] dAMP [189]

Pol ε - [16]

Specialized Pols

Pol η +++ [189, 191]
++++ [194, 196]

dAMP [191, 192, 196]
dAMP ≈ dTMP [189] 
dAMP ≈ dGMP [194]

Pol ι ++ [189, 197, 199]
++++ [196] and in cooperation with ScPol ζ [197]

dТMP [189, 196]
dGMP [197, 198, 199]

Pol κ + [189, 196] dСMP ≥ dAMP [189]
dAMP [196]

PrimPol - [233, 237, 242];
+ [238]; ++++ [234]

dAMP ≈ deletions [238]
deletions [234]

Deamination

U

Replicative Pols

Pol δ ++++ [60] (ScPol δ) dAMP [60] (ScPol δ)
Pol ε ++++ [60] (ScPol δ) dAMP [60] (ScPol δ)

Specialized Pols

Pol ι ++++ [200] 
(U, 5-oh-U and 5,6-DHU)

dGMP opposite U, 5-oh-U and 
5,6-DHU [200] 

PrimPol ++++ [237] dAMP [237]

hypoxan-
thine

 Replicative Pols

Pol α +++ [62] dCMP [62] 

Specialized Pols

Pol η ++++ [62] dCMP [62] 

Pol κ ++++ [62] dCMP [62] 

Oxidation

8-oxo-G

Replicative Pols

Pol α + [40] dAMP [40]
Pol δ + [17, 40] dAMP [40]

Specialized Pols

Pol η ++++ [195, 201] and [193] in vivo
+++ [42]

dCMP [195]
dAMP ≈ dCMP [42]

dAMP [201] 
Pol ι + [198]; ++ [201]; ++++ [200] dCMP [199–201]   
Pol κ +++ [201] dAMP [201]

PrimPol ++++ dCMP [236, 240] 

TG

Replicative Pols

Pol α - [44, 192] dAMP [192]

Specialized Pols

Pol η +++ [192] dAMP [192]

Pol κ ++++ [213] 
++++ in cooperation with Pol ζ in vivo [222] dAMP [213, 222]

PrimPol - [233]
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by dioxygenases proceeds through the Fe(II)-depen-
dent mechanism of alkyl groups oxidation with mo-
lecular oxygen [167]. Eight homologues of E. coli AlkB 
(ALKBH1-8) were identified in humans. The dioxy-
genases ALKBH2 and ALKBH3 play a key role in the 
demethylation of N1-me-A, N3-me-C, εA, and alkylat-
ed thymine bases [168–170].

Human O6-alkylguanine-DNA alkyltransferase 
(AGТ or MGMT) is involved in the repair of O6-me-G 
and O4-me-T; it also recognizes and excises a number 
of relatively bulky alkyl groups in O6-modified bases 
[171–173]. AGT irreversibly binds and transfers the 
methyl group using the thiol group  of cysteine as an 
acceptor (the S

N
2 mechanism) [174, 175].

DNA TRANSLESION SYNTHESIS 
Some DNA lesions cannot be rapidly repaired. Persis-
tent DNA damage disrupts the functions of the high-fi-
delity replicative Pol α, Pol δ, and Pol ε (Table) and in-

terrupts replication, resulting in cell-cycle termination, 
chromosomal instability, or cell death. Recruitment 
of specialized Pols, belonging to various families and 
specializing in the replication of various lesions, to the 
stalled replication fork is the key mechanism of pro-
gression through the replication blocks (Figs. 2 and 4 
and Table). Y-family Pol ι, Pol η, Pol κ, and Rev1 and 
B-family Pol ζ play a crucial role in replication through 
non-bulky DNA lesions in human cells [176–179]. To 
function efficiently, specialized Pols form multisubu-
nit complexes (mutasomes or translesomes) consisting 
of Pols and proteins that possess structural and regu-
latory functions and are involved in coordinating the 
activity of the complex (Fig. 4). Specialized Pols possess 
active sites lacking strict structural requirements to the 
DNA template and efficiently incorporate nucleotides 
opposite lesions. Due to the tolerance of the active site, 
non-canonical hydrogen bonds utilization during base 
pairing, and the absence of the 3’→5’ proofreading ac-

Alkylation

N3-me-A

Replicative Pols

Pol α - [82] dAMP [82]
Pol δ - [82]

Specialized Pols

Pol η ++++ [82] dTMP ≈ dAMP [82]
Pol ι +  [82, 202] dTMP ≈ dAMP [82]
Pol κ +++ [82, 202] dTMP [82]

O6-me-G

Replicative Pols

Pol α +++ [90, 91]
Pol δ +++ [17]; ++++ [87] dCMP ≈ dTMP [87]

Specialized Pols

Pol η + [90]; ++++ [87, 89] dCMP ≈ dTMP [87, 89]
Pol ι ++ [87, 203] dTMP [87, 203] 

Pol κ +++[87] dCMP ≈ dTMP [87]

εA

Replicative Pols

Pol δ - [17, 100]

Specialized Pols

Pol η +++ [100]  dTMP [100]

Pol ι ++ [205, 206]; ++++ in cooperation with ScPol ζ 
[206]

dTMP with Mg2+ and 
dCMP with Mn2+ [205]
dCMP ≈ dTMP [206]

Pol κ + [100] dTMP and deletions [100]

Replication efficiency:
- – inhibition;
+ – low;
++ – incorporates nucleotides opposite the lesion but extension is inefficient;
+++ – moderate;
++++ – high. 
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tivity, these enzymes are characterized by low fidelity 
of DNA synthesis, leading to mutagenesis in the organ-
ism [180].

Role of Pol ι, Pol η, and Pol κ in 
DNA translesion synthesis
Y-family Pol ι, Pol η, and Pol κ are single-subunit en-
zymes characterized by very low-fidelity of synthesis 
(10-1–10-4) and low processivity [181–186]. Pol η and Pol 
ι incorporate only one or several nucleotides opposite  
a damaged site and function as inserters. The primary 
role of Pol η in the cell is to accurately and efficiently 
replicate through photoproducts (thymine–thymine 
cyclobutane dimers) and to protect cells against UV 
radiation [187, 188]. Nevertheless, Pol η efficiently in-
corporates nucleotides opposite some other non-bulky 
lesions (Table) [82, 89, 187, 189–196]. For example, Pol 
η shows high efficiency of synthesis opposite AP sites, 
incorporating dAMP and dTMP [189, 196], as well as 
opposite oxidized nucleobases preferentially incorpo-
rating correct nucleotides opposite 8-oxo-G and TG 
[192, 193, 195], and thereby playing a key role in the 
protection of cells against the most common cytotoxic 
and mutagenic lesions.

Pol ι efficiently incorporates nucleotides with differ-
ent accuracies opposite a number of non-bulky DNA 
lesions, such as AP sites [189, 196–199], uracil and its 
derivatives [200], 8-oxo-G [201], N3-me-A [190, 202], 
O6-me-G [203], 1,2-εG [204], and εA [205, 206] (Table). 
The ability of Pol ι to form non-canonical hydrogen 
bonds during nucleotide base pairing plays an impor-
tant role in efficient translesion DNA synthesis. For 
example, Pol ι utilizes Hoogsteen interactions when in-
corporating nucleotides opposite εA with the etheno 
ring that blocks the formation of Watson-Crick hydro-
gen bonds [206]. Pol ι was also shown to use Hoogsteen 
interactions to incorporate dNMP opposite O6-me-G, 
whose methyl group is exposed in the major groove 
[203].

An unusual feature of Pol ι is the preferential incor-
poration of dGMP opposite thymine, uracil, and uracil 
derivatives [184, 185, 200, 207]. This property possi-
bly plays an important role in reducing the mutagen-
ic potential of deaminated cytosines and 5-me-C [200]. 
The incorporation of dGMP opposite T in templating 
DNA is stabilized by the unique hydrogen bond that is 
formed directly between the N2 atom of dGTP and the 
Gln59 residue in the active site of Pol ι [208]. Pol ι effi-
ciently incorporates nucleotides opposite AP sites, and 
it is one of the few Pols that preferentially incorporate 
either dGMP or dTMP, rather than dAMP opposite this 
lesion [189, 196, 198, 199]. 

The main cellular function of Pol κ is DNA synthesis 
past guanine deoxyribonucleotide adducts with chem-

ical groups at the N2 position, which are formed un-
der exposure to some carcinogens. These adducts in-
clude both bulky [209–211] and relatively non-bulky 
lesions (1,2-εG and 2,3-εG) (Table) [96, 212]. Pol κ is also 
involved in efficient and accurate replication past TG 
[213]. 

Pol η and Pol ι are not efficient in primer elongation 
after nucleotide incorporation opposite a DNA lesion. 
Therefore, further DNA synthesis including elongation 
from mispaired primer termini is carried out by the 
Pol-extender. Unlike Pol η and Pol ι, Pol κ efficiently 
extends mispaired primer termini [214, 215]. Possibly, 
it can act as an extender in some cases and contribute 
to the fixation of mutations. However, the key role in 
the extension step during DNA translesion synthesis 
is played by the B-family DNA polymerase Pol ζ [197, 
216].

Role of Pol ζ and Rev1 in DNA translesion synthesis
Pol ζ consists of four subunits: the catalytic Rev3 and 
regulatory Rev7, p50, and p66 subunits [217–219]. The 
four-subunit human DNA polymerase ζ complex was 
isolated in 2014 [218]; however, DNA translesion syn-
thesis of non-bulky DNA lesions involving human Pol 
ζ is yet to be studied. S. cerevisiae Pol ζ carries out ef-
ficient extension of mispaired primer termini and prim-
ers paired with lesions [215, 220].

It has also been demonstrated that yeast Pol ζ co-
operates with human Pol ι or yeast Pol η for efficient 
replication through AP sites [215, 221], with Pol κ for 
accurate replication past TG [222] and Pol ι for effi-
cient replication opposite εA [206]. Unlike Y-family Pols 
whose functions are interchangeable, the loss of Pol ζ 
catalytic activity in mammalian cells is lethal, which is 
indicative of its role in the replication of a large number 
of endogenous DNA lesions [223, 224].

Another protein belonging to the Y family, Rev1, 
exhibits weak DNA polymerase activity, as it prefer-
entially incorporates dCMP opposite template G but 
plays key structural and regulatory roles in mutasome 
assembly [177]. Rev1 contains binding sites for both the 
Y-family Pol ι, Pol η, and Pol κ (via the RIR motif in Pol 
ι, Pol η, and Pol κ) [225–227] and several Pol ζ subunits 
[228–230]. Rev1 interacts with the nonubiquitinylated 
and mono-ubiquitinylated PCNA processivity factor 
[231, 232]. The presence of multiple binding sites for 
Pols and replication factors allows to coordinate the ac-
tivity of replication enzymes and timely ensures DNA 
synthesis by switching from the high-fidelity Pols to 
specialized Pols, and from the Y-family Pol-inserter 
to the processive Pol ζ (Fig. 4). However, the detailed 
mechanism of mutasome operation within the frame-
work of the two-polymerase replication model has not 
been completely elucidated.
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The role of PrimPol in DNA translesion synthesis
In 2013, a new type of specialized human Pol was de-
scribed: primase-polymerase PrimPol. It simultane-
ously exhibits DNA polymerase and primase activities 
but differs from the Pol α-primase complex in its abil-
ity to initiate DNA synthesis using dNMP [233–235]. 
PrimPol does not belong to any of the families of the 
known eukaryotic Pols but belongs to the AEP family 
of primases [236]. PRIMPOL knockout sensitizes cells to 
DNA lesions [233] and slows down the replication fork 
progression in the absence of exogenous damaging fac-
tors [237]. PrimPol efficiently incorporates nucleotides 
opposite several non-bulky DNA lesions (e.g., accurate 
synthesis opposite 8-oxo-G) (Table) [234, 238]. However, 
re-initiation of replication downstream of DNA dam-
age is believed to be the key function of PrimPol [239]. 
Unlike other human Pols, the activity of PrimPol is not 
stimulated by PCNA [240] but is activated by the Pol-
DIP2 protein [241]. PrimPol has been detected in both 
the nucleus and mitochondria [234] and is activated by 
the mitochondrial helicase Twinkle [242].

CONCLUSIONS
In the course of evolution, living organisms have de-
veloped a machinery that efficiently protects them 
against the genotoxicity of DNA damage. It includes 
mechanisms for removing DNA damage and restoring 

the original DNA structure (repair), as well as mecha-
nisms that ensure cell tolerance to DNA damage with-
out removing them (DNA translesion synthesis). BER 
and DNA glycosylases with a different substrate spec-
ificity to DNA lesions play a crucial role in the repair 
of non-bulky DNA lesions.  In recent years, alternative 
mechanisms for the repair of non-bulky DNA lesions 
have been discovered (such as NIR, direct reversal re-
pair with dioxygenases, and APE1-independent repair 
of AP-sites). The cellular repair pathways have been 
shown to overlap and duplicate in their functions. The 
small number of lesions that remain in genomic DNA 
often block high-fidelity replicative Pols and lead to a 
switch to replication with specialized Pols.  Recently, 
a new mechanism for overcoming blockages in repli-
cation caused by DNA damage has been discovered. It 
relies on DNA polymerase and primase PrimPol, which 
re-initiates replication downstream of DNA damage. 
The diversity of the mechanisms of DNA repair and 
DNA translesion synthesis provides high protection  
against the cytotoxic and mutagenic effects of DNA 
damage in cells. 

Accumulation of non-bulky lesions as a result of dis-
rupted functions of reparative/replicative enzymes 
leads to the development of human diseases, such as 
cancer. The link between the functions of reparative/
replicative enzymes and human diseases has been dis-

Fig. 4. DNA 
translesion 
synthesis by 
specialized DNA 
polymerases in 
humans
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cussed in reviews [243–246]. The search for efficient 
methods to regulate the activity of the enzymes in-
volved in repair and replication is a promising strategy 
that could give rise to novel therapeutic approaches.
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INTRODUCTION
Dendritic cells (DCs) are professional antigen-pre-
senting cells whose key function is antigen capture, 
processing, and presentation to naïve T cells to acti-
vate an immune response against the captured an-
tigen. The unique ability of DCs to activate CD4+ T 
helper cells and CD8+ cytotoxic T lymphocytes (CTL) 
that makes them responsible for the direction of im-
mune responses has attracted increased attention in 
the development of antitumor vaccines that can ex-
hibit specific activity against certain types of tumors. 
The discovery of tumor-associated antigens (TAAs), 
i.e., proteins whose overexpression is specific only to 
certain tumor types, was an incentive in their appli-
cation for loading DCs. The TAAs of tumor types such 
as melanoma (gp100, Melan-A/Mart-1, tyrosinase, 
MAGE-1 [1, 2]), prostate cancer (PSA [3], PSCA [4]), 
etc. are known. 

Today, antitumor DC-based vaccines are actively 
studied using both murine models in vivo and clinical 
trials. In 2010, the U.S. Food and Drug Administration 
approved the first therapeutic vaccine, Sipuleucel-T, 

against castration-resistant prostate cancer based on 
DCs loaded with a recombinant fusion protein consist-
ing of prostatic acid phosphatase (PAP) and a granulo-
cyte-macrophage colony-stimulating factor (GM-CSF), 
which so far remains the only one worldwide [5]. Hence, 
there are good reasons to develop highly efficient an-
titumor immunotherapy approaches based on the ap-
plication of modified dendritic cells in the near future.

This review focuses on strategies using DCs activat-
ed by various TAAs both in murine tumor models in 
vivo and in clinical trials.

PREPARATION OF DC-BASED ANTITUMOR VACCINES
The approaches to antitumor therapy using DCs can be 
classified into four main groups: (1) injections of DCs 
loaded with tumor-associated antigens ex vivo, (2) sys-
temic administration of tumor-associated antigens to 
load DCs in vivo, (3) injections of non-modified mature 
DCs, and (4) injections of DC-derived exosomes. In this 
review, we discuss the conventional DC-based vaccines 
prepared by loading DCs with tumor-associated anti-
gens ex vivo.
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Bone marrow-derived cells (for the murine models) 
and peripheral monocytes (in clinical trials) are com-
monly used as DC precursors (pre-DCs) when prepar-
ing DC-based vaccines. The routine method for the 
production of DC-based vaccines involves incubation of 
pre-DCs in the presence of cytokines GM-CSF and IL-4 
for 6–8 days, loading immature DCs with tumor-asso-
ciated antigens, and subsequent activation of dendritic 
cell maturation using inflammatory cytokines (TNF-α, 
IL-1β, IL-6, IFN-γ, etc.) or xenogenous factors: LPS 
(bacterial lipopolysaccharide), OK-432 (low-virulence 
strain of Streptococcus pyogenes), KLH (hemocyanin 
from mollusk Fissurella apertura), etc.

The effectiveness of the antitumor immune response 
activated by modified DCs is strongly affected by the 
TAAs used to load immature DCs. Tumor lysates [6–9], 
synthetic tumor-specific peptides [10–13], tumor pro-
teins [14], apoptotic tumor cells [15], nucleic acids (DNA 
[16], mRNA [17], total tumor RNA [18, 19]), and viral 
vectors [15, 20] encoding TAAs as well as immune-
stimulating molecules (IL-12 [21, 22]), proliferation 
factors (GM-CSF [23]), and chemotactic signals (lim-
photactin [24]) are used as sources of TAAs.

Immature DCs can capture tumor antigens via a 
number of mechanisms, such as phagocytosis, macropi-
nocytosis, receptor-mediated endocytosis, etc. Hence, 
tumor-associated antigens of protein nature (proteins, 
peptides, and lysates) or apoptotic tumor cells are de-
livered into DCs by passively adding TAAs to imma-
ture DCs.

The delivery of nucleic acids (NAs) encoding TAAs 
requires more complex approaches. NAs are hydro-
philic polyanionic molecules that interact with the 
negatively charged plasma membrane with a poor ef-
ficiency and cannot penetrate the cells through the hy-
drophobic lipid bilayer of the plasma membrane. Fur-
thermore, unprotected NAs are rapidly degraded by 
nucleases in body fluids. It is also known that free mR-
NAs can interact with Toll-like receptors (TLR3, TLR7, 
and TLR8), often resulting in undesired activation of 
the immune system [25]. Therefore, NAs are delivered 
into DCs using physical methods (e.g., electroporation 
[16, 26–28] or sonoporation [29, 30]); viral systems (ad-
enoviruses, adeno-associated viruses, retroviruses, 
lentiviruses, Vaccinia virus, etc. [31–38]); and nonviral 
systems (polycationic polymers [31, 39–41] and cationic 
liposomes [28, 42–45]).

APPLICATION OF TAA-LOADED DENDRITIC CELLS 
IN THERAPY OF MALIGNANT NEOPLASMS
Tables 1 and 2 summarize the results of the investiga-
tions of DC-based antitumor vaccines in murine mod-
els (studies carried out in 2010–2015) and clinical trials 
(2005–2015). When selecting the studies to be listed, we 

made allowance for the variety of diseases treated with 
DC-based vaccines and the TAA sources for loading 
DCs. We would like to take notice of the great diversi-
ty of sources of TAAs for loading DCs used in studies 
on murine tumor models, from the conventional tumor 
peptides and lysates to neuraminic acid derivatives and 
living tumor cells. First of all, antigens of protein nature 
(tumor cell lysates, proteins, and peptides) were used 
as the main sources of TAAs for loading DCs in clinical 
trials. Various routes of vaccine administration (intra-
dermal, intravenous, vaccination into the lymph nodes, 
etc.) were also employed [46].

IN VIVO EFFICACY OF DC-BASED 
VACCINES IN MURINE MODELS
Below, we discuss the results of 15 studies focused on 
DC-based vaccines in murine models and performed in 
2010–2015. Eight of them were devoted to therapeutic 
DC-based vaccines, where DCs were administered to 
tumor-bearing mice, four studies focused on preven-
tive DC-based vaccines with DCs administered to an-
imals before tumor grafting, and three studies were 
devoted to both types of DC-based vaccines. The an-
titumor potential of DCs was studied in murine tumor 
models such as colorectal cancer [47, 48], hepatocel-
lular carcinoma [49, 50], Dalton’s lymphoma [51] and 
EL4 lymphoma [52], FBL3 leukemia[53], 4T1 breast 
carcinoma [54], B16 melanoma [30, 55–57], Lewis lung 
carcinoma [58, 59], and SCCVII squamous cell lung can-
cer models [60] (Table 1). In almost all the publications 
under analysis, DCs were prepared by incubation of 
bone marrow-derived pre-DCs in the presence of the 
cytokines GM-CSF and IL-4. Both therapeutic and 
preventive DC-based vaccines were administered to 
animals 2 or 3 times with a 7-day interval, preferen-
tially via subcutaneous injections or, less frequently, 
intraperitoneal or intravenous injections.

Protein antigens (first of all, lysate and the total pro-
tein of tumor cells) were the most typically used as a 
source of TAAs to load DCs. The vaccines being used 
can be subdivided into (1) DC-based vaccines with-
out additional stimuli (B16 melanoma [30] and Lewis 
lung carcinoma [59]); (2) DC-based vaccines addition-
ally treated with siRNA against immunosuppressive 
enzyme indolamine 2,3-dioxygenase (4T1 breast car-
cinoma [54]) or with plant-based immunostimulatory 
polysaccharide (EL4 lymphoma [52]); and (3) DC-based 
vaccines combined with injections of cucurbitacin I 
that selectively inhibits STAT3 in tumor cells (Dalton’s 
lymphoma [51]). In addition, AH1 tumor peptide (gp70 
fragment) in combination with the non-tumor help-
er peptide (ovalbumin), whose key function was to in-
crease the stability and efficiency of antigen presenta-
tion to T cells by DCs, was used as a source of TAAs 
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Table 1. In vivo efficacy of DC-based vaccines in animal tumor models

Tumor type Antigen type Treatment regimen* Outcome Refe
rence

Colorectal 
cancer

AH1 peptide (gp70 
fragment); helper pro-
tein ovalbumin (OVA)

SC, 5×105 cells/mouse; twice 
with a 7-day interval

decreased CT26 tumor size; increased CTL 
proliferation; increased animal lifespan [47]

Adenoviral vectors 
encoding CEA and 

SVV; CAR-TAT fusion 
protein 

SC, 1×106 cells/mouse; 2–3 
times with a 7-day interval

For DCs simultaneously expressing CEA 
and SVV: increased in vitro splenocyte 

reactivity against MC38/CEA2; reduced 
tumor growth being more efficient in the 

presence of CAR-TAT

[48]

Hepatocellular 
carcinoma

Adenoviral vector 
encoding FAT10; 

TNF-α

Preventive regimen: SC, 
1×106 cells/mouse; 3 times 
3 days after subcutaneous 

injection of Hep3G cells

increased cytotoxic CTL response against 
Hep3G; decreased Hep3G tumor size; 

increased animal lifespan
[49]

Ca9-AbOmpA fusion 
protein or RENCA-Ca9 

cell lysate

SC, 1×106 cells/mouse; 3 
times with a 7-day interval

decreased tumor progression 1.5–3-fold 
increased in vitro secretion of IL-2, IFN-γ, 

and TNF-α by T cells; increased spleno-
cyte reactivity against RENCA-Ca9

[50]

Dalton’s lym-
phoma

Dalton’s lymphoma cell 
lysate; IL-15; combina-
tion with cucurbitacin 

I, IL-15

IP, 1×106 cells/mouse; 6 
times with a 4-day interval 

10 IP injections (1 mg/kg) of 
cucurbitacin I with a 1-day 
interval during 19 days 5 IV 
injections of IL-15 (8 µg/kg) 

on days 25–33

The DCs/lysate/IL-15 + cucurbitacin I 
group: increased survival time of animals 

(51 days); survival time in the control 
group was 22 days; complete healing was 

not achieved. The DCs/lysate/IL-15 + 
cucurbitacin I + IL-15 group: increased 

animal survival rate, 70% of animals were 
alive by day 60, total tumor elimination 
and healing. Accumulation of CD4+ and 

CD8+ T cells in metastases

[51]

EL4 lymphoma
EL4 cell lysate; G1-4A 
polysaccharide from 
Tinospora cordifola

Preventive regimen: SC, 
5×105 cells/mouse; 3 times 

with a 7-day interval; 
therapeutic regimen: SC, 

5×105 cells/mouse; on tumor 
progression days 3, 7, and 10

tumor size decreased 2.2- to 3.8-fold 
for the preventive regimen; tumor size 

decreased 2.1–2.6-fold for the therapeutic 
regimen

[52]

FBL3 leukemia,
B16F10 mela-

noma (modified, 
expressing 

N-phenylacetyl-
D-neuraminic 

acid)

GM3NPhAc-KLH; 
combination with 

ManNPhAc

Preventive regimen: SC, 
1×106 cells/mouse; 3 times 
with a 7-day interval; IP 

injection of ManNPhAc (50 
mg/kg body weight) 7 times 
every day after tumor was 

grafted

increased CTL cytotoxicity against  
modified FBL3 cells; FBL3 tumor size 
decreased 2.5-fold; increased animal 
lifespan; the number of  B16F10 lung 

metastases decreased twofold

[53]

4T1 breast 
carcinoma

Lysate of 4T1 cells and 
anti-IDO siRNA

IV, 2×106 cells/mouse; 3 
times with a 7-day interval

tumor size decreased twofold;
reduced apoptosis of CD4+ and CD8+ 
T cells; increased CTL proliferation; 

decreased Treg cell count

[54]

B16 melanoma

mRNA encoding 
β

2
m-tumor pep-

tide-TLR4 (electropo-
ration)

Preventive regimen: IP, 
2.5×106 cells/mouse, 3 

times with a 7-day interval 
Therapeutic regimen: IP, 

2.5×106 cells/mouse, 3 times 
with a 7-day interval

DC maturation. CTL activation. The 
preventive regimen ensures complete 

protection against tumor propagation. The 
therapeutic regimen ensures increased 

animal lifespan

[55]

Total protein extracted 
from melanoma cells 

(sonoporation)

Preventive regimen: SC, 
1×106 cells/mouse; 2 times 

with a 7-day interval

The number of lung metastases decreased 
fourfold [30]

Living B16 cells; LPS
Preventive regimen: IV, 

5×106 cells/mouse; 2 times 
with a 14-day interval

Complete elimination of B16 tumor; 
increased CTL count [56]

Living or apoptotic 
B16 cells, gp100

25-33
 

and TRP
181-188

 peptides, 
LPS, and IFN-γ

IV, 5×106 cells/mouse; 2 
times with a 7-day interval

the number of lung metastases decreased 
14.3-fold (DC-living B16 cells); the number 

of lung metastases decreased 2–2.7-fold 
(DC peptides and apoptotic B16 cells)

[57]



30 | ACTA NATURAE |   VOL. 9  № 3 (34)  2017

REVIEWS

for the model of colorectal cancer [47]. In the model of 
hepatocellular carcinoma, a fusion protein (carboanhy-
drase 9 linked to the membrane protein of Acinetobac-
ter baumannii) was used to load DCs [50].

Apoptotic tumor cells, another appreciably com-
mon source of TAAs for loading DCs, were used for the 
model of SCCVII squamous cell lung cancer [60].

DCs were also modified with genetic constructs: 
namely, adenoviral vectors encoding TAAs (colorectal 
cancer [48], hepatocellular carcinoma [49], and Lewis 
lung carcinoma [58]) or mRNA encoding fusion poly-
peptide β

2
m-tumor peptide-TLR4 containing TAA 

linked to the components of both MHC I and the Toll-
like receptor TLR4 (B16 melanoma [55]).

N-phenylacetyl-D-neuraminic acid, a synthetic de-
rivative of neuraminic acid (the models of FBL3 leu-
kemia and B16 melanoma [53]), and living tumor cells 
(B16 melanoma model [56, 57]) are the novel sources of 
TAAs used for the activation of DCs.

All the DC-based vaccines under consideration 
showed significant efficacy and reduced tumor size 
1.5- to 3-fold with respect to the control [47–50, 52–54, 
58]; injection of DC-based vaccines loaded with tumor 
lysate in combination with injections of cucurbitacin 
I resulted in complete disappearance of Dalton’s lym-
phoma [51]. In addition, injection of preventive DC-
based vaccines transfected with mRNA encoding pol-
ypeptide β

2
m-tumor peptide-TLR4 [55] or prepared 

using living B16 melanoma cells as a source of TAA [56] 
fully protected animals against the development of B16 
melanoma. Antitumor DC-based vaccines significant-
ly reduced the number of metastases in mice [30, 53, 
57, 59, 60], considerably increased the lifespan of tu-
mor-bearing animals [47, 49, 51, 53, 55, 58, 60], and in-
duced the development of a strong antitumor response 
from cytotoxic T lymphocytes [47–50, 53–56, 58, 60].

Hence, the highly promising results for both the 
therapeutic and preventive application of DC-based 
vaccines obtained using murine tumor models attest 
to their high potential and provide grounds for hoping 

that efficacious antitumor DC-based vaccines will be 
designed. 

EFFICACY OF DC-BASED VACCINES IN CLINICAL TRIALS
The promising results obtained using murine models in 
vivo encouraged researchers to proceed to the clinical 
trials of antitumor DC-based vaccines as early as in the 
1990s. The safety of antitumor DC-based immunother-
apy has been documented in the clinical trials that have 
been carried out in the past 20 years. DC vaccination is 
well tolerated [61] and has minor side effects, such as 
local inflammation reaction at the injection site and in 
lymph nodes [62, 63]; manifestations similar to influenza 
symptoms are sometimes observed [63, 64]. Neverthe-
less, despite its safety and high potential, immunovac-
cination of cancer patients with DC-based vaccines in 
most cases has proved less efficacious than in experi-
ments using murine models. There can be various rea-
sons for this, including the fact that in most studies, 
DC vaccination was used for terminal patients with ex-
tremely aggressive tumors that do not respond to con-
ventional therapy and also the fact that human tumors 
have a stronger immunosuppressive activity. Although 
there have not been that many impressive clinical re-
sults, further development of antitumor DC-based vac-
cines continues: our understanding of the DC function 
is being deepened, novel sources of tumor antigens and 
immunostimulatory agents for loading and activating 
DC are being tested, and the potential of combining DC-
based vaccines with other approaches is being evaluated.

We have made an attempt to assess the variety and 
clinical efficacy of DC-based vaccines for tumors of dif-
ferent origins. With this aim in mind, we analyzed the 
results reported in 20 studies performed in 2005–2015; 
in most of them, DC-based vaccines were in phase I and 
II clinical trials (Table 2). These studies were conduct-
ed for cancers of different nosological entities. Various 
tumor antigens loaded into DCs, treatment regimens, 
and combination of DC-based vaccines with other ther-
apeutic approaches were employed.

Lewis lung car-
cinoma (LLC)

Adenoviral vector 
encoding human livin α

Preventive regimen: SC, 
5×105 cells/mouse; 3 times 
with a 7-day interval; ther-
apeutic regimen: SC, 5×105 
cells/mouse; 3 times with a 

4-day interval

increased CTL cytotoxicity; 100% animal 
survival rate for the preventive regimen; 
tumor growth decreased twofold and the 

survival rate of mice increased for the 
therapeutic regimen

[58]

LLC cell lysate IP, 1×105 cells/mouse; 2 
times with a 7-day interval

the number of lung metastases decreased 
2- to 7.5-fold [59]

SCCVII squa-
mous cell lung 

cancer
Apoptotic SCCVII cells SC, 1×106 cells/mouse; 2 

times with a 7-day interval

the number of lung metastases decreased 
3.9-fold; the survival rate of mice 

increased 2.4-fold; CTL cytotoxicity 
increased

[60]

* – Treatment according to the therapeutic regimen unless otherwise specified.
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Table 2. DC-based antitumor immunotherapy in clinical trials

Tumor type Phase
Number of 

patients
Antigen type; maturation 

stimulus
Treatment regimen Outcome

Refe
rence

Pancreatic 
cancer

I 10
WT-1 peptide. 

Combination with 
gemcitabine.

Days 1, 8, 1: IV injection, 
gemcitabine (1 g/m2). Days 8 

and 22: ID injection, 1×107 DCs. 
Three cycles

DTH+ response (3/10). HLA/WT-1 
tetramer-positive test (6/10). Positive 

IFN-γ ELISPOT (7/10). No clinical 
response

[65]

Pancreatic 
and bile 

duct cancer
I/II 12 MUC1 peptide; TNF-α*, 

IL-1β*, IL-16*

ID – SC, 1×106 cells, 3 times 
with a 21-day interval and 

once 6 months after the last 
vaccination

perforin and granzyme expression by 
CD8+ T cells was increased the mean 
survival rate increased to 26 months 
(8/12) and more than 7 years (4/12)

[66]

Glio
blastoma

I 21
Peptides MAGE1, 

TRP-2, gp-100, HER-2, 
IL-13Rα2; TNF-α*

ID, 1×107 cells, 3 times with a 
14-day interval

The median survival time is 40.1 
months; the mean progression-free 

survival time is 16.9 months; the mean 
overall survival time is 38.4 months; 

24-month progression-free survival rate 
is 43.8%; the overall 36-month survival 

rate is 55.6%

[67]

Colorectal 
cancer

I 16

mRNA CEA (electropo-
ration) (5/16) or CAP-1, 
peptide (11/16); cytokine 

cocktail 1*

ID–IV, 5×106 cells, 3 times with 
a 7-day interval

CEA-specific T cells (8/11, peptide 
group; 0/5, RNA group); increased CEA 

blood level (7/11, peptide group; 2/5, 
RNA group); mean progression-free 

survival time is 18 months (the peptide 
group) and 26 months (the RNA group)

[68]

Hepato
cellular 

carcinoma
I/II 5

Fusion protein (α-fe-
toprotein, glypican-3, 
MAGE-3, cytoplasmic 
transduction); cytokine 

cocktail 2*

SC, 4×107 cells, 4 times with a 
14-day interval and 2 times on 
weeks 12 and 14 after vaccina-

tion was started

Tumor-specific T-cell (5/5);
disease stabilization (1/5)

[69]

Liver cancer 
(stages III 

and IV)
I 67

Tumor lysate of autol-
ogous and allogeneic 
tumor cells; TNF-α. 
Combination with 

cytokine-induced killer 
cells (CIKs).

DCs: injected into lymph nodes, 
>106 cells on days 10 and 12.

CIKs: IV injection, >1×1010 cells 
on days 12 and 14

Complete response (0/67);
partial remission (5/67);

disease stabilization (29/67).
DC-CIKs suppress HepG2 cell prolifer-

ation

[70]

Myeloid 
leukemia

I 4
Apoptotic leukemia cells; 

KLH, OK432*
ID, 5 times with a 14-day 

interval

Antileukemia CD8+ T-cell response 
(2/4); the leukemia cell count in bone 

marrow decreased 2.1-fold (1/4)
[71]

T-cell 
leukemia, 
lymphoma

I 3

Tax peptides 
LLFGYPVYV or 

SFHSLHLLY; TNF-α*, 
KLH*, OK432*

SC, 5×106 cells, 3 times with a 
14-day interval

Tax-specific CTL-response on weeks 
16–20 (3/3);

complete remission (1/3);
partial remission (1/3);

disease stabilization (1/3)

[72]

Lympho
cytic 

leukemia
I 15

Autologous apoptotic B 
cells; TNF-α*

DCs: ID (1×107 cells), 4 times 
with a 14-day interval, once 14 
weeks after the first DC vacci-
nation; GM-CSF: 4 times; after 

DC vaccination; CP: 2 days prior 
to DC injection. cohort 1: DCs

cohort 2: DCs+GM-CSF
cohort 3: DCs+ GM-CSF +CP

Antileukemia CD8+ T-cell response 
1) 2/5;
2) 3/5;
3) 5/5

[73]

Osteo
sarcoma

I 12
Autologous tumor lysate; 

KLH; PGE
2
*

ID, 105–106 cells, 3 times with a 
7-day interval. After DC-based 
therapy, SC injections of IL-2 6 

times with a 1-day interval

Antitumor CD8+ T-cell response (2/12).
No clinical response.

[74]

Ovarian 
cancer

I/II 11

hTERT 988Y, Her2/
neu 369VV2V9, Her2/
neu 689 and PADRE 
peptides; Klebsiella 

pneumoniae*; IFN-γ*

ID, 3.5×107 cells, 4 times with 
a 21-day interval; IV injection 

of CP

Disease relapse during vaccination 
(2/11); Disease relapse after vaccination 

(3/11); no signs of disease during > 36 
months (6/11); the overall 36-month 

survival rate is 90%

[75]
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Melanoma

I 8

Autologous melanoma 
cell lysate; TNF-α. 
Combination with 

tumor-infiltrating T cells. 
Preliminary chemother-

apy.

DCs injected ID, 3 times with a 
14-day interval.

T cells injected IV, 1–3 times 
with a 7-day interval 7 days 14 
days after last DC vaccination

Complete remission (1/8). Disease sta-
bilization during 2 and 10 months (2/8). 

Disease progression (7/8)
[76]

I 30

mRNA encoding fusion 
protein containing TAAs 

(MAGE-A1, - A3, -C2, 
tyrosinase, MelanA/
MART-1 and gp100) 

and HLA II-targeting 
sequences (electropo-
ration); Poly (I:C)* or 
TriMix*. Combination 
with injections of IFN-

α-2b

ID, 2.4×107 cells, 4–6 times with 
a 14-day interval

SC injection of IFN-α-2b 3 
times a week

Immune response against melanoma-as-
sociated antigens (4/10).

Complete remission (10/30).
Recurrence of melanoma (20/30).

Mean relapse-free survival time is 22 
months.

The two-year survival rate is 93%.
The four-year survival rate is 70%.

[77]

I
20:

5 – III
15 – IV

Autologous melanoma 
cell lysate; TNF-α*

SC, 1–5×106 cells, 4 times with a 
10-day interval

Increased IFN-γ secretion (10/20);
Increased CTL cytotoxicity (4/20);

DTH+ response (11/20); 
Time of tumor progression increased 
4.1-fold (the DTH+ response group vs 

the DTH- response group);
survival rate increased 2.9-fold (the 
DTH+ response group vs the DTH- 

response group).

[78]

II

24

Peptides gp100, 
tyrosinase, MAGE-A2, 
MAGE-A3, MART-1, 

MAGE-A1; KLH*

SC, 1–5×107 cells, 4 times with 
a 7-day interval, then once after 
14 days and 5 times with a one-

month interval.

increased count of tumor-specific 
CD8+ T cells (18/24); activation of Th1 

response (12/24); DTH+ response to 
TAAs in 41% of patients; DTH+ response 

to KLH in 64% of patients; patient 
survival rate increased 1.9-fold; partial 

response (1/24); disease stabilization 
(7/24); disease progression (16/24)

[79]

33

Lysates of cells of alloge-
neic melanoma lines M44, 

COLO829, SK-MEL28; 
IFN-γ*

Near the lymph nodes, 2.5×107 
cells, 6 times with a 14-day 
interval, then twice with a 

42-day interval

The count of tumor-specific CD8+ T cells 
in blood increased (26/33).
Complete remission (1/33),

partial response (2/33),
disease stabilization (6/33)

[80]

Non-small 
cell lung 
cancer

III 103

DCs were not loaded 
with TAAs. Vaccine con-
sisted of DCs and T cells 
derived from pulmonary 
lymph nodes and incu-
bated in the presence 

of IL-2 with peripheral 
blood T cells added

Group A: 4-month chemother-
apy course, DC-based vaccine 1 
week after each chemotherapy 

course + once a month (during 6 
months) + once every 2 months 

(during 14 months).
Group B: 4-month chemother-

apy course

The overall two-year survival rate 
in groups A and B is 93.4 and 66.0%, 
respectively; the overall five-year 

survival rate in groups A and B is 81.4 
and 48.3%, respectively; the relapse-free 

2- and 5-year survival rate is 68.5 and 
41.4% (group A); 56.8 and 26.2% (group 

B).

[81]

Prostate 
cancer

I/II 25

UV-treated LNCaP cells; 
poly (I : C)*.

Combination with 
chemotherapy.

1. Cyclophosphamide, 7 days 
2. DCs, SC injection, 107 cells, 

12 times within the first year (2 
times with a 2-week interval)

3. Docetaxel every 3 weeks until 
toxicity is achieved.

4. SC injection of DCs, 107 cells, 
10 times with a 6-week interval

PSA level decreased by ≥ 50% (8/23)
PSA level decreased by 20–50% (5/23) 

Blood level of Tregs decreased
Induction of PSA-specific CTLs.

The mean survival time is 19 months.

[82]

III 127
PAP-GM-CSF, fusion 

protein
IV, 3.7×109 cells, 3 times with a 

14-day interval

Disease progression (115/127); time of 
disease progression increased 1.2-fold; 

the mean survival rate increased 1.2-fold
[83]

III 512
PAP-GM-CSF, fusion 

protein
IV, 3.7×109 cells, 3 times with a 

14-day interval

the mortality risk decreased by 22%;
the mean survival rate increased 

1.2-fold; the 36-month survival rate 
increased 1.4-fold; Activation of Th1-

response.

[5]

Note: * – factors for dendritic cell maturation; SC – subcutaneous; IP – intraperitoneal; IV – intravenous; ID – intrader-
mal; DTH response – delayed type (type IV) hypersensitivity reaction; KLH – keyhole limpet hemocyanin from Fissurel-
la apertura, OK432 – a mixture of low-virulence group A Streptococcus pyogenes; cytokine cocktail 1 – PGE

2
, TNF-α, 

IL-1β, IL-6; cytokine cocktail 2 – PGE
2
, TNF-α, IL-1β, IL-6, IFN-γ, OK432, poly (I : C); TriMix – mRNA encoding CD40L, 

CD70 and the constitutively active TLR4; CP – cyclophosphamide; disease stabilization – there are no visible changes 
in tumor size; disease progression – there is a 20% increase in tumor size; partial response – a 30% decrease in tumor 
size; and complete response – tumor disappearance. 
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Three DC-based vaccines have passed phase III tri-
als; one of these vaccines, Sipuleucel-T, used against 
castration-resistant prostate cancer was later approved 
by the FDA under the brand name Provenge® [5].

The antitumor potential of DC-based vaccines was 
evaluated in patients with a cancer of the gastrointes-
tinal tract (liver, pancreatic, and colorectal cancer), 
brain (glioblastoma), blood (myeloid leukemia, lym-
phocytic leukemia, lymphoma), bone tissue (osteosar-
coma), the reproductive system (ovarian or prostate 
cancer), skin (melanoma), and lungs (non-small cell 
cancer) both after the tumors had been surgically 
resected and patients had undergone conventional 
chemo- or radiotherapy and in treatment-naïve pa-
tients (Table 2). The adequacy of DC-based vaccines 
was evaluated using two criteria: the immunological 
criterion and the clinical one. The key immunological 
variables measured in clinical trials of DC-based vac-
cines were as follows: the immune response against 
TAAs (type IV hypersensitivity response to tumor 
antigens (DTH response)), the presence of HLA com-
plexes with tumor antigens on the surface of DCs, the 
expression of perforin/granzyme by CD8+ T cells, the 
activity of cytotoxic CD8+ T cells against tumor cells, 
the level of IFN-γ synthesis by T cells, the regulato-
ry T-cell count in blood and tumor cell count in the 
bone marrow, the concentration of tumor markers 
(PSA, CEA) in blood serum, etc. (Table 2). The clinical 
response to immunotherapy with DC-based vaccines 
was assessed according to the patient survival rate, 
disease remission/relapse (a 20% increase in tumor 
size was considered to be a sign of disease progression; 
no visible changes in tumor size were a sign of stable 
condition), partial response or partial remission (tu-
mor size reduction by 30%), and complete response or 
complete remission (tumor disappearance) (Table 2).

In most of the analyzed studies, the DCs were de-
rived from peripheral blood mononuclear cells cul-
tured in the presence of cytokines GM-CSF and IL-4. 
In one case, GM-CSF and IL-13 were used to prepare 
the DC-based vaccine [79]. Unconventional DC-based 
vaccines were used as antitumor vaccines undergoing 
phase III clinical trials: DCs isolated from pulmonary 
lymph nodes were used in non-small cell lung cancer 
[81]; the Sipuleucel-T vaccine (a cellular agent isolat-
ed from leukapheresis-derived products that included 
DCs) was used in patients with prostate cancer [5, 83].

Protein antigens (peptides, synthetic proteins, and 
tumor cell lysates) were used most frequently (15 
out of 20 publications) as a source of TAAs to load 
DCs. Peptide TAAs were used both as a single anti-
gen (WT-1 or MUC1 in the case of pancreatic cancer 
[65, 66]) and as an antigen mixture (MAGE1, TRP-2, 
gp100, HER-2, IL-13Rα2 in glioblastomas [67]; gp100, 

tyrosinase, MAGE-A1, -A2, -A3, MART-1 in melano-
ma [79]; HTLV-1 Tax peptides in T-cell leukemia and 
lymphoma [72], and hTERT, Her2/neu, and PADRE 
fragments, in ovarian cancer [75]). mRNAs encoding 
a single antigen (CEA in the case of colorectal cancer 
[68]) or a combination of antigens (MAGE-A1,-A3,-C2, 
tyrosinase, MelanA/MART-1, and gp100 for mela-
noma [77]) were also used to load DCs. In the case of 
hepatocellular carcinoma, DCs were loaded with fu-
sion proteins containing TAAs such as α-fetoprotein, 
glypican-3 and MAGE-3, each of those connected to 
a cytoplasmic transduction peptide [69]. Another fu-
sion protein containing PSA coupled to GM-CSF was 
used for loading the Sipuleucel-T vaccine [5, 83]. Tumor 
cell lysates were used to prepare DC-based vaccines 
against osteosarcoma [74] and melanoma [76, 78, 80]; 
the lysate was most often prepared from autologous 
tumor cells. DCs were also often loaded with apoptotic 
tumor cells (e.g., in DC-based vaccines against myeloid 
[71] and lymphocytic leukemia [73] and prostate cancer 
[82]). In the DC-based vaccine against non-small cell 
lung cancer, DCs were not loaded with TAAs at all but 
were used together with T cells after coincubation in 
the presence of IL-2 [81].

It is known that injection of immature DCs into a 
tumor-bearing organism can cause the development 
of tolerance of the immune system to tumor antigens, 
ultimately resulting in an even greater tumor progres-
sion [84]. Therefore, much attention is paid to agents 
that stimulate DC maturation in almost all clinical trials 
of DC-based vaccines. Both single pro-inflammatory 
cytokines (TNF-α or IFN-γ) and cocktails containing 
a combination of pro-inflammatory cytokines, prosta-
glandin E2, and in some cases poly(I:C)oligonucleotides, 
low-virulence S. pyogenes (OK432), bacteria Klebsiel-
la pneumoniae or hemocyanin from F. apertura (KLH) 
were used for this purpose (Table 2).

Despite the variety of protocols for tumor immu-
notherapy with DC-based vaccines, common features 
can also be listed. DCs are preferentially administered 
either intradermally or subcutaneously 3–4 times with 
a 7- to 14-day interval. The mean dose is 106–107 DCs. 
In some cases, DC vaccination can be combined with 
chemotherapy (gemcitabine for pancreatic tumor [65], 
cyclophosphamide for lymphocytic leukemia [73] and 
ovarian cancer [75], and docetaxel for prostate cancer 
[82]), with the application of other immune cells (e.g., 
cytokine-induced killer cells; i.e., T cells and natural 
killers activated by IL-1, IL-2, IFN-γ and anti-CD3 
antibodies for hepatic tumors [70]); tumor-infiltrating 
lymphocytes for melanoma [76]), as well as with injec-
tions of cytokines (GM-CSF for lymphocytic leukemia 
[73], IL-2 for osteosarcoma [74], and IFN-α-2b for mel-
anoma [77]).
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It was demonstrated in almost all the studies under 
consideration that administration of DC-based vaccines 
activates an antitumor immune response: tumor-spe-
cific cytotoxic CD8+ T cells are activated; perforin and 
granzyme expression and IFN-γ production are en-
hanced; some patients develop a hypersensitivity re-
sponse to tumor antigens (the DTH response); the reg-
ulatory T-cell count decreases, etc. However, despite 
the substantial immune response, the clinical efficacy 
of antitumor DC-based therapy is less impressive. The 
clinical response is either rather weak or absent, which 
manifests itself in a large number of relapses and tu-
mor progression. Even Sipuleucel-T, the only FDA-ap-
proved antitumor DC-based vaccine, exhibits low ef-
ficacy. Immunotherapy using this vaccine resulted in 
remission in none of the patients; disease progression 
was observed in most cases, although patient survival 
increased 1.2-fold compared to the placebo group [83]. 
Hence, a conclusion can be drawn that activation of a 
tumor-specific immune response after DC vaccination 
does not necessarily provide significant clinical out-
comes. First of all, this can be attributed to the nega-
tive effect of the tumor on the immune system. Even 
provided that antitumor T cells are properly activated 
by DC-based vaccines, immunotherapy may fail, since 
the tumor can evade immune surveillance by suppress-
ing the functional activity of immunocompetent cells, 
including T cells and DCs, via various mechanisms [85].

Tumor remission in a number of patients is indic-
ative of the clinical significance of DC vaccination. 
Hence, immunotherapy with DCs loaded with a mix-
ture of tumor-specific peptides (hTERT 988Y, Her2/
neu 369VV2V9, Her2/neu 689, and PADRE) in com-
bination with cyclophosphamide injections resulted in 
the absence of disease symptoms during 36 months in 
more than 50% of patients with ovarian cancer (6/11); 
the 36-month survival rate was 90% [75]. This is one 
of the highest indices of clinical efficacy of DC-based 
vaccines in the studies covered in this review.

Many remissions were observed in patients with 
melanoma after they had received DC-based vac-
cines loaded with a mixture of mRNAs encoding TAAs 
MAGE-A1,-A3,-C2, tyrosinase, MelanA/MART-1 
and gp100 fused with HLA II-targeting sequences, 
in combination with IFN-α-2b injections [77]. During 
the mean follow-up (6.4 years), 10 out of 30 patients 
showed complete remission. The mean relapse-free 
survival time was 22 months. The mean two- and four-
year survival rate was 93 and 70%, respectively. Four 
out of 10 patients showed an immune response against 
melanoma-associated antigens [77].

Either complete or partial remission of melanoma 
was also observed after patients had undergone im-
munotherapy with DC-based vaccines with lysates of 

autologous melanoma cells (1 out of 8 patients) [76] or 
the allogeneic cell lines M44, COLO829, and SK-MEL28 
(complete response in one out of 33 patients; partial re-
sponse, in 2 out of 33 patients) [80]. It is noteworthy that 
melanoma is used appreciably often in clinical studies 
of the antitumor activity of DCs and is relatively more 
susceptible to immunotherapy than other tumor types.

A high efficacy of DC-based vaccines was also ob-
served in a pilot clinical study of DCs against T-cell leu-
kemia and lymphoma with three patients enrolled [72]. 
DCs loaded with Tax peptides of human T-lympho-
tropic virus 1 (LLFGYPVYV and SFHSLHLLY) that 
matured under standard stimulus (TNF-α in combina-
tion with the xenogeneic factors KLH and OK432) have 
been used as DC-based vaccines. After DC vaccination, 
all three patients showed a significant clinical response: 
complete remission (1/3), partial remission (1/3), and 
disease stabilization (1/3). The efficacious clinical re-
sponse was related to the development of a Tax-specif-
ic CTL response in all patients [72].

The survival rate of patients is also an important 
indicator of the efficacy of antitumor DC vaccination. 
Almost all clinical trials demonstrate that administra-
tion of DC-based vaccines to patients with tumors of 
different types increases their survival rate and life ex-
pectancy compared to patients not treated with a DC-
based vaccine. Hence, the most significant increase in 
the survival rate in the analyzed studies was achieved 
in patients with pancreatic and bile tract cancers who 
received DCs that were loaded with MUC-1 peptide 
and stimulated with the cytokines TNF-α, IL-1β, and 
IL-16: the mean survival time was more than 7 years in 
4 out of 12 patients [66].

Let us discuss three phase III clinical trials of antitu-
mor DC-based vaccines in more detail. In the first study, 
a vaccine based on DCs and activated killer T cells, in 
combination with chemotherapy, was used in patients 
with non-small cell lung cancer [81] after the tumor 
had been surgically resected. One hundred and three 
patients were enrolled and divided into two groups: 
group A received immunochemotherapy, while group 
B received chemotherapy only. The vaccine was based 
on DCs and activated killer T cells which were isolated 
from the contents of lymph nodes residing at tumor sites 
and cultured in the presence of IL-2; peripheral blood 
T cells were subsequently added. The overall two-year 
survival rates in groups A and B were 93.4 and 66.0%, 
respectively; the overall five-year survival rates were 
81.4 and 48.3%, respectively. The two- and five-year re-
lapse-free survival rates were 68.5 and 41.4%; 56.8 and 
26.2% in groups A and B, respectively [81].

The Sipuleucel-T DC-based vaccine, which was used 
for patients with castration-resistant prostate cancer, 
was assessed in two other trials. However, the results 
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of clinical trials of Sipuleucel-T were less impressive 
compared to those for other antitumor DC-based vac-
cines [83]. Sipuleucel-T is a cellular agent isolated from 
leukapheresis-derived products that included DCs. 
The cells were loaded with a fusion protein consisting 
of full-length PAP and full-length human GM-CSF 
(PAP-GM-CSF). Patients with asymptomatic meta-
static hormone-refractory prostate cancer were en-
rolled. Administration of this vaccine caused disease 
progression in most patients. Nevertheless, Sipuleu-
cel-T increased the mean survival time 1.2-fold (25.8 
months vs 21.7 months in the placebo group) and re-
sulted in the development of immune response to PAP 
and T-cell response [5, 83]. Soon after these results 
were published, Sipuleucel-T was approved by the U.S. 
Food and Drug Administration (FDA USA) for treat-
ing patients and commercialized under the trademark 
Provenge® [86].

EFFICACY OF ANTITUMOR DENDRITIC CELL-
BASED VACCINES: QUESTIONS AND ANSWERS
It is clear from the studies discussed above that most 
of the antitumor DC-based vaccines that have success-
fully passed clinical trials have limited efficacy. Some 
researchers believe that the low efficacy of DC-based 
vaccines can be related to the fact that their effect on 
patient survival becomes noticeable only some time 
after treatment [5]. However, in our opinion, the key 
reason for the low efficacy of DC-based vaccines is the 
strong immunosuppressing action of the tumor that is 
ensured by a number of mechanisms. For example, the 
tumor and the surrounding tissue can reduce the pen-
etration of T cells into the tumor site, reduce granzyme 
B activity, suppress death receptor CD95 expression 
by T cells, and induce anergy of activated T cells by 
enhancing the expression of the inhibitory receptors 
CTLA-4 and PD-1 (the so-called immune checkpoints) 
on the T-cell surface [87]. The immunosuppressive ac-
tivity of CTLA-4 consists in the fact that it is in com-
petition with the standard participant of the immuno-
logical synapse, CD28, for binding to the DC-derived 
costimulatory molecules CD80 (B7.1) and CD86 (B7.2) 
and the transmission of the inhibitory signal to T cells, 
thus attenuating the TCR/CD28 signaling pathway of 
T cells, reducing IL-2 production by T cells, and even-
tually resulting in cell cycle delay [87, 88]. The PD-1 
receptor interacts with the B7-H1 molecules expressed 
on the tumor cell surface, which also disrupts the TCR/
CD28 signaling pathway, induces the synthesis of an-
ti-inflammatory cytokine IL-10, and eventually results 
in the activation of immunosuppressive Tregs and ap-
optosis of tumor-specific T cells [87, 89].

It is reasonable to employ additional methods aimed 
at reducing the inhibitory effect of the tumor to en-

hance the efficacy of DC-based vaccines. Thus, CTLA-
4, PD-1, and B7-H1 blocking antibodies combined with 
antitumor DC-based vaccines will make it possible to 
reduce the immunosuppressive activity of the tumor, 
which may significantly increase the antitumor activ-
ity of DC-based vaccines. The immune checkpoint in-
hibitors known today are Ipilimumab [90] for CTLA-4, 
Nivolumab [91] and Pembrolizumab [92] for PD-1. The 
FDA has recently approved these monoclonal antibod-
ies for the immunotherapy of metastatic melanoma 
[93, 94]. B7-H1 blocking antibodies are currently under 
clinical trials but have not been approved for clinical 
use yet [95]. Only one study reporting the use of anti-
tumor DC-based vaccines in combination with immune 
checkpoint inhibitors has so far been published. In this 
phase II clinical trial, patients with melanoma received 
a combination of Ipilimumab and DC-based vaccines 
loaded with TriMix RNA and mRNA encoding mela-
noma-associated antigens. Very promising results have 
been obtained: after the therapy course, eight of the 39 
patients showed complete remission and seven patients 
showed a partial response [96]. Clinical trials of antitu-
mor DC-based vaccines in combination with immune 
checkpoint inhibitors will undoubtedly be forthcoming.

CONCLUSIONS
Despite the great variety of the mechanisms used by 
a tumor to evade the immune response, promising re-
sults have been obtained for cancer immunotherapy 
using modified DCs. Experiments using murine models 
have shown a reduced tumor growth rate, a decline in 
the number of metastases, an increase in the survival 
rate of tumor-bearing animals, and initiation of a tu-
mor-specific CTL response [50, 54, 57, 97, 98]. The re-
sults of clinical trials of antitumor DC-based vaccines 
were also fairly good, although less encouraging com-
pared to those obtained using in vivo murine models. 
A plausible reason is that clinical trials in most cases 
are performed on terminally ill patients when no other 
therapy shows any effect. Furthermore, the low effica-
cy of DC-based vaccines can be related to the fact that 
the human immune system is suppressed by the tumor 
to a greater extent.

The problems related to the search for the most im-
munogenic source of TAAs, the insufficient specificity 
and efficiency of TAA delivery into DCs remain to be 
solved. This may affect the presentation of processed 
TAAs bound to complexes with MHC I/II molecules on 
the DC surface and the weak polarization of antitumor 
immune responses. Therefore, further development of 
antitumor DC-based vaccines that would be capable of 
countering the negative effect of the tumor and its sur-
roundings and initiate an efficient antitumor immune 
response remains a top priority.
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INTRODUCTION
Embryonic stem cells (ESCs) are cultured cells derived 
from early epiblast (primary ectoderm) cells of mam-
malian preimplantation embryos. ESCs can divide in 
culture indefinitely, avoiding the aging process and 
retaining their undifferentiated state and ability to 
differentiate into all cell – except for two extra em-
bryonic (trophoblast and primary endoderm) – types 
[1, 2]. Investigation of the molecular mechanisms that 
control pluripotency is one of the most important pur-
suits in modern biology. Exploration of gene-regulato-
ry (transcriptional) networks is an important direction 
in the investigation of pluripotency and exit from this 
cellular state through differentiation. The expression 
level of transcription factors, such as Oct4, c-Myc, Na-
nog, Klf4, and Sox2, is a critical regulatory event in the 
fate of pluripotent stem cells [3–6]. Even the smallest 
changes in the expression level of these transcription 
factors through interactions with other regulatory pro-
teins can lead to differentiation or oncogenesis [4, 7–13]. 
Chromatin modifiers and genome stability systems also 
play a key role in the functioning of ESCs [14, 15]. The 
ability of ESCs to avoid replicative aging and, at the 
same time, maintain their pluripotent state is provided 
by the specific cellular control systems that operate in 

a high-intensity mode in these cells [3]. Because these 
are pluripotent cells of the early epiblast (natural ESC 
analogs) that give rise to the whole organism, includ-
ing the germ line, they must possess well-functioning 
processes for protecting the genome from mutations. 
According to some studies, ESCs exhibit increased 
resistance to DNA damage and a low rate of genomic 
mutations compared to differentiated cells [16–18]. In 
addition, ESCs not only produce a smaller number of 
active oxygen forms [14, 19], but also have mechanisms 
to eliminate the accumulation of genotoxic and proteo-
toxic factors [20]. Despite the high interest to research 
in the field of DNA damage, regulation, and response 
to oxidative stress, new data demonstrate that main-
tenance of protein homeostasis plays one of the central 
roles in the functioning of ESCs [21, 22]. Protein home-
ostasis is a complex network of integrated and com-
peting pathways that maintain the cellular proteome 
stability [23]. This network regulates all the cellular 
processes involved in the life cycle of proteins, includ-
ing their synthesis, folding, transport, interactions, and 
degradation. Disruptions in protein homeostasis lead 
to the accumulation of damaged proteins that, in turn, 
negatively affect the immortality and self-renewal 
ability of ESCs [20]. Therefore, ESCs should obvious-
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ly have a finely regulated mechanism for maintaining 
protein homeostasis. For example, ESCs are known to 
be extremely sensitive to changes in the transcription 
and degradation/folding of proteins [24, 25]. Some re-
searchers argue that the loss of protein homeostasis 
regulation is a distinctive feature of aging; therefore, 
the investigation of ESCs advances our understand-
ing of such a phenomenon as the age-related decrease 
in the proteome integrity [26, 27]. Due to there is some 
similarity between ESCs and transformed cells, a clear 
understanding of the protein homeostasis of ESCs may 
also contribute to cancer research [27].

One of the important and open questions is the gen-
eration of induced pluripotent stem cells (iPSCs) during 
somatic reprogramming [28, 29]. The opportunity to de-
rive iPSCs from mouse fibroblasts by means of forced 
expression of key transcription factors, such as Oct4, 
Sox2, Klf4, and c-Myc, has substantially contributed to 
our understanding of the molecular mechanisms of cel-
lular reprogramming and has opened new approaches 
to alternative studies that could not be implemented 
using model animals for a number of reasons [28, 29]. 
iPSCs have a morphology, proliferative capacity, and 
a set of endogenous pluripotency markers similar to 
those of ESCs and can differentiate in vivo and in vitro 
[30–32]. Currently, the most efficiency in reprogram-
ming is achieved via viral delivery of reprogramming 
factors [28, 33–37]. Further progress in the application 
of this technology in research and/or medicine will de-
pend on the opportunity to generate iPSCs in the ab-
sence of genomic modifications. Some researchers have 
already achieved some progress in solving this problem; 
for example, reprogramming with episomal vectors 
such as adenoviruses, transposons, purified proteins, 
modified RNAs, microRNAs, etc. has been demonstrat-
ed [34]. Despite the undoubted progress achieved in the 
generation of iPSCs, knowledge and technology are still 
needed in order to improve efficiency and make the re-
programming process safer and more predictable.

THE UBIQUITIN-PROTEASOME SYSTEM
The ubiquitin-proteasome system (UPS) is a key par-
ticipant in the maintenance of protein homeostasis. The 
UPS is a proteolytic apparatus of the eukaryotic cell 
which regulates the major cellular processes such as 
the cell cycle, signal transduction, transcription, trans-
lation, oxidative stress, immune response, and apopto-
sis [38, 39]. The UPS functions through post-transla-
tional modifications that occur via covalent attachment 
of ubiquitin, which is mediated by the ATP-dependent 
cascade of ubiquitin-activating enzymes (E1), ubiq-
uitin-conjugating enzymes (E2), and ubiquitin ligases 
(E3) (Fig. 1A) [40, 41]. A single E1 enzyme can interact 
with a whole variety of E2 enzymes, and subsequent 

combinations between E2 and E3 provide substrate 
specificity and the regulation of downstream process-
es. Monoubiquitination is a label for signal transmis-
sion and endocytosis, while polyubiquitination leads to 
ATP-dependent protein degradation in the proteas-
ome [42, 43]. The UPS is involved in the maintenance 
of protein homeostasis both during the cell life and in 
cell death; it plays an important role in both healthy 
and sick cells: e.g., in neurodegenerative diseases 
(Alzheimer’s disease), cardiac dysfunctions (transient 
ischemic attack), or autoimmune diseases (Sjogren’s 
syndrome) [44]. An important component of the UPS 
is a multisubunit proteolytic complex, the proteasome 
(Fig. 1B). The 20S proteasome core particle is a hollow 
barrel-shaped protein complex consisting of four rings, 
each containing seven α- or β- (7α, 7β, 7β, 7α) subu-
nits (SUs). In eukaryotic cells, only three β-SUs have 
an N-terminal active-site threonine (Thr1) [45]: the 
SU β1/PSMB6 has a caspase-like activity; the SU β2/
PSMB7 has a trypsin-like activity; the SU β5/PSMB5 
has a chymotrypsin-like activity [39, 41, 46]. The 20S 
core particle can interact with one or two 19S regula-
tory particles, forming a 26S or 30S proteasome (Fig. 
2) [39]. The 19S regulatory complex is composed of a 
“base” and a “lid” subcomplexes and contains at least 
18 SUs, 13 of which are ATP-independent (Rpn) SUs, 
and the remaining six are AAA-ATPase (Rpt) SUs [47]. 
The main role of the 19S lid is to recognize polyubiq-
uitinated protein substrates using SUs Rpn10/PSMD4 
and Rpn13/ADRM1 and to detach the ubiquitin mol-
ecules from them. The 19S base ensures protein un-
folding, opening of the gate formed by the α-ring, and 
protein translocation into the catalytic cavity of the 
20S proteasome [39, 47, 48]. The 20S proteasome can 
catalyze the degradation of proteins independent of 
ATP; however, like the 26S proteasome, it can interact 
with polyubiquitinated proteins, but the mechanisms 
of this process have not yet been explored [49]. The 
20S particle can be activated not only by 19S particles, 
but also by another regulator, PA200 (Fig. 2) [50]. This 
protein also binds to the 20S proteasome, but PA200 
functions and regulatory mechanisms are poorly un-
derstood. This protein is known to be mainly localized 
in the nucleus and able to increase proteasomal pro-
duction of shorter peptides and to ensure degradation 
of oxidant-damaged proteins during cell adaptation to 
oxidative stress. In addition, PA200 expression increas-
es in response to ionizing radiation [50]. There is an-
other regulator of the proteasome activity, PA28 (Fig. 
2), which is a heterohexameric or heteroheptamer-
ic complex consisting of three SUs PA28α and three 
SUs PA28β-PA28α3β3, or PA28α3β4, or PA28α4β3 
[51]. The SU PA28 C-termini by themselves bind to the 
α-rings of 20S proteasome in the intersubunit pocket 
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and, thereby, control and stabilize the open-gate con-
formation in the 20S proteasome, especially during the 
immune response [39, 52]. Under inflammatory condi-
tions, the constitutive SUs β1/PSMB6, β2/PSMB7, and 
β5/PSMB5 are replaced by three inducible catalytic 
SUs β1i/PSMB9, β2i/PSMB10, and β5i/PSMB8. In this 
case, the proteasome is called an immunoproteasome 
(IP) (Fig. 2). A replacement of catalytically active SUs 
changes the proteasome cleavage specificity, increasing 
the efficiency of epitope formation for the major his-
tocompatibility complex I (MHC I) [53–56]. Variations 
within the epitopes generated by IPs are caused by 
cleavage of proteins after basic and hydrophobic amino 
acid residues (trypsin- and chymotrypsin-like activi-
ties), whereas cleavage after acidic amino acid residues 
(caspase-like activity), according to some sources, is 
absent [49]. The first screening of transcriptionally ac-
tive genes in human ESCs (hESCs) revealed about 900 
of the most active genes, including the gene of induci-

ble proteasomal SU β5i/PSMB8 [57]. Later, other UPS 
genes were found in the transcriptome hESC profile, 
which confirms the hypothesis on the role of UPS and 
protein homeostasis in maintaining ESC pluripotency 
[58, 59].

PROTEASOMES IN MOUSE EMBRYONIC STEM CELLS
As mentioned above, pluripotent cells are capable of 
generating all cell types present in the body, which 
suggests the existence of rigid control over self-re-
newal and pluripotency. This program includes tran-
scription factors, signaling pathways, and microRNAs 
closely interacting with a system of regulatory proteins 
and other specific proteins involved in the chromatin 
structure formation. This interaction forms a unique 
state of chromatin in pluripotent cells [60]. It is note-
worthy that inhibition of the proteasome proteolytic 
activity or knockdown of certain proteasomal SUs in 
mouse ESCs (mESCs) lead to the activation of normal-
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ly inactive cryptic (“hidden”) promoters [61]. The 19S 
complex was also shown to regulate gene expression 
irrespective of proteasome proteolytic activity. For ex-
ample, the lid SU Rpn12/PSMD8 in mESCs controls 
the assembly of a transcription preinitiation complex 
but only in the presence of the base SU Rpt3/PSMC4 
[61]. Thus, the proteasome acts as a transcriptional re-
pressor in mESCs, preventing aberrant transcription 
initiation, which in turn might lead to a spontaneous 
exit from the pluripotency state.

The UPS actively participates in the regulation of 
the level and (or) functioning of various regulatory 
proteins in mammalian stem and germ cells, especially 
those proteins that are involved not only in transcrip-
tion regulation, but also in the activity of signalling 
pathways [22]. A rapid modulation of the lifetime of 
these factors allows stem cells to respond to incoming 

signals from the environment, in response to which the 
cells either retain their pluripotency properties or ini-
tiate the differentiation program. The UPS is involved 
in the regulation of various signaling pathways: LIF/
JAK/STAT3, Nodal/TGFβ/activin, Wnt/β-catenin, 
Notch, and BMP. The UPS is also involved in the regu-
lation of the activity of transcription factors, such as 
Rel and GATA family proteins, in various stem and 
progenitor cells [62–66]. It is noteworthy that all these 
signaling cascades are involved in the regulation of cel-
lular pluripotency.

Proteins damaged by active oxygen forms and accu-
mulated in mESCs have been noted to be ubiquitinated 
and, hence, should be further subjected to proteasome 
degradation [67, 68]. However, the 20S proteasome 
turns out to reduce a number of oxidant-damaged pro-
teins through the ATP- and ubiquitin-independent 
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proteasome

PA200 protea-
some

PA28 α/β hybrid 
proteasome

i20S proteasome i26S proteasome PA28 α/β  
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proteasome

PA28 α/β  
proteasome

Fig. 2. Proteasome diversity in mammalian cells. A catalytically active 20S proteasome consists of four protein rings; 
each ring is composed of 7 α- (dark blue) or β-subunits (7α, 7β, 7β, 7α, red). Under specific conditions, the consitutive 
subunits β1, β2, and β5 are replaced with the inducible subunits β1i, β2i, and β5i (light grey), which leads to the forma-
tion of immunoproteasome  (i20S). The 20S proteasome can interact with one or two 19S regulatory particles (purple 
and green), forming the 26S or 30S proteasome, respectively; the interaction with the PA200 (blue) and PA28 regula-
tory particles (yellow and orange) results in hybrid proteasomes. The immunoproteasome can also bind to the 19S and 
PA28 regulators, forming hybrid ptoteasomes with different activities and specificities.
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pathways [67]. Not only 20S proteasomes, but also IPs 
have also been found to be involved in the degradation 
of oxidant-damaged proteins [69], which suggests in-
creased expression of inducible SUs and PA28 complex 
proteins in mESCs. However, increased levels of β5i/
PSMB8 and PA28α/β proteins are observed only dur-
ing the differentiation of mESCs [52]. Interestingly, in 
somatic mouse cells, such as skin fibroblasts, embry-
onic fibroblasts (MEFs), liver and brain cells, the level 
of oxidant-damaged proteins depends on the activity 
of IPs and hybrid PA28 proteasomes [69–71]. All these 
facts prove that IPs and the PA28 regulator play an 
important role in the degradation of oxidant-damaged 
proteins in somatic cells and in the differentiation of 
mESCs, but not in the pluripotent cells themselves.

The opportunity to generate iPSCs raised another 
important issue about the role of UPS in reprogram-
ming and pluripotency induction. The pluripotency 
factors Oct4, Sox2, Nanog, and c-Myc, as well as Dax1, 

Rex1, Dnmt3l, and Msh6, have been shown to be ubiq-
uitinated [21, 72]. Furthermore, inhibition of the pro-
teasome activity by the reversible MG132 inhibitor 
causes a strong decrease in the efficiency of MEF re-
programming (our unpublished data), up to complete 
inhibition [21]. It is important to bear in mind that not 
only ubiquitination, but also phosphorylation play an 
important role in the maintenance of self-renewal 
and pluripotency by mESCs. For example, among the 
identified phosphorylated and ubiquitinated proteins 
(more than 280), many of them are somehow related 
to pluripotency [21]. The UPS is known to be involved 
in cell cycle regulation [73]. For example, ubiquitin li-
gase Fbw7/Fbxw7 can promote the degradation of im-
portant cell's regulators, such as c-Myc, c-Jun, cyclin-
E, and Notch [74]. Interestingly, despite the fact that 
there is a similar level of this protein in mESCs and 
fibroblasts, expression of Fbw7 increases, and expres-
sion of c-Myc decreases during mESC differentiation. 
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Fig. 3. The ubiquitin-proteasome system (UPS) in mouse and human pluripotent stem cells, as well as during differentia-
tion and pluripotency induction. Summary of the most signifciant observations regarding the role of the UPS in specified 
cell types and processes. References are given in square brackets.
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In addition, knockdown of Fbw7 in mESCs causes in-
creased expression of c-Myc, Oct4, Nanog, and Sox2 
in the early differentiation stages, while inhibition of 
Fbxw7 expression during reprogramming increases the 
efficiency of iPSC generation [21]. Not only ubiquitin li-
gases E3, but also SUs of the 19S regulator are involved 
in pluripotency regulation. The deubiquitinating pro-
tein Rpn11/PSMD14 of this regulator is the key factor 
in maintaining pluripotency. For example, expression 
of Rpn11/PSMD14 decreases during the differentia-
tion of mESCs, and knockdown of this SU in MEFs in-
hibits their reprogramming into iPSCs [21]. Interest-
ingly, overexpression of Rpn11/PSMD14 in mESCs has 
prevented differentiation, maintaining the cells in the 
pluripotency state. According to our data, increased ex-
pression of the inducible proteasome SUs β5i/PSMB8 
and β1i/PSMB9 occurs during reprogramming, and 
inhibition of the SU β5i/PSMB8 activity reduces the 
efficiency in iPSC generation (our unpublished data), 
which indicates the involvement of IPs in reprogram-
ming.

PROTEASOMES IN HUMAN EMBRYONIC CELLS
A microarray analysis of the transcriptome in the case 
of Oct4 knockdown in H1 hESCs revealed a significant 
change in the expression levels of 18 genes related to 
the UPS [75]. Inhibition of the proteasome activity in 
hESCs is known to lead to various consequences. For 
example, the reversible proteasome inhibitor MG132 
affects only pluripotent stem cells, not somatic cells 
[24, 58, 76]. Different periods (from 20 min to 10 h) of 
treating with high proteasome inhibitor concentrations 
(20 μM MG132 and 10 μM lactacystin) failed to alter 
either the viability of cells or their morphology [24, 61]. 
Interestingly, the presence of the MG132 proteasome 
inhibitor, even at low doses, completely inhibited the 
reprogramming of MEFs into iPSCs [21] and reduced 
colony formation during the reprogramming of human 
fibroblasts, with expression of the Oct4 and Nanog 
genes being increased [77]. Inhibition of proteasome 
activity in pluripotent cells resulted in the suppression 
of the expression of pluripotency genes, such as Oct4, 
Nanog, c-Myc, Sox2, SSEA-3, Tra-1-81, and Tra-1-60, 
which led to the loss of self-renewal, with simultaneous 
activation of the expression of differentiation genes, 
such as FGF5 and GATA4 [24, 58, 76].

Like the mouse lid SU RPN11/PSMD14, anoth-
er lid SU Rpn6/PSMD11 plays an important role in 
hESCs. This SU stabilizes the entire 26S proteasome 
complex, increasing the affinity of the 19S regulator 
to the 20S particle through an interaction with the 
SU α2/PSMA2 [24]. The Rpn6/PSMD11 expression 
level is high in hESCs and iPSCs, but it decreases dur-
ing the differentiation of hESCs into nerve progenitor 

cells and mature neurons [24]. The observed decrease 
in the Rpn6/PSMD11 expression is accompanied by a 
decrease in the activity of the whole proteasome and 
leads to a reduced number of assembled proteasome 
complexes and, consequently, to the accumulation of 
ubiquitinated proteins in the cell. This observation, 
again, proves the role of the proteasome in maintaining 
protein homeostasis in pluripotent cells. The analysis 
of synthesized and functionally active proteasomes in 
hESCs and in comparison with nerve progenitor cells, 
mature neurons, fibroblasts, and hippocampal astro-
cytes showed the presence of a larger amount of 26S 
proteasomes with two 19S particles (30S proteasomes), 
while the amount of free 20S particles was smaller [24]. 
These structural rearrangements of proteasomes cause 
a decrease in the proteasome activity in both hESC 
derived cells (e.g., trophoblast) and somatic cells (e.g., 
fibroblasts and HEK293T cells). However, the UPS is 
known to play an important role in neurons, especially 
in the transmission of the nerve impulse [78]; so, there 
is still no clear explanation as to why the proteasome 
activity in neurons is much lower than that in hESCs.

In contrast to mESCs [52, 67], human pluripotent 
stem cells contain a smaller amount of oxidatively 
modified proteins, which is revealed when compared 
with human neonatal fibroblasts, as well as hESC and 
iPSC derivatives [79]. An increase in the number of 
free 20S particles during the neuronal differentiation 
of hESCs raises the question of whether the regulatory 
PA28 particle participates in this process, as it occurs in 
the mouse [52]. Probably, PA28 interacts with the 20S 
proteasome, thereby regulating its proteolytic activity. 
However, the emergence of the PA28 complex should 
be accompanied by the emergence of inducible SUs 
and, therefore, by the formation of IPs [69, 70]. Initially, 
the IP function was thought to be associated with an-
tigen processing, protein homeostasis, and a response 
to oxidative stress [49, 70, 71]. Investigation of the role 
of IPs in maintaining hESC pluripotency demonstrated 
an inhibition of the proteasome chymotrypsin-like ac-
tivity during the differentiation of these cells [76]. In 
contrast, this type of proteasome peptidase activity in-
creases during mESC differentiation [52]. This activity 
is implemented by three SUs: β5/PSMB5, β1i/PSMB9, 
and β5i/PSMB8 [56, 80, 81]. During differentiation, the 
gene expression level of the constitutive proteasome 
SUs β1/PSMB6 and β2/PSMB7 decreases but the β5/
PSMB5 protein level remains unchanged. Despite the 
uncovered changes in the expression of these genes, 
there is no change at the protein level; at the same time, 
the expression of the inducible SUs β1i/PSMB9 and 
β5i/PSMB8 decreases both at the mRNA and protein 
levels [76]. These data explain the observed decrease 
in proteasome chymotrypsin-like activity during dif-
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ferentiation; however, it remains unclear if the mainte-
nance of pluripotency is mediated by the participation 
of IPs. On the other hand, the use of the IP-specific in-
hibitors UK101 (β1i/PSMB9) and PK957 (β5i/PSMB8) 
activates the expression of differentiation markers and 
loss of hESC pluripotency [76], which indicates the role 
of IPs in the maintenance of pluripotency.

CONCLUSION
The UPS affects the appearance and maintenance of 
pluripotency, as well as the loss of this state both hu-
man and mouse cells (Fig. 3). Proteasomes and the 
PA28 regulator participate in the degradation of most 
oxidant-damaged proteins during differentiation [52, 
67], regulate the cell cycle of ESCs via E3 ligases and 
deubiquitinases [21], and modulate the pluripotency 
state through ubiquitination of the key pluripotency 
transcription factors, such as Oct4, Nanog, and c-Myc 
[21, 52]. Inhibition of proteasome activity leads to neg-
ative regulation of pluripotency factors and activation 
of the factors associated with cell differentiation [24, 
58, 76]. In addition, IPs are also actively involved in the 
maintenance of protein homeostasis, cell proliferation, 
and differentiation, which indicates that these proteo-
lytic complexes play an important role beyond the im-
mune response [52, 58, 76]. Nowadays, the role of IPs 
in the maintenance of pluripotency and self-renewal 
in ESCs and iPSCs remains unclear. Further research 
should clarify the role of these proteolytic complexes 
in the induction, maintenance, and loss of pluripotency. 
There are also a lot of questions about the role of UPS 
in processes such as reprogramming and trans-differ-
entiation, the answers to which will enable great pro-
gress in the applied fields of medicine, including regen-

erative medicine, substitutive cell therapy, and drug 
screening [29].

The strong issue today is how to increase obtain ef-
ficiency of human naive pluripotent stem cells. Some 
success has been achieved in this direction [82, 83]; 
however, it remains unknown how regulation of the 
UPS changes, and whether the activities of the pro-
teasome and IP change in this process. The signifi-
cance of the UPS is related to the rapid modification of 
cell cycle proteins, the regulation of transcription and 
translation, and the control of the degradation of dam-
aged modified proteins to maintain the proliferative 
potential and protein homeostasis of pluripotent cells; 
however, a large number of the functions of the UPS in 
these cells remains unexplored.

ESCs and iPSCs have the unique capability of self-re-
newal and are pluripotent; i.e., they are able to differen-
tiate into all cell types of three germ layers: mesoderm, 
endoderm, and ectoderm [2]. Mouse ESCs and iPSCs 
maintain pluripotency through the gene regulatory net-
work that is based on the LIF and Wnt signaling path-
ways [62], while hESCs depend on the FGF and TGFβ/
Nodal/Activin signaling pathways [63]. Nowadays, the 
UPS is well known to be related to these signaling path-
ways [64–66, 84]; therefore, the discovery of new in-
tersection nodes and mechanisms for the regulation of 
these pathways in the context of the UPS and pluripo-
tent stem cells is an incredibly important and attractive 
prospect in biology and medicine.
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A BIG PROBLEM FROM A SIMPLE THING CALLED “FLU” 
The isolation of the human influenza virus was first re-
ported by W. Smith, C.H. Andrewes, P.P. Laidlaw from 
the National Institute for Medical Research in England 
in 1933 [1, 2]. Two years before their report, in 1931 
Richard E. Shope from the USA isolated a swine influ-
enza virus [3, 4]. A considerable body of data regarding 
the structural and functional properties of influenza 
viruses, disease pathogenesis, adaptive and innate im-
mune responses has been accumulated over the past 85 
years. The human influenza virus has emerged as one 
of the primary public health threats due to its wide in-
cidence and ability to cause a severe respiratory illness. 
Human influenza can lead to epidemics and pandemics, 
accompanied by high mortality rates and significant 
economic losses, because the influenza A virus exhibits 
rapid evolutionary dynamics and fast adaptation to hu-
man hosts that possess a general, non-specific immune 
system and vary in the levels of acquired immunity. 
Human influenza virus strains carry specific phenotyp-
ic characteristics that affect the disease process: i) the 
ability to attach to and infect the epithelium of the up-
per airway passages (receptor-binding activity), ii) the 
ability to escape the immune response, and iii) the abil-
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ity to produce infectious virus progeny. The former two 
properties are mainly a factor of viral surface proteins, 
whereas input to the latter characteristic comes from 
the entire viral proteins. The virus undergoes pheno-
typic changes arising from genetic changes. 

Following an infection, the virus particles are ex-
posed to two types of immune response. The humoral 
immunity, mediated by neutralizing antibodies to the 
surface proteins hemagglutinin (HA) and neuramini-
dase (NA), plays an essential role in the host defense. 
Anti-HA antibodies bind to the virus and prevent vi-
rus infection [5]. NA-targeted antibodies show a poorer 
neutralizing capacity, but they can slow the spread 
of the disease by blocking virus release from infected 
cells [6]. An influenza infection is primarily countered 
by antibodies to surface glycoproteins; however, the 
conserved proteins M and NP contained in the virion 
also elicit antibodies, but without neutralizing activity 
[7]. The cellular immune response promotes the apop-
tosis of the infected cells through virus-specific cyto-
toxic T-lymphocytes. These T-cells recognize antigenic 
epitopes of the viral internal proteins (matrix protein 
(М1) and the nucleoprotein (NP)) coupled with MHC 
molecules [8].

ABSTRACT The influenza A virus remains one of the most common and dangerous human health concerns due to 
its rapid evolutionary dynamics. Since the evolutionary changes of influenza A viruses can be traced in real time, 
the last decade has seen a surge in research on influenza A viruses due to an increase in experimental data (se-
lection of escape mutants followed by examination of their phenotypic characteristics and generation of viruses 
with desired mutations using reverse genetics). Moreover, the advances in our understanding are also attributa-
ble to the development of new computational methods based on a phylogenetic analysis of influenza virus strains 
and mathematical (integro-differential equations, statistical methods, probability-theory-based methods) and 
simulation modeling. Continuously evolving highly pathogenic influenza A viruses are a serious health concern 
which necessitates a coupling of theoretical and experimental approaches to predict the evolutionary trends of 
the influenza A virus, with a focus on the H5 subtype. 
KEYWORDS Influenza A virus, phylogenetic trees, escape mutants, computational tools, computational modeling, 
phenotypic characteristics,  reverse genetics.
ABBREVIATIONS HA – hemagglutinin of influenza virus, NA – neuraminidase of influenza virus, WHO – World 
Health Organization, MHC – major histocompatibility complex, H1–H18 – subtypes of hemagglutinin of influ-
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The influenza virus can escape recognition by the 
host immunity due to antigenic drift [9], which is the 
gradual accumulation of point mutations, eventually 
resulting in a virus with new antigenic properties. This 
is the reason why the antibodies created against the 
previous virus no longer recognize the newly emerged 
virus. Point mutations in the antigenic epitopes of in-
ternal proteins also contribute to the evasion of the cel-
lular immune response [8]. The other type of change is 
called antigenic shift – the mechanism by which seg-
ments reassort to give rise to a virus with a pandemic 
phenotype [10]. The genome of the influenza virus con-
sists of several segments, each of which behaves as an 
independent replication unit. This feature allows dif-
ferent influenza virus strains to combine and undergo 
genetic reassortment, which results in the emergence 
of reassortants. If two influenza A virus strains (avian 
and human) infect the same cell, packaging of seg-
ments from the two parental strains into one virion can 
occur, leading to the production of a hybrid progeny .

The role of other mechanisms in driving viral evolu-
tion, such as the emergence of defect particles [11] and 
intermolecular recombination, remains unclear. Al-
though negative-strand RNA viruses with segmented 
genomes, to which the influenza virus belongs, rarely 
recombine, there is evidence that demonstrates the 
presence of cellular mRNA sequences in the HA gene. 
This propensity of the virus permits repeated infection 
cycles in trypsin-free cell cultures, which correlates 
with high virulence [12]. It is likely that similar mecha-
nisms are behind the fast genetic changes seen in the 
repertoire of influenza A virus strains.

THE VARIETY OF INFLUENZA A VIRUS STRAINS 
IN NATURE AND THEIR EVOLUTION 
The influenza A virus strains found in animal and avian 
wildlife populations and recovered from humans ex-
hibit a considerable degree of variation in their sur-
face glycoproteins HA and NA. There are 18 known 
HA subtypes (Н1–Н18) and 11 known NA subtypes 
(N1–N11) [13]. Precursors to future pandemics could 
be viruses carrying the HA subtypes Н1, Н2, Н3, Н5, 
Н6, Н7, Н9, Н10, and NA subtypes N1, N2, N3, N8 that 
have been known to cause outbreaks or sporadic hu-
man infections. The most severe influenza pandemic 
ever recorded was the Spanish flu outbreak in 1918 
that claimed from 50 to 100 million lives. This makes it 
extremely important to have models in place to predict 
such future disasters.

Seasonal epidemics are readily preventable with 
WHO recommended vaccines. But as a result of the fast 
evolution of a virus, the composition of such vaccines 
should be updated almost every year.  Gaining insights 
into viral phylodynamics would play a crucial role in 

forecasting which viral subtypes are likely to affect the 
human population (epidemic or pandemic) and formu-
lating a vaccine against the new strain.

Since an influenza virus evolution can be traced in 
real time, the field has seen an exciting flurry of meth-
odological developments and experimental findings in 
the past decade.

THEORETICAL MODELS TO PREDICT THE 
EVOLUTIONARY DYNAMICS OF THE INFLUENZA A VIRUS 
Here, we will review the approaches that, in our opin-
ion, are very promising for predicting the evolutionary 
dynamics of the influenza A virus. Such approaches 
involve the construction of phylogenetic trees based 
on the alignment of viral sequences and mathemati-
cal modeling (integro-differential equations, statistics, 
probability tests, simulation modeling) [14, 15]. 

Phylogenetic trees show the evolutionary relation-
ship among different species or distant species shar-
ing a common ancestor. The inference of such dendro-
grams includes the following steps: 1) a search for a 
cognate nucleotide and amino acid sequences; 2) mul-
tiple alignment; 3) construction of a phylogenetic tree 
using an algorithm of choice (for example, maximum 
likelihood, bootstrap analysis, matrix method, maxi-
mum parsimony); and finally 4) viewing and editing the 
tree structure. Currently, there are open access soft-
ware and resources available online for a phylogenetic 
analysis of influenza A virus sequences [16].

One of the approaches mentioned above was used to 
examine the positive effect of a coordinated evolution 
on the influenza A virus fitness [17, 18]. The phenom-
enon when a mutation in one gene facilitates a muta-
tion in another gene is called epistasis. The use of NA 
and HA amino acid sequences (H3N2 and H1N1 sub-
types) retrieved from NCBI’s Influenza Virus Resource 
[19] to develop a statistical technique allows one to de-
tect the potential pairs of sites involved in inter-gene 
epistasis. This approach uses the bootstrap algorithm. 
The approach is based on the identification of epistatic 
mutations in pairs of leading and trailing sites and the 
estimation of the distances between them in the tree. 
If the calculated distances are dramatically lower than 
the average distances, the mutations are considered 
epistatic according to the hypothesis that a mutation in 
one gene facilitates a mutation in another gene. Howev-
er, these assumptions are not taken into account when 
it comes to the formulation of a vaccine, which could be 
very useful. 

The other approach to influenza forecasting is the 
identification of clades (a population unit that is more 
than a single strain) in the phylogenic tree, which can 
show boom or bust dynamics of fitness in the subse-
quent season. A H3 subtype fitness model has been 
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developed to predict influenza evolution trends on an 
annual basis [20]. Fitness outputs inform the choice of 
vaccines against seasonal influenza. The concentration 
(frequency) of the fitness strain is defined as the ratio 
of hosts infected with this strain to the whole popula-
tion of hosts diagnosed with influenza. Depending on 
the season, the clade frequency is expressed as the sum 
of all frequency trajectories of seasonal strains from a 
given clade. The fitness (evolution rate) is a parameter 
that could increase or decrease the frequency of strains 
that descend from recent common ancestors next sea-
son [14]. A phylogenetic tree is built using maximum 
likelihood.

A predictive fitness model for influenza A based on 
the above-mentioned tools requires a database which 
contains the most up-to-date and comprehensive col-
lection of the nucleotide sequences of seasonal influ-
enza viruses.

 For a phylogenetic tree to reflect the true phyloge-
netic relationships, the input data should be thorough-
ly evaluated and meet the stringent inclusion criteria 
(availability of full genome sequences of influenza A 
viruses, geographical mapping and so on) that contrib-
ute to a more accurate estimation of actual evolution-
ary relationships. 

A good strategy for validating a phylogenetic tree 
and the inclusion criteria is to compare escape mutants, 
derived from a certain parental strain, and other cog-
nate sequence clusters, with a tree rooted in a com-
mon ancestor. Escape mutants are viral mutants with 
the ability to escape neutralization by a monoclonal 
antibody. If escape mutants are represented in a den-
drogram, they should cluster along with the parental 
strain. If the strains fall into different clusters, that 
could be explained either by an error in the data set of 
sequences or tree inference algorithms.

EXPERIMENTAL MODELS TO PREDICT 
INFLUENZA A EVOLUTION 
Like mathematical models, experimental models also 
utilize the nucleotide sequences of seasonal influenza 
A viruses deposited in databases. Importantly, exper-
imental work generates new data sets containing the 
sequences of escape mutants. The common technique 
to experimentally produce HA escape mutants was re-
ported as far back as 1980 [21]. Following the selection 
of escape mutants, the three-dimensional structures 
of a protein and the corresponding gene sequences are 
combined to map the epitopes (or single amino acid res-
idues) recognized by the neutralizing antibodies. Escape 
mutant epitopes are spread non-randomly throughout 
the 3D structure (protrusions, loops, pockets).

Antigenic epitopes targeted by antibodies were first 
discovered in a 3D structure of the H3 hemagglutinin 

protein. For 20 years (from 1981 to 2001), it remained 
the only subtype whose 3D hemagglutinin protein 
structure was resolved by an X-ray analysis [22, 23]. 
Among the well-studied antibody interaction sites of 
escape mutants are such putative pandemic subtypes 
as Н1 [24–26], Н2 [26, 27], Н3 [26, 28], Н5 [26, 29–31] 
and Н9 [26, 32]. There is scarce information on Н7 sub-
types [33], and no information on Н6 and Н10. 

Due to fast evolutionary rates, the antibody inter-
action sites of the HA molecule of escape mutants are 
constantly evolving, generating newer viruses. This 
fact prompts research not only into poorly studied 
or completely uncharacterized subtypes (Н6, Н7 and 
Н10), but also aims at further understanding the HA 
interaction characteristics of newly emerged viruses 
evolving from well-studied subtypes (Н1, Н2, Н3, Н5, 
Н9). This thus becomes a top priority when a human 
pandemic caused by a new influenza subtype occurs.

The forecasting of a influenza A evolution builds 
upon the variation dynamics of both surface glycopro-
teins hemagglutinin and neuraminidase. Importantly, 
the coordinated evolution of the two proteins shapes 
the epidemiological profile of seasonal influenza strains. 
Our understanding of this relationship induced stud-
ies of hemagglutinin and neuraminidase proteins using 
escape mutants nearly at the same time.

ADDITIONAL EXPERIMENTAL MODELS AIMED 
AT PREDICTING INFLUENZA A EVOLUTION 
The ability to predict the subtype that will cause the 
next influenza is not limited to the identification of 
interaction sites on surface proteins (such as hemag-
glutinin and neuraminidase), which are responsible for 
antibody production. 

It is important to monitor the wild-type strains of 
the influenza A virus reported in the past to identify 
the emergence of a virus produced under laboratory 
conditions. It has been demonstrated that not all escape 
mutations generated in the laboratory can occur in the 
influenza A virus under natural conditions. This dis-
crepancy may be explained by the phenotypic effects 
triggered by mutations, necessitating a laboratory ex-
amination of such phenotypic characteristics of escape 
mutations as virulence, the ability to bind to cellular re-
ceptors (in avian and human hosts), replicative activity, 
virus yield at different temperatures, and finally resis-
tance to environmental factors (temperature, pH). 

For example, studies looking into the effect of ami-
no acid substitutions in the HA protein on phenotypic 
change showed that the escape mutants of such pu-
tatively pandemic subtypes as Н5 and Н9 exhibit dif-
ferent variation patterns. H9 escape mutants do not 
vary much in phenotypic traits [34], whereas H5 es-
cape mutants are very sensitive to single amino acid 



REVIEWS

  VOL. 9  № 3 (34)  2017  | ACTA NATURAE | 51

substitutions in the HA protein sequence [35, 36]. The 
RNA genome of the H9 subtype influenza virus shows 
lower evolutionary rates as compared to Н5 subtypes 
in the wild. This fact is in agreement with experimen-
tal findings [34].

Overall, insights into the role of amino acid substitu-
tions in escape mutant phenotypes will help guide our 
choice of experimentally produced clones with a fitness 
advantage and predict the epidemiological behavior of 
selected strains in the environmental context. 

Not only mutations in surface glycoproteins, but 
also other capsid proteins could underlie the pheno-
typic variation in influenza virus A strains. Hence, to 
reliably confirm the association between the pheno-
type and a mutation in a protein (like hemagglutinin 
or other proteins), influenza viruses with the desired 
mutations should be prepared in vitro using reverse 
genetics and screened for phenotypic changes. Such an 
approach will thus support and narrow the diversity of 
predicted viruses. 

Forecasting evolutionary trajectories towards pan-
demic H5 subtypes requires careful attention to hot 
spot mutations in the HA molecules that could contrib-
ute to high pathogenicity. The hot spots are:

• the receptor-binding site responsible for the at-
tachment of the virus to the host cell surface;

• the sites involved in the binding to antibodies (an-
tigenic epitopes);

• the glycosylation sites playing a role in the HA 
maturation process; and 

• the proteolytic cleavage site of the hemagglutinin 
responsible for high pathogenicity.

This demonstrates the objective need for applying 
computer modeling and experimental findings to gain 
more in-depth knowledge of the evolutionary change 
in H5 influenza viruses in natural populations.

H5 subtype influenza viruses have been the focus of 
research since 1997, when this subtype was reported 
in humans [37]. The mortality rates caused by Н5 sub-
types of the influenza A virus hover around 53%, which 
is 5-fold higher than the notorious Spanish flu. There 
has been no report so far of human to human transmis-
sion for influenza viruses possessing H5 HA due to its 
high specificity to avian host cells [38]; however, upon 
conversion of H5 HA to an HA that could support effi-
cient viral transmission in human populations, the pan-
demic would be the deadliest in human history.

The phylogenetic analysis of H5 sequences is hin-
dered by incomplete sequence information in nucleo-
tide databases. H5 sequences of escape mutants could 
enrich such databases, though it’s worth bearing in 
mind that experimentally produced escape mutants 
will serve as an approximation to a true evolutionary 
relationship among the identified viruses. 

WHAT PREVENTS AVIAN H5N1 FROM CROSSING 
THE SPECIES BARRIER TO INFECT HUMANS? 
H5 viruses may acquire not only efficient transmission 
capability among humans, but also phenotypic fitness 
through mutations that may not take much time to oc-
cur.

Experimental studies [39, 40] have shown that a few 
mutations in HA of the currently circulating H5N1 are 
sufficient for the virus to become a pandemic human 
influenza virus that spreads through respiratory drop-
lets. These mutations (Fig. 1) are located at the recep-
tor binding site (N224K, Q226L are in red), in the stalk 
region (T318I is in green) in the HA trimer-interface 
(H107Y is in blue), and at the glycosylation site (N158D, 
T160A are in yellow). Zhang et al. predicted amino acid 
substitutions in the HA protein that contribute to H5N1 
transmissibility in mammals [41]. The positions at resi-
dues 186, 226, and 228 are located at the receptor bind-
ing site and at residue 160 at the glycosylation site. Two 
of these positions were predicted by computer model-
ing and further confirmed in field studies. Of note, the 
predicted positions reside in important regions of the 
HA molecule: the receptor binding site and the glyco-
sylation site. More importantly, the position at residue 
186 found in a laboratory-generated escape mutant 
is among those predicted computationally [36]. It was 
recently demonstrated that the HA molecule carries 
new (evolutionarily successful) positions, mutations 
at which confer fitness advantage and are coupled to 
changes toward a human-type receptor specificity of 
highly pathogenic H5N1 [42].

Overall, a comprehensive structural and functional 
evaluation of the receptor binding site, antigenic epi-
topes, the cleavage site, and the glycosylation site of 
various influenza A viruses would lay the groundwork 
for analyzing the evolutionary trajectories of circulat-
ing subtypes and offer new possibilities for predicting 
the natural emergence of new clones that are selected 
under laboratory conditions.

ADDITIONAL PARAMETERS TO CONSIDER 
WHEN PREDICTING AVIAN INFLUENZA 
EVOLUTIONARY PATTERNS 
The mammal-to-mammal transmissibility in highly 
pathogenic H5N1 is determined by not only HA chang-
es, but also mutations in the PB2 polymerase subunit, 
in particular, the cap-dependent endonuclease respon-
sible for the initiation of viral mRNA transcription 
and viral replicative ability [43]. It was recently shown 
that the genes of the polymerase subunit involved in 
the transmission to mammals contain mutations such 
as E192K, E627V, D701V, K702R on the PB2 subunit 
beside the substitution E627, (Fig. 2) and N105S on the 
РВ1 subunit [44]. The key residues that contribute to a 
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pandemic potential among mammals identified based 
on the phylogenetic analysis of the РВ2 gene [45] in-
clude the positions 590, 627, and 701. The two residues 
at positions 627 and 701 predicted as precursors to a 
pandemic were in agreement with experimental find-
ings [41].

Until recently, it was widely held that escape mu-
tations cluster in regions of influenza surface proteins 
with high mutability. Recent findings have demon-
strated that escape mutations may occur in conser-
vative regions of internal proteins like the nucleopro-
tein (NP). NP was initially shown to be conservative. 

However, using a panel of monoclonal and polyclonal 
antibodies, it was found that the NP gene is subject 
to genetic change. Selection of influenza A NP escape 
mutants is not possible, since the NP protein does not 
elicit neutralizing antibodies. In this case, site-specific 
mutagenesis followed by ELISA evaluation of a pro-
tein produced in a prokaryotic vector could be used. 
All identified antigenically important amino acids in 
the NP protein were shown to be mutable and spread 
throughout the sequence as judged by a 3D structure 
[45]. Reports recently appeared on the location and 
structure of the compact antigenic site in the head do-
main of the influenza A virus NP protein [46]. 

This fact indicates that studies of evolutionary dy-
namics should look into mutations in both surface and 
internal proteins.

CONCLUSIONS
The influenza A virus remains one of the most common 
and contagious human pathogens. It can cause epidem-
ics and pandemics associated with high mortality and 
economic losses. These epidemiological traits are attrib-
uted to the high evolutionary rates and adaptability of 
A viruses to human hosts that possess a general innate 
immune system and varying levels of acquired immu-
nity across individuals.

Since evolutionary dynamics can be tracked in real 
time, the influenza A research field has lately enjoyed 
a surge in experimental data (selection of escape mu-
tants followed by phenotypic characterization, genera-
tion of viruses with the desired mutations using reverse 
genetics) and the development of novel techniques 
providing insights into the phylogenetic relationships 
of influenza strains, as well as mathematical (integro-
differential equations, statistics, probability tests) and 
simulation modeling .

To ensure that the trees represent a true phyloge-
netic relationship among the viruses, input data should 
undergo quality control before being analyzed. The in-
clusion criteria are the availability of full genome se-
quences of influenza A viruses, geographical mapping 
and so on, which can make graphical representations 
more accurate. Escape mutants are a good option for 
validating tree-based models and, at the same time, 
verifying the selection criteria. In this case, all descend-
ing escape variants are compared against other viruses 
from different clades and the parental strain as an out 
group. 

Relating changes in the amino acid sequences to 
phenotype allows one to limit the repertoire of selected 
escape mutants with a competitive advantage and pre-
dict their epidemiological behavior in nature. Pheno-
type changes result from not only mutations in the HA 
gene, but also other viral genes. Hence, a solid confir-

Fig. 1. Positions of amino acids in the trimer H5 hemag-
glutinin protein, mutations at which contribute to the 
transmissibility of highly pathogenic H5N1 viruses among 
mammals [39, 40]
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mation of the correlation between the HA genotype (or 
any other gene) and the phenotype should come from 
reverse genetics, whereby viruses with the desired 
mutations are constructed and examined for pheno-
typic characteristics in biological systems. 

The phylogenetic analysis is impeded by incom-
plete data on the H5 sequences available in sequence 
repositories. To address this challenge, the H5 nucleo-
tide sequences of escape mutants need to be submitted 
to such databases. However, it should be kept in mind 

that experimentally generated escape variants will be 
used as an approximation to a real evolutionary rela-
tionship among the viruses found in nature. 

Both surface (HA and NA) and internal (NP, M1, M2, 
P) proteins are important when forecasting influenza A 
evolutionary patterns.

A combined use of state-of-the-art methods and the 
large body of experimental evidence should pave the 
way for more in-depth analyses of influenza A evolu-
tion.

Fig. 2. Positions of 
amino acids in the 
monomer PB2 pro-
tein, mutations at 
which contribute to 
the transmissibility 
of highly pathogenic 
H5N1 viruses among 
mammals [44]
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INTRODUCTION
The major current approaches to cancer therapy are 
based on a combination of chemotherapy and surgery. 
But, because of the lack of cancer specificity, they are 
often associated with a variety of severe side-effects 
and complications. For this reason, the design of high-
ly specific drugs, such as monoclonal antibodies, for a 
targeted inhibition of cancer cells appears to be a very 
promising direction [1].  A better understanding of 
tumor biology and tumor immunology affords us the 
opportunity to use apoptosis as a target for the future 
development of selective anticancer agents. Apopto-
sis is a natural physiological process that controls the 
number of cells in tissues and plays a key role in the 
elimination of damaged, unwanted, and diseased cells. 
However, the malignant transformation of cells often 
disrupts apoptosis pathways [2]. It is noteworthy that 
our growing understanding of the mechanisms that 
regulate programmed cell death has led to the emer-
gence of new agents capable of restarting apoptosis in 
malignant cells. A major proportion of current thera-
peutic agents capable of initiating apoptosis comprises 
low-molecular-weight compounds, the disadvantages 
of which are systemic complications [3].

A fundamentally different approach to anticancer 
therapy is the search for tumor necrosis factor recep-

tor superfamily (TNFRSF) agonists. So-called death 
receptors containing a death domain comprise a sep-
arate group of the superfamily. These include the tu-
mor necrosis factor receptor 1 (TNFR1), tumor necrosis 
factor receptor 6 (CD95, FasR, APO-1), death receptor 
4 (DR4), death receptor 5 (DR5), etc. Receptors DR4 
and DR5 are the most promising candidates for target-
ed therapy of tumor diseases, because their expression 
levels are significantly higher in cancer cells than in 
normal ones [4, 5]. Therefore, unlike chemotherapeutic 
agents, these receptors may potentially mediate selec-
tive killing of tumor cells.

In normal cells, the apoptotic mechanisms are regu-
lated by anti-apoptotic proteins: for example, the cel-
lular FLICE-like inhibitory protein (c-FLIP) suppresses 
caspase 8 activation, and Bcl-2 family proteins, forming 
part of a heterocomplex with caspases, and inhibit the 
apoptotic signal [6, 7].

THE STRUCTURE OF THE DEATH RECEPTORS 4 AND 5
DR4 and DR5 are type I transmembrane proteins con-
sisting of three (extracellular, transmembrane, and in-
tracellular) domains. The last domain comprises a ho-
mologous cytoplasmic sequence of the death domain. 
Furthermore, DR5 can exist as two isoforms, DR5 (L) 
and DR5 (S): the short form lacks 29 amino acid res-
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idues between the cysteine sequences and the trans-
membrane region, but this does not affect the function-
al activity of the receptor [8].

DR4 and DR5 receptors are found in cells of various 
human tissues, including thymus, liver, leukocytes, ac-
tivated T cells, and small intestine. They are also de-
tected in some tumor lines, such as Jurkat [9], Ramos 
[10], HeLa [11], Colo205 [12], etc. Identity of the death 
and cysteine-rich domains of DR4 and DR5 is 64% and 
66%, respectively [13].

The interaction between a receptor and a ligand 
(TRAIL/Apo2L) occurs first at the N-terminus of the 
extracellular domain, when the ligand binds to a first 
cysteine domain, the so-called pre-ligand assembly 
domain (PLAD) [14]. This sequence is not directly in-
volved in receptor oligomerization, but it stabilizes a 
ligand relative to the receptor [15]. Previously, ligand 
trimerization was determined to occur in the pres-
ence of a Zn+2 ion [16] that non-covalently binds to 
the cysteine-rich domains of TRAIL. Stabilization of 
TRAIL is accompanied by a conformational change in 
the monomeric receptor, followed by translocation of 
the receptor into membrane lipid rafts and the forma-

tion of its active trimeric form [17]. Then, an adaptor 
protein associates with the receptor through the ho-
motypic interaction between the adaptor’s death do-
main and the receptor’s death domain (DD-DD). Adap-
tor molecules include the Fas-associated DD (FADD) 
protein that interacts with a death domain of the Fas 
receptor and the TNFR1-associated DD (TRADD) pro-
tein that interacts with a death domain of the TNFR1 
receptor [18]. TRADD and FADD also comprise addi-
tional protein interaction modules called death effec-
tor domains (DEDs) [19]. They can associate with pro-
caspases 8/10 and the regulatory protein c-FLIP. The 
multiprotein complex formed between the death do-
main of the FADD receptor and caspases 8/10 is called 
the death-inducing signaling complex (DISC) [20] (Fig. 
1). After the formation of DISC, the apoptotic signal is 
transmitted to initiator caspases.

ACTIVATION OF APOPTOSIS
Apoptosis is a complex energy-consuming process in-
volving a cascade of molecular transformations. To 
date, two, mitochondrial and receptor-mediated, ap-
optotic pathways are known.

Fig. 1. Structures of death receptors. Death receptors and their ligands include: receptors DR4 (TNFRSF10A, 
TRAIL-R1), DR5 (TNFRSF10B, TRAIL-R2, Apo2), DcR1 (TRAILR3), and DcR2 (TRAILR4) and their ligand, TRAIL; the tu-
mor necrosis factor receptor (TNFR) and its ligand, the tumor necrosis factor (TNF); the Fas receptor (CD95, Apo1) and 
its ligand, FasL. Note: TRADD – the tumor necrosis factor receptor type 1-associated death domain protein; FADD – 
the Fas-associated death domain protein; DD – a death domain; DED – a death effector domain; RIP – a receptor-inter-
acting protein.
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After the DISC formation, the apoptotic signal is 
transmitted to initiator caspases. Caspases occur in the 
cell as inactive procaspases (32–56 kDa) that are mon-
omers consisting of a N-terminal domain, large (17–21 
kDa) and small (10–13 kDa) subunits, and short linking 
regions [21]. There are several theories of the caspase 
activation process. According to one of them, cluster-
ing of caspases at the DISC leads to their self-activa-
tion through autocatalytic processing. According to 
another theory, assembling of initiator caspases pro-
motes their dimerization, which results in cleavage of 
the N-terminal pro-domain and linking regions in each 
monomer, with the large and small subunits forming 
heterodimers [22]. High local concentrations of initiator 
procaspases induce their binding to the FADD domain. 

The substrate specificity of initiator caspases is lim-
ited by effector caspases and the pro-apoptotic Bid pro-
tein [23]. Activation of DISC-associated caspases 8/10 
promotes subsequent activation of the effector caspas-
es 3 and 7 exhibiting enzymatic activity. The effector 
caspase cleavage site is an Asp residue in a tetrapeptide 
motif [24, 25]. Activation of effector caspases triggers a 
variety of signaling pathways that control cell activity.

The mitochondrial apoptotic pathway is most often 
activated by intracellular factors in response to vari-
ous signals: DNA damage, formation of reactive oxygen 
species, accumulation of misfolded proteins, etc. This 
process is regulated by the proteins of the Bcl-2 fam-
ily. The family includes the Bid factor that is cleaved 
and activated by caspase 8 [26]. The activated form of 
Bid (tBid) causes permeabilization of the mitochondrial 
membrane, release of cytochrome c, and formation of 
the apoptosome that activates initiator caspase 9 [27]. 
This is a key moment in the development of intracellu-
lar apoptosis, which leads to the activation of effector 
caspases (Fig. 2).

Both the receptor-mediated and mitochondrial path-
ways lead to the activation of cytoplasmic DNA-de-
grading endonucleases and proteases that destroy in-
tracellular proteins. Caspases 3, 6, and 7 directly cleave 
cytokeratin and the cell membrane, which leads to the 
morphological changes seen in any apoptotic cell [28].

TRAIL
Like the tumor necrosis factor (TNF), TRAIL belongs to 
the tumor necrosis factor superfamily (TNFSF) and par-

Fig. 2. Apoptosis signal 
transduction pathways (re-
ceptor-mediated and mito-
chondrial pathways): recep-
tor-ligand interaction leads to 
DISC formation, which induces 
factors that activate apoptosis 
(caspase 8, caspase 3, etc.). 
The release of cytochrome c 
leads to apoptosome forma-
tion and activation of caspase 
9. Note: DISC – the death-in-
ducing signaling complex; Bid, 
Bad, Bcl-2, and Bac – Bcl2 
protein family; ICAD\CAD 
– caspase activated DNAse; 
Apaf-1 – the apoptotic 
protease activating factor 1; 
IAP and c-FLIP – apoptosis 
inhibitory proteins.
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ticipates in the regulation of vital biological functions in 
vertebrates [29]. Being a ligand of DR4 and DR5, TRAIL 
comprises two antiparallel beta-pleated sheets that form 
a beta-sandwich [30]. Containing the only cysteine res-
idue, TRAIL is capable of chelating zinc. Subunits in-
teract with each other in a head-to-tail fashion to form 
a homotrimer resembling a truncated pyramid [31]. 
TRAIL also contains a significant number of aromatic 
amino acid residues, eight of which are present on the 
surface of the inner sheet and provide a hydrophobic 
platform for interaction with neighboring subunits.

TRAIL, as the basis for developing therapeutic con-
structs, has several advantages over other apopto-
sis-inducing ligands. The main feature of TRAIL is the 
lack of cytotoxicity to normal cells, in contrast to a Fas 
ligand and TNF. Presumably, this is associated with the 
specificity of TRAIL to decoy the receptors DcR1 and 
DcR2 located on the surface of normal cells [32]. They 
inhibit apoptosis by competing with DR4 and DR5 for 
binding to TRAIL. Also, the DcR2 receptor can bind to 
DR4 to form a ligand-independent complex [33]. How-
ever, it remains unclear what else ensures the survival 
of normal cells, since decoy receptors are also found on 
tumor cells sensitive to TRAIL.

TUMOR CELL RESISTANCE TO TRAIL
There are various causes for the resistance to TRAIL. 
Many molecules that regulate the apoptotic signal gen-
eration can act as its inhibitors. These molecules in-
clude the FLIP protein, inhibitors of apoptosis proteins 
(IAPs), the transcription factor NF-kB, etc. [34].

Overexpression of anti-apoptotic proteins belonging 
to the Bcl-2 family may contribute to the development 
of resistance to TRAIL in various tumor cells [35]. As-
sociation of cleaved c-FLIP with the DISC was found 
to prevent activation of caspase 8 [36]. TRAIL resist-
ance may also be caused by various mutations in the 
proteins involved in the apoptosis signaling pathway: 
For example, mutations in the pro-apoptotic protein 
Bax lead to the resistance displayed by colon cancer 
epithelial cells [37].

For example, TRAIL-sensitive neuroectodermal tu-
mor (PNET) cell lines express the necessary amounts 
of mRNA and caspase 8, while TRAIL-resistant PNET 
cells do not express them, which is a result of the meth-
ylation of the gene encoding caspase. It was noted that 
TRAIL-resistant PNET cells preserve their resistance 
even upon overexpression of TRAIL receptors [38, 39].

A high level of the transcription factor NF-kB in tu-
mor cells may induce not only an increased expression 
of DR4 and DR5 receptors [40], but also the develop-
ment of resistance to TRAIL, which is caused by in-
creased synthesis of the anti-apoptotic proteins regu-
lated by the factor [41].

The described variants do not encompass all the ways 
in which tumor cells develop resistance. Overcoming this 
resistance is the main thrust in the development of new 
agents that can activate DR4 and DR5 receptors.

TRAIL-R AGONISTS IN CANCER THERAPY
To date, a variety of strategies targeting TRAIL-R 
have been developed. These include various forms of 
recombinant soluble human TRAIL (Apo2L or AMG-
951/dulanermin), DR4 and DR5 agonist antibodies, etc. 
[42]. These agents are safe and well tolerated by pa-
tients [43, 44].

An ideal therapeutic agent to activate TRAIL-de-
pendent apoptosis should have activity comparable to 
that of the natural ligand, high antibody-like affinity 
to the receptor, and an elimination half-life sufficient 
to circulate in the bloodstream for a long time. Recom-
binant human TRAIL activates both death receptors, 
but its use is limited by its rapid hydrolysis in blood and 
short elimination half-life. In addition, TRAIL can bind 
to decoy receptors that are able to inhibit the activation 
of apoptosis [45]. As an alternative to TRAIL, antibodies 
capable of interacting only with death receptors and 
that do not affect decoy receptors have been devel-
oped. They are relatively safe, have improved phar-
macokinetic properties compared to those of recombi-
nant TRAIL, but they are specific only to one type of 
receptors. Despite the existing limitations, a variety of 
agents affecting death receptors, both as monotherapy 
and combination therapy, are now undergoing clinical 
trials.

The first recombinant version of TRAIL contained 
a TNF homologous domain with a polyhistidine tag 
[46] or a FLAG epitope [47] attached to the N-termi-
nus. These fragments improve the protein purification 
process. Although these two modified proteins have 
demonstrated efficacy both in in vitro and in vivo 
trials, their use is hampered by their toxicity to liver 
hepatocytes.

To increase the stability of the TRAIL complex, sev-
eral modifications have been developed. One of the 
approaches is to connect TRAIL with a leucine zipper 
motif (LZ-TRAIL) or an isoleucine zipper motif (iz-
TRAIL). A similar approach is to link TRAIL with te-
nascin-C for the stabilization and oligomerization of the 
molecule. These agents have exhibited greater in vivo 
and in vitro activity compared to that of dulanermin, 
and they did not affect hepatocytes [48].

More recently, several research groups have de-
veloped a new TRAIL stabilization principle based on 
single-chain TRAIL (scTRAIL) [49]. In this approach, 
a molecule is initially expressed as a trimer in which 
three domains are interlinked in a head-to-tail fashion. 
An initially correctly assembled construct excludes the 
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possibility of errors during its expression and prevents 
non-specific interaction with other molecules. This pro-
vides advantages to scTRAIL over its analogues and 
demonstrates efficacy against certain drug-resistant 
tumor lines.

Another approach for increasing the elimination 
half-life of TRAIL is to link TRAIL with molecules that 
have better pharmacokinetic properties, e.g. human se-
rum albumin (HSA) or polyethylene glycol (PEG). Ac-
cording to the results of in vivo studies, pegylation of 
iz-TRAIL increases the elimination half-life, stability, 
and solubility of the molecule [50].

ANTIBODIES
Antibodies to TRAIL-R1 (mapatumumab [51]) and 
TRAIL-R2 (conatumumab [52], lexatumumab [53], tig-
atuzumab [54], and drozitumab [55]) have demonstrat-
ed a degree of efficacy in preclinical trials. In clinical 
trials, all the antibodies exhibited safety and greater 
stability compared to those of TRAIL. Antibodies that 
had been effective in phase I clinical trials were studied 
in phase II clinical trials both as monotherapy and as 
combination chemotherapy with cisplatin, paclitaxel 
[56], and other anticancer agents.

The antibodies mapatumumab and conatumumab 
proved effective as monotherapy. In mapatumumab 
antibody therapy, clinical improvement was observed 
in 14 of 17 patients with non-Hodgkin lymphoma. Pro-
longed remission was observed in 29% of patients with 
non-small cell lung cancer and in 32% of patients with 
colorectal cancer [57, 58].

The combination of conatumumab with paclitaxel 
and carboplatin as first line treatment for patients with 
non-small cell lung cancer was more effective com-
pared to a treatment with carboplatin and paclitaxel 
alone [59]. By contrast, mapatumumab, combined with 
paclitaxel and carboplatin, did not increase the efficacy 
of the treatment [60].

Furthermore, conatumumab was effective in combi-
nation with standard FOLFIRI chemotherapy and gan-
itumab as second line treatment for colorectal cancer, 
increasing the survival rate in patients in remission [61].

Tigatuzumab (CS-1008), combined with gentamicin, 
was well tolerated in the treatment of metastatic liver 
cancer, and the overall percentage of patients with an 
objective response rate amounted to 13.1% [62].

A recombinant analogue of the death receptor ligand 
dulanermin was tested in patients with different tu-
mors and demonstrated activity against chondroblas-
toma, colorectal cancer, etc., during pre-clinical trials. 
Unfortunately, no similar efficacy was detected in clin-
ical trials [63].

According to the presented data, effective treatment 
of cancer with death receptor agonists requires an in-

dividualized approach to each patient, because there is 
a risk of tumor cell resistance to such therapy. One of 
the principles for overcoming the resistance may be to 
search for the specific biomarkers of resistance, which 
could help characterize cells with high expression lev-
els of death receptors, which would be sensitive to an-
tibodies [66].

One of such approaches is the use of genetically 
modified T cells. T cells expressing a chimeric antigen 
receptor (CAR) of a TRAIL receptor single-chain an-
tibody were capable of specific elimination of tumor 
cells with DR4. During interaction with tumor cells, the 
CAR-modified T cells were shown to trigger not only a 
DR4-induced apoptotic pathway, but also the mecha-
nisms of T cell cytotoxicity [64, 65].

PEPTIDE AGONISTS OF DEATH RECEPTORS
A promising approach is the search for appropri-
ate peptide agonists of DR4 and DR5. The advantage 
of peptides over TRAIL is their ability to bind only 
to a certain death receptor [67]. Peptide ligands are 
screened using a phage display technology that selects 
peptides with agonistic properties based on a linkage 
between a genotype and a phenotype. The produced 
peptides, in both monomeric and dimeric forms, can 
bind to a receptor and activate it.

By using phage display, a group of researchers 
selected a YCKVILTHRCY peptide that was able to 
bind specifically to DR5. Tyr residues were added to 
the ends of the peptide to increase its solubility. The 
peptide properties were investigated both in the mon-
omeric and dimeric (two covalently bound monomers) 
forms. Both forms were demonstrated to interact 
with DR5 and induce apoptosis in tumor cells of the 
Colo205 line. The effectiveness of the monomer may 
be associated with the fact that the peptide contains 
numerous hydrophobic residues and, at high concen-
trations, may aggregate in an aqueous medium [68]. 
Another research group also used phage display to 
select a GRVCLTLCSRLT peptide with high affinity 
for DR5 (IC

50
 = 30 nM). A LTL amino acid sequence 

was found to play a key role in the interaction with 
the receptor [69].

CONCLUSION
Currently, there exist many approaches for affect-
ing tumor cells, in particular through apoptotic 
pathways. Unfortunately, many of these approaches 
remain inappropriate due to cell resistance, as well 
as the inefficiency and instability of therapeutic 
agents. Other agents offer new opportunities for the 
treatment of tumor diseases. A more detailed inves-
tigation of the complex mechanism involving death 
receptor signaling pathways will boost the develop-
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ment of new agents that could be capable of over-
coming the resistance and selectively affect cancer 
cells. On the other hand, effective use of existing 
death receptor antibodies requires a more detailed 
investigation of their application in combination 
therapy.
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SUPPLEMENT Classification of the DR agonists being tested in clinical trials

Disease Phase/Adjunct therapy Patients Clinical 
efficacy Reference

Lexatumumab
fully IgG1-kappa human monoclonal agonistic antibody directed against DR5

Solid cancer tumors

I 24 Low [53]
I 32 Low [70]

Ib/gemcitabine, pemetrexed, doxoru-
bicin, or FOLFIRI 41 No data

Mapatumumab
fully IgG1-kappa human monoclonal agonistic antibody directed against DR4

Solid cancer tumors
I 49 Yes
I 41 No [71]

I/paclitaxel, carboplatin 27 No [72]
NHL Ib/II 40 Low [57]
CRC II 38 Low [58]

Cervical cancer Ib/II/cisplatin, gemcitabine 49 Yes

NSCLC
II 32 Low

II/paclitaxel, carboplatin 100 No [60]
HCC II/sorafenib 101 In progress [73]
MM II/bortezomib (velcade) 105 No data

Conatumumab (AMG 655)
fully IgG1-kappa human monoclonal agonistic antibody directed against DR5

Solid cancer tumors
I 37 Yes [74]

I/increased dose 18 [47]
Ib/AMG 479 (IGF-IR antagonist) 108

NSCLC II/paclitaxel, carboplatin 150 No [59]
Lymphoma II/bortezomib, vorinostat 20 No

Soft tissue sarcoma
I/doxorubicin 6 [75]
II/doxorubicin 120 Low

II/FOLFOX6, bevacizumab, ganitumab In progress

CRC
II/FOLFIRI, ganitumab 155 Yes [61]

II/mFOLFOX, bevacizumab 180 No [76]
I, II/panitumumab 53 No

Pancreatic cancer II/gemcitabine 125 Low [77]
Tigatuzumab (CS-1008)

fully IgG1-kappa human monoclonal agonistic antibody directed against DR5
Carcinoma I 17 No [78]

NSCLC II/paclitaxel, carboplatin 97 No [54]
Pancreatic cancer II/gemcitabine 62 No [62]

Breast cancer II/paclitaxel 64 Low [79]
HCC II/sorafenib 163 No [80]
CRC I 19 Low [81]

Metastatic breast cancer II/abraxane In progress
Drozitumab

fully IgG1-kappa human monoclonal agonistic antibody directed against DR5
Metastatic colorectal cancer I/mFOLFOX, bevacizumab Low [82]

Dulanermin
(rhApo2L/TRAIL) pro-apoptotic receptor agonist

Solid cancer tumors I 58 Low [63]

NSCLC
Ib/paclitaxel, carboplatin+bevacizumab 24 [83]
II/paclitaxel, carboplatin+bevacizumab 213 No [84]

CRC
Ib/FOLFOX6+bevacizumab 23 Yes [85]
II/FOLFOX6+bevacizumab In progress
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NHL
Ib/rituximab 7 Yes [86]
II/rituximab 132 In progress

PRO95780
fully IgG1-kappa human monoclonal agonistic antibody directed against DR5

Solid cancer tumors I 50 No [87]
CRC I/FOLFOX, bevacizumab 6
NHL I/rituximab 49 No data

CRC I/bevacizumab, cetuximab, FOLFIRI, 
irinotecan 23 No data

Chondrosarcoma II In progress
NSCLC II/paclitaxel, carboplatin, bevacizumab 128 No data

NSCLC – non-small cell lung cancer; NHL – non-Hodgkin lymphoma; CRC – colorectal cancer; HCC – hepatocellular 
carcinoma; MM – multiple myeloma
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INTRODUCTION
Cerebrovascular and neurodegenerative diseases, the 
major cause of mortality and disability in Russia and 
worldwide, are among the current medical social prob-
lems ranking high on the agenda. The most common 
disorder, Alzheimer’s disease (AD), is a neurodegener-
ative disorder diagnosed in almost 44 million people [1]. 
AD progresses slowly but inevitably results in dysfunc-
tion of the key organ, the brain, and a number of other 
systems of the human body. Alzheimer’s disease has 
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been recognized as one of the major four medical social 
issues of contemporary society.

Ischemic stroke (IS) is one of the most severe cere-
brovascular diseases. More than 15 million stroke cases 
are reported annually [2], including over 450,000 cas-
es in Russia. Adverse side effects, tolerance, and lack 
of effectiveness are the significant drawbacks of the 
drugs used to manage AD and IS that substantially 
narrow their application. All these factors call for ur-
gent measures: elaborating and launching into clinical 

ABSTRACT The neuroprotective and nootropic activities of the amide form (AF) of the HLDF-6 peptide 
(TGENHR-NH2) were studied in transgenic mice of the B6C3-Tg(APPswe,PSEN1de9)85Dbo (Tg+) line (the 
animal model of familial Alzheimer’s disease (AD)). The study was performed in 4 mouse groups: group 1 (study 
group): Tg+ mice intranasally injected with the peptide at a dose of 250 µg/kg; group 2 (active control): Tg+ 
mice intranasally injected with normal saline; group 3 (control 1): Tg- mice; and group 4 (control 2): C57Bl/6 
mice. The cognitive functions were evaluated using three tests: the novel object recognition test, the conditioned 
passive avoidance task, and the Morris water maze. The results testify to the fact that the pharmaceutical sub-
stance (PhS) based on the AF of HLDF-6 peptide at a dose of 250 µg/kg administered intranasally efficiently 
restores the disturbed cognitive functions in transgenic mice. These results are fully consistent with the data 
obtained in animal models of Alzheimer’s disease induced by the injection of the beta-amyloid (βA) fragment 
25-35 into the giant-cell nucleus basalis of Meynert or by co-injection of the βA fragment 25-35 and ibotenic acid 
into the hippocampus, and the model of ischemia stroke (chronic bilateral occlusion of carotids, 2VO). According 
to the overall results, PhS based on AF HLDF-6 was chosen as an object for further investigation; the dose of 250 
µg/kg was used as an effective therapeutic dose. Intranasal administration was the route for delivery.
KEYWORDS Differentiation factor HLDF, amide form of HLDF-6 peptide, neuroprotective and nootropic activ-
ities, Alzheimer’s disease, transgenic mice.
ABBREVIATIONS HLDF – human leukemia differentiation factor; AF – amide form; NF – native form; AD – 
Alzheimer’s disease; IS – ischemic stroke; PhS – pharmaceutical substance; βA – beta-amyloid.
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practice novel effective drugs for the prevention and 
treatment of these diseases.

In 1994, we discovered the human leukemia dif-
ferentiation factor (HLDF) and isolated it from a cul-
ture medium of HL-60 cells treated with retinoic acid 
[3]. The six-membered fragment TGENHR (HLDF-6 
peptide), which totally reproduces the differentiation 
activity of the full-length factor and exhibits a broad 
range of nootropic and neuroprotective activities, was 
identified when studying HLDF. Direct evidence to the 
neuroprotective effect of HLDF-6 peptide was obtained 
for a primary culture of hippocampal and cerebellar 
neuronal cells, as well as immunocompetent cells. This 
peptide exhibits an anti-apoptotic activity and protects 
cells against beta-amyloid (βA) peptide, sodium azide, 
ceramide, ethanol, cold stress, and hypoxia. HLDF-6 
peptide enhances the viability of early mouse embryos 
in vitro [4–7].

An evaluation of the effect of HLDF-6 peptide using 
various experimental animal models (the Morris water 
maze, the passive avoidance, delayed matching to posi-
tion, and the recognition memory tests) demonstrated 
that central and systemic administration of the peptide 
to healthy animals enhances the formation and storage 
of long-term memory. The peptide was shown to elimi-
nate the pronounced cognitive deficit in experimental 
models of clinical pathology (AD and IS) and to contrib-
ute to the restoration of the disturbed memory [8, 9]. 
The administration of HLDF-6 to animals with chronic 
cerebral ischemia ensures a reliable neuroprotective 
effect as it protects cerebral neurons against death in 
ischemic conditions [10].

Investigation of the pharmacokinetics of HLDF-6 
peptide has demonstrated that the peptide is extreme-
ly unstable in an animal organism: its half-life in rat 
plasma is 2 min. HLDF-6 is hydrolyzed starting at its 
C-end; dicarboxypeptidases make a major contribution 
to it [11]. Amidation of the C-terminal carboxylic group 
was used to protect the peptide against dicarboxypep-
tidases. The half-life of the amide form (AF) of HLDF-6 
peptide (TGENHR-NH

2
) in rat plasma was shown to be 

8 min, significantly higher than that of the native form 
(NF) of the peptide (TGENHR-OH) [12].

In order to choose the most effective form of HLDF-
6 peptide for its investigation as a pharmacological sub-
stance (PhS), we conducted an extended comparative 
study of the neuroprotective and nootropic activities 
of FS samples based on the AF and NF of HLDF-6 pep-
tide in animal models of AD and IS. At the first stage, 
we revealed the neuroprotective and nootropic activi-
ties of the PhS based on HLDF-6 peptide in models of 
sporadic Alzheimer’s disease. The models used were 
as follows: a) cognitive deficit induced by injection of 
beta-amyloid 25–35 fragment to the giant-cell nucle-

us basalis of Wistar rats; b) cognitive deficit induced 
by co-injection of beta-amyloid 25–35 fragment and 
ibotenic acid to the hippocampus of Wistar rats. A com-
parative analysis of the data obtained using both AD 
models demonstrated that the neuroprotective effect 
of the AF of HLDF-6 peptide evaluated from the de-
gree of restoration of the disturbed cognitive function 
was significantly higher than that of the NF of peptide. 
An almost complete function restoration was observed 
when using the AF of HLDF-6 peptide at a dose of 
250 µg/kg (a much lower dose than those of compara-
tor agents) [12].

We report on the results of a study of the specific ac-
tivity of PhS based on the AF of HLDF-6 peptide using 
a transgenic model of AD. The transgenic model was 
used in accordance with the Guidelines for Preclinical 
Studies of Nootropic Drugs [13].

Alzheimer’s disease is a neurodegenerative disorder 
characterized by cognitive impairment and dementia. 
The familial and sporadic forms of AD are differenti-
ated. Familial AD has an autosomal dominant inheri-
tance pattern. In 1991, the first gene causing familial 
AD was identified: the mutant gene of the amyloid 
precursor protein (APP) residing in chromosome 21 
[14]. Mutations in other genes that increase the risk of 
AD were detected later. Among the products of these 
genes, the strongest effect was observed for preseni-
lin-1, which is responsible for 70–80% of early-onset 
familial AD cases, with its gene residing in chromo-
some 14 [15]. The creation of transgenic animals allows 
one to simulate the molecular processes of AD devel-
opment during the entire life of an organism. The key 
advantage of the transgenic model is that insertion of 
human genes coding for the development of familial 
AD (the APP and presenilin genes) to animals results 
in the development of pathogenetic processes in the 
animals that are similar to manifestations of AD in 
humans (amyloid plaque formation, oxidative stress, 
disruption of cholinergic transmission, and neuronal 
death). This provides grounds for suggesting that the 
processes taking place in the central nervous system of 
the model animals are similar to those occurring during 
the development of AD in humans. The so-called B6C3-
Tg(APPswe,PSEN1de91)85Dbo double transgenic mice 
are the best choice for studying potential drugs [16]. 
Animals of this line express the mutant human prese-
nilin and chimeric mouse/human amyloid protein. A 
typical feature of this line is early (at the age of 6 or 7 
months) development of an Alzheimer-like pathology 
caused by accelerated βA deposition and cognitive im-
pairment in the brain, which is evaluated using spatial 
learning tests [17, 18].

Our study aimed to evaluate the neuroprotective 
and nootropic activities of the AF of HLDF-6 peptide in 
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B6C3–Tg(APPswe,PSEN1de91)85Dbo transgenic mice, 
an animal model of familial AD.

EXPERIMENTAL
Synthesis of the AF of HLDF-6 peptide
The AF of the peptide was synthesized according to the 
procedure described in [12].

Experimental animals
Healthy male B6C3-Tg(APPswe,PSEN1de9)85Dbo 
(Tg+) mice, wild-type B6C3 (Tg-) mice, and C57Bl/6 
mice were used. Eight-month-old mice weighing 28–35 
g were obtained from the laboratory animal breeding 
nursery of the Pushchino Branch of the Institute of 
Bioorganic Chemistry (Russian Academy of Sciences) 
that has earned international AAALACi accreditation. 
The quality control system for the production of labo-
ratory animals has been certified to comply with the 
international standard requirements ISO 9001:2008. 
All the experiments using animals were conducted in 
accordance with the Guidelines for Good Laboratory 
Practice of the Russian Federation (Order no. 708n of 
the Ministry of Healthcare and Social Development of 
the Russian Federation dated August 23, 2010, Mos-
cow, “On Approval of the Guidelines for Good Labora-
tory Practice”) and with the recommendations provid-
ed in the Guidelines for Preclinical Studies of Nootropic 
Drugs [13]. The mice were divided into four groups, 
with 10 mice per group: group 1 (experimental group) 
included Tg+ mice that intranasally received the PhS 
at a dose of 250 µg/g; group 2 (active control) consisted 
of Tg+ mice that intranasally received normal saline; 
group 3 (control 1) consisted of Tg- mice that intra-
nasally received normal saline; and group 4 (control 
2) included C57Bl/6 mice that intranasally received 
normal saline. The additional control group was used 
because several models of cognitive function were in-
cluded in the experiment. An analysis of published data 
demonstrates that the learning and memory features in 
B6C3-Tg(APPswe,PSEN1de9)85Dbo mice have been 
evaluated mostly using spatial learning tests, while the 
other cognitive models have been studied insufficiently 
[18, 19]. The findings obtained using the spatial learn-
ing tests demonstrate that the differences between 
B6C3-Tg+ and B6C3-Tg- mice are most pronounced in 
models exposed to a high stress level (e.g., in the Morris 
water maze rather than in the Barnes maze test) [20]. 
Meanwhile, the differences between B6C3-Tg+ and 
B6C3-Tg- mice were detected mostly in models with 
positive rather than negative reinforcement [21]. The 
cognitive abilities of B6C3-Tg- also have not been fully 
characterized. In this context, we deemed it reasonable 
to use the group of additional control to evaluate the 
validity of the experimental protocols. This group con-

sisted of C57Bl mice that had an appreciably high level 
of orientational and exploratory activity and stress re-
sistance [22] and near-average cognitive abilities [23].

No comparator drug was used, since the action of 
clinically effective agents (memantine, donepezil, etc.) 
for this model is still being tested in pilot studies and 
has not been characterized sufficiently well [24, 25].

Protocols of PhS administration and 
testing of the cognitive functions
Group 1 animals intranasally received the AF of the 
peptide at a dose of 250 µg/kg (10 µL/kg) in each nos-
tril every other day for 30 days (a total of 15 injections). 
Group 2–4 animals received normal saline according to 
the same scheme. The cognitive function was assessed 
after the injections had been completed using the fol-
lowing scheme: days 3–5, the novel objection recog-
nition test; days 8–10, the passive avoidance test; and 
days 13–17, the Morris water maze test.

Novel object recognition test
The novel object recognition test was conducted in a 
35 × 35 × 40 cm chamber made of gray plastic under 
room light. The test consisted of three five-minute ses-
sions separated by a 24 h interval: 1 – without objects 
to allow a mouse to adapt to the apparatus; 2 – with 
two equal objects: metal cylinders 3 cm in diameter 
and 3 cm high; 3 – one of the cylinders was replaced 
with a plastic cube (3 cm edge length). Animal be-
havior was recorded using a digital video camera and 
analyzed using the EthoVision XT software (Noldus). 
The levels of orientational and exploratory activity 
were assessed when the mice were exploring the ob-
jects for the first time (session 2) and when exploring 
the “familiar” and the “novel” objects in session 3. The 
recognition index was calculated using the formula 
(T

n
 – T

f
 / T

n
 + T

f
) × 100%, where T

n
 is the exploration 

time of the novel object, and T
f
 is the exploration time 

for the familiar object during session 3 [26–28].

Passive avoidance test
The passive avoidance test was conducted in an appa-
ratus manufactured by Columbus Instruments (USA). 
The experimental chamber consisted of two identical 
compartments 25 × 40 × 25 cm in size with a grid-met-
al floor. The compartments were connected through a 
hole in the common wall (8 × 8 cm) equipped with guil-
lotine doors. One of the compartments was lit, while the 
other one was dark. During passive avoidance train-
ing, an animal was placed into the lit compartment and 
the latency prior to it entering the dark compartment 
(emergence of the hole reflex) was recorded. Immedi-
ately after all four paws of the animal were in the dark 
side of the chamber, the compartments were separat-
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ed by the guillotine doors. The mouse was subjected 
to electrocutaneous irritation through the floor grid 
(0.6 mA, 3 s), then it was immediately taken out of the 
chamber and placed into its home cage. The acquired 
response was tested 48 h after it had been established. 
The mouse was placed into the lit compartment again, 
and the latency prior to it entering the dark side was 
measured [29–31].

Morris water maze test
The Morris water maze was a circular gray pool 165 cm 
in diameter, with walls 60 cm high, filled with water 
to a level of 40 cm. A round plexiglass platform 9 cm in 
diameter was submerged 2 cm below the water level 
in the center of one of the sectors. The pool was placed 
in a stimulus-rich environment (posters, cabinets, etc.), 
without any key stimuli located above the platform. 
During the training session, the animals were placed in 
water at four different locations and the time taken to 
reach the platform was recorded. Once the animal had 
reached the platform, it was left there for 15 s and then 
returned back into its home cage for 2 min. Training 
was performed during 5 days [18].

Statistical analysis
Statistical analysis of the results was carried out using 
the nonparametric Mann–Whitney test. The STATIS-
TICA 6.0 software was used for the analysis.

Parameters of orientation and exploratory activity of mice 
in different groups in the novel object recognition test

Animal group
Total object exploration 
time during the testing 

phase (test day 2), s

Z values 
(stand-
ardized 
Mann–

Whitney 
U-test) 
and sig-

nificance 
of inter-

group dif-
ferences

Lower 
quartile Median Upper 

quartile

1. Tg+ with PhS 
injected 10.2 13.4 17.4

#Z = 0.22, 
p = 0.83

*Z = 1.55, 
p = 0.12

2. Tg+ with normal 
saline injected 7.7 12.3 14.1 *Z = 2.41, 

p = 0.0156
3. Tg- with normal 

saline injected 15.4 16.0 17.3 &Z = 1.06, 
p = 0.29

4. C57Bl with nor-
mal saline injected 10.1 16.6 20.2

# – Statistical significance of the difference from group 2.
* – Statistical significance of the difference from group 3.
& – Statistical significance of the difference from group 4.

Fig. 1. Indices of long-term memory in the model of object 
recognition test in mice of different groups. The data are 
presented as the median, the upper, and lower quar-
tiles. * – p<0.05, ** – p<0.01 compared to the C57Bl/6 
group; # – p < 0.05 compared to the Tg- group; and $$ 
– p<0.01 compared to the Tg+ group.
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RESULTS AND DISCUSSION

Novel object recognition test
Exploration of objects during the testing session (Table) 
showed no differences in orientational and exploratory 
activity between the Tg- and C57Bl/6 control groups. 
Meanwhile, the animals in the active control group 
(Tg+ with normal saline injection) showed a signifi-
cantly lower exploratory activity than that in the Tg- 
group. The study group animals differed significantly 
from neither the active control group nor Tg- mice. Ap-
preciably high object recognition indices characterizing 
explicit long-term memory related to the function of 
the parahippocampal cortex (the region of the middle 
temporal gyrus) in C57Bl/6 mice were revealed; these 
indices were comparable to the published data [32]. The 
recognition index was significantly decreased in ani-
mals of the control group Tg- vs the C57Bl/6 group and 
in active control group mice vs. the Tg- control group 
mice. Injection of the peptide-based PhS restored the 
recognition index to a level higher than the values both 
in the active control and the Tg- groups (Fig. 1).

Passive avoidance model
No statistically significant intergroup difference in la-
tency prior to entering the dark compartment was de-
tected on training day before the mice were subjected 
to electrocutaneous irritation.
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Meanwhile, a significant intergroup difference in the 
increase in latency prior to entering the dark compart-
ment was revealed on testing day, which characterized 
long-term memory (Fig. 2).

A statistically significant difference in the increase 
in latency prior to entering the dark compartment on 
testing day characterizing long-term memory was re-
vealed neither in the control C57Bl/6 and Tg- groups 
nor between the active control and the Tg- group. The 
animals that had received PhS were significantly supe-
rior to the active control group and showed a tendency 
(p = 0.062) to be superior to the Tg- group.

Spatial memory in the Morris water maze model
The average latency to reach the platform on training 
days 2–5 was an index of long-term memory in this 
model. The results are shown in Fig. 3.

A statistically significant difference between the 
control (C57Bl/6 and Tg-) groups was revealed by the 
Mann–Whitney test in none of the training days. The 
Tg+ animals that had been injected with normal saline 
showed a significant spatial memory deficit on training 
days 4 and 5 compared to the Tg- group. Administra-
tion of PhS partially restored spatial memory in Tg+ 
mice. On training day 4, the maze performance was 
intermediate with respect to that in Tg+ animals that 
had received normal saline and Tg- animals. On train-
ing day 5, the Tg+ mice that had been injected with 
PhS performed the task much better than the Tg+ 
group injected with normal saline, while showing no 

significant difference with respect to the control group 
Tg-.

CONCLUSIONS
Hence, the results demonstrate that PhS based on the 
AF of HLDF-6 at a dose of 250 µg/kg delivered intra-
nasally effectively stimulated the performance of cog-
nitive tasks by transgenic B6C3-Tg(APPswe,PSEN1d-
e9)85Dbo mice in all the tests used. It is noteworthy 
that the results obtained in the additional control group 
of C57Bl/6 mice verify the validity of the models of 
cognitive functions used in our study. In the model of 
spatial acquisition in an enriched environment (the 
Morris maze), the dynamics of training of the control 
Tg- group did not differ from that among C57Bl/6 
mice. In the active control group, the dynamics of spa-
tial acquisition was reduced compared to that in the 
Tg- group, while administration of PhS had a pro-
nounced neuroprotective effect and restored the indi-
ces of spatial acquisition to their control level.

In the novel object recognition test, the learning pa-
rameters in the Tg- group significantly decreased com-
pared to those in the C57Bl/6 group; a less pronounced 
reduction was also observed in the active control group 
with respect to the Tg- group. Administration of PhS 
increased the learning index to a level exceeding that 
in the Tg- group.

A decrease in the learning indices in the Tg- group 
with respect to the C57Bl/6 group was also observed 
in the passive avoidance test. However, unlike in oth-
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Fig. 2. Indices of learning in the passive avoidance test in 
mice of different groups. Y-axis – the increase in latency 
prior to entering the dark compartment at the training 
session compared to the testing one (s). The data are 
presented as the median, the upper, and lower quar-
tiles. * – p<0.05 compared to the C57Bl/6 group and 
$ – p<0.05 compared to the Tg+ group.

Fig. 3. The dynamics of Morris water maze training of 
mice. The data are presented as the median, the upper, 
and lower quartiles. ** – p<0.01 compared to the Tg- 
group; $$ – p<0.01 compared to the Tg+ group.
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er tests, the learning ability in animals in the active 
control group was not worse compared to that in the 
Tg- group. Like in other models, administration of PhS 
stimulated long-term memory in transgenic mice up to 
a level that was even somewhat higher than that in the 
control groups.

A combination of the results indicates that PhS 
based on the AF of HLDF-6 peptide has both neuro-
protective and nootropic properties; i.e., it stimulates 
the cognitive function regardless of whether there is a 
neurodegenerative process or not.

The results of our study are fully consistent with the 
data obtained for animal models of AD: the βA frag-
ment (25–35) was injected into the giant-cell nucleus 
basalis of Meynert or the βA fragment and ibotenic 
acid were co-injected into the hippocampus [12]. Ac-
cording to the overall results, PhS based on the AF of 
HLDF-6 was chosen as an object for further clinical 
studies; the dose of 250 µg/kg was used as an effective 
therapeutic dose. Intranasal administration was the 
route for delivery.

We had previously studied the contribution of se-
rotonin, GABA, and NMDA glutamate brain recep-
tors to the nootropic effect of the AF form of HLDF-
6 peptide by radioreceptor assay. These receptors are 
involved in the pathogenesis of various neurological 
disorders and chronic neurodegenerative diseases [33, 
34]. The effect of the AF of HLDF-6 peptide on the pa-
rameters of binding between radiolabeled ligands and 
NMDA receptors on hippocampal membranes and be-
tween GABA-A and 5HT

2A
 serotonin receptors on the 

membranes of the prefrontal cortex in BALB/c mice 
was investigated. Subchronic injection of the peptide 
into the murine hippocampus was shown to increase 

the amount of the ligand (G-3H MK-801) that bound 
[11] only for the NMDA glutamate receptors, an indi-
cation of the density of the corresponding receptors. 
Hence, the AF of HLDF-6 peptide restores the amount 
of NMDA receptors to its normal level, thus improving 
cognitive behavior. Subchronic fivefold injection of the 
AF of HLDF-6 peptide had no effect on the densities 
of GABA receptors and nicotinic cholinoreceptors but 
was accompanied by a decrease in the density of 5-HT

2
 

serotonin receptors [35]. A conclusion was drawn that 
the mechanism of formation of the neuroprotective ac-
tivity of Thr-Gly-Glu-Asn-His-Arg-NH

2
 peptide may 

involve an effect on the glutamate and serotoninergic 
systems.

HLDF-6 peptide is a fragment of the natural differ-
entiation factor HLDF-6 that is present in blood and 
the central nervous system of mammals and humans. 
The preclinical studies of the pharmaceutical substance 
based on the AF of HLDF-6 peptide have demonstrated 
that it is satisfactorily soluble, easily metabolized, non-
immunogenic and nontoxic, characterized by a high 
effectiveness of specific activity, and safe at a dose 
tenfold higher than the therapeutic dose. The results 
of preclinical studies provide grounds to hope that the 
pharmaceutical substance will successfully pass clinical 
trials. In this case, one can anticipate that the agent will 
become widely used in the therapy of AD.
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INTRODUCTION
The problem of transplant engraftment remains one 
of the concerns in transplantology. Transplantation 
is used in terminal organ failures, when other meth-
ods of treatment have proved ineffective. Allogenic 
transplantation activates the immune response, which 
leads to transplant rejection. Modern immunosup-
pressive protocols are not always able to prevent re-
jection. Therefore, it is necessary to search for other 
approaches to induce tolerance to transplants in re-
cipients. 

The critical role of the liver in the development of 
transplant tolerance has been known for a long time. 
Spontaneous liver allotransplant engraftment in re-
cipients mismatched from donors by the major histo-
compatibility complex (MHC) was revealed for outbred 
pigs [1], inbred lineages of mice [2], and rats [3]. Com-
bined transplantation of the liver and other organs led 
to better engraftment than when using single allografts 
[4–6].

Another key factor involved in the induction of 
transplant tolerance is the presence of immunocompe-
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ABSTRACT Induction of donor specific tolerance (DST) by the introduction of donor cells into a recipient’s portal 
vein is one of the approaches used to solve the problem of transplant engraftment. However, the mechanism 
of DST development remains unclear to this moment. In the present work, we first studied the change in the 
content of immunoproteasomes and macrophages of the liver at early stages of the development of allospecific 
portal tolerance in rats by Western blotting and flow cytofluorimetry. On the basis of the data obtained, we can 
conclude that the induction of DST is an active process characterized by two phases during which the level of 
the proteasome immune subunits LMP2 and LMP7 in liver mononuclear cells, including Kupffer cells, and the 
number of Kupffer cells change. The first phase lasts up to 5 days after the beginning of DST induction; the sec-
ond phase – from 5 to 14 days. In both phases, the level of the subunits LMP2 and LMP7 in the total pool of mon-
onuclear cells and Kupffer cells increases, with maximum values on days 1 and 7. In addition, the total number 
of Kupffer cells increases in both phases with a shift in several days. The most noticeable changes take place in 
the second phase. The third day is characterized by a lower content of mononuclear cells expressing immunopro-
teasomes compared to the control value in native animals. Presumably, at this time point a “window of opportu-
nity” appears for subsequent filling of an empty niche with cells of different subpopulations and, depending on 
this fact, the development of tolerance or rejection. The results obtained raise the new tasks of finding ways to 
influence the cellular composition in the liver and the expression of immunoproteasomes on the third day after 
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tent cells of donor origin within the liver. This is sup-
ported by studies showing that allograft tolerance is 
not induced after depletion of passenger leukocytes 
from the donor liver [7–9]. 

The method of inducing donor-specific tolerance 
(DST) is based on adherence to these two conditions. 
The induction is performed by transfusion of donor 
cells (splenocytes, lymphocytes, bone marrow cells) 
into the liver via the portal vein. This method leads to 
significant lifespan extension of allografts of the heart 
[10], kidneys [11], intestine [12], skin [13], pancreatic is-
lets [14], and trachea [15] in experimental models. How-
ever, the molecular-cellular mechanisms of induction 
and maintenance of DST have not been elucidated, al-
though many researchers stress the significant contri-
bution of hepatic macrophages (Kupffer cells) [16, 17].  

Multiple forms of immunoproteasomes that contain 
the immune subunits LMP2, LMP10, and/or LMP7 
with proteolytic activities have been regarded as po-
tential candidates for the role of messengers of immune 
response, which can direct the immune response either 
toward allograft acceptance or rejection. Immuno-
proteasomes participate in the formation of antigenic 
epitopes for the MHC molecules, the regulation of the 
expression of co-stimulatory molecules on antigen-
presenting cells (APCs), and the differentiation of T-
lymphocyte subpopulations [18–21]. 

We have found previously that the proportion of 
LMP2 and LMP7 immunoproteasome subunits changes 
in the liver and allografts of ovaries and thyroid after 
the induction of DST [22, 23]. Allograft engraftment was 
accompanied by a significant increase in the quantity of 
liver mononuclear cells expressing the immunoprotea-
some subunit LMP2 on the 30th day after DST induction. 

Previous experimental and clinical studies have 
shown that induction of DST fails in some cases [24, 25]. 
Moreover, 7–15% of recipients develop sensitization to 
donor antigens [26, 27]. Since the definite mechanism 
of DST induction is not yet known, it is impossible to 
predict the vector of the immune response as either 
transplant acceptance or rejection. This decreases the 
value of this method and restricts its use in clinical 
transplantology.  

It is evident that the immunological events occur-
ring in the liver of a recipient immediately after the 
administration of donor cells and that are related to the 
recognition and presentation of antigen can determine 
the development of tolerance. Therefore, the study of 
the cascade of cell-mediated reactions and the change 
in the pool of proteasomes at early stages after the ad-
ministration of a donor antigen is important for under-
standing the mechanism underlying DST induction.

 The aim of this study was to evaluate the level of 
immunoproteasomes and the quantity of resident mac-

rophages in a rat liver in the first two weeks after the 
beginning of DST induction.

MATERIALS AND METHODS

Reagents 
DMEM medium, collagenase and DNAse I (all manu-
factured by Sigma, USA), percoll (Pharmacia, Swe-
den), saponin (Calbiochem, USA), rabbit pAb to 
subunit LMP7, mouse mAb to subunit  LMP2 (both 
manufactured by Biomol International, United King-
dom), phycoerythrin-conjugated mouse mAb to 
macrophages (Anti-Rat Macrophage Marker, eBio-
science, USA), mouse mAb to β-actin (Santa Cruz 
Biotechnology, USA), Alexa 488-labeled anti-rabbit 
IgG (Invitrogen, USA), phycoerythrin-conjugated 
anti-mouse IgG (eBioscience, USA) were used in this 
study.

Animals 
The experiments were performed using 5- to 
6-month-old Wistar and August female rats. The do-
nors were Wistar rats, and the recipients were Au-
gust rats. All manipulations with the animals were 
performed in compliance with the European Con-
vention for the Protection of Vertebrate Animals 
used for Experimental and Other Scientific Purposes 
(Strasbourg, 1985). For the experiments, the following 
groups of animals were used: group 1 (n = 12) – intact 
control; group 2 (n = 48) – false-operated animals (an 
intraportal infusion of a physiological solution); and 
group 3 (n = 48) – animals with DST induction (an in-
traportal administration of splenocytes); group 4 (n = 
30) – animals with DST disruption (an intraperitoneal 
injection of gadolinium chloride GdCl

3
 (1 mg/100 g of 

body mass) and an intraportal administration of sple-
nocytes after 24 h).

Isolation of splenocytes and induction of DST
All the procedures were performed under sterile con-
ditions. Splenocytes were collected from the spleen of 
the Wistar rats according to a standard protocol [28]. 
Erythrocytes were removed through a three-time 
treatment of a cell suspension with a solution contain-
ing 154 mM of ammonium chloride, 10 mM sodium bi-
carbonate, and 0.082 mM ethylenediamine tetraacetic 
acid (EDTA). The collected cells were washed two times 
with a DMEM medium. The average vitality of the 
splenocytes, assessed with trypan blue staining, was 
around 90%. DST was induced by administration of 1 
ml of a sterile physiological solution containing 1 × 107 
splenocytes into the hepatic portal vein. The liver was 
studied on the 1st, 3rd, 5th, 7th, 10th, and 14th days after 
induction. 
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Isolation of liver mononuclear cells
The rat liver was perfused via the portal vein with a 
calcium-free buffer (5 mM EDTA per 0.1 M phosphate 
buffer saline, pH 7.4) for 5 min. The liver was then ex-
tracted and perfused with 0.1 M phosphate buffer sa-
line containing 0.4 mg/ml collagenase, 3.7 M CaCl

2
, 25 

ng/ml DNAse I, and 5 mM MgCl
2
 (pH 7.4) at 37°С for 

10 min. Afterwards, the tissue was grinded with scis-
sors and further incubated in collagenase buffer at 37°С 
for 30 min, disintegrated through pipetting, filtered 
through a nylon sieve, and centrifuged at 20 g at 4°С for 
2 min. The supernatant was collected and centrifuged 
at 400 g for 3 min. The pellet of cells was resuspended in 
30% percoll and centrifuged at 400 g for 30 min at 4°С. 
The cells were collected from the interface and washed 
two times with 0.1 М phosphate buffer saline at 4°С.

Phenotypical analysis of the cells 
using flow cytofluorimetry 
In order to identify subunits of immunoproteasomes, 
the isolated hepatic mononuclear cells were fixated in 
4% paraformaldehyde for 15 min and permeabilized 
for 15 min in a 1% saponin solution prepared with 0.1 
М phosphate buffer saline. The cells were treated with 
rabbit pAb to subunit LMP7 and mouse mAb to sub-
unit LMP2 overnight at 4°С in a sample containing 1 × 
106 cells and the corresponding antibodies (dilution 1 : 
600 per 0.1 М phosphate buffer saline with 1% bovine 
serum albumin). After washing, the cells were incu-
bated with secondary antibodies: Alexa 488-labelled 
anti-rabbit IgG or phycoerythrin-conjugated antibod-
ies to mouse IgG at a dilution of 1 : 500 for 30 min at 
room temperature.  

For the identification of Kupffer cells, 1 × 106 cells 
were resuspended in 0.25 ml of phosphate buffer saline 
containing 10% fetal bovine serum and incubated for 30 
min with phycoerythrin-conjugated anti-mouse mAb 
(Anti-Rat Macrophage Marker, dilution 1 : 50).

The cells were analyzed using the BD FACSCalibur 
flow cytometer (BD Bioscience, USA) and the Cell-
QuestPro software.

Western blotting
The relative contents of proteasome subunits and 
β-actin were evaluated in clarified liver homogenates 
using mouse mAb to subunit LMP7, subunit LMP2, and 
β-actin as described previously [23].

Statistical analysis was performed using the Excel and 
Statistica 7.0 software packages. The data are given 
as a median; the difference significance between the 
samples was estimated using a nonparametric Manne–
Whitney test with a significance level of 0.05. A Bon-
ferroni correction was used for multiple comparisons.

RESULTS AND DISCUSSION 

Content of the immunoproteasome subunits 
LMP2 and LMP7 in cells of the rat liver 
after intraportal infusion of splenocytes
A Western-blot analysis revealed an elevated level of 
proteasome subunits in the clarified liver homogenates 
of five of the six rats with induction of DST (group 3) 
on the 7th day after the beginning of DST induction 
compared to the false-operated controls (Fig. 1). It is 
evident that the mechanisms that facilitate the DST 
effect were impaired in one animal. In the false-operat-
ed animals there were no differences in the content of 
immune subunits at all studied stages after the admin-
istration of the physiological solution. No differences 
were also revealed in the content of immune subunits 
in the animals of the 4th group with gadolinium chloride 
infusion. Hepatic mononuclear cells were studied us-
ing flow cytofluorimetry in order to establish whether 
these changes in the immunoproteasome pool are asso-
ciated with hepatic mononuclear cells. 

Figure 2A shows histograms derived during the anal-
ysis of the rat hepatic mononuclear cells stained with 
antibodies to the immune subunits LMP2 and LMP7. 
The quantity of cells expressing the subunits LMP2 and 
LMP7 after the beginning of DST induction was found 
to change (Fig. 2B). It was established that as early as on 
the 1st day, the quantity of LMP7-positive cells increased 
1.8 times in the rat livers of both groups with intraportal 
injection of splenocytes  (groups 3 and 4) and the content 
of LMP2-postivie increased by 3 times compared to the 
false-operated controls (group 2). 

Gadolinium chloride is a widely used specific inhibi-
tor of the antigen presenting the function of Kupffer 
cells [29]. As shown previously, introduction of this 
compound to experimental animals 24 h before intra-
portal infusion of splenocytes abrogates the DST induc-
tion phenomenon [13, 16]. 

We established that the quantity of cells containing 
the subunits LMP2 and LMP7 in the animals treated 
with GdCl

3
 (group 4) did not differ significantly on the 

1st day from the quantity of cells in the animals of the 
3rd group (without injection of GdCl

3
), but it was ele-

vated compared to the false-operated animals (group 2) 
(Fig. 2B). 

Taking into account the rich composition of hepatic 
APCs, which, in addition to Kupffer cells and a liver si-
nusoidal endothelial cell (LSEC), includes dendritic and 
stellate cells [30], it is logic to conclude that an increase 
in the number of cells expressing the immune subunits 
LMP2 and LMP7 can also occur during an inhibition 
of the macrophage function. However, in this case the 
quantity of cells containing LMP2 and LMP7 should 
differ between the 3rd and 4th groups: group 4 should 
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contain fewer of these cells than group 3. The absence 
of significant differences indicates that the increase in 
the quantity of cells expressing LMP2 and LMP7 on 
the 1st day was mostly due to a transfer of donor sple-
nocytes containing immune proteasomes into the liver. 
Macrophages, even if they contribute to the total num-
ber of mononuclear cells enriched in immunoprotea-
somes in this period, do so in minimal fashion and the 
contribution does not influence the outcome.  

The quantity of mononuclear cells containing im-
munoproteasomes in the liver of the animals of the 
3rd group decreased on the 3rd day compared to the 1st 
day (Fig. 3). This could be a result of donor splenocytes 
leaving the liver of a recipient and migrating to region-
al lymph nodes [31]. It is also possible that they were 
eliminated as a result of the activation of recipient cy-
totoxic CD8+ Т-lymphocytes [32]. 

Interestingly, the quantity of mononuclear cells con-
taining immune proteasomes decreases on the 3rd day 
not only compared to the 1st day of DST induction, but 

also relative to their basal level in the control animals 
of the 1st group. Taking into account the fact that im-
munoproteasomes are expressed mainly in APCs and 
immunocompetent cells, this fact indirectly points to 
a decrease in their quantity in the liver on the 3rd day 
after the beginning of induction. This can be associ-
ated with the apoptosis of activated Т-lymphocytes 
observed in the liver during the initiation and mainte-
nance of the tolerance status [31]. However, regardless 
of the mechanisms involved, the quantity of mononu-
clear cells enriched in immunoproteasomes in the liver 
is minimal at this time point, which creates a kind of 
“window of opportunity” for the subsequent filling of 
an empty niche with cells of different subpopulations 
and, depending on this, the development of allospecific 
tolerance or rejection.  

On the 7th day after the infusion of splenocytes, the 
maximum rise in the content of mononuclear cells 
expressing immunoproteasomes was observed in 
the liver of animals of the 3rd group, which exceeded 

Fig. 1. Content of the proteasome subunits LMP7 and LMP2 in clarified homogenates of false-operated rat liver on the 
7th day after the introduction of a physiological solution (1) and in rat liver on the 1st day (2), 7th day (3), and 14th day 
after the beginning of DST induction (4) with preliminary injection of GdCl

3
 and without it. A, C – Western blots of sub-

units LMP7, LMP2 and β actin. B, D – Relative quantity (optical density of blots) of subunits LMP7 and LMP2 normalized 
to β actin content. The subunit quantity in the samples of false-operated animals was taken as 100%; means ± SEM are 
shown; significant difference at р < 0.05 and n = 5–6 in comparison with the false-operated control is indicated (*).
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the values for the control group almost 100 times for  
LMP2, and 200 times for  LMP7 (Fig. 3). This excel-
lent response could be rooted in both the transfer of 
immunocompetent cells into the liver in response to 
the infusion of donor splenocytes and the activation 
of the resident APC pool in the liver itself, which is 
accompanied by an increase in the content of immune 
subunits [33, 34]. In the subsequent days, the quan-
tity of cells expressing immune subunits gradually 
decreased. 

On the whole, the results of flow cytofluorimetry are 
consistent with Western blot findings that indicate a 
burst in immunoproteasome expression in the liver on 
the 7th day after DST induction. In addition, the dis-

covery of this effect not in all the animals supports the 
hypothesis of the different possibilities of niche filling 
after the 3rd day that is critical for the development of 
tolerance or rejection. 

In animals treated with GdCl
3
, there was no similar 

noticeable increase in the amount of cells enriched in 
immunoproteasomes. The quantity of LMP7-positive 
cells did not differ from their quantity in false-operat-
ed animals, and the number of LMP2-positive cells on 
the 7th day exceeded the control values only four times. 
The difference between groups 3 and 4 indirectly indi-
cates that the inhibition of Kupffer cells influences the 
processes dependent on the immunoproteasomes that 
occur in the early stages of DST induction.  

Fig. 2. Cytofluorimetric analysis 
of the expression of the LMP7 
and LMP2 subunits in rat liver 
mononuclear cells. A – In the 
dotted graph of forward (FSC) 
and side (SSC) light scattering, 
the subpopulation of analyzed 
cells is highlighted by oval. In 
the right part, the histograms 
of LMP7 and LMP2 expression 
in the analyzed cell subpopu-
lation of the liver of the 2nd, 
3rd and 4th rat groups on the 
1st day after the beginning of 
DST induction are presented. 
B – Per cent of mononuclear 
cells expressing the LMP2 and 
LMP7 subunits in the liver of 
the 2nd, 3rd and 4th rat groups 
on the 1st day. In histograms: 
solid line – isotypical control, 
dashed line – experiment. The 
quantity of cells containing the 
LMP2 and LMP7 subunits in 
samples of the 1st group was 
taken as 100%. Significant 
difference at р < 0.05 and 
n = 5–6 in comparison with the 
2nd group is indicated (*).
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Relationship between the content of Kupffer 
cells and the change in the expression of 
immunoproteasomes during DST induction 
Our results led to a need for a direct assessment of the 
Kupffer cell content in different periods after sple-
nocyte infusion. We used monoclonal antibodies that 
recognize ED2-like antigens on the membranes of rat 
resident macrophages, including Kupffer cells [35]. 

The profile of the dynamics of ED2-positive cells 
also had two maximums (Fig. 4), with the first peak oc-
curring with a two-day shift and the second peak with 
a three-day shift later compared to the peaks in the 
content of the total mononuclear cell pool expressing 
immunoproteasomes (Figs. 3 and 4). This shift can be 
accounted for by the fact that, at first, APCs present a 
foreign alloantigen with the participation of immuno-
proteasomes. This process is accompanied by a release 
of mediators of the immune response, which serve as a 
signal for the proliferation of Kupffer cells [36, 37]. 

In animals of the 4th group, there were no bursts in 
the quantity of macrophages in the liver, probably be-
cause of the absence or defect stage of antigen presen-
tation after the infusion of GdCl

3
.

The results make it possible to state that induction 
of portal tolerance is an active process that affects sev-
eral subpopulations of liver APCs and makes it possible 
for the rearrangements in the intracellular protea-
some pool to be involved in the mechanisms of antigen 
processing and presentation. In addition, in the early 
stages of DST development, two waves were observed: 
the first (1–3 days) was associated with the transfer of 
donor immune system cells into the liver; the second 
(7–10 days) – with the activation of a response in the 
liver of a recipient involving Kupffer cells. 

Does the expression profile of the inducible subunits 
LMP2 and LMP7 change in Kupffer cells after intra-
portal alloantigen infusion?

In order to answer this question, we studied the 
changes that occurred in the proteasome pool of ED2-
positive cells in rat liver with DST induction (group 3) 
in different periods after the administration of donor 
splenocytes (Fig. 5). First, two peaks of an increase in 
the quantity of the subunits LMP2 and LMP7 – on 
the 1st and 7th days – were revealed. Second, it was re-
vealed that the proportion of LMP2 and LMP7 subunit 
expression in ED2-positive cells changes with time af-
ter DST induction. During the first 5 days, the quantity 
of LMP2 increased more noticeably than that of LMP7; 
the level of both immune subunits was similarly high 
on the 7th day.  

The time changes in the content of ED2-positive cells 
and immunoproteasomes were characterized by two 
phases. In the first phase, the quantity of LMP2 and 
LMP7 increased on the 1st day, similar to the one in the 

total pool of mononuclear cells, while the quantity of 
ED2-positive cells increased on the 3rd day (Figs. 3–5). 
In the second phase, all these events occurred in the 
same sequence: a peak in the expression of immunopro-
teasome subunits in ED2-positive cells was observed on 
the 7th day, similar to that in the total mononuclear cell 

Fig. 3. Change in the quantity of mononuclear cells con-
taining the proteasome LMP2 subunit (filled symbols) and 
LMP7 subunit (empty symbols) in different time intervals 
after the beginning of DST induction in the liver of the 3rd 
(lines 1 and 2) and 4th rat groups (lines 3 and 4). On x axis, 
days after the beginning of DST induction are shown. The 
quantity of cells containing the LMP2 and LMP7 subunits 
in samples of the 1st group was taken as 100%. Significant 
difference at p < 0.05, n = 5 in comparison with basal 
level (group 1) (*). 

Q
ua

nt
it

y
 o

f c
e

lls
 c

o
nt

ai
ni

ng
 

LM
P7

 a
nd

 L
M

P2
, 

%

1
2
3
4

Days

2500

2000

1500

1000

500

0

0	 1	 3	 5	 7	  10	 14

ED
2-

p
o

si
ti

ve
 c

e
lls

, 
%

14

12

10

8

6

4

2

0
0	 1	 3	 5	 7	 10	 14

Days

group 3
group 4

Fig. 4. Cytofluorimetric analysis of cells expressing the 
macrophage ED marker in the 3rd and 4th rat groups at 
different stages after introduction of donor splenocytes. 
On x axis, days after the beginning of DST induction are 
shown. The quantity of cells in samples of the 1st group 
was taken as 100%. Significant difference at p < 0.05, 
n = 5 in comparison with basal level (group 1) (*). 
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pool, followed by an increase in the quantity of ED2-
positive cells on the 10th day. 

It is likely that differences exist in the mechanisms 
underlying the increase in the expression of immu-
noproteasome subunits in the total mononuclear cell 
pool in the first and second phases. The first peak of 
expression of LMP2 and LMP7 subunits reflects mostly 
the transfer of splenocytes enriched in immunoprotea-
somes. At the same time, to a greater or a lesser extent 
the second peak can be associated with de novo LMP2 
and LMP7 subunit synthesis in mononuclear cells of a 
recipient’s liver, including in Kupffer cells. This syn-
thesis is induced in the first phase, resulting from the 
encounter of splenocytes with hepatic APCs. LSEC are 
known to cross-present a foreign antigen immediately 
to CD8+ Т-lymphocytes [38], and the process requires 
an insignificant quantity of stimulatory biomaterial 
(< 1 nM). This process takes several hours [39] and is 
accompanied by the release of cytokines [40, 41] that 
send signals for expression upregulation of the induc-
ible subunits LMP7 and LMP2 [21, 42]. The hypothesis 
of a de novo immunoproteasome synthesis in the second 
phase is also supported by the fact that the expression 
of immunoproteasome subunits in response to cyto-
kines reaches a peak only in 5–7 days [43, 44]. The first 
peak of an increase in the level of proteasome subunits 
in Kupffer cells can reflect the initial stage of their de 
novo synthesis.

The proportion of proteasome immune subunits in-
fluences the activation of macrophages and their po-
larization into either an ED1- or ED2-phenotype [45]. 
Therefore, the change in LMP2 and LMP7 subunit 

levels in cell subpopulations can be associated with 
the activation of macrophages type 2. This in turn ex-
plains the prevalence of processes in the liver that are 
involved in the prevention of rejection reactions due 
to the fact that ED2-macrophages belong to the anti-
inflammatory functional phenotype, which is charac-
terized by the secretion of the cytokines IL-10, IL-4, 
and TGF-β [46].

The established dynamics of immunoproteasome ex-
pression in hepatic mononuclear cells reflects the chang-
es in the reactivity of their subpopulations in response 
to the introduction of foreign antigens. Previous data 
showed the appearance of peaks reflecting cell activa-
tion within the liver after peptide antigen administra-
tion or adoptive transfer of lymphocytes. For example, 
the proliferation of donor cells occurred on the 2.5th and 
6th days after adoptive transfer of CD8+ Т-lymphocytes 
in the liver of a recipient [47]. An eight-fold expansion of 
the CD8+ Т-lymphocyte subpopulation on the 2nd day 
after their intraportal infusion, followed by a gradual 
decline by the 4th day, was also revealed [48]. Stimula-
tion with antigenic peptide SEFLLEKRI led to a 100-fold 
expansion of the mononuclear cell pool within the liver, 
starting from the 2nd day, followed by response extinc-
tion by the 6th day [49]. It is interesting to note that the 
lymphocyte proliferation peaked on the 4th day and the 
dynamics of the rest subpopulations was biphasic, with 
peaks on the 1st and 4th days. 

Thus, a strong immunologic basis underlies the bi-
phasic pattern of immune reactivity of the liver in re-
sponse to intraportal infusion of a donor antigen (Fig. 
6). In the first phase, LSEC and Kupffer cells encounter 
donor cells, which, due to the specific ability of the liver 
to retain activated CD8+ Т-lymphocytes [48], remain 
there for a sufficient time for antigen presentation. Af-
ter processing and antigen presentation with the in-
volvement of immunoproteasomes, the proliferation of 
donor leukocytes and resident hepatic immunocompe-
tent cells is triggered. Antigen presentation and activa-
tion of lymphocytes are accompanied by the release of 
cytokines, which play a leading role in the recruiting of 
the macrophages and lymphocytes of a recipient into 
the liver [50, 51]. This results in the appearance of the 
second peak in the dynamics of the hepatic immuno-
proteasome pool after DST induction. 

The interaction of activated CD8+ Т-lymphocytes 
with Kupffer cells leads to their apoptosis due to the 
absence of adequate proinflammatory stimulation [48]. 
In addition to the direct interaction, Kupffer cells pro-
duce some proapoptotic substances, such as TNF-α, 
CD95-ligand, galectin-1, and indoleamine-dioxygenase 
[52, 53]. A reduction in lymphocyte quantity at the end 
of the first phase during DST induction leads to a de-
cline in the hepatic immunoproteasome pool. A further 

Fig. 5. Cytofluorimetric analysis of LMP7 and LMP2 subunit 
expression in ED2-positive cells of the liver of the 3rd rat 
group after the beginning of DST induction. On x axis, 
days after the beginning of DST induction are shown. The 
total quantity of ED2-positive cells was taken as 100%. 
Significant difference at p < 0.05, n = 5 in comparison with 
basal level (group 1) (*). 
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Fig. 6. Scheme of DST induction and development. 
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decrease in the quantity of immunoproteasomes in this 
period can occur due to the migration of donor cells into 
the blood flow of a recipient.  

The ability of immunocompetent hepatic cell subpop-
ulations of primary antigen presentation [51], which re-
sults in the deletion of alloreactive CD8+ Т-lymphocytes 
via apoptosis, in the absence of positive costimulation 
[48], presents an opportunity for the prevention of the 
development of an immune response in the first days 
(1–3) after the administration of donor cells.

The second phase is associated with the clonal expan-
sion and transfer of the activated T-lymphocytes and 
macrophages of a recipient into the liver. The pheno-
typical profile of the cells that fill the immunological 
niche of the liver in this phase likely contributes to either 
tolerance or rejection reactions. Activation of immune 
defense mechanisms in the liver directed towards elimi-
nating/alleviating inflammation can shift the balance 
in the side of tolerance. These mechanisms include the 
apoptosis of the activated Т-lymphocytes of a recipient 
[31], ED1-polarized macrophages and activated Т-cells 
in the presence of ED2-phenotype macrophages in the 
liver [54, 55], and the expansion of Treg-cells [56] in re-
sponse to antigen presentation in the liver.  

The repertoire of immune subunits influences the 
hierarchy of the presented antigenic epitopes on APCs. 
At least four forms of immune proteasomes have been 
described. One form contains all three proteolytic im-
mune subunits: LMP7, LMP2, and LMP10. Two forms 
contain two immune subunits and one proteolytic 
constitutive subunit: β5-LMP2-LMP10 and LMP7-
LMP2-β2. One form contains the immune subunit 
LMP7 and two constitutive subunits β1 and β2 [57–60]. 
The combination of subunits with proteolytic activity 
determines the changes in the conformation of sub-
strate-binding pockets [61], the preferable sites for pro-
tein hydrolysis and, therefore, the range of produced 
antigenic epitopes. Hence, the change in the balance of 
immune subunits in resident and transitory immune 
system cell subpopulations plays an important role in 
how a foreign antigen is presented, either as a “non-
self” molecule to cause rejection or as a “self” molecule 
to be accepted.  

CONCLUSIONS 
This paper has studied for the first time the changes 
that occur in the immunoproteasome pool of mono-
nuclear cells within the liver during the induction of 
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allospecific portal tolerance. Based on the findings, it 
is concluded that DST induction is an active process 
characterized by two phases wherein the proportion 
of the immunoproteasome subunits LMP2 and LMP7 
and the quantity of hepatic APCs, including Kupffer 
cells, change. Apparently, the balance of these param-
eters is important for the development of tolerance to 
transplanted tissues. The third day after the beginning 
of DST induction is the key point when a kind of “win-
dow of opportunity” opens for a subsequent filling of an 
empty niche with cells of different subpopulations and, 

depending on this factor, the development of either 
tolerance or rejection. The results present new tasks 
related to the search for ways to influence the cellular 
composition of the liver and the expression of immuno-
proteasomes on the 3rd day after the beginning of DST 
induction for blocking rejection. 

This study was partially supported by the Russian 
Foundation for Basic Research, grant for young 

scientists 16-34-60083-mol_a_dk.
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INTRODUCTION
The eukaryotic cell nucleus is characterized by a com-
plex internal structural and functional compartmental-
ization that enhances the effectiveness of intracellular 
processes by concentrating specific factors in certain 
nuclear regions. The most important nuclear compart-
ments include nucleoli, nuclear speckles, Cajal bodies, 
PML bodies, etc. [1]. In this case, some intranuclear 
structures (e.g., nucleoli) are present in most eukaryot-
ic cells, while others are characteristic of a specific cell 
type. An example of such specific intranuclear struc-
tures is the Marinesco bodies that normally occur ex-
clusively in the neurons of substantia nigra and locus 
coeruleus in the brain of humans and primates [2, 3]. 
Despite the fact that both nucleoli and Marinesco bod-
ies are individually well characterized structures, their 
shape and spatial relationship in the nuclei of nerve 

cells have not been explored in detail. This problem 
may be solved using confocal microscopy involving the 
use of primary antibodies to known marker proteins of 
various intranuclear structures. For the nucleolus, this 
marker is nucleophosmin (NPM, B23), a polyfunctional 
protein that is involved in ribosome biogenesis, centro-
some duplication, and the regulation of proliferation 
and apoptosis [4–6]. Interestingly, B23 is expressed at 
a high level not only in actively proliferating cells, but 
also in postmitotic neurons, but its role in these neurons 
is actually unknown [6]. In the nucleolus of nerve cells, 
B23 is supposed to act as a cellular stress sensor initi-
ating the mechanisms that promote the maintenance 
of neuronal viability (e.g., by stabilizing the transcrip-
tion factor p53) [7]. In addition to that, a normal level of 
B23 in neurons is probably a condition for maintaining 
blockade of the cell cycle, while excessive expression of 
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ABSTRACT We studied the intranuclear localization of protein nucleophosmin (B23) and ubiquitin in the do-
paminergic neurons of human substantia nigra (n = 6, age of 25–87 years) using immunohistochemistry and 
confocal laser microscopy. Intranuclear ubiquitin-immunopositive bodies that morphologically correspond 
to Marinesco bodies were found to be present in substantia nigra dopaminergic (tyrosine hydroxylase-immu-
nopositive) neurons but absent in non-dopaminergic neurons. The number of bodies varied from 0 to 6 per cell 
nucleus. Nucleophosmin (B23) was found in the neuronal nucleolus, with the nucleolus size being constant in 
the nigral neurons of each individual brain. All the observed neurons had only one large nucleolus with intense 
nucleophosmin immunoreactivity and a lightly stained region (1–2 µm in diameter) that apparently represents 
the giant fibrillar center (GFC). An intensely immunostained nucleophosmin-containing granule was often 
observed at the GFC periphery. Double labeling demonstrated that nucleophosmin-immunoreactive nucleo-
lus and ubiquitin-immunoreactive Marinesco bodies can occur both closely to and remotely from each other. 
Three-dimensional reconstruction indicates that rounded Marinesco bodies are polymorphic and often have a 
complex shape, with some flattening and concavities, which may be associated with contact not only with the 
nucleolus, but also, presumably, with other intranuclear structures free of ubiquitin or nucleophosmin. Ubiqui-
tin-immunoreactive structures with a relatively small size (up to 1 µm in length) and various clastosome-like 
shapes (Lafarga et al., 2002) often occur near Marinesco bodies. There were no cases of detection of ubiquitin in 
the nucleoli of dopaminergic neurons and nucleophosmin/B23 in typical Marinesco bodies. The obtained infor-
mation may be helpful in unraveling the molecular mechanisms of the selective vulnerability of substantia nigra 
dopaminergic neurons to damaging factors.
KEYWORDS brain, dopaminergic neurons, human, Marinesco body, nucleolus, nucleophosmin, substantia nigra, 
ubiquitin.
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the protein may cause the cell to return to the cell cycle 
and initiate neuronal death, which is observed in neu-
rodegenerative diseases such as Alzheimer’s disease, 
Parkinson’s disease, and amyotrophic lateral sclerosis 
[8–10]. In this regard, an immunocytochemical study 
of the B23 protein distribution in substantia nigra do-
paminergic neurons of the human brain is particularly 
important, because mass death of dopaminergic neu-
rons is a characteristic feature of Parkinson’s disease 
and an indispensable indicator of the adequacy of ex-
perimental models of this disease [11, 12].

In contrast to B23, whose distribution features in 
dopaminergic neurons have not been explored, ubiqui-
tin, a component of the proteasome system responsible 
for degrading damaged proteins, has been repeatedly 
studied when analyzing the functional state of substan-
tia nigra neurons in normal and pathological conditions 
[13, 14]. Currently, ubiquitin is considered as a specific 
marker of Marinesco bodies; the functional significance 
of the latter still remains unknown [3]. Studies of intra-
nuclear ubiquitin-immunopositive bodies of substantia 
nigra neurons of the human brain using light micros-
copy and immunocytochemistry have demonstrated 
that up to 20% of substantia nigra neurons can contain 
ubiquitin-immunoreactive bodies whose morphological 
characteristics are similar to those of Marinesco bodies 
[15]. In the same studies, the nuclei of substantia nigra 
neurons were found to comprise structures that differ 
from Marinesco bodies in a number of characteristics 
but contain ubiquitin in a detectable amount [15]. In 
recent years, reports have appeared indicating that 
ubiquitin (along with ubiquitin-like proteins) plays an 
important role not only in intracellular protein degra-
dation processes, but also in ribosome biogenesis [16]. 
This suggests the presence of this protein in the nucle-
olus, but the results of immunocytochemical studies, 
which would confirm this suggestion, are absent.

Therefore, investigation of the shape and spatial re-
lationship of B23- and ubiquitin-immunopositive struc-
tures in dopaminergic neurons of the human brain is 
a topical issue of modern neuroscience and is of great 
interest in basic neurology. Therefore, the search for 
approaches to solving these issues was the purpose of 
the present work.

EXPERIMENTAL
We used fragments of the human midbrain (n = 6, 
males and females aged 25 to 87 years who died of rea-
sons not related to brain diseases and damage). The ma-
terial was received from the archive of the Department 
of General and Private Morphology of the Institute of 
Experimental Medicine. The research program was ap-
proved by the Local Ethical Committee of the Institute 
of Experimental Medicine.

The material was fixed in zinc-ethanol-formalde-
hyde [17] and immersed into paraffin. Paraffin blocks 
were used to prepare slices with a thickness of 5, 7, and 
10 μm, which were pasted onto slides with an adhesive 
coating (Histobond, Polysine, SuperFrost Gold, Ger-
many). A fraction of the samples were stained using a 
classical neurohistological technique – Nissl staining 
with toluidine blue. Before starting immunocytochemi-
cal reactions, the material was verified for suitability to 
analysis (a neurodegenerative process and post-mor-
tem autolysis were excluded). To improve the immu-
noreactivity of detected antigens, they were thermally 
retrieved in modified citrate buffer, pH 6.1 (S1700, 
Dako, Denmark). Control immunohistochemical reac-
tions were carried out with allowance for the recom-
mendations of the reagent’s manufacturer.

When performing immunohistochemical reactions 
for transmitted light microscopy, we used the follow-
ing primary antibodies: rabbit polyclonal anti-ubiq-
uitin antibodies (Dako) at a 1 : 400 dilution; mouse 
monoclonal anti-B23 (nucleophosmin) antibodies, clone 
FC82291 (Sigma-Aldrich, USA), at a 1 : 200 dilution; 
mouse monoclonal anti-tyrosine hydroxylase antibod-
ies (clone 1B5) at a 1 : 50 dilution (Leica-Novocastra, 
UK). A MACH2-Universal HRP-Polymer reagent (Bio-
care Medical, USA) was used to identify the rabbit and 
mouse primary antibodies associated with the studied 
markers. The peroxidase label was detected using di-
aminobenzidine chromogen (DAB+; Dako). After per-
forming immunocytochemical reactions, a fraction of 
the sections were stained with a 0.5% aqueous cresyl 
violet solution (Dr. Grubler, Germany) and a 0.1% aque-
ous astra blue solution (Merck, Germany).

When performing individual and combined immu-
nohistochemical reactions for confocal laser micros-
copy, we used the same primary antibodies as for the 
immunoperoxidase reaction. In a double reaction, we 
used two antibody combinations antibodies to tyrosine 
hydroxylase/ubiquitin and antibodies to B23/ubiqui-
tin. After thermal retrieval of antigens, they were in-
cubated with primary antibodies at 27 °C for 65 h. A 
biotin-labeled monovalent Fab fragment of donkey im-
munoglobulin (Jackson ImmunoResearch, USA) was 
used as a secondary antibody to detect primary mouse 
antibodies. After treatment with secondary antibod-
ies, the samples were incubated in a solution of strep-
tavidin conjugated with a Cy2 fluorochrome (Jackson 
ImmunoResearch). Primary rabbit antibodies were de-
tected with pig anti-rabbit immunoglobulin antibodies 
conjugated with tetramethylrhodamine isothiocyanate 
(TRITC) produced by Dako. After performing a single 
reaction for the B23 protein, a fraction of the samples 
were stained with a 7-AAD nuclear dye (Invitrogen, 
USA). Confocal microscopy was performed using a 
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LSM 710 microscope (Carl Zeiss, Germany).
After performing the immunocytochemical reaction 

for B23, we determined the nucleolus size in substantia 
nigra neurons. The nucleolus diameter was measured 
using the LAS EZ software (Leica, Germany). We an-
alyzed nucleoli only in neurons where neuromelanin 
granules were clearly visible in the cytoplasm. The 
measurements were performed independently by two 
investigators (O.V. Kirik and V.V. Gusel’nikova) on two 
different Leica DM750 microscopes (Leica) equipped 
with ICC50 and ICC50HD cameras (Leica), after ad-
ditional calibration of the system using an object mi-
crometer. Quantitative data were processed in Excel 
software (Microsoft, USA) and represented as the 
mean (X) and standard deviation (σ). The coefficient 
of variation (V) was calculated to evaluate population 
homogeneity.

RESULTS AND DISCUSSION
In all cases, neuronal nucleoli (both in Nissl staining 
with toluidine blue and in the B23 protein test) and 
ubiquitin-immunopositive bodies were found in the 
samples (Fig. 1). A double immunofluorescence reaction 
for tyrosine hydroxylase and ubiquitin (Fig. 2) showed 
that intranuclear ubiquitin-immunopositive bodies 
were actually present in substantia nigra dopaminergic 
neurons and were absent in the neurons not responding 

to a marker enzyme of catecholamine synthesis, tyros-
ine hydroxylase.

Visualization of nucleoli using the reaction for 
nucleophosmin (B23) revealed the heterogeneity of 
their structure, with smooth contours and a round-
ed shape being constant. The presence of additional 
nucleoli was found not to be typical of substantia 
nigra neurons. All observed neurons contained only 
one large nucleolus brightly stained in the reaction 
for nucleophosmin; the nucleolus often contained a 
slightly stained region. A similar structure, which had 
been previously called nucleolus vacuole, was regu-
larly found in the nucleoli of large neurons [18]. Later, 
the structure was found to be a giant fibrillar center 
(GFC) containing, predominantly, the UBF factor [19]. 
Interestingly, the nucleoli of neurons from different 
subjects from the study sample were characterized by 
a degree of individuality in size and a fairly low vari-
ability in size (Table).

Fig. 1. A dopaminergic neuron with a B23-immunopositive 
nucleolus in human substantia nigra. NM – neuromelanin 
granules in the neuronal cytoplasm; the single arrow 
indicates an unstained Marinesco body; the double arrow 
indicates the immunopositive nucleolus. Protein B23 immu-
nocytochemistry without counterstaining. Plan objective 
lens 100×/1.25 Oil (oil immersion). Eyepiece HC Plan s 
10×/18. Scale bar=10 µm.

NM

X, µm

Y
, 

µm

Fig. 2. Ubiquitin-immunopositive structures in human 
substantia nigra. An immunopositive response to ubiquitin 
(red) is provided by three rounded Marinesco bodies in 
the neuronal nucleus and some granules in the substantia 
nigra neuropil. Double immunocytochemistry for tyrosine 
hydroxylase is visualized with fluorochrome Cy2 (green), 
and that for ubiquitin is visualized with fluorochrome TRITC 
(red). Confocal laser microscopy. 3D reconstruction in 
shadow projection is carried out using a ZEN 2011 soft-
ware module (Zeiss, Germany). Z-stack covers a depth of 
5.6 µm and 29 optical sections. Objective lens 100×/1.40 
Oil DIC M27 (oil immersion).
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The investigation of the nucleolus using confocal mi-
croscopy confirmed the accuracy of the measuremets 
performed on the immunoperoxidase samples. In this 
case, a potential false increase in the size of the studied 
structure due to chromogen diffusion was excluded. 
The giant fibrillar center that was usually located at 
the nucleolus periphery was found to reach 1–2 µm in 
diameter. The GFC area was characterized by weak 
fluorescence in the reaction for B23, which indicates 
a reduced concentration (but not an absence) of the 
protein in this nucleolar compartment. The peripher-
al GFC portion often contained a brightly fluorescing 
granule concentrating the B23 protein (Fig. 3).

The double B23 protein and ubiquitin reaction clear-
ly visualized the nucleolus and Marinesco bodies. A 
high fluorescence intensity during the detection of both 
markers enabled adequate three-dimensional recon-
struction of the studied structures, both in the trans-
lucent object mode and in the object surface contour 
mode (Fig. 4). Spatial reconstruction of nucleoli and 
Marinesco bodies revealed that not all observed objects 
had a regular spherical shape. For example, ball or el-
lipsoid shapes were typical of the nucleoli, but single 
nucleoli had pear and dumbbell shapes.

Marinesco bodies were characterized by high poly-
morphism, but they always had clear contours (Fig. 5). 
These bodies were present in neuronal nuclei in differ-
ent amounts (up to six within the nucleus of one cell) 
and occupied a different position relative to the nucleo-
lus. For example, the body could be closely associated 
with the nucleolus and be immediately adjacent to its 
surface, but in most cases, the body was located at a 
short distance from the nucleolus or was remote from 
it. If one nucleus contained several Marinesco bodies, 
the bodies could be both remote from each other and 
grouped, sometimes with direct contact of the bound-
aries. The localization of several bodies relative to the 
nucleolus was also different. We observed cases where 
a fraction of the bodies were immediately adjacent to 
the nucleolus boundary, while other bodies were re-

Measurements of the nucleoli of neuromelanin-containing 
substantia nigra neurons

Case
Mean 

diameter 
(X), µm

Standard 
deviation, 

σ

Variation 
coefficient 

(V), %
Male, 25 y.o. 5.1 0.6 11.3
Male, 51 y.o. 4.2 0.4 8.6
Male, 61 y.o. 5.9 0.5 8.9

Female, 62 y.o. 6.1 0.3 4.9
Female, 78 y.o. 5.6 0.3 5.6

Male, 87 y.o. 5.6 0.4 6.8

Fig. 3. The nucleolus of a human substantia nigra dopami-
nergic neuron. Consecutive optical sections with a 0.4 µm 
interval. The arrow indicates an immunopositive granule 
near a giant fibrillar center. Protein B23 immunocytochem-
istry is visualized with fluorochrome Cy2 (green). Confo-
cal laser microscopy. Plan-Apochromat objective lens 
100×/1.40 Oil DIC M27 (oil immersion). Scale bar=2 µm.
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mote from it. Sometimes, bodies surrounded the nucle-
olus from different directions. In some cases, all bodies 
occurred at a considerable distance from the nucleolus. 
The use of 3D reconstruction enabled a visualization 
of all shape details of the detected Marinesco bodies 
(Fig. 5). Our findings indicate that most of the identi-
fied bodies had a regular rounded, and less often oval, 
shape. However, in some cases, flattened or concave 
regions were present on the surface of detected bod-
ies. The formation of this complex surface pattern of 
the Marinesco body may be caused by the presence of 
another structure directly adjacent to the surface of 
this body. Indirectly, this is confirmed by our earlier 
data indicating that flattened or concave regions of 
ubiquitin-immunopositive bodies can form on the body 
surface at the contacts of the bodies with the nucleolus 
[15]. Furthermore, in several cases, there were ubiqui-
tin-immunopositive bodies adjacent to the surface of 
a structure that we defined as an additional nucleolus; 
flattening or concavity was also formed on the surface 
of these bodies [15]. However, the double ubiquitin and 
B23 reaction demonstrated that, in some cases, Mari-
nesco bodies are remote from the B23-positive nucleo-
lus but still have a complex surface shape. This may be 
an indication that the nuclei of substantia nigra neu-
rons may contain other structures that interact with 
Marinesco bodies. On the other hand, the irregular con-
tour of these bodies in the absence of a bounding mem-
brane may reflect the dynamics of macromolecules and 
be a result of an escape of molecules from the periph-
eral parts of Marinesco bodies.

Another important result obtained by confocal mi-
croscopy with layer scanning and 3D reconstruction 
was a detailed description of the morphology of specific 
ubiquitin-positive structures that, for a number of rea-
sons, cannot be considered as Marinesco bodies but are 
clearly identified by an appropriate reaction for ubiq-
uitin (Fig. 5). These structures are of a relatively small 
size (up to 1 μm in length) and of various shapes (round, 
oval, rod-shaped, etc.). Like Marinesco bodies, these 
structures are characterized by the variability of their 
distribution within the nucleus, with the structures 
being often located near typical Marinesco bodies and 
sometimes adjoining them. It is worth noting that when 
these ubiquitin-positive structures directly adjoin typi-
cal Marinesco bodies, the surface of the latter contains 
flattened or concave areas facing this structure, which 
indirectly confirms the suggestion that the complex 
surface of Marinesco bodies forms non-randomly. The 
nature of the identified ubiquitin-immunopositive 
structures that are not Marinesco bodies remains un-
known. In this regard, of great importance are the data 
presented by M. Lafarga et al., who found (using confo-
cal and electron microscopy) special structures, called 

Fig. 4. 3D reconstruction of intranuclear structures of 
human substantia nigra dopaminergic neurons. Double im-
munocytochemistry for the B23 protein is visualized with 
fluorochrome Cy2 (green, stained nucleolus), and that 
for ubiquitin is visualized with fluorochrome TRITC (red). 
Confocal laser microscopy. 3D surface reconstruction is 
carried out using a ZEN 2011 software module (Zeiss, 
Germany). Z-stack covers a depth of 9.8 µm (A) and 7.6 
µm (B); the number of optical sections is 50 (A) and 39 
(B). Plan-Apochromat objective lens 100×/1.40 Oil DIC 
M27 (oil immersion).
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Fig. 5. Marinesco bodies in the nucleus of a dopaminer-
gic neuron of human substantia nigra. M – Marinesco 
bodies; arrows – ubiquitin-immunopositive structures 
that are not typical Marinesco bodies. Confocal laser 
microscopy. A – the image is a superposition of 30 opti-
cal sections made with a 0.2 µm interval; B – 3D surface 
reconstruction rotated by 90° is carried out using a ZEN 
2011 software module (Zeiss, Germany). Z-stack covers 
a depth of 5.8 µm; the number of optical sections is 30. 
Plan-Apochromat objective lens 100×/1.40 Oil DIC M27 
(oil immersion). Scale bar = 2 µm.
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Fig.6. Colocalization of the B23 protein and ubiquitin in the 
nucleus of a human substantia nigra dopaminergic neuron. 
A – a general view showing the immunopositive reaction 
of nuclear structures; B – colocalization of the B23 pro-
tein and ubiquitin in a typical Marinesco body (structure 
1). Nl – a B23-immunopositive neuronal nucleus (with-
out colocalization with ubiquitin), structure 2 – a typical 
Marinesco body (without colocalization of the studied 
proteins). B, E – a green channel (protein B23). C, F – 
a red channel (ubiquitin). D, G – an aligned image. Double 
immunocytochemistry for the B23 protein is visualized 
with fluorochrome Cy2 (green), and that for ubiquitin is 
visualized with fluorochrome TRITC (red). Confocal laser 
microscopy. Plan-Apochromat objective lens 100×/1.40 
Oil DIC M27 (oil immersion). Scale bars = 2 µm (A) and 
1 µm (B–G).
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clastosomes, in the nuclei of several cell types [20]. Ac-
cording to [20], these intranuclear structures contain 
ubiquitin at a high concentration and are the site of 
destruction of various proteins. In this case, the pres-
ence of clastosomes in cell nuclei is determined by the 
intensity of the proteasome degradation processes in 
the cell: the more intense the processes, the more pro-
nounced the clastosomes [20]. This circumstance could 
explain the presence of ubiquitin-positive structures 
only in single substantia nigra neurons, along with their 
absence in most cells, by the different functional states 
of the analyzed neurons.

An investigation of the colocalization of two pro-
teins (ubiquitin and B23) in the nucleoli of dopaminer-
gic neurons and Marinesco bodies demonstrated the 
presence of the B23 protein and the absence of ubiqui-
tin in the nucleolus. The B23 protein never colocalizes 
with ubiquitin in the nucleolus. Even when ubiquitin-
immunopositive bodies are in direct contact with the 
nucleolus (Fig. 4B), the area of apparent colocalization 
does not exceed the resolution of the used equipment 
(0.2 μm). In contrast to the nucleolus, the colocalization 
of ubiquitin and the B23 protein in Marinesco bodies is 
atypical but possible (Fig. 6). In this case, the fluores-
cence of B23 is much weaker than that in the area of 
the intensely stained nucleolar regions and is compa-
rable to the fluorescence of the GFC region. The identi-
fication of bodies where the B23 protein is present and 
colocalized with ubiquitin in the neuronal nuclei raises 
a question as to the nature of these structures. There is 
evidence that ubiquitin (along with ubiquitin-like pro-
teins) plays an important role not only in intracellular 
protein degradation processes, but also in ribosome bio-
genesis [16], which suggests the presence of this protein 
in the nucleolus. However, as seen from Figure 6, the 
identified B23/ubiquitin-immunopositive structure 
is characterized by an irregular shape, as well as by 
the lack of internal structuredness and a GFC region; 
therefore, it cannot be defined as the nucleolus, espe-
cially given the above data on the absence of addition-
al nucleoli in substantia nigra dopaminergic neurons. 
The peculiarities of the shape and size of the identified 
bodies, as well as the high concentration of ubiquitin 
in them, rather indicate that these intranuclear struc-
tures are a specific type of Marinesco bodies that con-
tain the B23 protein. However, we cannot exclude the 
fact that the detected B23/ubiquitin-immunopositive 

structures could be independent intranuclear inclu-
sions that are not related to Marinesco bodies or clas-
tosomes.

CONCLUSION
Our findings indicate that the nuclei of dopaminergic 
neurons of the human substantia nigra comprise sever-
al types of structures that contain the studied proteins 
and have various shapes. The clastosome-like struc-
tures are characterized by relatively small sizes (up to 2 
µm in diameter), a regular shape, and location near the 
nucleolus. At different distances from the nucleolus, 
there are larger polymorphic Marinesco bodies (usu-
ally 2–4 µm in diameter) that include atypical struc-
tures containing both ubiquitin and the B23 protein. 
The largest and most constant structure of the nucle-
us is the nucleolus. We have demonstrated the mono-
morphism and stability of the nucleolus size in human 
substantia nigra neurons. The nucleolus of dopamin-
ergic neurons was found by us to be characterized by 
the presence of a giant fibrillar center (GFC) that had 
been previously studied in detail only in the neurons of 
laboratory animals. We have demonstrated that human 
GFC, unlike rat GFC, includes a non-constant micro-
structure containing the B23 protein.

All of these facts provide new information on the 
dopaminergic neurons of the human brain. Further re-
search in this area to investigate the spatial relationship 
of the nucleolus and Marinesco bodies with other intra-
nuclear structures (Cajal bodies, PML bodies, nuclear 
speckles), as well as the dynamics of these structures 
in neurodegeneration, will elucidate how the intranu-
clear structures are involved in the regulation of the 
functional state of catecholaminergic neurons. Study-
ing the distribution of the proteins comprised in these 
structures in norm and pathology may facilitate the 
identification of new molecular markers of the neuro-
degeneration process. The analysis of the intranuclear 
structures of neurons resistant to damaging factors will 
demonstrate the presence (or absence) of a relationship 
between the features of intranuclear inclusions and the 
selective sensitivity of substantia nigra dopaminergic 
neurons to damage.

This work was supported by the Russian Science 
Foundation (project No. 14-15-00014).
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INTRODUCTION 
We have previously engineered a fibroin-gelatin 
sponge scaffold which provides a substrate for the 
adhesion and proliferation of various cell types [1]. 
Subcutaneous injection of 200–400 μm fragments of 
this scaffold facilitated the regeneration of deep skin 
wounds in mice, apparently because of their immuno-
modulating activity [2]. One possible mechanism un-
derlying the regenerative activity of gelatin-fibroin 
scaffolds could be an increase in the expression of 
adhesion molecules, which are involved in immune 
responses, by fibroblasts after they come into con-
tact with the scaffold surface. Presumably, ICAM-1 is 
one of such molecules. Normally, only a small amount 

of ICAM-1 is present on fibroblasts, but changes in 
the microenvironment can lead to an increase in its 
expression. In line with this fact, the inflammatory 
response results in a significant increase in ICAM-
1 expression by tissue-specific fibroblasts, which in 
turn promotes the migration of the immune cells to 
the site of the inflammation [3, 4]. Moreover, ICAM-1 
is important for the functioning of lymphoid organs, 
where this molecule facilitates contact interactions 
between immune, stromal, and endothelial cells [5]. 
Thus, reconstitution of these and other interactions 
mediated by the 3D environment both in vitro and in 
vivo is an important step in the engineering of artifi-
cial lymphoid tissue [6].
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ABSTRACT Culturing of allogeneic or autologous cells in three-dimensional bioresorbable scaffolds is an im-
portant step in the engineering of constructs for regenerative medicine, as well as for experimental systems to 
study the mechanisms of cell differentiation and cell-to-cell interaction. Artificial substrates can modulate the 
phenotype and functional activity of immobilized cells. Investigating these changes is important for understand-
ing the fundamental processes underlying cellular interactions in a 3D microenvironment and for improving 
tissue-engineered structures. In this study, we investigated the expression of the ICAM-1 adhesion molecule in 
mouse embryonic fibroblasts (MEF) when cultured on gelatin-fibroin scaffolds. Increased expression of ICAM-1 
in MEF was detected only under 3D culture conditions both at the mRNA and protein levels. At the same time, 
the MEF cultured on various substrates did not oerexpress MAdCAM-1, indicating the selective effect of 3D 
culture conditions on ICAM-1 expression. One possible mechanism for ICAM-1 induction in MEF is associated 
with the activation of AP-1, since expression of c-Fos and Junb (but not cJun and Jund) was increased in MEF 
in 3D. When cultured under 2D conditions, the expression level of AP-1 components did not change.
KEYWORDS MEF, bioengineering, polymeric matrix, stromal cells, ICAM-1, 3D culture.
ABBREVIATIONS 2D – two-dimensional culture conditions, 3D – three-dimensional culture conditions, MEF – 
mouse embryonic fibroblasts, FB – fibroblasts, ECM – extracellular matrix, FG – fibroin scaffold supplemented 
with 30% gelatin. 
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MATERIALS AND METHODSS
A primary culture of MEF, as well as sponge fibroin 
scaffolds supplemented with 30% gelatin (3D FG), was 
prepared as previously described [1]. For the genera-
tion of fibroin-gelatin films, the same aqueous solu-
tion as that for 3D scaffolds was used. Firboin-gelatin 
films or Nunc culture plastic (Thermo Fisher Scientific, 
USA) were used for a 2D culture.

Total RNA was isolated from MEFs and analyzed ac-
cording to the standard protocol using the TRI Reagent 
(Sigma Aldrich, USA), reverse transcription kits (Ther-
mo Scientific, EN0521 and K1621), and a real-time PCR 
kit (Synthol M-440) in compliance with the manufac-
turer’s recommendations. The quality of the reactions 
was evaluated using a melting curve analysis and the 
electrophoresis of amplification products in 1.8% aga-
rose gel. Photographs of the gels were prepared using 
the GelDoc™ XR+ System (BioRad, USA). Total RNA 
isolated from murine lymph nodes was used as a pos-
itive control in the analysis of Madcam1 gene expres-
sion. A quantitative PCR analysis was performed on a 
7500 RT-PCR System instrument (Applied Biosystems, 
USA).

Immunofluorescence staining was performed us-
ing αICAM1-Cy5 antibodies (KAT1), nuclear dye SY-
TOX orange, and FITC-phalloidin conjugate to visu-
alize polymerized actin. The samples were embedded 
in Aqua-Poly/Mount (Polysciences,USA) and exam-
ined using an electron microscope Camscan Series II 
(Cambridge Instruments) in the SEI mode and a Nikon 
Eclipse Ti-E microscope with a confocal module A1 
(Nikon Corp., Japan) and Apo TIRF 60×/1.49 Oil or CFI 
Plan Apo VC 20×/0.75 lens.

RESULTS AND DISCUSSION
Fibroin gelatin scaffolds have a three-dimensional po-
rous structure characterized by complex internal and 
external topographies (Fig. 1A–D). Importantly, when 
MEFs are cultured on scaffolds, the interaction of the 
cell surface with the substrate occurs in various direc-
tions (Fig. 1D, 1E). Cell distribution on the surface of a 
3D scaffold is also shown in Fig. 2A.

Since adhesion molecules play a key role in cell-
to-cell and cell-to-extracellular matrix interactions, 
the expression of the ICAM-1 adhesion molecule was 
analyzed in 3D and 2D cultures to study the effect of 

Fig. 1. Scaffold microstruc-
ture and MEF cytoskeleton 
under 3D culture conditions. 
Scaffold images obtained by 
scanning electron microsco-
py (A–B); scaffold images 
obtained by transmitted-
light confocal scanning in an 
aqueous medium (DIC, C); 
Z-projection of 150 optical 
sections of the scaffold at 
1.2 μm intervals, where the 
scaffold material was stained 
with TRITC and detected 
using a 20x/0.75 oil immer-
sion CFI Plan Apo VC lens 
(D). E–E’’ – Z-projection of 
242 optical sections series 
at 281 nm intervals (68.002 
μm) of MEF cultured on a 
3D scaffold. F–F’’ – Optical 
sections obtained 0 (F), 20 
(F’) and 40 (F’’) μm apart 
from the initial scanning 
position. The cell cyto-
skeleton was stained with 
phalloidin-FITC (green), and 
nuclei were stained with 
SYTOX orange (red). CLSM 
images were acquired using 
a Apo TIRF 60x/1.49 oil DIC 
objective.
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culture conditions on the MEF phenotype. It is known 
that the cytoplasmic domain of the ICAM-1 molecule 
interacts with the actin cytoskeleton [7], and ICAM-1 
molecules clustering induces their association with ac-
tin-binding adapter proteins and binding to the F-actin 

cytoskeleton [8]. We hypothesized that the cytoskeleton 
reorganization caused by MEF cultured on 3D fibroin 
gelatin scaffolds can alter the ICAM-1 expression. In-
deed, long-term MEF culture on fibroin gelatin scaf-
folds, but not on culture plastic, resulted is a signifi-

Fig. 2. ICAM-1 expression in MEF. A – Distribution of GFP+ MEF cultured on a 3D fibroin-gelatin scaffold. The scaf-
fold was stained with TRITC. B – Icam1 expression in MEF cultured on a 2D (plastic) and 3D fibroin-gelatin scaffold. The 
values were normalized on the baseline Icam1 expression level in MEF (labeled as “K-”). The data is representative 
of three independent experiments. * – p < 0.05; *** – p < 0.001; ns – non-significant difference. C, D – Immunofluo-
rescence staining of ICAM-1 in MEF cultured on a 3D scaffold (C), 2D fibroin film (D, top row), and on a culture plastic 
surface (D, lower row). CLSM images were acquired using CFI Plan Apo VC 20х/0,75 lens. E – Expression of the Mad-
cam1 gene in MEF cultured on a 3D fibroin-gelatin scaffold. Agarose gel electrophoresis of PCR products with specific 
primers to the specified genes is shown. Positive control (K +) – the material from murine lymph nodes; negative control 
(K-) – no cDNA was added to the PCR mix.
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Fig. 3. Expression 
of AP-1 genes. 
Expression of AP-1 
transcription fac-
tor genes in MEF 
cultured on plastic 
(2D) and fibroin-
gelatin scaffolds 
(3D). The values 
were normal-
ized on the gene 
expression in MEF 
cultured under 3D 
conditions on day 
7. * – p < 0.01; 
*** – p < 0.001.
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cant increase in the Icam1 gene expression (Fig. 2B). In 
full agreement with the gene expression data, bright 
staining of MEF with αICAM1 antibodies was observed 
only under 3D culture conditions (Fig. 2B), while in 2D 
cultures on FG films or on a glass surface, almost no 
staining was observed (Fig. 2D). The presence of a very 
weak signal was due to baseline Icam1 mRNA expres-
sion in 2D cultures (Fig. 2B). 

Next, we analyzed the gene expression of another 
adhesion molecule, MAdCAM-1, in order to verify the 
specificity of the observed effect for ICAM-1 expres-
sion. Similarly to ICAM-1, MAdCAM-1 is expressed 
on stromal and endothelial cells and it is one of the key 
participants in the immune cell migration to lymphoid 
organs and barrier tissues, but it is characterized by a 
specific induction associated with cytokine signaling [9].

We did not detect Madcam1 gene expression in MEFs 
cultured on scaffolds, which indicates the selectivity of 

the effect of 3D-culture conditions on the expression 
of the genes that encode adhesion molecules (Fig. 2E).

It is known that the promoter region of the Icam-1 
gene contains three binding sites for the AP-1 tran-
scription factor, which is involved in its regulation [10]. 
Thus, one possible mechanism of ICAM-1 induction in 
MEF might be the altered activity of AP-1. The anal-
ysis of the expression of the genes that encode AP-1 
subunits (Fos, Jun, Jund, Junb) (Fig. 3) demonstrated 
a significant increase in the level of Fos and Junb ex-
pression under 3D culture conditions as compared to 
2D. At the same time, Jun and Jund expression did not 
depend on the culture conditions and did not change 
significantly.

Further investigations should explore which sign-
aling pathways, starting from the mechanistic recep-
tion of 3D scaffolds by fibroblasts or intercellular in-
teractions, could lead to AP-1 induction, followed by 
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ICAM-1 overexpression. In addition, other transcrip-
tion factors could potentially be involved in the induc-
tion of ICAM-1 overexpression in MEF. For example, it 
is known that NF-χB can regulate ICAM-1 expression 
[11].

CONCLUSION
The culture of MEF in 3D fibroin-gelatin scaffolds leads 
to a significant increase in the ICAM-1 expression.

The increase in ICAM-1 expression is associated 
with the 3D structure of the scaffold rather than the 

influence of fibroin degradation products, since cultur-
ing on 2D fibroin films did not affect the expression of 
ICAM-1 in MEF.

Increased ICAM-1 expression is associated with in-
creased expression of AP-1 genes, Fos and Junb, but 
not Jun and Jund.

This research was supported by The Russian 
Foundation for Basic Research (grant No 15-29-04903) 

and a President of the Russian Federation Grant for 
Leading Scientific Schools (10014.2016.4).
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INTRODUCTION
The SLAMF1/CD150 receptor encoded by the 
SLAMF1 gene is a transmembrane glycoprotein of 70 
kD expressed on the surface of various hematopoie-
tic human and murine cells: B and T cells (at various 
stages of differentiation), dendritic cells, and sub-
populations of macrophages and basophils [1, 2]. The 
activation of these cells, as well as the activation of 
monocytes and mast cells enhances the expression 
of SLAMF1 [1, 3–5]. In T-lymphocytes, SLAMF1 
has a co-stimulatory effect on the antigen-specif-
ic CD28-independent proliferation and induces the 

synthesis of IFN-γ [6], whereas in B-lymphocytes, it 
induces and enhances the proliferation and synthesis 
of immunoglobulins [7]. SLAMF1 is also important 
for bi-directional T-B-cell stimulation. The SLAMF1 
protein may serve as a receptor for the measles vi-
rus [2], participate in the process of recognition of 
Gram-negative bacteria, and the subsequent activa-
tion of macrophages to kill bacteria [8]. It was shown 
in murine models that disorders in the signaling 
pathway of this protein can lead to the development 
of autoimmune diseases and immunodeficiency con-
ditions [9–11].
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Nucleotide Polymorphism rs3753381 
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ABSTRACT The SLAMF1 gene encodes CD150, a transmembrane glycoprotein expressed on the surface of T and 
B-lymphocytes, NK-cells, dendritic cells, and subpopulations of macrophages and basophils. We investigated the 
functional regulatory polymorphisms of the SLAMF1 locus associated with autoimmune processes, using bioin-
formatics and a mutational analysis of the regulatory elements overlapping with polymorphic positions. In the 
reporter gene assay in MP-1 and Raji B-cell lines, the enhancer activity of the regulatory region of the locus con-
taining the rs3753381 polymorphism demonstrated a twofold increase upon the introduction of the rs3753381 
minor variant (G → A) associated with myasthenia gravis. An analysis of the nucleotide context in the vicinity 
of rs3753381 revealed that the minor version of this polymorphism improves several binding sites for the tran-
scription factors of FOX and NFAT, and RXR nuclear receptors. All mutations that disrupt any of these sites lead 
to a decrease in the enhancer activity both in МР-1 and in Raji cells, and each of the two B-cell lines expresses 
a specific set of these factors. Thus, the minor variant of the rs3753381 polymorphism may contribute to the de-
velopment of myasthenia gravis by modulating SLAMF1 expression, presumably in pathogenic B-lymphocytes.
KEYWORDS autoimmunity, B cells, noncoding polymorphism, transcriptional regulation. 
ABBREVIATIONS SLAM – signaling lymphocytic activation molecule; CD –  cluster of differentiation; IFNγ –  in-
terferon gamma; TCR –  T-cell receptor; IL –  interleukin.



RESEARCH ARTICLES

  VOL. 9  № 3 (34)  2017  | ACTA NATURAE | 95

Today, the role of the four representatives of the 
SLAM/CD2 family in the development of autoimmune 
conditions is well-known. Changes in the nucleotide se-
quences of the Ly9, Ly108, CD84, and CD244 genes are 
associated with the initiation of autoimmune processes 
not only in murine models, but also on a limited cohort 
of patients. The presence of alternative alleles of the 
Ly108 gene in mice strongly affects central tolerance 
during the development of B- and T-cells, because the 
Ly108 gene is involved in the TCR-mediated stimula-
tion of the key proapoptotic molecules BIM and FasL 
[12], the regulation of immunological tolerance, and cell 
cycle progression [13]. Furthermore, Ly108 and CD84, 
along with their adapter SAP (SLAM-associated pro-
tein), are involved in a bi-directional T-B-cell stimu-
lation which is required for the formation of germinal 
centers [14]. It is known that single-nucleotide poly-
morphisms of the genes that encode selected members 
of the SLAM/CD2 family are associated with the risk 
of developing particular autoimmune diseases. It is 
known that the minor variant of rs509749 in the CD229 
gene (Ly9, SLAMF3) alters the aminoacid sequence 
of the ITSM-motif of CD229, followed by a change in 
the receptor affinity to the SAP adapter, which in turn 
may lead to an increased risk of systemic lupus ery-
thematosis [15, 16]. There is also evidence of an asso-
ciation between the heterozygous variant (GA) of the 
single-nucleotide polymorphism rs6427528 of the CD84 
gene with a positive response to treatment with etaner-
cept in patients with psoriasis and rheumatoid arthritis 
[17] and two polymorphisms of the CD244 (2B4) gene – 
rs3766379 and rs6682654 – with a progression of rheu-
matoid arthritis and systemic lupus erythematosus: 
this was established in a cohort of Japanese patients 
[18]. It is also known that the rs2049995 polymorphism 
in the SAP gene, encoding the basic adapter protein 
of SLAM family representatives, correlates with the 
development of systemic lupus erythematosus [19]. All 

this evidence is indicative of a relationship between 
changes in the nucleotide sequences of SLAM genes 
with the development of various autoimmune diseases.

Two SLAMF1 polymorphisms associated with auto-
immune processes are known (Table 1) [20, 21]. The re-
sults of genotyping described in these articles suggest 
that the minor variant of the rs11265455 polymorphism 
is associated with the risk of type 2 diabetes mellitus, 
while the minor variant of the rs3753381 polymorphism 
(G > A) is associated with an increased risk of myasthe-
nia gravis.

According to data obtained in mice with induced 
obesity, type 2 diabetes, which has previously been 
known to be the only metabolic disease associated with 
impaired interaction between insulin and body tissue 
cells, also has an autoimmune nature [22, 23] and can 
develop concomitantly with other autoimmune diseases 
[24, 25]. The B cells involved in the glucose metabolism 
and activation of proinflammatory macrophages and 
T cells and the production of a unique profile of IgG 
autoantibodies in obese humans play an important role 
in the development of type 2 diabetes. It was shown in 
a mouse model of type 2 diabetes that anti-CD20-an-
tibodies reduce T cell activation and improve glucose 
metabolism [22]: and The use of salicylates and IL-1 
antagonists, which reduce the glucose level, passed 
clinical trials [26].

Acquired myasthenia gravis is a rare autoimmune 
disease which clinically manifests itself in fatigue and 
weakness of striated muscles [21], [27]. The trigger 
mechanism that activates the autoimmune response 
system in myasthenia gravis has not yet been estab-
lished: autoantibodies against the nicotinic acetylcho-
line receptors located in the motor nerve termination 
area are produced, leading to impaired nerve impulse 
transmission to the muscle [28]. Injection of an immu-
noglobulin fraction from the serum of a patient with 
myasthenia gravis, comprising anti-AChR antibodies 

Table 1. Polymorphisms of the SLAMF1 gene locus associated with autoimmune processes

SNP rs11265455 rs3753381
SLAMF1 gene enhancer D E
Association with disease Type 2 diabetes mellitus Myasthenia gravis

Risk allele G (minor) A (minor)
Alternative allele A (major) G (major)

Frequency of risk allele 0.199 0.25
P-values 3.9 × 10-5 9.63 × 10-6

OR 1.32 (1.16–1.47) 1.04 (0.87–1.25)
TFBS, presumably destroyed by minor variant of SNP BPTF RXR, FOX

Note: OR – odds ratio for disease; risk allele/allele associated with the risk of disease; TFBS – transcription factor bind-
ing sites. 
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(found in 85% of patients) and anti-MuSK antibod-
ies (in 15% of patients), induces myasthenia symp-
toms in animals [9, 29, 30]. In patients with myasthe-
nia gravis, therapy aimed at reducing the amount 
of B cells using monoclonal antibodies against CD20 
(rituximab) is effective [31]. Change in T-cell receptor 
(TCR) signaling, which in turn may affect the selec-
tion system in thymus, together with the activity of 
T helpers and regulatory T cells, is another known 
risk factor of development of autoimmune diseases 
[32]. The development of many autoimmune diseases, 
such as systemic lupus erythematosus, polymyosi-
tis, dermatomyositis, rheumatoid arthritis, Sjogren’s 
syndrome, multiple sclerosis, acquired epidermolysis 
bullosa, Crohn’s disease, ulcerative colitis, and au-
toimmune hepatitis, is associated with an impaired 
production of NKT-cells (Natural Killer T cell)[33].
There is evidence that a twofold increase in SLAMF1 
expression in NOD.Nkrp1b.Tg (Slamf1) mice doubles 
thNKT-cells production in thymus by means of ho-
motypic interactions (SLAM-SLAM) on the surface 
of immature NKT-cells and CD4+CD8+ thymocytes, 
which are required for the development of NKT-cells 
[9, 34]. A small increase in CD150-SLAMF1 expres-
sion also enhances the production of IL-4 and IL-17 in 
response to stimulation through the TCR [34]. There 
is evidence that SLAMF1 is involved in the regula-
tion of IFN-γ production by CD4+ T cells, which can 
also be indirectly related to the pathogenesis and im-
mune regulation of myasthenia gravis [3]. This sug-
gests that an increase in the production of SLAMF1 
induced by the allelic variant of a single-nucleotide 
polymorphism can be one of the links in the chain of 
autoimmune processes.

Recently, we described several regulatory regions 
that control the expression of the SLAMF1 gene, in-
cluding the promoter (297-0 with respect to the trans-
lation start site) and three enhancer elements of ap-
proximately 2.5 kb, two of them located in the third 
intron and one at a distance of 3 kbp after the coding 
sequence [35]. The activity of these regulatory ele-
ments was studied in Raji and MP-1 cell lines (Burkitt 
lymphoma and acute lymphoblastic leukemia mod-
els, respectively). It was shown that the expression 
of SLAMF1 mRNA is controlled by the EBF1, SP1, 
STAT6, IRF4, NF-kB, ELF1, TCF3, and SPI1/PU.1 
transcription factors, which bind to the promoter and 
enhancer regions.

This paper presents data on two additional en-
hancer elements of the SLAMF1 gene locus (herein-
after enhancers E and D), where two polymorphisms, 
rs3753381 and rs11265455, associated with autoim-
mune processes, are localized. We studied the effect of 
each of these polymorphisms on the expression of the 

SLAMF1 gene in B cells. The enhancer E comprising 
rs3753381 polymorphism is located in the third intron 
of the SLAMF1 gene, and enhancer D is located at a 
distance of 1.5 kbps before the coding region of the 
gene.

Our study of polymorphisms in the SLAMF1 gene 
locus showed that both the minor and major variants 
of rs11265455 have almost no effect on the activity 
of the SLAMF1 promoter, while the minor variant of 
the rs3753381 polymorphism (located in enhancer E) 
increases the activity of the SLAMF1 promoter more 
than twofold. We identified FOX, RXR, and NFAT as 
nuclear protein families whose binding depends on the 
allelic variant of rs3753381 and have pointed at the 
particular members of these families which are specif-
ically expressed in the investigated cell lines (HNF4G, 
RXRB, and FOXO2 in the MP-1 and NFATC/3 and 
NR2C1 in Raji).

EXPERIMENTAL

Cell culture and transfection procedure
MP-1 and Raji cells were cultured in a RPMI medi-
um (PanEco) supplemented with 10% fetal calf serum, 
L-glutamine, antibiotics, essential amino acids, HEPES, 
and sodium pyruvate. Transfection was performed us-
ing the Neon Transfection System (Life Technologies, 
USA) at the rate of 2 × 106 MP-1 cells and 7 × 106 Raji 
cells per transfection. Luciferase activity was assayed 
after 24 hours using a Dual Luciferase Assay kit (Pro-
mega, USA).

Plasmid Constructs
Genetic engineering manipulations were carried out 
using standard techniques; enzymes produced by Fer-
mentas/ThermoScientific (Lithuania) were used. In 
order to produce the constructs pGL3-rs3753381 (G) 
and pGL3-rs11265455 (A), sequences of the enhanc-
ers E and D, respectively, were amplified with prim-
ers containing the restriction sites SalI and BglII (only 
SalI in the case of enhancer D) and then cloned into a 
WT SLAMF1 vector [35] cleaved at the BamHI-NcoI 
sites, together with a fragment of the pGL3-basic vec-
tor cleaved at the SalI-NcoI sites. Constructs with al-
ternative variants of the respective polymorphisms, 
rs3753381 (A) and rs11265455 (G), were produced 
on the basis of the pGL3-rs3753381 (G) and pGL3-
rs11265455 (A) constructs. Mutations at the binding 
sites of the FOX and RXR proteins were introduced 
via site-directed mutagenesis of the core sequences of 
the sites using appropriate primers. Mutagenesis was 
performed using two-stage PCR, and the resulting 
constructs were purified using the NucleoBond Xtra 
Midi Kit (Macherey-Nagel, Germany) and verified by 
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Fig. 1. Analysis of the putative enhancers of the SLAMF1 gene locus. A. Schematic representation of the regulatory 
elements of the SLAMF1 locus. Grey arrows indicate enhancers A and B, as described previously [32]; thick black lines 
indicate SLAMF1 gene exons; thin lines indicate introns. Red histogram indicates the level of H3K27 acetylation, rectan-
gles mark DNase I hypersensitivity clusters and transcription factor binding sites according to ENCODE ChIP-Seq data. 
Vertical blue lines schematically show the location of the SNPs rs3753381 and rs11265455. B. Effect of allelic variants of 
rs3753381 and rs11265455 on the activity of enhancers E and D. The bars correspond to the expression of the report-
er gene in MP-1 and Raji cell lines, normalized to the activity of the construct containing the control fragment without 
enhancer activity [32]. All data are from three or more independent experiments. Data represent mean values ± SEM. 
“*” indicates a statistically significant difference between experimental and control constructs; “#” indicates a statisti-
cally significant difference between the construct containing the minor variant of the rs3753381 polymorphism and the 
construct containing the common variant (P < 0.05, Student’s t-test).
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sequencing using the Sanger method. The nucleotide 
sequences of the primers are shown in Table 2.

Bioinformatics analysis of binding sites
The genomic segments in the vicinity of the rs3753381 
and rs11265455 polymorphisms of the SLAMF1 gene 
locus were analyzed using public ChIP-Seq data for the 
B-lymphoblastoid cell line GM12878 (which is etiolog-
ically similar to the MP-1 and Raji cell lines) available 
in the UCSC Genome Browser [36]. We considered the 
presence of the H3K27Ac histone mark,  DNAse I ac-
cessibility [38] according to ENCODE DNase-Seq data 
for GM12878, and the presence of experimentally de-
termined transcription factor binding sites as evidence 
of regulatory elements [39]. Prediction of transcription 
factor binding sites overlapping with polymorphic po-
sitions was carried out using the HOCOMOCO motif 
collection [40]. The effect of allelic variants on the the 
predicted binding affinity was assessed using the PER-
FECTOS-APE software [41] with the default settings.

The analysis of differential gene expression
The MP-1 and Raji samples analyzed in our study were 
obtained in [35]. The resulting sequencing reads are 
available in the NCBI Sequence Read Archive: project 
identification number is PRJNA313457.

RESULTS AND DISCUSSION

The minor variant of rs3753381 polymorphism 
increases the activity of the SLAMF1 enhancer.
We have previously described the promoter and 
three enhancers of the SLAMF1 gene, A, B, and C [35] 
(Fig. 1A, enhancers A and B are shown by gray arrows). 

In our study, we chose two additional alleged regulato-
ry regions to analyze the possible impact of single nu-
cleotide polymorphisms on the regulation of SLAMF1 
expression: rs3753381 polymorphism is located in the 
putative enhancer E (the third intron of SLAMF1), and 
rs11265455 polymorphism is located in the putative en-
hancer D, which is 1,500 bp upstream of the SLAMF1 
coding region (Fig. 1A, shown by red arrows). These 
regulatory elements were cloned in two stages (see Ex-
perimental) into a WT SLAMF1 vector [35]. All con-
structs stimulated SLAMF1 promoter activity, which 
confirms the function of D and E as potential transcrip-
tion enhancers.

Next, single substitutions were introduced into the 
sequences of the enhancer elements D and E so as to 
replace the existing rs3753381 and rs11265455 alleles 
with alternative variants associated with the devel-
opment of type 2 diabetes mellitus and myasthenia 
gravis, respectively (see Table 1).

Both putative enhancer elements increase SLAMF1 
promoter activity (see Fig. 1B) compared to the previ-
ously described [35] control sequence, whose length is 
equal to that of  the  tested enhancer elements but is not 
enriched in transcription factor binding sites or H3K27 
acetylation marks. It is noteworthy that the activity of 
enhancer E was significantly higher in the MP-1 cell line 
than in the Raji line, and enhancer D activity was low 
and was about the same in both cell lines. Since these cell 
lines are similar in terms of maturity and etiology, the 
difference in the activity of alleged enhancer elements, 
apparently, can be explained by differences in the tran-
scription factors expression in MP-1 and Raji. 

Figure 1B shows that the presence of a minor vari-
ant of rs3753381 polymorphism increases the activity of 

Table 2. Oligonucleotide primers used in this study.

Primer Nucleotide sequence 5’-3’ Application

E150–5Sal (for) TTTTGTCGACCCTGTACCTTATTCT Amplification of enhancer E and introduc-
tion of SalI and BglII restriction sitesE150–5Bgl2 (rev) TTTAGATCTATCCTTGCCTTAAGGC

rs3753381-F ATTTTTACAGAGTTCACAGCTTCCAGA
rs3753381(A) design

rs3753381-R CTGTGAACTCTGTAAAAATGTTTACTTGGA
S1enh7F AGAAGAATTTGGGGGCAGAGAGGACT Amplification of enhancer D and intro-

duction of SalI restriction siteS1enh7SalR (rev) AAAAGTCGACCCGCCCTTTTTCATGAGTTAAAC
for G RXRA TACGGATTTATCAGCTTCCAGAAAA

mut RXR G design
rev G RXRA AAGCTGATAAATCCGTAAAAATGT TTAC
for A RXRA TACAGATTTATCAGCTTCCAGAAAA

mut RXR A design
rev A RXRA AGCTGATAAATCTGTAAAAATGT TTAC
for G FOXO3  CATTACAACGGAGTTCACAGCTT

mut FOX G design
rev G FOXO3 CTCCGTTGTAATGTTTACTTGGATG
for A FOXO3 CATTACAACAGAGTTCACAGCTT

mut FOX A design
rev A FOXO3 CTCTGTTGTAATGTTTACTTGGATG
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enhancer E in both cell lines, and the minor variant of 
rs11265455 polymorphism has no significant effect on 
the activity of enhancer D in any of the examined lines. 
Therefore, we proceeded with studying the rs3753381 
polymorphism in more detail.

Mutations at the RXR and FOX transcription factor 
binding sites reduce enhancer E activity in the case 
of minor variant of rs3753381 polymorphism.
We performed a bioinformatics analysis of the tran-
scription factor binding sites which could be affect-

Fig. 2. The influence of 
allelic variants of the 
rs3753381 polymor-
phism on the binding of 
transcription factors. A. 
The effect of mutations 
in the RXR and FOX 
binding sites on the 
activity of enhancer E. 
See Fig. 1B for legend. 
B. Expression of the 
transcription factors 
whose binding could be 
affected by the mut RXR 
and mut FOX mutations. 
The bars correspond to 
the normalized number 
of reads obtained from 
a RNA-seq analysis 
of MP-1 and Raji cell 
lines. “*” indicates a 
statistically significant 
difference between the 
samples (FDR < 0.05).
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Fig. 3. Alterations of binding site motifs by rs3753381 alleles and mutations of the RXR and FOX sites. The motif logos 
are shown under the corresponding segments of the enhancer E sequence. The predicted affinity loss for the major allele 
to minor allele substitution (G > A) is also shown.
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ed by the studied polymorphisms in order to explain 
the significant increase in enhancer E activity when 
a minor variant (A) of rs3753381 polymorphism was 
introduced. We analyzed the sites that overlapped with 
rs3753381 and its allelic variant using the PERFEC-
TOS-APE software. It was found that different mem-
bers of the NFAT, RXR, and FOX families could bind 
to the rs3753381 polymorphism region and that their 
binding sites were stronger in the case of the minor 
variant (A). The predicted sites were mutated, and the 
effects of the mutations were tested in a system with a 
reporter gene (Fig. 2A). 

Mutations in the RXR and FOX binding sites sig-
nificantly reduce the activity of the enhancer with 
respect to the minor variant of rs3753381. The results 
were verified using a detailed bioinformatic analysis 
of the genomic sequence straddling the rs3753381 pol-
ymorphism. We selected the most reliable models of 
the binding sites from the HOCOMOCO database and 
conducted a joint analysis of all six sequence variants 
(rs3753381 (G), mut RXR (G), mut FOX (G), rs3753381 
(A), mut RXR (A), mut FOX (A), using PERFEC-
TOS-APE. We filtered only the predicted sites having 
a P-value of 0.001 or better for the wild-type sequence 
with the A allele. Then, we considered only those pre-
dictions where the affinity decreased or remained un-
changed in all the alternative versions of the sequence 
(i.e., G allele or introduced mutations). Only the proteins 
expressed in the MP-1 and Raji cell lines were selected 
for further analysis (Fig. 2B, Fig. 3).

HNF4G, NR4A2, COT2, and PPARG are active-
ly expressed in the MP-1 cell line, which may explain 
the significant decrease in enhancer E activity in the 
case of damaged binding sites of the aforementioned 
factors due to the mut RXR mutation (Fig. 2A, mut-
RXR (A) and mut RXR (G) constructs). The Raji cell 
line is characterized by a high expression of RXRB and 
NR2C1, whose binding sites can be affected by the mut 
RXR mutation and, therefore, a disturbed binding of 
each of them can contribute to a reduction in enhancer 
E activity. As for the FOX factors, whose sites can be 
affected by the respective mutation, FOXA2 is highly 
expressed in the MP-1 cell line. NFAC (NFATC2 and 
NFATC3) proteins, which potentially bind to the same 
site, are expressed in the Raji cell line. Further, each 

mut FOX (A), mut FOX (G), mut RXR (A), and mut 
RXR (G) can affect the HNF4G binding site, and this 
causes a decrease in enhancer E activity in these con-
structs in MP-1 cells. When summarizing data on the 
mut RXR and mut FOX mutations, it can be assumed 
that the mut RXR mutation is associated with dis-
rupted binding of HNF4G, RXRB, NR4A2, COT2, and 
PPARG in MP-1, and RXRB and NR2C1 in Raji, while 
the mut FOX mutation can  disrupt the binding of HN-
F4G and FOXA2 in MP-1 and NFATC2, and NFATC3 
in Raji. Thus, a change from the major variant of the 
rs3753381 polymorphism (G) to the minor rs3753381 
(A) may change the binding of the RXR, FOX, and 
NFAC transcription factors, which are different in 
the case of MP-1 and Raji cell lines. The HOCOMOCO 
motif database covers only 600 of more than 1,500 hu-
man transcription factors [42]: We cannot exclude the 
possibility that other members of the aforementioned 
families likewise bind to the polymorphic region of the 
enhancer.

CONCLUSION
Our study demonstrates the functional significance 
of the polymorphisms of the SLAMF1 locus associat-
ed with autoimmune processes, indicating a possible 
relationship between the rs3753381 and rs11265455 
polymorphisms and the regulation of SLAMF1 gene 
expression. We explored the association between the 
minor variant of rs3753381 and the more than twofold 
increase in the activity of the SLAMF1 enhancer using 
the experimental model of human B-lymphoblastoid 
cell lines. The bioinformatics analysis of the sequences 
of the minor and major variants of the polymorphisms 
predicted that transcription factors of the NFAT, FOX, 
and RXR families likely contribute to the increase in 
enhancer E activity in the case of the minor variant of 
the rs3753381 polymorphism. It was shown that mu-
tations in the predicted binding sites reduce the activ-
ity of the enhancer E carrying a minor variant of the 
rs3753381 polymorphism. It was also found that change 
in the allelic variant of the rs11265455 polymorphism 
has no significant impact on SLAMF1 gene expression.

This work was supported by Russian Science 
Foundation grant No 14-14-01140.
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INTRODUCTION
According to the statistical data provided by P.A. 
Herzen Moscow Oncology Research Institute in 2015, 
breast cancer is the most common malignant disease 
affecting women, accounting for 20.9% of the total 
number of newly diagnosed neoplasms [1]. Breast can-
cer also sadly holds a leading place in cancer mortality 
among the female population of Russia, reaching 17% in 
2015. As for the global statistics, about 1.6 million wom-
en are diagnosed with breast cancer every year, and 
about 500,000 die of the disease.

To sum up these facts, it is obvious that the devel-
opment of novel antitumor agents and new approach-
es to cancer therapy is a priority. Targeted therapy 
has been developing rapidly in recent years. The ap-
proach consists in a targeted attack on tumor cells by 
using specific bifunctional therapeutic agents that are 
capable of selectively binding to tumor cells, on the 

one hand, and effectively eliminating them, on the 
other hand [2].

The HER2 receptor, which belongs to the human 
epidermal growth factor receptor family, is one of 
the best studied therapeutic targets [3, 4]. The tyro-
sine kinase receptor HER2 is normally present in all 
types of human epithelial tissues with a density of sev-
eral thousand molecules per cell. Amplification of the 
HER2 gene under malignant cell transformation leads 
to overexpression of the receptor encoded. The HER2 
receptor also becomes capable of constitutive heterodi-
merization with other receptors of the family (HER1, 
HER3, HER4). Continuous signal transmission from the 
membrane to the nucleus leads to an increase in cell 
proliferation, inhibition of apoptosis and, ultimately, 
tumor formation and metastasis. It is known that the 
level of HER2 gene expression is increased in 15-20% of 
human breast and ovarian cancers [3, 5]. 
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ABSTRACT The development of targeted toxins based on non-immunoglobulin targeting molecules appears to 
be one of the most advanced approaches in the targeted therapy of malignant tumors with a high expression of 
the HER2 receptor. Earlier, we showed that the targeted toxin DARPin-PE40 consisting of the HER2-specific 
non-immunoglobulin polypeptide (the targeting module) and a fragment of Pseudomonas exotoxin A (the toxic 
module) exhibits an antitumor effect in vivo against the HER2-positive adenocarcinoma xenograft. In this work, 
an in-depth analysis of the effect of DARPin-PE40 on the growth dynamics of experimental xenograft tumors 
was carried out. DARPin-PE40 was shown to inhibit tumor growth at a dose of 25 and 50 μg/animal and to cause 
tumor node reduction at a dose of 80 μg/animal, followed by growth resumption at the end of therapy. An evalu-
ation of the tumor growth dynamics revealed statistically significant differences in tumor volume in mice in 
the experimental groups compared to the control group. The results testify to the potential of using the created 
targeted toxin as an agent for the targeted therapy of HER2-overexpressing tumors.
KEYWORDS non-immunoglobulin module DARPin, Pseudomonas aeruginosa exotoxin A, HER2 receptor, tar-
geted therapy.
ABBREVIATIONS DARPin – designed ankyrin repeat protein; EDTA –ethylenediaminetetraacetic acid; HER 
1-4 – human epidermal growth factor receptor 1-4; Ni2+-NTA – nickel nitrilotriacetic acid; PE40 – fragment of 
Pseudomonas aeruginosa exotoxin A; PMSF – phenylmethylsulfonyl fluoride; a.a. – amino acid.
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Exotoxin A of Pseudomonas aeruginosa is one of the 
most effective protein toxins used in targeted therapy 
[6]. Pseudomonas exotoxin is a three-domain protein 
consisting of 613 a.a. We replaced the first domain of 
the exotoxin (1–252 a.a.), which is responsible for toxin 
binding to the natural receptor, with the HER2-specific 
non-immunoglobulin DARPin module [7], thus turn-
ing the exotoxin into a targeted toxin. A new genera-
tion of non-immunoglobulin targeting molecules based 
on artificial proteins with ankyrin repeats, DARPins, 
are increasingly used in molecular biology as targeting 
modules [8–10]. DARPins contain no cysteine residues, 
which allows for the production of these proteins di-
rectly in the Escherichia coli cytoplasm. They are also 
characterized by a high expression level in the bacterial 
system, monomeric state in solution with no tendency 
toward aggregation, and substantial resistance to pro-
teases [11]. Because of these features, scaffold proteins 
have significant advantages over immunoglobulins as 
alternative targeting components of multifunctional 
compounds for the diagnosis and therapy of various 
diseases.

We analyzed the dynamics of the antitumor effect of 
the targeted toxin based on a fragment of Pseudomonas 
aeruginosa exotoxin A and the HER2-specific scaffold 
protein DARPin in vivo on the xenograft model of hu-
man breast adenocarcinoma with high expression of 
the target receptor HER2.

EXPERIMENTAL

Preparation of a highly purified targeted 
toxin, DARPin-PE40, for in vivo studies
The DARPin-PE40 gene was expressed in E. coli strain 
BL21 (DE3) cells as described in [12]. Fresh transfor-
mants (one colony per ml) were introduced in 25 ml of 
the auto-induction medium TBP-5052 [13] containing 
2 mM MgSO

4
, 25 mM Na

2
HPO

4
, 25 mM KH

2
PO

4
, 50 

mM NH
4
Cl, 0.5% glycerol, 0.05% glucose, 0.2% lactose, 

0.5% yeast extract, 1% tryptone, and 0.1 g/l ampicillin 
and grown in a 250 ml flask for 24 h at 25 °C until the 
culture density reached OD

600
 of 20-25. The cells were 

harvested by centrifugation on a cooled centrifuge at 
6,000 g for 10 min. The pellet was re-suspended in 10 ml 
of lysis buffer (200 mM Tris-HCl, 500 mM sucrose, 
1 mM EDTA, pH 8.0, 60 μg/ml lysozyme). The suspen-
sion was diluted with sterile water and incubated for 
30 min at room temperature. The cells were then lysed 
on ice using a Vibra Cell sound disruptor (Sonics, USA) 
in a cycle mode of 10 s sonication, followed by 10 s cool-
ing, for a total of 30 cycles. Cell debris was removed by 
centrifugation at 15,000 g for 20 min on a cooled cen-
trifuge. The PMSF protease inhibitor (1 mM) and NaCl 
(100 mM) were added to the cleared supernatant. In 

order to remove the nucleic acids, polyethylenimine 
was added to the supernatant dropwise under constant 
stirring to a final concentration of 0.03%. The lysate 
was stirred for an additional 15 min at 4 °C and centri-
fuged at 15,000 g for 20 min. The resulting lysate was 
filtered through a 0.22 μm filter. Imidazole (30 mM final 
concentration) and NaCl (500 mM final concentration) 
were then added, and the solution was loaded to a Ni2+-
NTA column (GE Healthcare, USA) equilibrated with 
buffer: 20 mM Na-Pi, pH 7.5, 500 mM NaCl, 30 mM im-
idazole). The DARPin-PE40 protein was eluted using a 
linear gradient of imidazole (30-500 mM). The fraction 
eluted at ~ 150 mM imidazole was used for purification 
using ion exchange chromatography. The buffer was 
exchanged with one containing 20 mM Tris-HCl, pH 
8.0, 150 mM NaCl using a PD10 column (GE Health-
care, USA). The protein solution was diluted three 
times with 20 mM Tris-HCl, pH 8.0, and applied on a 
MonoQ5/50 GL column (GE Healthcare, USA) equili-
brated with 20 mM Tris-HCl, pH 8.0. A linear gradient 
of NaCl (0-1 M) was used to elute the protein. DARPin-
PE40 was eluted at a NaCl concentration of about 
500 mM. The yield of the target protein was 140 mg per 
liter of culture.

Evaluation of the antitumor efficacy 
of DARPin-PE40 in vivo
The antitumor activity was determined using a hu-
man tumor xenograft. Six- to eight-week-old athy-
mic BALB/c nude mice were subcutaneously inocu-
lated with 107 cells of human breast adenocarcinoma 
SK-BR-3 in 200 μl of phosphate-buffered saline. HER2 
overexpression in tumor tissue was confirmed ex vivo 
by immunohistochemical analysis using the HercepTest 
kit (DAKO, USA). Tumor growth was monitored by the 
standard method for determining tumor size by mea-
suring two diameters using a caliper. The tumor vol-
ume was calculated using the equation: V = a × b2 / 2, 
where a represents a larger diameter; and b, a smaller 
diameter [14]. Starting on day 9 after tumor cell inocu-
lation, when the average tumor volume was ~ 100 mm3, 
the animals were randomly divided into the experi-
mental and control groups (five animals per group). 
Animals in the experimental groups received 200 μl 
intravenous injections of DARPin-PE40 in phosphate 
buffered saline daily at a total dose of 25 μg/animal 
(five injections of 5 μg on days 9, 11, 13, 15, and 17), 
50 μg/animal (five injections of 10 μg on days 9, 11, 13, 
15, and 17) or 80 μg/animal (four injections of 20 μg 
DARPin-PE40 on days 9, 11, 13, and 15). The animals 
in the control group received 200 μl of phosphate-buff-
ered saline on days 9, 11, 13, 15, and 17 after tumor cell 
inoculation. When the tumor node reached a volume of 
~ 2500 mm3, the animals were euthanized. To plot tu-



RESEARCH ARTICLES

  VOL. 9  № 3 (34)  2017  | ACTA NATURAE | 105

mor growth curves, the calculated tumor volume val-
ues were used, expressed as a percentage of the values 
at the initial time point (on the therapy start day). The 
data were represented as the mean ± standard error of 
the mean at each time point.

To quantify the antitumor effect, the initial stage of 
the tumor growth curve in the animals of each group 
was fitted by the equation V = V

0
 × ekt, where V

0
 rep-

resents the tumor node volume at the initial time cor-
responding to therapy start, and k is the tumor growth 
rate coefficient. 

The k values were determined by linearization of the 
exponential phase of tumor growth (i.e. taking the loga-
rithm of the tumor volume), followed by linear approx-
imation. The tumor doubling time was calculated using 
the equation ln2/k. The data were represented using 
the box-and-whiskers diagram reflecting the median, 
the 25th and 75th percentiles, and the spread of values in 
each animal group.

RESULTS AND DISCUSSION
We have previously created the recombinant targeted 
toxin DARPin-PE40 and studied its properties in vitro 
as a targeted agent for the highly effective targeted 
therapy of HER2-positive tumors. This agent possesses 
an antitumor effect that comes to inhibiting the growth 
of xenograft tumors in vivo [15]. The targeting module 
in this construct consists of a molecule of non-immu-
noglobulin nature based on an artificial ankyrin repeat 

protein, DARPin, capable of recognizing the HER2 re-
ceptor with high affinity (K

D
 = 3.8 nM) [7]. The PE40 

fragment of Pseudomonas exotoxin A (M = 40 kDa), 
which lacks a natural receptor-binding domain, is 
used as a cytotoxic module [16]. The genetic construct 
encoding this fusion protein was expressed in E.coli 
BL21(DE3) cells. The DARPin-PE40 fusion protein was 
purified by metal-chelate affinity and anion exchange 
chromatography.

An in-depth analysis of the effect of DARPin-PE40 
on the dynamics of experimental tumor growth in 
vivo was carried out. Athymic BALB/c nude mice (6-8 
weeks old) with subcutaneously established human 
breast adenocarcinoma SK-BR-3 (see the Experimen-
tal section) were repeatedly injected intravenously 
with DARPin-PE40 at a total dose of 25, 50 or 80 μg per 
animal (1.25, 2.5 or 4 mg/kg, respectively).

The tumor growth dynamics showed a pronounced 
antitumor effect of the recombinant targeted toxin 
DARPin-PE40: statistically significant differences in 
the tumor volume in mice of the experimental groups 
were found in comparison with the control animals 
(p < 0.05) (Fig. 1). The tumors in control animals, as well 
as in the animals treated with 25 and 50 μg DARPin-
PE40, exhibited an exponential growth at the initial 
stage (Fig. 2A). Meanwhile, the tumors grew signifi-
cantly slower after DARPin-PE40 treatment: a statis-
tically significant decrease in the tumor growth rate 
coefficient (Fig. 2B) and, correspondingly, an increase 

Fig. 1. The curves of SK-BR-3 xe-
nograft tumor growth in different 
groups of animals. The day of sub-
cutaneous inoculation of SK-BR-3 
cells to animals was set as day 0. 
The days of DARPin-PE40 injection 
are indicated with arrows. *, #, 
& – the statistically significant dif-
ference between the control and 
experimental groups: 25 μg, 50 μg 
and 80 μg DARPin-PE40, respec-
tively (p < 0.05, Dunnett’s test, 
n = 5).
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in the tumor doubling time (Fig. 2C) in the experimen-
tal groups compared with the control group were ob-
served. This effect can be explained by a reduction in 
the pool of proliferating cancer cells in the growing tu-
mor node as a result of the cytotoxic effect of the tar-
geted toxin. Experimental tumors treated with a max-
imum dose of DARPin-PE40 (80 μg/animal) showed 
two distinct stages of growth. At stage 1, during the 
DARPin-PE40 injections, an exponential decrease in 
tumor volume on average by 60% relative to the vol-
ume registered at the beginning of the therapy was 
observed. At stage 2, after the DARPin-PE40 treat-
ment was completed, the tumors resumed exponential 
growth (Fig. 2).

Taking into account tumor heterogeneity and the 
high genetic instability of tumor cells [17], the insuf-
ficient effectiveness of DARPin-PE40 may be caused 
by the presence or emergence of a resistant tumor cell 
population that leads to further tumor progression af-
ter the therapy is ended. In addition, since the experi-
mental conditions simulated the situation of a thera-
peutic effect on an already formed tumor node, the 
limitations in the efficacy of the targeted toxin can also 
be related to its insufficient penetration into the tumor 
tissue. This, in turn, is due to a number of structural 
features of the tumor in vivo, including numerous cell-
cell contacts, interstitial fluid pressure, and the pres-
ence of the extracellular matrix. Thus, along with an 
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BR-3 xenograft tumor 
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A – Linearization of the 
exponential phase of 
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at the therapy start 
time). Data are shown 
for individual animals 
in each group. B – The 
box-and-whisker plot of 
the tumor growth rate 
coefficient (k). C – The 
box-and-whisker plot of 
the tumor doubling time 
(* – p < 0.05, 
 ** – p < 0.01, 
**** – p < 0.0001).



RESEARCH ARTICLES

  VOL. 9  № 3 (34)  2017  | ACTA NATURAE | 107

increase in dosage and/or therapy duration, the antitu-
mor effect of the recombinant targeted toxin DARPin-
PE40 could be enhanced by combining its action with 
a targeted increase in its permeability and accumula-
tion in the tumor. This problem has been variously ad-
dressed; in particular, via the control of the formation 
of the extracellular matrix components and/or their 
degradation [18–20], as well as temporary disruption of 
cell-cell contacts in the tumor [21]. The latter approach 
proved effective with the use of HER2-specific full-
length therapeutic antibodies [22] and, apparently, is 
one of the promising ways to develop targeted antitu-
mor therapy.

CONCLUSION
The use of non-immunoglobulin scaffold proteins, in 
particular DARPins, as targeting molecules is relevant 

for the development of new agents for targeted antitu-
mor therapy. The dynamics of the antitumor activity of 
the targeted toxin DARPin-PE40, in which HER2-spe-
cific DARPin is fused with a toxic fragment of Pseu-
domonas exotoxin A into a single polypeptide chain, 
was studied. The effectiveness and reliability of the 
DARPin-PE40 antitumor effect demonstrate that it is 
a promising candidate for further study as an agent for 
the targeted therapy of tumors with high expression of 
the HER2 receptor.

Recombinant targeted toxin purification was 
supported by the Russian Science Foundation (project 
No. 14-24-00106P); animal studies were supported by 
the Ministry of Education and Science of the Russian 

Federation (project No. 6.7109.2017/9.10).
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ABSTRACT The expression levels of the two novel oncoproteins uridine-cytidine kinase like-1 (UCKL-1) and mi-
tochondrial ribosomal protein S18-2 (MRPS18-2) were assessed in samples of hepatitis C virus (HCV)-associated 
hepatocellular carcinoma (HCC) using immunohistochemistry. Tissue microarray (TMA) paraffin blocks were 
prepared from 42 HCC tumor samples with the corresponding peri-tumor tissues and from 11 tissues of a liver 
with HCV-induced cirrhosis. We found that the UCKL-1 signal in the liver tissues of the peri-tumor zone in the 
HCC samples was stronger than that in cirrhosis (50 ± 49.44 vs. 24.27 ± 14.53; p = 0.014). The MRPS18-2 expres-
sion was weak, and there was no differences between the groups (p = 0.26). Noteworthy, the UCKL-1 protein 
was expressed at higher levels in peri-tumor tissues in the cases of HCC recurrence; this was confirmed for 27 
older patients (63.78 ± 9.22 vs. 53.53 ± 4.07 years, p < 0.001), in parallel with enhanced UCKL-1 staining in former 
HCC nodules (62.69 ± 50.4 vs. 26.0 ± 30.19, p = 0.006) and microvascular invasion (p = 0.02). A multivariate anal-
ysis of prognostic factors for HCC recurrence showed that the best predictive factors for these conditions were 
UCKL-1 expression in tumor, vascular invasion, and HCC treatment modality, other than liver transplantation 
(odds ratios: 1.029, 18.143 and 11.984, R² = 0.633, p = 0.002). In conclusion, the high UCKL-1 expression might be 
a prognostic factor for HCC relapse, in combination with age and microvascular invasion. MRPS18-2 protein 
expression has no prognostic significance in the cases of HCV-associated HCC. 
KEYWORDS hepatitis C virus (HCV), hepatocellular carcinoma (HCC), recurrence of hepatocellular carcinoma, 
UCKL-1, MRPS18-2, prognostic factors.
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INTRODUCTION
Liver cancer (predominantly HCC) is the second-most 
deadly cancer for men worldwide [1]. HCC incidence 
in Nordic countries, including Lithuania, reaches up 
to 10/100,000 inhabitants [2]. In developed countries, 

one factor that is responsible for the increased HCC 
incidence is HCV [3]. In Lithuania, anti-HCV preva-
lence in adults stands at about 2.78% [4]. HCV-induced 
HCC development is a multi-step process that may last 
20–40 years and involves chronic hepatic inflamma-
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tion, progressive liver fibrosis, initiation of neoplastic 
clones, and tumor progression in a carcinogenic tissue 
microenvironment [5]. Noteworthy, eradication of HCV 
reduces, but does not eliminate, the risk of HCC devel-
opment, especially when advanced hepatic fibrosis has 
already originated [6, 7]. It becomes difficult then and 
hardly manageable to follow patients at early-stage as-
ymptomatic HCV-induced cirrhosis. Thus, it was dis-
covered in a population-based study that less than 20% 
of patients with cirrhosis who had developed HCC were 
subject to regular monitoring [8]. Therefore, prognostic 
markers are now being actively developed to stratify 
HCV patients into clearly defined risk groups. Success-
ful employ of these predictors in clinical practise could 
improve the clinical management of these patients [9]. 
Additionally, even with a successful HCC treatment by 
liver transplantation, liver resection, or radiofrequen-
cy-induced thermotherapy (RFITT), high risk of HCC 
recurrence persists [7, 8]. The recurrence rate of HCC 
is estimated at 70% after 5 years of liver resection [10]. 
The validated prediction markers of recurrence are the 
tumor size, multifocality, macroscopic and microscopic 
vascular invasion, as well as poor differentiation [11].

It is widely accepted that malignant transformation 
of liver cells is stimulated by various factors. However, 
studies on the mechanisms of HCV-induced cell trans-
formation are inhibited by the lack of animal and cell 
models. Obviously, better understanding of molecular 
mechanisms would help us identify new diagnostic 
and/or prognostic markers, most importantly, for the 
early detection of HCC [11]. This would allow us to de-
velop better approaches to clinical treatment. 

Usually, the molecular mechanisms that are respon-
sible for virus-induced cell transformation include 
the inactivation of the two tumor suppressor protein 
pathways: i.e., the p53 (TP53) and retinoblastoma (RB) 
pathways [12, 13]. There is little doubt that other pro-
teins can play an important role in cell transformation: 
for example, the putative human enzyme UCKL-1 that 
is involved in cellular nucleotide metabolism [14, 15] 
and the new oncoprotein MRPS18-2 that can bind RB 
[13, 16, 17]. There are no data on the expression of both 
of these proteins in HCC, and we asked ourselves the 
question of whether the UCKL-1 and MRPS18-2 ex-
pressions in HCC tissues could be used as prognostic 
markers for the course of the disease in HCV-bearing 
patients.

EXPERIMENTAL 

Patient samples
The retrospective cohort study was conducted at Vil-
nius University Hospital Santariskiu Klinikos, Vilnius, 
Lithuania, according to the guidelines of the Helsin-

ki Declaration. The study was approved by the Vil-
nius Regional Biomedical Research Ethics Committee 
(158200-13-698-224, from 2013-11-12). The HCC tumor 
and the corresponding peri-tumor (normal) liver tissue 
samples were collected from 53 patients who had un-
dergone liver transplantation, liver resection, or RFITT 
for a complicated chronic HCV infection. Tissue sec-
tions from 42 HCV positive cirrhotic patients with HCC 
and 11 samples from transplanted HCV cirrhotic pa-
tients without HCC, as a control group, were analyzed. 
All the specimens are preserved at the National Lithu-
anian Center of Pathology. A histological activity index 
(HAI) was scored, according to K. Ishak еt al., and liver 
fibrosis was assessed, according to METAVIR [18–20]. 
In HCC cases, tumor differentiation and microvascular 
invasion were evaluated.

Analysis of UCKL-1 and MRPS18-2 expression 
in HCC and liver tissue specimens
Tissue samples after surgery, hepatic resection, and/
or liver transplantation were fixed in a buffered 10% 
formalin solution. Expression of the UCKL-1 and 
MRPS18-2 proteins was performed by immunohisto-
chemistry (IHC) on tissue microarrays (TMAs) con-
structed of paraffin-embedded tissues, selected by 
the pathologist. Cores one millimeter in diameter were 
punched from the selected areas. Paraffin sections of 
the TMAs were cut (2 µm thick), dewaxed, deparaf-
finized, and rehydrated. Epitopes were heat-activated 
in a EnVision FLEX target retrieval solution for 20 min, 
while the pH of the buffer was low for UCKL-1 and 
high for MRPS18-2. The samples were cooled at room 
temperature for 15 min. A two-step IHC procedure was 
performed with the EnVision FLEX detection system 
(DAKO), using an automatic staining Link instrument 
(DAKO). The primary anti-UCKL-1 (diluted 1 : 200) 
and anti-MRPS18-2 (diluted 1 : 150) antibodies (Sig-
ma-Aldrich) were applied for 60 and 30 min, respec-
tively. The secondary antibody FLEX/HRP (DAKO) 
was applied for 20 min. The peroxidase enzyme was 
then visualized with 3,3′-diaminobenzidine, tetrahy-
drochloride, and hydrogen peroxide. Hematoxylin was 
used as a counterstain for 10 min. Visual evaluation of 
the UCKL-1 and MRPS18-2 signals was performed by 
an experienced pathologist. Each spot was graded in-
dividually. The UCKL-1 and MRPS18-2 cytoplasmic 
reactions were considered as negative if no positive 
cells were observed. If a MRS18-2 signal was detected 
mainly in the perinuclear cytoplasm, this was  noted 
in the table of results, as well. The results of IHC reac-
tions were evaluated semiquantitatively, by counting 
the number of positively stained cells in 1,000 analysed 
cells as a specified percentage – a label index (LI%). LI 
values lower than the median expression of the marker 
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were considered as low, and if a LI value overran the 
median expression it was considered as high.

In addition, demographic information (age, body 
mass index (BMI), gender), laboratory data on the HCV 
infection (HCV genotype (GT)), the cumulative size of 
HCC assessed radiologically, the HCC treatment mo-
dality (liver transplantation, liver resection or RFITT), 
and the time period of follow-up were evaluated for 
each patient.

Statistics
A statistical analysis was performed using the IBM 
SPSS 19.0 statistical program. The Kolmogorov–
Smirnov test was used to assess data normality. Group 
differences were determined using the Student t test 
when data distribution was normal: in other cases, the 
Mann Whitney and the Kruskal–Wallis criteria were 
used. χ² tests were conducted for the categorical var-
iables. To establish a connection between categorical 
variables, the Spearman correlation coefficient was 
calculated. A logistic regression model was construct-
ed in order to investigate the association between the 
intensity of the UCKL-1 and MRPS18-2 signals in the 
HCC and microvascular invasion, the HCC treatment 
modality, and HCC recurrence after treatment. All hy-
potheses were verified with a selected significance lev-
el of p < 0.05.

RESULTS AND DISCUSSION

Characterization of patients
Forty-two out of the 53 patients had developed the 
HCV-associated HCC and received treatment; 11 pa-
tients were diagnosed only with HCV-induced cir-

rhosis. All participants were followed up for at least 1 
year at the Santariškiu Klinikos of Vilnius University 
Hospital; the HCC patients were observed for about 
2.82 ± 1.76 years; and the patients with HCV-induced 
cirrhosis – for 5.27 ± 2.49 years. Noteworthy, the HCC 
patients were significantly older than the individuals 
with cirrhosis (p = 0.001): the mean age of the HCC pa-
tients was 60.1 ± 9.29 years, while the persons in the 
cirrhosis group were about 49.42 ± 9.29 years old. No 
differences in gender distribution (male/female ratio) 
in HCC and non-HCC (cirrhosis) groups were detected 
(p = 0.917). The BMI value was also similar in these 
groups (p = 0.774) (see Table 1).

All participants had histologically confirmed ad-
vanced fibrosis, and HAI did not differ between the 
HCC and non-HCC groups (p = 0.892) (Table 2).

The expression of UCKL-1 was high in the liver tis-
sues of patients with HCC. We found that the UCKL-1 
signal was stronger in the peri-tumoral liver tissue in 
HCC cases, compared with non-HCC (cirrhosis) cases 
(50 ± 49.44 vs. 24.27 ± 14.53, p = 0.014), as is presented 
in Table 2 and Figs. 1 and 2. 

Table 1. Demographic, clinical, and laboratory characteris-
tics of patient groups

Characteristics HCC 
(n = 42)

Non-HCC 
(n = 11) p-value

Follow up, mean ± 
SD*, years 2.82±1.76 5.27 ± 2.49 <0.005

Age, mean ± SD, 
years 60.1 ± 9.29 49.42 ± 9.29 0.001

Gender, count  
(rate, %):

Women/ Men

16 (38.1%)/
26 (61.9%)

4 (36.4%)/
7 (63.6%) 0.917

BMI, mean ± SD, 
kg/m2 26.32 ± 4.61 26.75 ± 4.18 0.774

HCV genotype (GT*):
GT-1, count (rate, %)
GT-2, count (rate, %) 
GT-3, count (rate, %)

27 (64.3)
3 (7.1)

12 (28.6)

9 (81.8)
0 (0)

2 (18.2)

0.314

*SD – standard deviation.

Table 2. Histological and immunohistochemical differences 
in liver tissue samples in groups

Characteristics HCC  
(n = 42)

Non-HCC  
(n = 11) p-value

HAI,  
mean ± SD 6.71 ± 1.49 6.64 ± 2.34 0.892

UCKL-1,  
mean ± SD, LI (%) 50 ± 49.44 24.27 ± 14.53 0.014

MRPS18-2,  
mean ± SD, LI (%) 8.68 ± 16.61 15.00 ± 15.17 0.260

Fig. 1. The UCKL-1 expression in the liver tissue. Notice 
the significant increase in the UCKL-1 staining in samples 
with HCC in comparison with patients with cirrhosis with-
out HCC
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On the contrary, the MRPS18-2 signal was observed 
rarely in the liver tissue and this low expression did not 
differ between the groups (p = 0.26) (see Table 2). 

A description of the cohort of 
patients with HCC relapse 
HCC recurrence in patients with HCV-induced cir-
rhosis after curative treatment (liver transplantation, 
liver resection or RFITT) was confirmed radiologically 
in 27 of 42 patients. All patients were observed for at 
least 1 year before the diagnosis of HCC relapse (the 
mean observation time was 2.93 ± 2.43) (see Table 3). 
HCC relapse appeared usually after 2.76 ± 1.3 years. 
The recurrence rate (62%) in the studied cohort and the 
time of relapse were similar to those reported earlier 
by other authors [10]. Moreover, the mortality rate in 
the relapsers was significantly higher than that in non-
relapsers (59.3 and 6.7%, respectively, p = 0.001) (see 
Table 3). 

Importantly, the age of the patients in both groups 
differed significantly: 63.78 ± 9.22 years in those that 
showed a relapse and 53.53 ± 4.07 years in non-relaps-
ers (p < 0.001)(see Table 3). 

Noteworthy, women were diagnosed with HCC re-
lapse more often than men: 87.5% (14 out of 16) and 
50% (13 out of 26), respectively (p = 0.015) (see Table 
3). However, an absolutely larger number of men were 
diagnosed with HCC (26 men versus 16 women). It had 
also been reported earlier that older age and male gen-
der are associated with an increased risk of HCC devel-
opment in HCV cirrhotic patients [21, 22]. 

In our studied cohort of patients, no differences in 
BMI values, HAI, and HCC differentiation were detect-
ed between the groups of relapsers and non-relapsers 
(Table 3). We have to mention that, in the studied co-
hort, there were only two cases of poorly differentiated 
HCC (grade G3) in the group of relapsers and no G3 
cases in the non-relapsers. Probably, this is one reason 

why in our case the histological differentiation grade 
was not associated with HCC recurrence, contrary to 
published data [23]. 

When microvascular invasion was observed, HCC 
recurrence was diagnosed significantly more often 
(p = 0.02, Table 4). As a rule, tumors were larger in HCC 

A

B

Fig. 2. The UCKL-1 cytoplasmic expression in liver tissue. 
Notice that the UCKL-1 cytoplasmic signal was significant-
ly lower in the hepatocytes  (expression was observed in 
40% of the cells) of a cirrhosis  patient (A) in comparison 
with the UCKL-1 signal in 100% of the peri-tumor hepato-
cytes of a HCC patient (B). Objective ×40

Table 3. Characteristics of patient groups with and without HCC recurrence 

Characteristics HCC recurrence 
(n = 27)

no HCC recurrence
 (n = 15) p-value

Follow up, mean  ± SD, years 2.76 ± 1.3 2.93 ± 2.43 0.8
Lethality, count (rate, %) 16 (59.3) 1 (6.7) 0.001
Age, mean ± SD, years 63.78 ± 9.22 53.53 ± 4.07 <0.001

Gender, count (rate, %): -women/men 14 (51.9%)/13 (48.1%) 2 (13.3%)/13 (86.7%) 0.015
BMI average ± SD, kg/m2 27.05 ± 4.88 25.3 ± 4.01 0.245

HCC treatment method:
-resection, count (rate, %)

-RFITT, count (rate, %)
-transplantation, count (rate, %)

20 (74.1)
6 (22.2)
1 (3.7)

6 (40)
1 (6.7)

8 (53.3)

0.001
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relapsers (50.44 ± 17.83 mm vs. 41.47 ± 20.76 mm), but 
these differences were not statistically significant (Ta-
ble 4). Thus, in our study the microvascular invasion, 
proven histologically, was an independent predictive 
factor of a lower disease-free survival rate. Actually, 
tumor size and vascular invasion are well-known pre-
dictive factors of HCC recurrence [24, 25]. The studied 
cohort in the present paper was rather small, and that 
could be the reason why the size of the HCC nodules 
did not differ significantly between relapsers and non-
relapsers, even when such a trend was observed. 

The high expression of UCKL-1 and 
MRPS18-2 in HCC tissues 
Comparing the expression of UCKL-1 and MRPS18-
2 proteins in HCC nodules, a significantly stronger 
UCKL-1 signal was observed in HCC relapsers com-
pared with non-relapsers: 62.69 ± 50.4 and 26.0 ± 30.19, 
respectively (p = 0.006). We have to emphasize that, at 
the same time, in the peri-tumor liver tissue no dra-
matic differences in UCKL-1 staining were detected 
when relapsers and non-relapsers were compared (Fig. 
3 and Table 5). Hence, the UCKL-1 expression levels 

Table 4. Histological differences in liver tissue samples in HCC recurrence and non-HCC recurrence groups

Characteristics HCC recurrence 
(n = 27)

no HCC recurrence 
(n = 15) p-value

HAI, mean ± SD, count 6.89  ± 1.19 6.4 ± 1.92 0.381
HCC size, mean ± SD, mm 50.44 ± 17.831 41.47 ± 20.757 0.558

HCC grade of differentiation
-G1, count (rate, %)
-G2, count (rate, %)
-G3, count (rate, %)

6 (23.07)
18 (69.23)

2 (7.69)

1 (6.67)
14 (93.33)

0 (0)

0.64

Vascular invasion, count (rate, %) 13 (50) 2 (13.33) 0.02

A  B

C  D

Fig. 3. The UCKL-1 and MRPS18-2 expression pattern in cancer tissues. Notice that the UCKL-1 cytoplasmic signal was 
significantly higher in  the HCC samples of relapsers (A) in comparison with the UCKL-1 signal in non-relapsing HCC (B). 
The MRPS18-2 signal was strong in cancer tissues, regardless relapsing (C) or non-relapsing (D) HCC. Objective ×40
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might have a prognostic value in terms of HCC occur-
rence and recurrence.

At the same time, the MRPS18-2 expression was 
several folds greater in the HCC nodules than in the 
unaffected liver, but no differences were observed 
between HCC relapsers and non-relapsers (Table 5). 
Therefore, the levels of MRPS18-2 could be considered 
as lacking prognostic significance for patients with 
HCV cirrhosis.

The high expression of UCKL-1 in HCC nodules 
can be a prognostic factor of HCC relapse
As was expected based on the data published earlier 
[26], the method of HCC treatment on its own had a 
significant predictive value of HCC recurrence: in the 
case of liver transplantation, the HCC recurrence rate 
was significantly lower than that after liver resection 
or RFITT – the were the only cases of HCC recurrence 
after liver transplantation (Table 3).The high rate of 
tumor recurrence after surgical resection and RFITT 
corresponded to the data in the literature [27]. 

After a multivariate analysis of prognostic factors 
for HCC recurrence was performed, we could conclude 
that the most significant variables were the levels of 
UCKL-1 expression in tumor nodes, vascular invasion, 
and the modality of the primary HCC treatment (other 
than liver transplantation) with odds ratios of 1.029, 
18.143, and 11.984, respectively (R² = 0.633, p = 0.002) 
(Table 6). As has already been mentioned, the expres-

Table 6. Logistic regression

Characteristics B SE Wald DV p-value Exp(B)
UCKL-1 in HCC 0.029 0.013 5.022 1 0.025 1.029

Vascular microinvasion 2.898 1.176 6.072 1 0.014 18.143
HCC treatment modality (transplantation->resection->RFITT) 2.484 0.933 7.084 1 0.008 11.984

Constant -6.316 2.178 8.413 1 0.004 0.002

Note. B – regression coefficient, SE – standard error, Wald – Wald statistics value, DV – the dependent variable (1 – 
for HCC recurrence), Exp (B) – odds ratio.

Table 5. Immunohistochemical differences in liver tissue samples in groups of patients with and without HCC recurrence 

Characteristics HCC recurrence 
(n =27)

no HCC recurrence 
(n=15) p-value

UCKL-1, mean ± SD, LI (%) 49 ± 32.44 50.27 ± 14.53 0.510
MRPS18-2 in liver tissue, mean ± SD, LI (%) 9.42 ± 18.239 7.40 ± 13.835 0.583
UCKL-1 in HCC nodule, mean ± SD, LI (%) 62.69 ± 50.4 26 ± 30.19 0.006

MRPS18-2 in HCC nodule, mean ± SD, LI (%) 78.08 ± 54.54 61.67 ± 60.52 0.378

sion levels of MRS18-2 and the differentiation of HCC 
could not be predictive factors for HCC relapse.

Thus, the addition of the expression levels of UCKL-
1 as a predictive factor for the risk of HCC relapse re-
sulted in a better prognosis of the course of the disease. 
A higher UCKL-1 expression in HCC nodules can be 
indicative of a higher risk of HCC relapse after cura-
tive treatment, especially if the treatment was not liver 
transplantation.

MRS18-2 was expressed at significantly higher lev-
els in HCC nodules, compared with normal liver tissues, 
but it was not predictive of HCC recurrence.

These promising results regarding the prognostic 
value of UCKL-1 in terms of HCC occurrence and re-
currence should be confirmed in a larger prospective-
retrospective clinical study.

CONCLUSIONS
A high level of UCKL-1 expression in HCC nodules, 
in combination with microvascular invasion and HCC 
treatment modality (other, than liver transplantation), 
is a predictor of a higher risk of HCC recurrence.
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