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Recombinant human blood clotting factor IX is produced in the cultured CHO cells; the productivity of the known 
cell lines is relatively low. The titer of active factor IX upon cultivation can be significantly increased by overex-
pression of the endogenous enzyme, vitamin K oxidoreductase, from Chinese hamster. The 3B12-86 cell line with 
the final titer of the product of 6 IU/ml was obtained using p1.1 plasmid vectors. The secreted factor IX was puri-
fied using three chromatography rounds to specific activity of 230 IU/mg, with the overall yield > 30%.

Maps of the expression plasmids p1.1-F9, p1.2-Zeo-
VKORC, and p1.2-Hyg-Fur

The Effect of TNF and VEGF on the 
Properties of Ea.hy926 Endothelial 
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Spheroids
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E. V. Svirschevskaya, D. A. Dolgikh and M. P. Kirpichnikov

The study demonstrates for the first time that cultivation of Ea.hy926 
cells on an anti-adhesive substrate under static conditions leads to 
the formation of spheroids (3D cultures). Expression of ICAM-1 and 
VEGFR-2 and production of cytokines by Ea.hy926 cells cultured un-
der 2D and 3D conditions in the presence of TNF and VEGF are stud-
ied by flow cytometry, confocal microscopy, and qPCR.
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and 3D cultivation conditions
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Methylation of the PTEN gene and its pseudogene PTENP1 in tumor 
cells, endometrial hyperplasia, and normal endometrial tissues is 
studied by methylation-sensitive PCR. None of the analyzed tissue 
samples carried the methylated PTEN gene. However, the PTENP1 
pseudogene was methylated in all the analyzed tissues except for 
peripheral blood. Significant differences in PTENP1 methylation 
rates in normal endometrium were revealed between young (4%) 
and middle-aged or elderly (58%) females.

The studied regions of the PTEN gene (A) 
and PTENP1 pseudogene (B)
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INTRODUCTION 
The history of cellular senescence (CS) studies can be 
viewed within the framework of the well-known dia-
lectic law of “negation of the negation,” which repre-
sents a process of development as a spiral (Fig. 1). The 
first turn of this imaginary spiral dates back to more 
than 100 years ago and reflects a view that had re-
mained the prevailing one in science for a long time: 
aging is a phenomenon unique to organisms and can 
be avoided in cell culture. The basic proof of this hy-
pothesis was gathered and published in the work of 
Nobel Laureate A. Carrel [1]. In his experiments, Carrel 
demonstrated the feasibility of endless proliferation of 
cells in culture, given adequate conditions, sufficient 
quantities of nutrients and, as he himself put it, “due 
diligence.” The paradigm shift and the transition to a 
new turn in the spiral occurred almost 50 years later, 
thanks to the work of L. Hayflick, who established the 
existence of a limit in the division of normal human fi-
broblasts in vitro [2]. Later, this limit was named the 
Hayflick limit, and the author himself interpreted his 
findings as a manifestation of human aging at the cel-
lular level [3]. The next important stage in the study of 
cellular senescence dates back to the early 1970s, when 

independently of each other A. Olovnikov and D. Wat-
son described the issue of terminal DNA underreplica-
tion [4, 5]. According to this hypothesis, the 5’-terminal 
daughter DNA chain is shortened with each cell divi-
sion, which ultimately leads to the Hayflick limit. This 
discovery led to the elucidation of the telomere theory, 
according to which telomere shortening is what me-
diates replicative senescence [4]. Shortly afterwards, 
the structure of telomeres was elucidated and their 
properties were investigated [6]. Approximately at 
the same time, other authors began publishing papers 
which indicated that there is another type of CS that 
is independent of telomere length [7, 8]. This type of 
senescence was called ‘premature senescence,’ since its 
signs manifested themselves in cells during early pas-
sages, long before the onset of replicative senescence. 
Various stress factors and overexpression of oncogenes 
are considered to be the main inducers of premature 
senescence [7–10]. 

Despite the progress achieved in the study of the 
mechanisms of CS, for a long time the relationship be-
tween cellular and organismal aging remained hypo-
thetical. The experimental evidence for the existence 
of senescent cells in human tissue samples was obtained 
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ABSTRACT Cellular senescence was first described as a failure of normal human cells to divide indefinitely in 
culture. Until recently, the emphasis in the study of cell senescence has been focused on the accompanying in-
tracellular processes. The focus of the attention has been on the irreversible growth arrest and two important 
physiological functions that rely on it: suppression of carcinogenesis due to the proliferation loss of damaged 
cells, and the acceleration of organism aging due to the deterioration of the tissue repair mechanism with age. 
However, the advances of the past years have revealed that senescent cells can impact the surrounding tissue 
microenvironment, and, thus, that the main consequences of senescence are not solely mediated by intracellular 
alterations. Recent studies have provided evidence that a pool of molecules secreted by senescent cells, includ-
ing cytokines, chemokines, proteases and growth factors, termed the senescence-associated secretory phenotype 
(SASP), via autocrine/paracrine pathways can affect neighboring cells. Today it is clear that SASP functionally 
links cell senescence to various biological processes, such as tissue regeneration and remodeling, embryonic de-
velopment, inflammation, and tumorigenesis. The present article aims to describe the “social” life of senescent 
cells: basically, SASP constitution, molecular mechanisms of its regulation, and its functional role.
KEYWORDS antagonistic pleiotropy, cellular senescence, immune clearance, senescence-associated secretory 
phenotype, stem cells, tumor suppression, tumorigenesis. 



REVIEWS

  VOL. 10  № 1 (36)  2018  | ACTA NATURAE | 5

only in 1995 [11]. By linking the processes taking place 
in vivo and in vitro, these observations drew a line un-
der the previous turns of the spiral and serve as the 
point of origin for the next phase, which continues up 

to this day. Previously, manifestations of CS at the or-
ganismal level had been considered as something uni-
directional, associated exclusively with age and age-re-
lated diseases. Today, the effects of CS are described 

Fig. 1. The timeline of cellular senescence research

 “Immortality”  
of cells in vitro

 Cell senescence 
(CS) in vitro

 Cell senescence  
in vivo

1912 A. Carrel –  
Infinite life of cultured  

cells [1]

1961 L. Hayflick –  
Limited proliferative potential of 

cells in vitro [2]

1991 J. Shay –  
The discovery of the 
key role of the tumor 
suppressor proteins 

p53 and Rb in CS [19]

1997, 2000 M. Serrano and  
O. Toussaint – The discovery of 
oncogene- and stress-induced 
premature senescence [7, 8]

1995 G. Dimri –  
Identification of senescent cells 

in vivo [11]

1965 L. Hayflick –  
Definition of CS, assump-
tions about its tumor-sup-

pressor function and link to 
the organismal aging [3]

1971, 1972 A. Olovnikov 
and D. Watson –  
Description of the  

“DNA end-replication prob-
lem” and creation  

of the telomere theory  
of CS [4, 5]

1987 E. Blackburn –  
Discovery of telomerase  

and study of telomere prop-
erties [6]

1990, 1997 C. Harley, A. Bondar – 
Experimental evidence of the relation-
ship between CS and telomere length. 
Overexpression of telomerase retards 

CS in vitro [17, 18]

 2002, 2005 R. te Poele, J. Campisi –  
Dysfunctional telomeres, oncogenes and other 
types of cellular stresses initiate cell cycle ar-

rest and senescence development in vitro and 
in vivo [20, 21]

 2005 M. Braig, Z. Chen –  
CS limits proliferation of damaged  

and pre-malignant cells preventing their malignan-
cy in vivo [22, 23]

 2007, 2011, 2013 W. Xue, Tae-Won Kang, 
 A. Ianello – Secretion of SASP factors by senescent 
cells promotes immune-mediated clearance of dam-

aged and transformed cells [27–29] 

 2014, 2016 C. Franceschi, N. Malaquin – Accumulation 
of senescent cells and prolonged secretion of SASP 

lead to chronic inflammation (inflammaging) and tissue 
dysfunction [16, 34]

 2012, 2013 S. Rajagopalan, M. Storer, D. Munoz-Espin – CS and SASP secretion 
are necessary for the formation of discrete embryo structures [37–39]

 2009 A. Banito, R. Marion – CS prevents cellular 
reprogramming [35, 36]

 2007, 2011, 2016 J. Campisi, F. Rodier, A. Lujambio, S. Rao, N. Malaquin –  
The concept of antagonistic pleiotropy of CS – CS suppresses proliferation of damaged cells  

and stimulates tissue regeneration, however, accumulation of senescent cells initiates inflammation 
and promotes cancer progression [12, 14–17]

 2008, 2014, 2016, 2017 V. Krizhanovsky, 
M. Demaria, L. Mosteiro, P. de Keizer – 
Components of SASP promote cell repro-

gramming and mediate tissue regeneration 
and remodeling [30–33]

 2008, 2013, 2016 J. Coppe, N. Malaquin, S. Rao, 
S. Skolekova – Factors secreted by senescent cells 
favors tumor development by stimulating angiogen-

esis, invasion, metastasis and immunosuppression 
[14, 24–26]

 2008 J. Coppe –  
The discovery and study of the 

senescence associated secretory 
phenotype (SASP) [24]
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using the concept of antagonistic pleiotropy, implying 
a role in the most diverse and sometimes opposite pro-
cesses, such as repair, regeneration, tissue remodeling, 
embryogenesis, inflammation, tumor suppression and 
tumorigenesis [12–16]. 

PHENOMENOLOGY OF CELLULAR SENESCENCE
Before delving into the heart of this review, which is de-
voted to the changes that accompany CS and its role in 
various biological processes, one needs first to under-
stand the essence of this phenomenon. From a mechanis-
tic point of view, the term CS implies an irreversible loss 
of the proliferative potential of metabolically active cells, 
which is caused by irreparable DNA damage [40]. If CS 
is considered at the organismal level, it becomes obvious 
that preventing the proliferation of cells that are dam-
aged due to their senescence upholds tissue homeostasis. 
The generally accepted view of the moment that logical-
ly follows from the statements above is that senescence 
is exclusively characteristic of proliferating cells. 

During ontogenesis, cell proliferation begins from 
the moment of the first fragmentation of the zygote. 
The blastomeres formed as a result of mitotic divisions 
and subsequent embryonic stem cells (ESCs) are known 
to possess an unlimited replicative potential. At the 
molecular level, ESCs lack of replicative senescence is 
mediated by telomerase activity, which compensates 
for the shortening of telomeres in each cell division [41, 
42]. It is important that these cells also do not exhibit 
premature senescence: in case of irreparable damage, 
ESCs are eliminated from the population by apoptosis, 
which is necessary to preserve the stability of the ge-
nome [43]. Due to unrestricted proliferation and their 
ability to differentiate, ESCs give rise to all types of 
cells in an adult organism. 

In an adult organism, most cells are differentiated 
and are in a quiescent state [44]. It is worth emphasizing 
that this state is characterized by a prolonged arrest of 
proliferation, but it is fundamentally different from CS 
[45]. First of all, the arrest of growth in this case is not a 
consequence of DNA damage. Secondly, this arrest can 
be reversed: with certain stimuli, differentiated cells in 
the G0 phase of the cell cycle can re-enter the cycle and 
start proliferating. One such stimuli is the disruption of 
the functioning of tissues or organs caused by damage. 
In this case, quiescent cells, such as skin fibroblasts, 
smooth muscle cells, endothelial cells, the epithelial 
cells of many internal organs, including the pancreas, 
liver, kidneys, lungs, prostate and mammary glands, 
may begin to proliferate to replace cells in damaged ar-
eas [44]. Most of these types of cells are susceptible to 
both replicative and premature senescence [40, 46–48]. 
It is interesting, however, that damage does not induce 
CS equally in all types of cells [49]. For example, the 

epithelium is a very dynamic tissue, characterized by a 
high rate of renewal. In this tissue homeostasis is sup-
ported mainly through the death of damaged and the 
proliferation of normal cells, and, therefore, epithelial 
cells are more prone to apoptosis than they are to trig-
gering CS [50]. The opposite is typical for the stromal 
cells that form the framework of all internal organs. 
These cells are resistant to apoptosis and are more like-
ly to enter the state of senescence [49]. 

Despite the examples of recovery of proliferation by 
certain types of epithelial and stromal cells described 
above, in vivo most of the cells that perform specialized 
functions are in the terminal differentiated state and, 
with rare exceptions, are incapable of proliferating 
even in the case of severe damage [44]. In this case, re-
generation is carried out by the division and differen-
tiation of adult stem cells (SCs). Pools of resident stem 
cells have been found in virtually every tissue [51]. 
However, it turns out that adult SCs are also suscepti-
ble to senescence. First of all, these cells have no active 
telomerase, and, therefore, SCs, just like all other pro-
liferating cells, experience replicative senescence [52, 
53]. Secondly, recently it has been demonstrated that 
various stress factors can induce premature senescence 
of SCs [54–56]. Taking into account the unique role of 
SCs in tissue regeneration in an adult organism, one has 
to emphasize the negative consequences of the aging of 
these cells. The senescent SCs lose their ability to pro-
liferate, and their migration activity and differentia-
tion potential decrease [57]. Thus, CS leads to a gradual 
depletion of the pool of functional SCs: on the one hand, 
their number decreases, and on the other, they cease 
to respond properly to external stimuli [58]. There is a 
view today that holds that SCs senescence is related to 
organismal aging, and the amount of data describing 
the contribution of senescent SCs to the development 
of various age-related diseases is increasing [58, 59].

While speaking about CS, one also has to mention a 
very special case: the senescence of transformed cells. 
Given that cancer cells possess unlimited proliferative 
potential, this, of course, is not about replicative, but 
about premature, senescence. In normal proliferating 
cells, premature CS is a physiological response to stress. 
However, in transformed cells, it can be induced only 
under specific circumstances, such as treatment with 
chemotherapeutic agents, irradiation, and overexpres-
sion of growth inhibitory genes [60]. Therefore, the in-
duction of CS in transformed cells can be considered as 
one of the ways available to arrest tumor growth [60].

“SOCIAL LIFE” OF SENESCENT CELLS
It is well known that the main features of CS are simi-
lar across its different forms and different types of pro-
liferating cells [40]. Figure 2 shows the most important 
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“individual” intracellular changes that accompany CS, 
which are subdivided into events occurring in the nu-
cleus and in the cytoplasm. The change in the secretory 
profile occupies a special place among the modifications 
accompanying CS. It is generally accepted that the se-
nescence-associated secretory phenotype (SASP) de-
fines the engagement of senescent cells in a wide range 
of processes, such as reparation, propagation of senes-
cence, immune clearance, embryogenesis, and tumori-
genesis [29, 31, 38 , 79, 80]. 

Classification of SASP factors
The term SASP was first used in 2008 to refer to the 
factors secreted by senescent cells [24]. The following 
classification of SASP components has been adopted: 
soluble signaling factors, proteases, insoluble extracel-
lular matrix proteins, and non-protein components [78]. 
SASP factors can be divided into the following groups 
based on molecular mechanisms [81]:

1) Factors binding to a receptor. This group includes sol-
uble signaling molecules, such as cytokines, chemok-
ines, and growth factors. These factors can influence 
cells of the microenvironment by interacting with the 
corresponding surface receptors on their membranes 
and, thus, triggering various intracellular signaling cas-
cades [82, 83]. The most well known representatives of 
this group are interleukins IL-6, IL-8, IL-1a, chemok-
ines GROα, GROβ, CCL-2, CCL-5, CCL-16, CCL-26, 
CCL-20, and the growth factors HGF, FGF, TGFβ, and 
GM-CSF. 

2) Factors acting directly. This group includes matrix 
metalloproteases MMP-1, MMP-10, MMP-3 and serine 
proteases: the tissue plasminogen activator (tPA) and 
urokinase plasminogen activator (uPA). These factors 
are capable of cleaving membrane-bound proteins, de-
stroying signaling molecules and remodeling the ex-
tracellular matrix, to enable senescent cells to modify 
their microenvironment [84]. Small non-protein compo-
nents, such as reactive oxygen (ROS) and nitrogen spe-
cies that damage neighboring cells, can also be included 
in this group [78, 85].

3) Regulatory factors. This group includes tissue inhib-
itors of metalloproteases (TIMP), the plasminogen ac-
tivator inhibitor (PAI), and insulin-like growth factor 
binding proteins (IGFBP). These factors do not have 
their own enzymatic activity. However, when they 
bind to factors from the first and second groups, they 
regulate their functioning. For example, TIMP inhibits 
the activity of most MMPs [86], PAI-1 functions pri-
marily as an inhibitor of tPA and uPA [87], and IGFBP 
function as IGF transport proteins [88]. 

In addition to all the factors mentioned above, which 
are secreted by senescent cells, another component has 
recently begun to be viewed as part of SASP: extra-
cellular vesicles, in particular vesicles associated with 
microRNAs [89]. It turns out that such vesicles can af-
fect neighboring cells and cells located at a consider-
able distance, both by initiating and suppressing CS, 
depending on the composition of microRNAs.

It should be emphasized that the specific qualitative 
and quantitative composition of the secreted factors 
largely depends on the type of cells and the inducer of 
senescence, which makes it very difficult to study this 
CS feature. Several approaches to the study of SASP 
and elucidation of the functions of its individual com-
ponents have been described to date. The main ap-
proaches are presented at Fig. 3. 

Mechanisms of SASP regulation
It is well known that cellular senescence is not a one-
time phenomenon, but one that develops over time 
[99]. Remarkably, SASP has also recently begun to be 
viewed as a dynamic process which can be subdivid-
ed into several phases [16]. It is believed that the first 
phase of secretion begins immediately after DNA dam-
age and lasts for the first 36 hours. It should be noted 
that the onset of this phase is not sufficient evidence in 
favor of initiation of senescence, since it does not pre-
clude complete repair or apoptosis [99]. The next phase 
is the “early” SASP phase, which continues for several 
days after the initiation of CS. It is during this period 
that the most important SASP factors, for example 
IL-1α, start to appear. During the next 4–10 days, the 
secretion of most factors intensifies due to the auto-
crine effect of SASP, which ultimately leads to the for-
mation of “mature” SASP [16]. Such a wave-like secre-
tion of factors during the development of CS is largely 
attributed to positive feedback loops and complex reg-
ulatory mechanisms. The most common mechanisms 
for SASP regulation are presented below.

It should be noted that SASP is regulated both at 
the transcriptional and post-transcriptional levels. 
The key role in the regulation of SASP components 
expression, including IL-6, IL-8, CXCL1, and CXCR2, 
belongs to the nuclear factor kappa-light-chain-en-
hancer of activated B cells, NF-kB [100–102]. For most 
of these factors, control over transcription is achieved 
through positive feedback loops. A vivid example of 
such “self-amplifying” loops is the regulation of IL-1α 
secretion [15, 103]. It has been reported that another 
transcription factor, C/EBPβ, is also involved: by bind-
ing directly to the promoter of the IL-6 gene, where it 
initiates its expression [82, 104]. 

At the post-transcriptional level of SASP regula-
tion, it is customary to identify DDR (DNA Damage 
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Fig. 2. Biomarkers of senescent cells. The main features of senescent cells and references describing experimental ap-
proaches for their estimation are provided

 Nuclear  
alterations

 Modifications of nuclear structure

 Nuclear size increase and nuclear shape 
alterations [61]

 Modifications of the nucleolus [61]

 Defects in the nuclear lamina structure and 
reorganization of lamin A [62]

 Decrease in lamin B1 expression [63, 64]

 Accumulation of globular actin [65]

 DNA Damage

 Activation of ATM, ATR, DNA-PK [66,67]

 Accumulation of γ-H2AX and 53BP1 foci [70 (chapter 13)]

 Co-localization of DNA damage foci with PML-bodies [63]

 Telomere shortening [66,70 (chapter 15)]

 Formation of DNA-SCARS 
and TIF-foci [68, 69]

 Senescence associated 
growth arrest (SAGA)

 Activation of the p53/p21 signaling pathway [21,40,70 (chapter 7)]

 Activation of the p16/Rb signaling pathway [21,40,70 (chapter 7)]

Alterations in сyclin B1 expression and histone H3 phosphorylation [70 (chapter 6)]

Reduction of the expression levels of Ki-67 and PCNA proliferation markers [70 (chapter 27)]

Replication block estimated by BrdU/EdU DNA incorporation [70 (chapter 6)]

 H3K4me3

 H3K27me3Alterations in histones methylation [70 (chapter 12), 64]

Senescence associated heterochromatin foci (SAHF) [70 (chapter 12)]

Alterations in the non-coding RNA expression profile [71]

 Senescence associated microRNAs 
(SA-microRNAs)

 Senescence associated long  
non-coding RNAs (SAL-RNAs)

 Increased cell granularity 

 Increased cell size

Cytoplasmic  
alterations

 Alterations in morphology [9, 21, 72]

 Reduction of the 26S proteasome subunit activity [73]

 Increased level of intracellular reactive oxygen species [9, 70 (chapter 17)]

 Senescence associated β-galactosidase (SA-β-Gal) [70 (Chapters 9, 10)]

 Alterations in lipid and glycoprotein composition of plasma membrane [74]

 Mitochondrial alterations [75, 76]  Reduction of the mitochondrial membrane potential

 Increased mitochondrial mass

 Decrease in ATP production

 Accumulation of lipofuscin granules [77]

 Peroxidation of lipids [70 (chapter 19)]

 Protein carbonylation [70 (chapter 18)]

 Modifications of macromolecules

 Senescence associated secretory phenotype (SASP) [24,69 
(chapters 10, 11), 78]
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Fig. 3. Experimental approaches to study SASP and to identify the functional role of its individual components

 Identification of SASP factors

 Validation of identified SASP components

 Establishing the role of identified SASP factors in  
a specific cellular response

Biased

In the control cells  In target cells  In vivo models

Unbiased

 Multiple analysis with microarrays  Liquid chromatography tandem-mass spectrometry  
(LC-MS / MS)

Antibody microarrays 
[24,26,32,37,46,80,94]
mRNA microarray profiling 
[30,37,90,80,82]

Metabolic labeling (SILAC) [91,80]
Chemical labeling (ICAT, iTRAQ) [95]
Label-free approaches (MRM, Spectral counts) 
[96,97,98]

qPCR [31,32,37,42,90,80,82,83,94,95]

ELISA [24,26,31,32,37,92,93,80,83]

Western-blotting [80,94,95]

Immunostaining [24,32,80]

Modulation of SASP composition: increase in the content of individual factors by overexpression of their 
genes or by addition of recombinant proteins; removal of the studied factors by knockdown or by immuno-

precipitation with specific blocking antibodies

Evaluation of the impact of the 
studied factors on the basic cellular 
characteristics and contribution of 
these factors to CS progression 
[30,32,42,80,82,83,95] 
Investigation of the molecular 
pathways regulating factor secre-
tion [26,30,32,37,92,90,80,82,83]

Revealing the role of the stud-
ied factors in the paracrine ef-
fects of SASP on target cells 
and investigation of the corre-
sponding molecular mechanisms 
[24,26,32,37,82,94,96]

Establishing the role of SASP and 
its individual components in specif-
ic physiological processes (wound 
healing, tissue remodeling, cancer 
progression) [37,46,90,80,82,94]

Response)-dependent and independent mechanisms 
[15]. As mentioned above, one of the most important 
features of CS is the DNA damage response. It has been 
shown that knockdowns of such DDR components as 
ATM, Chk2, NBS1, and H2AX reduce the expression 
and, accordingly, the secretion of a number of SASP 
factors, including IL-6 and IL-8 [104–106]. Despite ev-
idence that DDR is involved in SASP regulation, the 
detailed mechanisms for their relationships are not 
fully understood. The signaling pathways known to-
day are associated with the ability of DDR components, 

in particular ATM kinase, to somehow regulate NF-
kB activity. For example, ATM can form complexes 
with the NEMO protein, which, due to the initiation of 
DDR, are exported from the nucleus to the cytoplasm, 
where NEMO binds to and activates IKK kinase. IKK 
promotes the dissociation of the inhibitory IkB protein 
from its complex with NF-kB and activation of the lat-
ter [107]. More recently, the involvement of the tran-
scription factor GATA4 in the DDR-dependent mech-
anism of SASP regulation has been demonstrated [108]. 
Normally, GATA4 is degraded by p62-mediated au-
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tophagy. However, autophagy is suppressed in most 
senescent cells, and, therefore, GATA4 stabilizes, and 
this process is ATM-dependent. The accumulation of 
GATA4 in senescent cells facilitates the initiation and 
maintenance of NF-kB activity.

In the DDR-independent mechanism of SASP regu-
lation, the key role is played by the stress-kinase p38, 
which is involved in the activation of the p16Ink4a/Rb 
signaling pathway that mediates the arrest of the cell 
cycle in senescent cells [109]. A number of studies have 
demonstrated that suppression of p38 expression pre-
vents the secretion of most of the cytokines, chemok-
ines and growth factors that make up SASP [110, 111]. 
In addition, maintaining p38 in the active state for a 
long time can initiate SASP in the absence of any other 
stimuli that cause senescence [110]. The following chain 
of signaling events was proposed for the mechanism of 
p38 involvement in SASP regulation: p38 activates its 
underlying targets – MSK1 and MSK2 kinases – which 
then phosphorylate p65, the transactivation subunit 
of NF-kB, thereby initiating the expression of many 
SASP factors [16, 112 , 113]. 

Recently, the role of the mTOR protein in the reg-
ulation of SASP was identified [114, 115]. On the one 
hand, it has been shown that mTOR can control the 
translation of IL-1α and thus regulate SASP [115]. On 
the other hand, mTOR controls the translation of MK-2 
kinase, which phosphorylates the specific RNA-bind-
ing protein ZFP36L1, preventing the degradation of 
the transcripts of a large number of SASP factors [114]. 
Another possible option for mTOR involvement in the 
regulation of SASP is associated with the presence on 
the trans side of the Golgi apparatus of a special com-
partment (TOR-autophagy spatial coupling compart-
ment, TASCC) in which autolysosomes and mTOR are 
accumulated during senescence [116]. It is assumed 
that the accumulation of mTOR in this compartment 
helps accelerate the synthesis of SASP factors. 

The regulatory mechanisms described above are the 
most well studied to date. However, the huge diversi-
ty of the proteins included in SASP, as well as the fact 
that the composition of the secreted factors depends on 
the cellular context and the type of senescence, leads to 
an increase in the number of studies focused on detail-
ing the molecular mechanisms of SASP regulation. In 
most publications, the emphasis is on the relationship 
between regulatory mechanisms and the functional 
role of SASP in specific biological processes, which will 
be discussed in the next chapter. It should be noted that 
most of the research is performed on cancer cells or on 
fibroblasts. Paradoxically, despite the obvious biologi-
cal significance of stem cell senescence, the molecular 
mechanisms of SASP regulation in these cells are rela-
tively poorly studied.

Functional role of SASP
To understand the mechanisms that mediate the in-
volvement of SASP in a variety of biological process-
es, one first needs to answer a fundamental question: 
why do senescent cells secrete so many specific fac-
tors? Based on composition, it is logical to assume that 
in vivo SASP can serve as a signal that indicates the 
appearance of senescent cells in the body. Schematical-
ly, this process can be described as follows: the secret-
ed proinflammatory cytokines and chemokines form 
the focus of the inflammation and attract cells of the 
immune system to the areas of senescent cells locali-
zation for their elimination; the proteins that remodel 
the extracellular matrix facilitate the entry of immune 
system cells to these areas; and the secreted growth 
factors stimulate the proliferation of neighboring cells 
for subsequent replacement of the removed cells. In a 
young healthy organism, this mechanism is well reg-
ulated. However, with age or in case of lesions, its ef-
fectiveness can be significantly impaired, leading to 
the accumulation of senescent cells in the population 
and, consequently, to prolonged secretion of SASP fac-
tors. Therefore, the outcome of the influence of SASP 
components on the microenvironment is defined by the 
balance between how long the senescent cells remain in 
the population and their rate of elimination by the cells 
of the immune system [12, 14–16]. Thus, the effects of 
SASP that are positive for the organism are due to the 
temporary presence of senescent cells, whereas its neg-
ative effects are associated with the accumulation of 
senescent cells and the emergence of a focus of chronic 
inflammation.

The opposite consequences of the phenomenon of 
“auto/paracrine senescence” can be cited as an exam-
ple of such time dependence of the SASP effects. It is 
established that once the molecules secreted by the se-
nescent cells get into the extracellular space, they are 
able to act on adjacent normal cells through the auto/
paracrine pathway and initiate the arrest of the cell cy-
cle, stop proliferation, greatly accelerating the develop-
ment of CS in the population [80, 83, 117]. For example, 
a conditioned medium derived from replicatively, onco-
gen or etoposide-aged fibroblasts containing high lev-
els of IL-1, IL-6, and TGFβ contributes to an increase 
in the level of ROS, damage to DNA and, accordingly, 
the onset of senescence in normal cells [117]. The role of 
such SASP factors as activin A, GDF15, VEGF, CCL2, 
and CCL20 chemokines in the regulation of senescence 
has also been established [80]. It has been shown that 
compounds inhibiting the activity or the binding re-
ceptors of these factors prevent the development of 
senescence in a population of fibroblasts. According to 
our preliminary results, the cultivation of endometri-
al stem cells in a conditioned medium obtained from 
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senescent cells also initiates premature senescence in 
young cells, with the PAI-1 protein playing an impor-
tant role in this process. Returning to the duality of the 
cummulative effects of SASP, it should be noted that 
autocrine senescence plays a positive role in the case 
of temporary presence of senescent cells: first of all, 
it prevents the proliferation of the damaged cells, and 
secondly, it activates the immune response that leads to 
their removal [28–31, 118]. 

However, the accumulation of senescent cells and 
the prolonged secretion of SASP, which promotes the 
spread of premature senescence to neighboring cells, 
can lead to disruption in the functioning of tissues, ac-
celerate the development of aging, and various age-as-
sociated diseases [33, 119]. For example, the increased 
secretion of matrix metalloproteases by senescent 
cells plays an important role in the progression of such 
pathologies as ischemic heart disease, osteoporosis, and 
osteoarthritis [120, 121]. Senescent smooth muscle cells 
secreting large amounts of pro-inflammatory cytokines 
are involved in the development of atherosclerosis 
[122]. The increased secretion of TNFα by senescent T 
cells is involved in the mechanism of bone loss [123]. It 
is also known that overexpression of IL-6 can lead to 
hyperinsulinemia, liver inflammation and pulmonary 
hypertension [124, 125]. In addition, the term ‘inflam-
maging’ has been introduced comparatively recently to 
describe the non-infectious chronic systemic inflamma-
tion that accompanies aging, and SASP factors secret-
ed by old cells play a crucial role in its progression [34]. 

Another manifestation of the duality of the func-
tional effects of SASP is its tumor-suppressing and 
tumor-promoting activities [2, 14, 28, 78]. A number 
of works that highlight the tumorigenic role of SASP 
have demonstrated that factors secreted by senescent 
fibroblasts stimulate the proliferation of various pre-
cancerous and transformed cell lines [24, 25, 126, 127]. 
Later, it was established that SASP induces an epithe-
lial-mesenchymal transition and enhances the inva-
sion of cells in the culture of precancerous epithelial 
cells, in particular through an increased content IL-6 
and IL-8 [24]. It has been established that SASP fac-
tors secreted by senescent stem cells also contribute to 
the progression of cancer, accelerating the proliferation 
and migration of transformed cells [57]. For example, 
SASP factors secreted by SCs stimulate the division 
and migration of breast cancer cells both in vitro and in 
a mouse model [57]. In addition, it was established that 
senescent SCs secreting large amounts of IL-6 and IL-8 
increase the resistance of breast cancer cells to cisplatin 
[26]. Based on the data available to date, it is most likely 
that SASP components induce proliferation, survival, 
and metastasis in already committed precancerous cells 
[14]. 

The tumor suppressing function is based on the 
ability of SASP factors to attract cells of the immune 
system to eliminate damaged senescent cells. Thus, a 
mouse model shows that Ras overexpression results 
in oncogen-induced hepatocyte senescence, which is 
accompanied by activation of SASP, stimulation of 
the CD4+-mediated immune response and, as a conse-
quence, in the removal of these cells [28]. Another piece 
of evidence of the tumor-suppressing role of SASP was 
also obtained in a mouse model of hepatocarcinoma: 
however, in this case CS was induced by overexpres-
sion of p53 [29]. The secretion of various chemokines by 
senescent cancer cells led to the recruitment of natu-
ral killers (natural killers, NK) for their clearance. Re-
markably, the removal of CCL2 chemokine by antibod-
ies prevents the recruitment of NK cells and reduces 
the elimination of senescent cells. 

The involvement of SASP in the regeneration of tis-
sues deserves special attention. It is known that SASP 
factors can influence the signaling and differentiation 
of stem cells [33, 128, 129]. For example one of the key 
components of SASP, IL-6, promotes the induction and 
maintenance of pluripotency, in particular by regulat-
ing the expression of Nanog [130, 131]. Moreover, in 
vivo experiments have shown that secretion of SASP 
promotes the reprogramming of microenvironment 
cells [32]. This SASP-mediated tissue regeneration is 
another example of the time dependence of the cum-
mulative effects of SASP. In a young organism, short-
term action of SASP promotes tissue regeneration 
through temporary reprogramming and subsequent 
proliferation and differentiation of neighboring cells, 
whereas in an elderly organism ineffective elimination 
of senescent cells and prolonged secretion of SASP can 
lead to a prolongation of the dedifferentiated state of 
neighboring cells, and, accordingly, to the inhibition of 
regeneration [33].

Interesting results concerning the role of SASP in 
tissue regeneration and remodeling were obtained by 
studying the molecular mechanisms of wound heal-
ing. It has been established that senescent fibroblasts 
and endothelial cells can be detected at wound sites for 
several days, which promote wound healing through 
secretion of PDGF-A, the SASP factor responsible for 
the differentiation of myofibroblasts [31]. In addition, 
the role of SASP in tissue remodeling during embryon-
ic development has been established [31, 37–39]. It has 
been shown that SASP-mediated remodeling occurs 
both from the maternal body and from the embryo. 
For example, SASP was implicated in the remodeling 
of the maternal vasculature in early pregnancy [131]. 
Senescent cells appear in the process of embryonic de-
velopment and use SASP to act as a primary signal that 
triggers macrophage-mediated cell removal, which is 
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necessary for the proper development of individual 
embryonic structures [31, 38, 39].

CONCLUSION
Summing up all the above, let’s revisit the last turn 
of the spiral, which corresponds to the current stage 
in the history of cellular senescence studies, and once 
again emphasize the pleiotropy of CS effects. It is obvi-
ous that the experimental approaches that involve the 
elimination of senescent cells from the body and con-
sidered as “anti-aging” therapy can have a number of 
concomitant, undesirable consequences. Therefore, the 
most promising approach seems to be the development 

of strategies aimed at modulating the composition of 
the factors secreted by old cells, in order to enhance the 
positive and minimize the potential negative effects of 
SASP. Modulation of the SASP factors of senescent SC 
acquires particular importance in this context. Taking 
into account that at present the most probable mecha-
nism of SC influence on tissue repair is their paracrine 
activity, the issue of changes in the secretory profile of 
SC as a result of their aging becomes very urgent and 
requires additional studies. 

This work was supported by the Russian Science 
Foundation (Project No. 14-50-00068).
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INTRODUCTION
Hematopoiesis comprises a series of steps, including 
the formation of early hematopoietic progenitor cells 
from mesoderm, the formation of hematopoietic stem 
cells (HSC), and their further differentiation into ma-
ture blood cells. Dysregulation of these processes in he-
matopoietic precursor cells often leads to their abnor-
mal differentiation and proliferation and, as a result, 
malignant transformation. The transcription factor 
TAL1 is one of the main regulators of hematopoiesis. 
It comprises a helix-loop-helix domain which binds to 
DNA through its regulatory regions, interacting with 
the E-box sequence (CANNTG, where N is any nucle-
otide), and GATA, Ets, and Runx factor binding sites 
[1]. It has been shown that inhibition of TAL1 gene ex-
pression leads to a complete absence of hematopoiesis 
in the yolk sac [2]. In an adult organism, a mximum lev-
el of TAL1 expression is characteristic of pluripotent 
HSCs, multipotent myeloid and lymphoid progenitors, 
as well as erythroid and megakaryocytic cells [3]. TAL1 
participates in the formation of complexes with vari-
ous transcription factors (E47/E2A, LMO2, GATA1–3, 
Ldb1/2, Ldb1, ETO2, Runx1, ERG, FLI1) [4, 5]. The 
composition of the complex may vary. The composition 

of the complex determines the intracellular targets it 
interacts with, activating or inhibiting the expression 
of the factors associated with differentiation of mye-
loid and lymphoid cells [6–8]. An abnormal expression 
level or mutations in genes whose translation products 
comprise the SCL complex can lead to malignant trans-
formation of blood cells. Approximately 60% of cases 
of T-cell acute lymphoblastic leukemia (T-ALL) are 
characterized by an abnormally high level of TAL1 ex-
pression [9]. Mutant forms of TAL1 in lymphoid and 
myeloid leukemia cells are diagnosed in 20% of patients 
[10]. The promoter portion of the C-KIT gene encoding 
the receptor tyrosine kinase is considered as one of the 
main TAL1 targets in malignant blood cells. In some 
cases, it has been shown that progression of malignant 
hematological diseases (including acute myeloid leu-
kemia) is accompanied by an abnormally high expres-
sion of C-KIT [11, 12].

TAL1: GENE STRUCTURE, KNOWN ISOFORMS OF THE 
PROTEIN AND THEIR FUNCTION IN HEMATOPOIESIS
The TAL1 gene locus is located on human chromo-
some 1. TAL1 belongs to the family of transcription 
factors that possess a helix-loop-helix (bHLH) motif. 
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The TAL1 gene contains six exons, including the cod-
ing exons 4–6. According to the PubMed database as of 
2017, six different transcripts of the TAL1 gene have 
been described (Fig. 1). There are two isoforms to the 
TAL1 protein: a long (TAL1-l) one, with a molecular 
weight of 34.3 kDa and composed of 331 amino acid res-
idues, and a short (TAL1-s) one, consisting of 156 ami-
no acid residues. The TAL1-l to TAL1-s ratio differs in 
megacaryocyte-erythroid  cells [13]. TAL1 pre-mRNA 
is alternatively spliced, producing mRNA without the 
exons 1–4. The ETO2-binding domain and phospho-
rylation sites are absent in the TAL1-s protein trans-
lation product of this mRNA, while DNA-binding do-
mains and the helix-loop-helix domain are maintained. 
Furthermore, the third exon of the TAL1 comprises a 
highly conserved uORF sequence, an upstream open 
reading frame which acts as a cis-regulatory element 
in the formation of TAL1 isoforms. The presence of 
uORF enables the initiation of translation, involving 
the eIF2 and eIF4E factors from the alternative sites 
located in exons 4–5 [14], producing a truncated form 
of the TAL1 protein.

The truncated form TAL1-s is required for eryth-
roid progenitors differentiation, while the full-length 
protein TAL1-l is required for megakaryocytic  dif-
ferentiation of progenitor cells. It has been shown that 
treatment of the human erythroid leukemia cell lines 
TF1 and HEL with erythroid differentiation inducers 
(DMSO and erythropoietin) produces not only the pri-
mary (full-length) form of the TAL1-l protein, but also 
a truncated TAL1-s form [15]. It has been established 
that some anticancer agents acting on the components 
of the signaling pathways involved in the regulation of 
translation initiation may affect the TAL1-l to TAL1-s 
ratio. In particular, rapamycin (Rap,mTOR inhibitor) 
blocks the formation of truncated forms, while 2-Ami-
nopurine (2AP, eIF2α-kinase inhibitor) blocks the for-
mation of full-length forms [14]. 

TAL1 FUNCTIONS IN EMBRYOGENESIS
The TAL1 transcription factor is essential for normal 
embryogenesis. Its expression starts on the 7th day after 
fertilization, a day before the beginning of the devel-
opment of circulatory system components. TAL1 ex-
pression has been found in the blood islet cells of the 
yolk sac, endothelial cells, and angioblasts, and then in 
the liver and spleen of a fetus, the major hematopoietic 
organs in embryogenesis. It has been shown that the 
cells involved in the formation of skeletal and nervous 
tissues also express TAL1 [16]. In the yolk sac and fetal 
liver, the Runx1 gene promoter and Runx3 gene en-
hancer are the major targets of TAL1 [17]. Ets, GATA, 
and the Runx factor binding sites, as well as a E-box 
sequence, have been found in the regulatory regions of 

these genes. TAL1 and its partners GATA1, GATA2, 
E47, Ldb1, and LMO2 may form complexes at these 
DNA sites [18]. Hematopoietic progenitor cells can also 
be derived from hemogenic endothelial cells, a process 
that involves the Runx1 transcription factor. TAL1 is 
required in order to produce hemogenic endothelial 
cells from mesoderm [19]. At later stages of embryon-
ic development, TAL1 regulates the differentiation of   
hematopoietic progenitors into red blood cells, mega-
karyocytes, and platelets [20]. During embryogenesis, 
the cells that form blood vessels also express TAL1 [16]. 
A lack of TAL1 expression not only results in impaired 
hematopoiesis, but also in early embryonic death [2, 
21]. It has been demonstrated in a murine model that 
embryonic stem cells (ESCs) not expressing TAL1 are 
not differentiated into hematopoietic cells under the 
action of hematopoietic differentiation factors [21]. Ec-
topic expression of TAL1 in ESCs induces the forma-
tion of hematopoietic cells. In vitro experiments have 
demonstrated that ESCs without TAL1 expression are 
characterized by a low effectiveness of differentiation 
into erythroid progenitor cells and cannot form colonies 
of lymphoid and myeloid progenitor cells [22]. 

Thus, TAL1 directs the differentiation of hemato-
poietic progenitors at all three stages of hematopoiesis 
during embryonic development. TAL1 acts on blood 
progenitor cells in the yolk sac (the first stage of he-
matopoiesis), determines the development and differ-
entiation of hemangioblasts from their aggregation 
in the primary strip until their migration into the he-
matopoietic islets of the yolk sac (the second stage of 
hematopoiesis). At the beginning of the third stage of 
hematopoiesis, TAL1 is required for hemangioblast 
differentiation in HSCs. It activates the expression of 
genes important for the maturation of erythroid, meg-

Fig. 1. a. The structure of TAL1 gene – I–VI exons
b. Long TAL1 transcript variant. Long isoform TAL1-L 
and short isoform TAL1-S are translated from this mRNA. 
UTR – untranslated mRNA region. uORF – upstream open 
reading frame. bHLH – mRNA region encoding the helix-
loop-helix domain. c. Short TAL1 transcript variant from 
which only the TAL1-S isoform is translated
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acaryotic, and mast cells, and it is likewise involved in 
vascular system remodeling (Fig. 2) [23].

THE ROLE OF TAL1 IN THE REGULATION 
OF HEMATOPOIESIS 
In adults, mature blood cells are derived from pluripo-
tent HSCs. HSCs are retained in the bone marrow dur-
ing replication quiescence stage G0, due to the interac-
tion between their superficial cellular receptor protein 
(C-KIT, MPL, CXCR4) and the ligands on stromal cell 
surfaces [24, 25]. The pluripotent HSCs respond to he-
matopoietic stress by terminating the quiescent phase 
and initiating active proliferation, receiving signals for 
further differentiation, and leading to the appearance 
of myeloid and lymphoid progenitor cells. Some tran-
scription factors essential to the hematopoiesis process 
are also the key factors in maintaining HSCs in the qui-
escent stage. These include the TAL1, E47, GATA2, 
and Ldb1, LMO2 components of the SCL complex [26]. 
Transformation of KLS+/CD150+/CD48+ HSCs from 
the quiescent phase G0 to stage G1 is assisted by the 
cyclin-dependent kinase P21/CDKN1A. TAL1 blocks 
this transition, increasing the expression of the P21/
CDKN1A inhibitor [27]. Simultaneously, TAL1 en-
hances the expression of the transcription factor ID1. 
Importantly, TAL1 does not belong to the proteins es-
sential for the survival and self-renewal of HSCs [3]. Its 
related protein LYL1 supports HSC survival in the case 

of TAL1 knockout [28]. Interestingly, TAL1 plays the 
opposite role in cord blood HSCs, where it, contrarily, 
activates G0–G1 transition, which is regulated using 
the mTOR signaling pathway [29]. However, TAL1 and 
LYL1 are not interchangeable in differentiation pro-
cesses and both proteins are required for normal eryth-
ropoiesis and the formation of B-cells, respectively [30]. 
Unlike HSCs, TAL1 functions as a cell cycle activator in 
myeloid and lymphoid progenitors, inhibiting the ex-
pression of the cyclin-dependent kinase inhibitors p21 
and p16/Ink4a [31, 32]. The hematopoietic transcription 
factors TAL1, GATA2, and LMO2, whose expression 
level differs in each cell type, regulate the process of 
blood cell differentiation and maturation (Fig. 3) [33]. 
The expression of TAL1 is not identical in all hemato-
poietic cells. High expression levels of this gene have 
been detected in HSCs, in myeloid progenitors, and in 
some mature myeloid cells (megakaryocytes, erythro-
cytes, mast cells, and basophils). Low levels of TAL1 
are characteristic of lymphoid progenitors, eosinophils, 
macrophages, and neutrophils [34–36]. Mature T- and 
B-cells do not express TAL1 [37]. Certain genes specific 
to erythroid cells are activated by a complex formed by 
GATA1 and TAL1 [38]. 

An analysis of the ChIP-seq has shown that TAL1 
controls both the processes common to all cells (cell 
cycle regulation, proliferation, apoptosis) and those 
specific only to erythroid cells (redox processes, heme 

Fig. 2. The process 
of hematopoietic 
cell development 
during embryo-
genesis. Some 
transcription factors 
defining the differ-
entiation direction 
are shown above 
the arrows. ESC – 
embryonic stem 
cell, HSCP – hema-
topoietic stem cell 
progenitor

Primitive erythropoiesis 
and myelogenesis

Definitive  
hematopoiesis

Hemogenic 
endothelium 

MesodermESC Hemangioblast Angioblast

Endothelium Vascular 
endothelium
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biosynthesis, organization of the cytoskeleton), which 
is indirectly indicative of its multifunctionality [39]. 
In myeloid and lymphoid progenitor cells, the genes 
that control proliferation and apoptosis play the role 
of TAL1 targets. Additionally, the pattern of TAL1 
binding to target genes widely varies with cell matura-
tion. The dynamic changes in TAL1 expression suggest 
that the TAL1 factor demonstrates differing activity in 
cells during the initial choice of differentiation direc-
tion and formation of mature blood cells, while its mul-
tifunctionality is directly related to its ability to form 
multicomponent complexes in the regulatory regions 
of target genes [8]. There is evidence that the role of 
TAL1 in the differentiation of erythroid cells is effect-
ed, among others, using caspase-3, inducing cleavage of 
this protein. It has  been shown that its activity even-
tually leads to a decrease in the expression of GATA1 
and BCL-XL, thereby inducing apoptosis in these cells 
[40]. Some amino acid residues of TAL1 may undergo 

phosphorylation. For example, in erythrocytes, Akt ki-
nase phosphorylates Thr 90 in TAL1. This modification 
reduces the ability of TAL1 to repress the EPB42 gene 
promoter, whose product, the 4.2 protein, is required 
to build the erythrocyte cytoskeleton [41]. The Ser172 
residue may also be phosphorylated by the cAMP-de-
pendent protein kinase (PKA), which affects TAL1 
binding to the E-box in the regulatory sites of various 
genes [42].

SCL-COMPLEX: ITS COMPONENTS AND 
TARGETS IN NORMAL HEMOPOIESIS 
The proteins involved in normal hematopoiesis (LMO2, 
Ldb1–2, Gata1–3, Lyl–1, E2A/HEB, Runx1, ETO2, 
ERG, FL1) are the main partners of TAL1 in hemato-
poietic cells (Fig. 4). TAL1 directly binds to the LIM-do-
main of the LMO2 protein, which, in turn, interacts 
with Ldb1. LMO2 has no DNA-binding domain and acts 
as a bridge factor, which complexes TAL1 with oth-

Fig. 3. Adult hematopoiesis scheme with some key transcriptional factors. HSC – hematopoietic stem cell, MPP – multi-
potential progenitor, CMP – common myeloid progenitor, CLP – common lymphoid progenitor, MP – megakaryocyte 
progenitor, EP – erythropoietin progenitor, EBP – eosinophil–basophil progenitor 
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er transcription factors in hematopoietic cells [43, 44]. 
It may also form an extended complex, binding ETO2, 
RUNX1, ERG, or FLI1 [45]. E-proteins (E12, E47), 
containing helix-loop-helix domains, are required for 
TAL1 binding to the E-box sequences (CANNTG) in 
the regulatory regions of genomic DNA. In the com-
plex, TAL1 regulates  the activity of certain signaling 
pathways during the differentiation of hematopoietic 
cells. For example, TAL1 is essential for the survival 
of hematopoietic precursors cultured in the presence 
of SCF, a ligand of the receptor tyrosine kinase C-KIT, 
which plays an important role in hematopoiesis [46]. 
The main role of the SCL complex in C-KIT regulation 
is associated with its ability to bind the promoter of this 
gene. It has also been established thatcomponents of 
the SCL complex may bind to various components of 
the C-KIT signaling pathway and change its activity 
[46–51]. 

Furthermore, there is a direct correlation between 
the level of TAL1 expression and phosphorylated forms 
of MEK and ERK1/2 kinases, the components of the 
MEK/ERK signaling pathway [40]. In hematopoietic 
cells, the activity of MEK and ERK1/2 kinases is associ-
ated with the differentiation of myeloid, erythroid, and 
megakaryocytic hematopoietic cells [52]. TAL1 proba-
bly participates in the differentiation of CD34+ hemato-
poietic cells through the MEK/ERK signals [52, 53].

THE FUNCTIONS OF THE SCL COMPLEX AND ITS 
INDIVIDUAL COMPONENTS IN CARCINOGENESIS 
As noted above, the normal level of TAL1 expression 
in lymphoid cells is much lower than that in myeloid 

ones [37]. Enhanced expression of TAL1 in T-cells often 
leads to their malignant transformation. Abnormally 
high expression of TAL1 can result from chromosomal 
rearrangements, deletions, and mutations affecting the 
gene [54]. The chromosomal translocation t (1; 14) (p32; 
q11) was found in 3% of cases of T-cell leukemia. The 
chromosomal translocation t (1; 14) (p32; q11), leading 
to the formation of the TRA/TAL1 fusion gene, was 
detected in 3% of cases of T-cell leukemia. Deletion of 
90 bps between the 5`-noncoding region of the TAL1 
gene and SIL gene results in the formation of a SIL-
TAL1 fusion gene controlled by the SIL gene promoter 
[54]. The expression level of SIL in T-cells is normally 
very high, and, therefore, this translocation results in a 
high expression of the SIL-TAL1 fusion gene [55]. This 
deletion has been detected in 20–25% of patients with 
T-ALL [54, 56, 57]. However, in most TAL1-positive 
cases of T-cell leukemia, an abnormally high expres-
sion of TAL1 is effected without the participation of 
chromosomal rearrangements. Along with a high ex-
pression of TAL1, significant expression levels of TLX1 
and LMO2 were detected in most primary T-ALL sam-
ples [58]. Increased activity of TAL1 in T-cells results 
in an increased lifetime for lymphoid cells in the form 
of immature thymocytes. It is assumed that this can be 
considered as an event initiating the development of 
T-cell leukemia [59].

In T-ALL cells, TAL1 preferably binds to CAGGTG 
E-box sequences. Although GATA1–3 factors often 
serve as intermediaries in TAL1 binding to the regula-
tory sites of DNA in T-cell leukemia cells, there are al-
ternative binding sites, in particular Runx and Ets [59]. 

Fig. 4. TAL1 
and its part-
ners involved 
in the differ-
entiation, 
proliferation, 
and survival of 
hematopoiet-
ic cells
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It has been shown that the TAL1 transcription factor 
directly activates the expression of Runx1, Ets1, and 
GATA3 in the blast cells of patients with T-ALL [60]. 
Furthermore, the GATA3 and Runx1 factors enhance 
the expression of the TAL1 gene, which may indicate 
the need for a positive feedback loop for the abnormal 
expression of the factors involved in blood cell malig-
nant transformation. In 45% of cases of TAL1-positive 
leukemia, LMO1 and LMO2 mutant proteins formed 
due to chromosomal rearrangements of their encoding 
genes were detected [61]. Expression of all these fac-
tors leads to the fact that double negative (CD4-CD8-) 
preleukemic thymocytes become capable of division. 
Additionally, the Notch signaling pathway, whose com-
ponents are involved in the accumulation of mutations 
and impairment of differentiation processes, is often 
activated in these cells. This leads to initiation and pro-
gression of T-cell leukemia [62]. In the case of malignant 
transformation , TAL1 is often involved in the abnor-
mal transcription of various genes. In this case, as in 
normal hematopoiesis, it forms complexes with the he-
matopoietic factors LMO2, Ldb1, and E12/E47 [46,47]. 
It has been established that overexpression of TAL1 
and LMO2 is often observed in T-ALL cells. Normally, 
LMO2 and TAL1 independently regulate the transcrip-
tion of their own target genes, but they cooperative-
ly disrupt the functioning of the E2A factor in T-ALL 
cells, which contributes to the development of leukemia 
[63, 64]. It has been shown that the transcription fac-
tor FOXP3 can act as a tumor suppressor in T-cell leu-
kemia. It binds to LMO2 and reduces the likelihood of it 
interacting with TAL1, resulting in reduced transcrip-
tional activity of the TAL1/LMO2 complex [65]. 

C-KIT receptor tyrosine kinase is one of the main 
targets of TAL1 [48, 66]. Hematopoietic progenitor cells 
are characterized by a high expression level of TAL1 

and C-KIT. It has been shown that ectopic expression 
of TAL1 results in the induction of C-KIT expression in 
B-lymphocytes, which normally do not express these 
genes [66]. Some hematological malignancies, including 
acute myeloid leukemia and chronic myeloid leukemia, 
are associated with an abnormally high expression of 
C-KIT. The SCL complex acts as a specific activator 
receptor tyrosine kinase C-KIT gene promoter (Fig.5). 
All the components of the complex (TAL1, LMO2, 
Ldb1, GATA2, E47) are required for it to function at 
its maximum. Studies in a murine embryonic fibro-
blast model have shown that the transcription factors 
E47 and GATA, taken alone, do not affect the activ-
ity of the C-KIT gene promoter despite the fact that 
they activate the transcription of many genes in hu-
man hematopoietic cells [66]. The same murine system 
was used to show that the promoter is only activated 
in the case of formation of a multicomponent complex 
whose main component is TAL1. GATA1 and GATA2 
are interchangeable: however, the complex compris-
ing GATA1 possess a lower transcriptional activity. 
The Sp1 protein, comprising zinc fingers and binding 
GC-rich sequences, is also required to form the active 
SCL-protein complex. It has been shown that remov-
al of E-box and GATA from the promoter region of 
C-KIT does not reduce the activating activity of the 
SCL complex. Probably, Sp1 is also involved in attract-
ing complex components to certain target genes.

CLINICAL SIGNIFICANCE OF TAL1
The extensive body of evidence of TAL1 participation 
in the development of T-cell leukemia suggests that 
inhibitors of this protein, as well as inhibitors of the as-
sociated signaling cascades, can be used as promising 
therapeutic agents to treat leukemia characterized by 
an abnormal activity of TAL1. At the moment, novel 

Fig. 5. The 
structure of the 
SCL complex 
in the promot-
er region of 
the receptor 
tyrosine kinase 
C-KIT gene

GC-box
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low-molecular-weight inhibitors of TAL1 are being 
developed and synthesized in many laboratories. How-
ever, sufficiently strong and specific inhibitors of this 
protein have not been achieved so far. Phosphorylation 
of TAL1 with MEK/ERK kinases is required to effect 
its transcriptional activity. The prospects of using the 
inhibitors of MAPK/MEK/ERK signaling pathway 
components as potential therapeutic targets are be-

ing discussed [67]. At the same time, there is evidence 
that treatment of a mesenchymal stromal cell culture 
(stromal components of the bone marrow) with MEK 
inhibitors results in the secretion of proinflammato-
ry cytokine interleukin-18 by these cells [68]. This im-
proves the survival chances of T-ALL blast cells. The 
potential TAL1 protein targets associated with the im-
plementation of its transcriptional activity are consid-
ered as promising targets for the therapy of TAL1-as-
sociated T-cell leukemia (Fig. 6). These proteins include 
UTX demethylase (also known as KDM6A). It has been 
shown that treatment of TAL1-positive blast cells with 
the T-ALL UTX inhibitor reduces the rate of their 
proliferation and stimulates apoptosis [69]. It has been 
determined that the use of HDAC histone deacetylase 
inhibitors leads to a decrease in TAL1 expression and 
induces the apoptosis of blast cells of T-cell leukemia 
[70]. At the moment, the stoichiometry of the SCL 
complex is being actively explored. The results of such 
studies are expected to open up new possibilities for 
the development of highly effective therapeutic agents 
targeting TAL1-positive leukemia, which could act by 
interfering with the protein-protein interactions be-
tween the components of the SCL complex but not af-
fect the viability of normal hematopoietic cells [41]. 

This study was carried out as a part of the Program for 
Basic Research of the State Academies of Sciences  

in 2013–2020 (topic No 01201363823)  
and supported by the Russian Science Foundation 

(Project No 14-50-00060).

Fic. 6. Possible partners of TAL1 and their interactions in 
normal and malignant hematopoietic cells 
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INTRODUCTION
Diabetes mellitus (DM) is currently one of the leading 
pathologies among the so-called diseases of civilization 
in terms of its high rates of incidence, disability, and 
mortality. According to the most recent data, there 
were 382 million people suffering from diabetes in the 
world in 2013, and the number of such patients is es-
timated to reach 592 million by 2035; i.е. an increase 
of 55% [1]. DM is a chronic condition characterized by 
a relative or absolute lack of insulin, which leads to 
hyperglycemia. Chronic hyperglycemia promotes the 
development of various complications, such as neu-
ropathy, nephropathy, and retinopathy, and it also in-
creases the risk of cardiovascular diseases. According 
to current classification, there are two main types of 
DM with numerous clinical, immunological, and genetic 
differences. Predisposition to DM is related to several 
groups of genes. It should be noted that the disease’s 
development is associated with certain alleles of the 
genes of the major histocompatibility complex (MHC) 
class II system. Aside from genetic factors, the gene-
sis of diabetes mellitus involves environmental factors; 
thus the reference to this pathology as a multifactorial 
disease [2].

T1DM is an autoimmune disease associated with the 
destruction of the insulin-producing β-cells of the pan-
creas. T1DM is most often diagnosed amongst children 
and young people, and the production of endogenous 
insulin in patients is significantly down by the time of 
the diagnosis; therefore, regular insulin injections and 
continuous monitoring of blood glucose are necessary 
to reduce the risk of hyperglycemia. The most pop-
ular theory of T1DM pathogenesis was proposed by 
G.S. Eisenbarth [3]. According to this theory, T1DM 
develops in genetically predisposed individuals. Auto-
immune processes in T1DM are triggered by environ-
mental factors. The initial stage of T1DM – death of 
islet cells – is asymptomatic but can be detected by au-
toantibody tests. The clinical signs appear only at the 
latest stages, when most β-cells are dead, and absolute 
insulin deficiency develops [3, 4]. Initially, the genetics 
of T1DM were considered to be relatively simple. The 
presence of certain alleles of the HLA system genes 
was believed to lead to an almost complete dominance 
of the disease [5].

To date, there are more than 20 loci and 100 candi-
date genes that affect, to varying degrees, the devel-
opment of T1DM [6]. However, the wide prevalence of 
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this disease and the absence of significant correlations 
with genetic abnormalities suggest that people genet-
ically not predisposed to the disease can also develop 
T1DM. For example, 85–90% of T1DM cases have been 
shown to occur in families without a primary history 
of T1DM in first-line relatives. V. Hyttinen and co-au-
thors believe that the genetic predisposition amounts 
to about 30% [7].

The modern theory of T1DM pathogenesis proposed 
by M.A. Atkinson and G.S. Eisenbarth suggests that the 
disease’s development is facilitated or impeded by in-
teractions among genes, rather than by a genetic pre-
disposition [8]. In addition, these genes are believed to 
affect susceptibility and resistance to T1DM not only in 
the period preceding the induction of an autoimmune 
reaction, but also during the entire period preceding 
the disease.

T1DM symptoms are believed to manifest them-
selves usually when 90–95% of β-cells die [4]. However, 
there are many variations in this regard. In addition, 
the phenomenon of β-cell loss is not yet completely un-
derstood. The severity of this phenomenon is supposed 
to vary significantly depending on the type of insulitis, 
extent of β-cell death, and the β-cell ability to regen-
erate [9].

At present, there is no clear understanding of the 
mechanism of the autoimmune reaction that precedes 
the destruction of β-cells, in particular β-cell response 
to autoimmune antibodies.

According to modern concepts of T1DM pathogen-
esis, β-cells can die as a result of various pathological 
processes. One of these is the destruction or necrosis 
of β-cells, and another is apoptosis or genetically pro-
grammed cell death [10]. β-Cells undergo necrosis in 
the presence of an excessive amount of free radicals 
(oxygen radicals or nitric oxide) or under the action of 
pro-inflammatory cytokines [3, 11].

In recent years, the processes of necrosis and apop-
tosis have been demonstrated not to antagonize each 
other. Cytokines play an important role in the cell death 
process. Cytokines, such as IFN and IL-2, are consid-
ered triggers of insulitis, which are capable of activat-
ing a mechanism of signaling leading to the death of 
pancreatic β-cells [11].

Like all endocrine disorders, DM is a rather complex 
disease that involves various body systems. Despite the 
tremendous progress achieved in molecular genetics 
research, the issues of prevention and pathogenet-
ic treatment of diabetes are yet to be developed to an 
adequate level. The main tool used in pathophysiology 
today is research conducted on experimental models; 
in this case, the choice of a model and its etiological and 
pathogenetic conformity to a human disease underlies 
not only the success of any theoretical study, but also 

the development of prevention and treatment modal-
ities. Experimental models of DM provide valuable in-
formation for understanding the mechanism that un-
derlies the antidiabetic action of various agents, which 
is necessary for their targeted use. To date, a variety of 
experimental DM models have been developed [12–16]. 
Objective assessment of the advantages and disadvan-
tages of each model, in accordance with the target goal, 
is important to avoid erroneous results.

For more than 50 years, the only model of exper-
imental diabetes mellitus has been diabetes induced 
by removal of the pancreas. The quantity of preserved 
pancreatic tissue is of paramount importance for the 
development of diabetic impairments in the postop-
erative period. Depending on this factor, diabetes can 
develop between a period of several hours (complete 
removal) and 9 months (removal of 80% of the organ). 
Subtotal pancreatectomy is often used to model chron-
ic diabetes with a prolonged high blood glucose level. 
The main cause behind diabetes in this case is insulin 
deficiency: i.e., absolute insulin insufficiency. The use 
of this model at the first stage of experimental diabe-
tology development enabled researchers to understand 
many aspects of the mechanisms of insulin action, the 
metabolic changes related to insulin deficiency, and the 
pathogenesis of diabetes-associated disorders. Howev-
er, a number of the causes that complicate the use of 
operative removal of the pancreas have stimulated a 
search for new models. The emergence of non-opera-
tive models of DM sharply reduced the use of the pre-
vious method. In recent years, that method has been 
used in some cases to study the mechanism of action 
of natural compounds on insulin resistance and insulin 
secretion in various animals: rats, guinea pigs, and dogs. 
The effects of glucose uptake in various tissues upon 
removal of 90% of the pancreas and the significant hy-
poinsulinemia associated with subtotal resection of the 
organ, followed by additional resection, were studied 
[17, 18].

This review analyzes existing experimental models 
in an effort to identify the most adequate and widely 
used animal model of T1DM.

The main feature of type 1 diabetes mellitus is the 
autoimmune destruction of pancreatic β-cells, which 
leads to insufficient insulin production. Insufficient 
insulin production in animal models is caused by the 
action of many different mechanisms, ranging from 
chemical ablation of β-cells to the spontaneous devel-
opment of autoimmune diabetes.

Genetic and non-genetic experimental models are 
used depending on the task at hand. Over recent years, 
the progress achieved in genetic engineering has re-
sulted in the generation of many animals with geneti-
cally determined development of diabetes mellitus.
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SPONTANEOUS AUTOIMMUNE MODELS 
OF TYPE 1 DIABETES MELLITUS
In 1974, the so-called Non-Obese Diabetic (NOD) 
mouse strain was generated in Japan. These mice, 
along with other rodents such as AKITA mice, bi-
obreeding (BB) rats, LEW.1AR1 rats, etc., are char-
acterized by the ability to spontaneously develop 
autoimmune diabetes [16, 19, 20]. The spontaneous 
development of diabetes is likely associated with a 
genetic mutation affecting the selection of T-lym-
phocytes and leading to the impairment of the mech-
anisms of autotolerance control. NOD mice whose 
immunological characteristics are similar to those of 
insulin-dependent T1DM in humans have been rou-
tinely used as models of spontaneous autoimmune 
type 1 diabetes mellitus for the last 25 years [21–26]. 
These mice develop insulitis 3–4 weeks after birth. 
At this pre-diabetic stage, pancreatic islets are pri-
marily infiltrated with CD4+ and CD8+ lymphocytes 
[27]. Insulitis causes the destruction of β-cells, but the 
pancreas of these animals produces up to 90% of its 
insulin until week 10–14, and the animals can develop 
diabetes up to the age of 30 weeks. In NOD mice, dia-
betes is more common among females (60–90%), while 
10–30% of males develop the disease in most colonies 
[28]. NOD mice are characterized by the typical clin-
ical symptoms of diabetes (hyperglycemia, glycosu-
ria, polydipsia, and polyuria), but they do not develop 
ketoacidosis. If not treated with endogenous insulin, 
the animals die due to dehydration, not ketoacidosis, 
2–4 weeks after the disease’s onset [23, 29]. In NOD 
mice, many genes are associated with a predisposition 
to T1DM and MHC alleles play an important role, as in 
humans, in this process. However, MHC class II alleles 
providing resistance or susceptibility to the disease in 
NOD mice have a structure that is different from that 
of human MHC class II alleles [27, 30, 31].

NOD mice are useful models in studying the genetics 
and mechanism of T1DM. These mice are potentially 
suitable for testing drugs that modulate the autoim-
mune response [23]. The advantages of NOD mice in-
clude the possibility of blocking cytokines by specific 
antisera and studying changes in the development and 
course of the disease [11, 32, 33]. It is this method that 
has been used to collect substantial data on the role of 
individual cytokines (interleukins, tumor necrosis fac-
tor, interferon γ) in the pathogenesis of autoimmune in-
sulitis in diabetes [34]. However, it should be noted that, 
despite the high sensitivity of NOD mice to streptozoto-
cin (STZ), β-cell death in them occurs in the absence of 
poly(ADP-ribose) polymerase (PARP) activation [35]. 
This fact can significantly affect the integrity of stud-
ies of β-cell sensitivity to diabetogenic factors in these 
animals [25, 26].

The initial optimism that accompanied the identi-
fication of a method for preventing T1DM by using 
animal models led to both discoveries and disappoint-
ments in the use of similar methods in humans. More 
than 192 methods that can be used to prevent T1DM in 
NOD mice have been reported [36–38]. Prevention of 
diabetes is relatively simple in mice, but it is extremely 
complicated in humans [5]. One of the causes may be 
that greater importance is attached to the similarity of 
T1DM in NOD mice and humans than to the differenc-
es [39]. In fact, diabetes in both mice and humans has a 
polygenic etiology characterized by impaired regula-
tion of the immune response and the ability for remis-
sion after bone marrow transplantation. Differences in 
the action of maternal autoantibodies in mice and hu-
mans were revealed. In addition, there are differences 
in the incidence rate and gender. In NOD mice, the in-
sulitis course is mild and benign [19]. Finally, there are 
significant differences in the functioning of immune 
systems in mice and humans [40].

Another commonly used model of autoimmune di-
abetes is BB rats generated from a colony of outbred 
Wistar rats in Canada (BioBreeding Laboratories) in 
the 1970s. Usually, after puberty, 90% of BB rats (males 
and females aged 8–16 weeks) develop spontaneous di-
abetes with a rather severe phenotype and the need for 
insulin therapy [41]. The animals have insulitis with the 
presence of T cells, B cells, macrophages, and NK cells, 
but with a sharply decreased number of CD4+ T cells 
and almost complete absence of CD8+ T cells. T cell 
lymphopenia characteristic of these animals is not typ-
ical of T1DM in humans and NOD mice and is consid-
ered as the model’s drawback. It should be noted that 
insulitis in BB rats is not preceded by peri-insulitis [42]. 
However, BB rats are used as a small animal model for 
the induction of tolerance after islet transplantation 
[41], as well as for the investigation of diabetic neurop-
athy. 

GENETICALLY INDUCED INSULIN-DEPENDENT DIABETES
AKITA  mice were generated in Japan from 
C57BL/6NSIc mice with a spontaneous mutation in 
the ins 2 gene, which prevents correct pro-insulin 
processing and leads to endoplasmic reticulum stress 
(ER stress). Starting at the age of 3–4 weeks, mice with 
this mutation develop insulin-dependent diabetes that 
is characterized by hyperglycemia, hypoinsulinemia, 
polyuria, and polydipsia. The absence of β-cell mass in 
this model makes it an alternative to the STZ-induced 
model used in transplantation studies [22]. AKITA mice 
are also used as a model of T1DM in studies of macro-
vascular diseases [43] and neuropathies [44]. This model 
has been widely used to investigate potential ER-stress 
suppressors in pancreatic islet cells: therefore, AKITA 
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mice can be used to study certain pathologies associat-
ed with T2DM [45].

However, the results obtained in rodents cannot be 
used in clinical medicine because there are both spe-
cific differences in the immune system of rodents and 
humans and the species-specific features of pancreatic 
Langerhans islets. Human and mouse islets that are in-
tended for use as targets for autoimmune attack differ 
in many aspects, including the architecture and compo-
sition of the cells, proliferative activity, susceptibility to 
injuries, and ability to form islet amyloid, as well as in 
the expression of heat shock proteins, islet transcrip-
tion factors, antioxidant enzymes, and the main glucose 
transporter (GLUT-1 or GLUT-2). For example, the in-
ner β-cell mass in rodents is surrounded not by β-endo-
crine cells, whereas endocrine islet cells in humans are 
more mixed. In addition, unlike rodent β-cells capable 
of restoring or regenerating in response to some stimuli 
(insulin resistance, β-cell ablation, and partial pancre-
atectomy), the proliferative potential of human β-cells 
is either very small or absent [46].

The differences in the immune system of rodents 
and humans are primarily associated with the major 
histocompatibility complex (MHC). Transplantation of 
human immune cells and tissues onto immunodeficient 
mice produces the promising mouse models used to 
study natural human immune responses. There have 
been attempts to improve experimental models of di-
abetes mellitus by using humanized transgenic mice 
expressing human MHC class II molecules that predis-
pose to diabetes. There have been new strains of im-
munodeficient mice suitable for the survival of graft-
ed human functional tissues, including hematopoietic 
stem cells, mature lymphocytes, and pancreatic islets. 
For example, NOD-SCID mice were used to develop 
unique strains of NSG mice with a targeted mutation 
of the IL2rynull receptor common γ chain. NSG mice are 
considered perfect for studying the functions of the 
human immune system in vivo and determining the 
action mechanisms of drugs in T1DM [47–50].

Models based on immunodeficient mice have a num-
ber of disadvantages. First, they have natural kill-
er (NK) cells, and human pancreatic islets are very 
sensitive to NK cells. Second, they do not enable en-
graftment of the functional human immune system 
[37, 39]. Deficiency of the IL2rynull receptor common γ 
chain completely blocks NK cells, causing additional 
defects of innate immunity. NSG mice are completely 
devoid of NK cells. NSG mice are a convenient model 
for studying the functions of transplanted islets of the 
human pancreas in the absence of the potential toxic 
effects of glucose, despite the fact that the euglycemia 
(120–160 mg/dL) in these animals is characterized by 
a higher blood glucose level in contrast to that in hu-

mans (80–100 mg/dL). Normoglycemic NSG mice are 
available in an unlimited amount; cells transplanted to 
them are not exposed to high glucose levels; fewer cells 
are required for an analysis of the function than for the 
regulation of hyperglycemia in recipients with diabe-
tes [47–50]. Therefore, NSG mice have been shown to 
be readily available; they enable optional induction of 
hyperglycemia and restoration of normoglycemia by 
grafting Langerhans islets and suspensions of human 
and mouse pancreas cells; most important, these mice 
can be grafted with a functioning human immune sys-
tem. However, when these mice are exposed to STZ, 
they, despite a number of the described advantages, 
also exhibit disadvantages: unstable induction of hy-
perglycemia, possibility of using endogenous mouse is-
lets to restore normoglycemia, and STZ toxicity.

Genetic models of hyperglycemia were developed 
to induce hyperglycemia without the use of toxic 
compounds [47, 48]. These include the mouse models 
NOD-Rag1null Prf1null Ins2Akita, NOD-Rag1null IL-2rynull 
Ins2Akita, etc. The advantages of these models include: 
1) spontaneous development of hyperglycemia with-
out the use of toxic agents; 2) persistent and severe 
hyperglycemia; 3) no return to normoglycemia, due to 
endogenous mouse islets; 4) no need for exogenous in-
sulin to prevent the development of metabolic decom-
pensation and death. These models are able to support 
engraftment of the functional human immune system; 
therefore, they may be used to study alloimmunity and 
autoimmunity.

Despite the significant contribution of research on 
genetically modified animals to our understanding of 
the mechanism of diabetes pathogenesis, their role 
should not be overestimated. When using these mod-
els, acquired predisposition issues that play an impor-
tant role in the development of type 1 diabetes mellitus 
may remain out of sight. T1DM is known to be strictly 
genetically determined in only 6–7% of cases, while in 
other cases the disease develops without significant 
hereditary predisposition [51]. The disease was found 
to develop not in all carriers of diabetes-associated al-
leles [52]. Therefore, experimental studies of the ac-
tion mechanisms of unfavorable environmental factors 
seem promising. In this case, β-cell death mechanisms 
are largely versatile and independent of the acting fac-
tor, which enables an extrapolation of the results ob-
tained in experimental models to humans [52].

CHEMICALLY INDUCED TYPE 1 DIABETES MELLITUS
Chemically induced T1DM is associated with the de-
struction of a large number of endogenous β-cells, 
which leads to a reduced production of endogenous 
insulin, followed by the development of hyperglyce-
mia and weight loss. Chemically induced diabetes in 
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rodents and higher animals is a simple and relatively 
cheap model of this disease [53].

T1DM induced by chemical substances (STZ, allox-
an, dithizone) is appropriate for an evaluation of drugs 
or therapeutic approaches that decrease the blood glu-
cose level independently of β-cells; for example, for 
testing new insulin forms [54, 55]. This model is also ap-
propriate for assessing the effectiveness of transplan-
tation therapy that also reduces the blood glucose level 
[56, 57]. It is considered necessary to exclude spontane-
ous regeneration of β-cells in transplantation [58, 59] 
and also to perform a histological study of the endoge-
nous pancreas for identifying insulin-positive cells and 
measuring the insulin level [59]. However, in the case of 
a chemically induced model of T1DM, the presence of 
β-cells has been shown not to necessarily correlate with 
their function [60].

One of the drawbacks of chemically induced di-
abetes is the potential toxicity of chemicals to other 
organs. It should be noted that administration of STZ 
and alloxan has been associated with changes in the ex-
pression level of P450 isoenzymes in the liver, kidneys, 
lungs, intestines, testes, and brain. This fact should be 
considered when testing drugs in animal models [61].

The STZ-induced model of T1DM is the most widely 
used at this moment. It has replaced the alloxan model 
[36, 40], the essential drawbacks of which are associat-
ed with the neurotoxicity and nephrotoxicity of alloxan 
and the lack of a clear dose-response relationship.

The natural antibiotic STZ is produced by Strepto-
myces achromogenes actinomycetes; this is N-acetyl-
glucosamine (2-deoxy-2-(3-methyl-3-nitrosourea)-1-
D-glucopyranose) that contains a nitrosourea moiety 
in lieu of acetate [36, 37]. STZ exhibits antibacterial and 
antitumor activities and is used in antitumor therapy. 
However, STZ has been found to cause the develop-
ment of hypoglycemic conditions. STZ has been shown 
to be capable of inducing specific necrosis of β-cells 
in laboratory animals. The observed insulinemic syn-
drome has been called streptozotocin-induced diabetis, 
and STZ has been used to induce experimental T1DM. 
Let us consider this model in more detail.

STREPTOZOTOCIN-INDUCED DIABETES MELLITUS
Currently, streptozotocin diabetes is induced in most 
laboratory animals: rats, mice, guinea pigs, rabbits, 
dogs, and monkeys. However, different animal species, 
even within the same family, often differ significantly 
in sensitivity to STZ. Investigation of interspecies and 
intergroup differences in resistance to STZ is one of the 
important tasks of experimental diabetology. It is be-
lieved that rodents, especially rats, are most sensitive 
to STZ, while humans and fish are maximally resist-
ant to it [62]; in this case, human β-cells are much more 

resistant to STZ than the β-cells of other anthropoid 
primates [62]. This phenomenon is genetically deter-
mined and is associated with the expression of different 
types of glucose transporters on the cell membrane, the 
features of enzymatic glucose oxidation systems in mi-
tochondria, and differences in the DNA repair system 
[63].

INTRASPECIES DIFFERENCES
There are significant intergroup differences in the re-
sistance to STZ within the same species. Inbred strains 
of rats and mice differ widely in their sensitivity to STZ 
[64, 65]. The diabetogenic action of STZ is enhanced 
by androgens and inhibited by estrogens, which leads 
to significant differences in the sensitivity to STZ in 
males and females [66]. An important role in sensitivity 
to diabetogenic factors is played not only by gender-re-
lated differences, but also by certain individual char-
acteristics. For example, Wistar rats may be allocated 
into three groups of animals with differing resistance 
to diabetogenic factors, which manifests itself in the 
number of β-cells that die when exposed to STZ. This 
heterogeneity is related not to the breadth of the re-
action norm but to the existence of isolated groups of 
animals with differing resistance. Animals of the first 
group are characterized by rapid development of hy-
perglycemia and significant destruction of pancreatic 
islets already at the initial stages of diabetes. The sec-
ond group is characterized by a prolonged latent course 
of the pathological process when fasting euglycemia is 
associated with impaired glucose tolerance. The third 
group that is characterized by periodically occurring 
hyperglycemia falls in between the first two groups 
[63].

STZ DOSES AND ADMINISTRATION PROCEDURES
Single administration of a high STZ dose leads to the 
development of hyperglycemia, and experimental 
models of laboratory rodents generated in this way 
may be useful in grafting and testing insulins. Multiple 
administrations of low STZ doses are also used to mod-
el T1DM. However, T1DM models based on the devel-
opment of autoimmune insulitis have been developed 
only in a few strains of mice with a genetic predispo-
sition [62, 67]. This method is not appropriate for the 
generation of an adequate model of human T1DM in 
other animal species [62]. In these cases, a single injec-
tion of a diabetogenic dose of STZ (which depends on 
the animal species) is desirable to use for the induction 
of a self-progressive pathological process with an auto-
immune component [62].

Diabetogenic doses of STZ, like procedures of their 
administration, are different for different animal 
species. The sub-diabetogenic dose of STZ for rats is 
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25 mg/kg, with the optimal diabetogenic dose being 
about 50–75 mg/kg [62, 68, 69]. In most animals, this 
dose leads to diabetes manifestation with hypergly-
cemia, hypoinsulinemia, dyslipidemia, and significant 
destruction of pancreatic islets, in combination with 
their lymphoid infiltration. For other rodent species, 
diabetogenic doses are significantly higher and range 
from 100 to 200 mg/kg [62, 70]. Fish β-cells show high 
resistance to STZ that, even at high doses (350 mg/kg), 
causes only short-term impairment of insulin synthesis 
and secretion, without destruction of pancreatic islets. 
This phenomenon is associated not with accelerated 
degradation of STZ in the liver or kidneys, but with 
the peculiarities of β-cell metabolism in these animals. 
Because of the instability and short half-life of STZ, 
its intravenous administration is considered to be the 
most reliable. However, there are also other ways of 
administering the drug to induce experimental diabe-
tes: the intraperitoneal method and direct infusion into 
the pancreatic vessels. STZ is stable only at low tem-
peratures in an acidic medium, while under neutral and 
alkaline conditions, it rapidly (within a few minutes) 
degrades to inactive metabolites lacking diabetogenic 
effect [71]. For this reason, STZ, dissolved ex tempo-
re, should be administered in citrate buffer at acidic 
pHs ~ 4.5 [66].

PATTERNS OF EXPERIMENTAL T1DM DEVELOPMENT
The blood glucose concentration changes in response 
to a change in the plasma insulin concentration after 
STZ administration [72]. These changes occur in three 
phases. Unlike alloxan, STZ does not inhibit glucoki-
nase. One hour after administration, the first hyper-
glycemic phase starts; it reaches a maximum after 2 h 
and lasts up to 4 h. The development of early hyperg-
lycemia is believed to be caused by the suppression of 
insulin secretion due to the toxic effect of STZ on pan-
creatic β-cells [73]. Some authors associate it with an in-
creased rate of hepatic glycogenolysis or consider it as 
secondary to the elevation in the free fatty acid content 
[13, 74]. Ultrastructural changes in the synthesis and 
energy apparatus of β-cells, which are accompanied by 
disruptions in the biosynthesis of proinsulin and insulin, 
were observed in the hyperglycemic phase [75]. After 
4–8 h, the next hypoglycemic phase occurs, which lasts 
for several hours (up to a day) and is considered to be 
caused by the release of insulin from damaged β-cells. 
Loss of secretory granules develops in association with 
irreversible changes in subcellular organelles and nu-
clei. The final phase of the glycemic curve is character-
ized by persistent hyperglycemia and the development 
of permanent diabetes 24 h after STZ administration. 
Morphological and ultrastructural analyses indicate 
complete degranulation and disintegration of β-cells. 

Secondary hyperglycemia is considered as the result of 
absolute insulin deficiency.

According to other authors, hyperglycemia in ex-
perimental STZ-induced diabetes also develops in sev-
eral consecutive stages but they are more prolonged: 
for example, the primary hyperglycemic reaction for 
1–4 days; a period of euglycemia in the setting of im-
paired glucose tolerance (5–9th day); and a period of 
stable hyperglycemia, hyperphagia, and polyuria (10 
days and more) [66]. Twelve hours after STZ adminis-
tration, a primary hyperglycemic response develops; it 
is caused by the death of a significant portion of β-cells 
in pancreatic islets. The peak of hyperglycemia occurs 
on day 2 or 3, followed by a short period of euglycemia. 
This is associated with the potential ability of β-cells 
to enter mitosis under the influence of a high glucose 
concentration [5]. Activation of β-cell proliferation is 
believed to occur on the 3rd day of diabetes [63]. An 
increase in the β-cell mass further leads to a rapid de-
crease in glycemia to physiological values (before the 
end of day 9) and corresponds to incomplete compen-
sation of the pancreatic insulin apparatus function. In-
adequacy of the compensatory response is manifested 
as impaired glucose tolerance. By the 10–14th day, an-
imals experience a repeated increase in the glycemia 
level [63]. Probably, an expanded autoimmune response 
to the neoantigens of pancreatic islets develops during 
this period, which leads to the death of most β-cells, 
fibrosis and sclerosis of the islets, and proliferation of 
alpha-cells. In preserved β-cells, glucose-induced in-
sulin secretion is largely impaired. This is associated 
with several causes: a nonspecific response of β-cells to 
any damaging factors (including STZ) and the specific 
action of IL-1B and NO on glucose metabolism in mito-
chondria, which disrupts normal activation of β-cells 
[75, 76]. In addition, activated islet macrophages and T 
lymphocytes produce the neuropeptide γ (NPY) that 
inhibits insulin secretion [76].

FACTORS UNDERLYING DIFFERENCES 
IN RESISTANCE TO STZ
The differences in sensitivity to STZ are largely caused 
by intracellular events occurring after the transfer of 
STZ through the cell membrane to the cytosol and be-
fore depletion of NAD+ stores [63]. According to pub-
lished data, resistance to STZ is controlled by a number 
of factors.

1. Sensitivity to diabetogenic action depends primar-
ily on the physiological properties of β-cells. This un-
derlies the differences in the rate of inactivation and 
excretion of STZ [62, 71].

2. A different degree of expression of type 2 glucose 
transporters (GLUT-2) that are specific STZ carriers 
into the cytoplasm of β-cells. High resistance of human 
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β-cells to STZ is caused by preferential expression of 
GLUT-1, not GLUT-2, on the β-cell surface [62].

3. Differences in the activity of oxidation systems; 
for example, a lower activity of glycolysis enzymes 
causes greater susceptibility to and toxicity of STZ in 
voles than in mice.

4. Intracellular accumulation of various STZ metab-
olites, some of which promote, like STZ, the generation 
of free radical products and mutations [77, 78].

5. Differing sensitivity of inbred mouse strains 
to STZ is caused by a difference in the activity of 
poly(ADP-ribose) polymerase (PARP) [77].

6. Expression of heat shock proteins that are potent 
factors of pancreatic β-cell resistance to the toxic effect 
of STZ. The level of their expression in both nonspecific 
(effect of STZ) inflammation and autoimmune inflam-
mation is considered as one of the most important pa-
rameters controlling the viability of β-cells in insulitis 
[79, 80].

7. Differences in the activity of antioxidant systems, 
in particular the higher activity of glutathione peroxi-
dase in mice, are one of the factors underlying the high 
resistance of mice to STZ [63].

8. Transgenic mouse strains expressing interferon γ 
in β-cells are significantly more resistant to the induc-
tion of diabetes than the initial strain [81]. This example 
demonstrates the role of intra-islet paracrine factors 
[81]. However, the molecular mechanisms of this phe-
nomenon remain as yet not fully understood.

9. The cumulative effect of damaging factors is also 
considered as a cause of the differences in resistance 
to STZ. Adverse environmental factors (especially 
those acting during early ontogeny) that cause a stress 
response through a high level of glucocorticoids and 
changes in the neuroendocrine regulation of the pan-
creatic islet function can lead to endocrine imprinting 
associated with significant rearrangement of the in-
tracellular systems of β-cell function regulation [63]. 
In adult animals that have undergone stress in the 
prenatal period, glucose-stimulated insulin secretion 
and glucose tolerance are impaired and the sensitivity 
of β-cells to the toxic effect of STZ is significantly in-
creased [5].

The tropicity of STZ to β-cells is controlled by a 
glucose residue in the STZ molecule [82], which ena-
bles its selective binding to the GLUT-2 glucose trans-
porter and transport to the cytoplasm [83]. Therefore, 
cell sensitivity to STZ depends on the expression of 
the GLUT-2 carriers that are expressed exclusively 
by pancreatic islet β-cells in most animals. This is also 
confirmed by the following observations: insulin-pro-
ducing cells not expressing the glucose transporter are 
resistant to STZ; they become sensitive to the toxic ef-
fect of the drug only after the expression of GLUT-2 in 

the cell membrane [84]. In addition, other cells express-
ing this transporter, such as hepatocytes and epithelial 
cells of the renal tubules, are also exposed to the toxic 
action of STZ. Therefore, administration of STZ to ani-
mals leads to the development of not only diabetes, but 
also damage to the liver and kidneys [63].

TOXIC EFFECT
STZ is capable of non-enzymatic release of free NO 
associated with the toxic effect of STZ [39, 85]. In this 
case, islet β-cells accumulate a large amount of STZ, 
which results in a high concentration of NO that, be-
ing in a liquid medium, rapidly transforms into per-
oxynitrate, which leads to the activation of free rad-
ical oxidation processes [39]. This leads to disruption 
of the cell membrane integrity, reduced efficiency of 
oxidative phosphorylation in mitochondria [37, 67], and 
point mutations in DNA, such as covalent modification 
of purine bases and the emergence of N-7-methylgua-
nine, O-6-methylguanine, and 3-methyladenine. STZ 
and its metabolites are alkylating agents that methyl-
ate guanine and, to a lesser extent, adenine residues in 
DNA [86]. DNA damage leads to the activation of re-
pair systems. The key enzyme involved in the repair 
of point mutations is PARP that replaces a defective 
base with a poly-ADP-ribose tail [59, 77]. The repair 
process requires NAD, which, given the huge number 
of NO- and STZ-induced mutations, leads to depletion 
of the cell NAD pool and cell death [71, 87, 88]. In this 
case, transgenic mice with PARP deficiency are resist-
ant to diabetogenic factors. Recent studies have shown 
that, although STZ also methylates proteins, it is DNA 
methylation that is responsible for the death of β-cells 
[73]. The ability of STZ to cause energy deficiency in 
cells was shown to play the decisive role in its toxic ef-
fect towards β-cells [71, 87, 88].

PARP is the key factor involved in the death of 
β-cells [37, 62]. PARP is activated regardless of wheth-
er DNA damage is caused by chemical factors (STZ, 
alloxan), inflammatory factors (NO, cytokines, reactive 
oxygen species), or β-cytotropic viruses [62, 89].

On the other hand, the specific effect of NO on 
β-cells also includes activation of guanylate cyclase, an 
increase in the cGMP level, and inhibition of mitochon-
drial aconitase, which leads to impairment of aerobic 
glucose oxidation and, as a consequence, suppression 
of glucose-stimulated insulin secretion and synthesis 
[67, 90, 91]. In this case, inhibition of aconitase (that 
participates in the Krebs cycle) in the setting of PARP 
hyperactivation leads to complete depletion of intracel-
lular NAD and ATP stores, which is the direct cause of 
β-cell necrosis. In the case of STZ-induced β-cell death, 
apoptosis processes are also blocked due to complete 
depletion of intracellular ATP and NAD stores [92, 93].
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NO generation is responsible for both the initiation 
and development of diabetes caused both by viruses 
[89] and toxic substances [94] and by an autoimmune 
response. The alkylating agent methyl methanesul-
fonate, being the most toxic compound, is not a donor 
of NO; thereby proving that NO is unnecessary to the 
toxic effect of alkylating agents, including diabetogenic 
streptozotocin. NO and free nitroxide radicals can en-
hance STZ toxicity, but NO is certainly not a decisive 
factor of toxicity to β-cells [51]. However, the ability of 
STZ to cause ATP pool depletion and, therefore, en-
ergy deficit is important to the toxic effect on β-cells. 
The biological effects of STZ on the homeostasis of glu-
cose and insulin are a result of damage to β-cells. On 
the one hand, glucose homeostasis disturbance (oxygen 
consumption and glucose oxidation) and inhibition of 
insulin biosynthesis and secretion are obvious. On the 
other hand, STZ has been found not to immediately 
and directly affect the transport of glucose or its phos-
phorylation by glucokinase [33, 95]. Inhibition of insu-
lin biosynthesis and secretion is supposed to be initially 
caused by STZ-induced depletion of NAD+ [96].

Cytokines, such as IL-1, in the immunocompetent 
and endocrine cells of pancreatic islets have been 
shown to trigger the expression of the inducible nitric 
oxide synthase (iNOS) [85, 97] that produces significant 
amounts of the major biological mediator and, thus, 
causes β-cell death [39, 98].

Therefore, STZ activates the same pathogenetic 
mechanisms (suppression of glucose oxidation, DNA 
mutations, NAD depletion) as those activated by other 
poisons and viruses toxic to β-cells, and the key agents 
implementing these processes, regardless of the dam-
aging factor, are NO and PARP. Thus, it should be 
concluded that the streptozotocin model of diabetes is 
etiologically and pathogenetically very close to human 
T1DM.

Despite the variety of experimental DM models re-
ported to date, STZ-induced diabetes is the preferable 
one. The advantages of this model include relatively 
simple reproducibility, a highly selective effect, and 
induction of diabetes of varying severity and duration, 
which enables the modeling of both progressively de-
veloping β-cell dysfunction and impaired glucose toler-
ance with associated disorders. A number of the disad-
vantages of nongenetic STZ-induced diabetes models 
(scattering of glycemia level data, spontaneous normal-
ization of insulin secretion function) can be eliminated 
by a judicious choice of the diabetogenic dose of the 
drug and adequate planning of the experiment.

Experimental DM models in laboratory rodents are 
undoubtedly a very useful tool for studying the patho-
physiology and clinical aspects of the disease and are 
used as the first step in the investigation of new prom-
ising therapies. However, animal models, in general, 
and rodent T1DM models, in particular, are imperfect 
and exhibit certain drawbacks when their results are 
extrapolated to humans. Furthermore, the results ob-
tained in rodents may sometimes prove misleading 
when studying the prevention of T1DM [64, 99]. To 
avoid compromised results, a degree of caution is nec-
essary when choosing the model and drug dose for the 
induction of experimental diabetes. It is necessary to 
standardize the models and experiments specifically 
for studies of DM prevention, clearly interpret reliable 
results, and create a database after multiple iterations 
of the experiments.

The question of to which extent the results obtained 
in models may be extrapolated to humans is both the 
most important and most difficult one when laboratory 
animals are used [100, 101]. However, the question of 
how relevant a particular model is to the processes oc-
curring in the human body remains open. Evaluation of 
the adequacy of experimental models includes a body 
of evidence that demonstrate that the results obtained 
in animals may be, to a certain degree, extrapolated to 
humans.

The data presented here do not reflect the entire 
spectrum of the T1DM models developed to date. The 
number of models is constantly growing, but they have 
not been sufficiently explored. In this case, it should 
be remembered that each experimental model simu-
lates only certain aspects of the T1DM pathogenesis 
and does not completely match the development and 
course of the disease in humans. Therefore, there is on-
going research on the modification of existing models 
and development of new, more advanced models that 
most adequately reflect the changes typical of T1DM 
in humans.

It should be emphasized that adequate modeling of 
T1DM is a necessary basis for the preclinical testing of 
antidiabetic agents, and the use of various models en-
ables to substantiate the extrapolation of experimental 
results to T1DM patients.  
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INTRODUCTION
Cancer and chronic inflammatory diseases involving 
various human organs and tissues are a serious medi-
cal and societal problem. The tumor necrosis factor al-
pha (TNF-α) has been shown to play the key role in the 
development and maintenance of inflammation in dis-
eases, such as rheumatoid arthritis, psoriasis, Crohn’s 
disease, etc. [1, 2]. Both the inflammatory process and 
tumor growth are accompanied by tissue hypoxia, 
which leads to the formation of new blood vessels under 
the influence of the vascular endothelial growth factor 
(VEGF), which is secreted by epithelial cells in condi-
tions of hypoxia [3, 4]. The expression level of αvβ3-in-
tegrin in endothelial cells is known to be significantly 
increased in tumor vessels [5]. In endothelial cells, TNF 

and VEGF have been shown to stimulate the expression 
of adhesion and inflammation molecules, in particular 
ICAM-1 and VCAM-1, the vascular endothelial growth 
factor receptor 2 (VEGFR-2), PECAM-1, and P- and 
E-selectins, induce the release of the von Willebrand 
factor from Weibel-Palade bodies, as well as enhance 
the secretion of the cytokines IL-6 and IL-8, mono-
cyte chemotaxis protein 1 (MCP-1), and the granulo-
cyte-macrophage colony-stimulating factor (GM-CSF) 
[6–11]. A change in the expression of endothelial sur-
face proteins ensures the inhibition of leukocytes at the 
site of an inflammation, as well as their adhesion and 
transendothelial migration [12]. The in vitro response 
corresponds to the in vivo processes occurring under 
the influence of pro-inflammatory stimuli, which makes 
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ABSTRACT Endothelial cells play a major role in the development of inflammation and neoangiogenesis in cancer 
and chronic inflammatory diseases. In 3D cultures, cells are under conditions that closely resemble those exist-
ing in healthy and disease-stricken human organs and tissues. Therefore, the development of a 3D model based 
on the Ea.hy926 endothelial cell line is an urgent need in molecular and cellular biology. Cell cultivation on an 
anti-adhesive substrate under static conditions was shown to lead to the formation of spheroids (3D cultures). 
Expression of ICAM-1 and VEGFR-2 and production of cytokines were screened in 2D and 3D cultures in the 
presence of TNF and VEGF. According to flow cytometry and confocal microscopy data, TNF significantly in-
creased the expression of the cell adhesion molecule ICAM-1 in both 2D and 3D cultures but did not affect the 
expression level of VEGFR-2. Increased production of pro-inflammatory (IL-8, IL-6, IP-10) and anti-inflam-
matory (IL-10, TGF-β 1–3) factors was observed in spontaneous 3D cultures but not in 2D cultures, which was 
confirmed by flow cytometry and qPCR. TNF-induced secretion of IL-10, GM-CSF, and IL-6 was 11-, 4.7-, and 
1.6-fold higher, respectively, in 3D cultures compared to 2D cultures. Thus, the use of a Ea.hy926 3D cell culture 
is a promising approach in studying the effects of anti- and pro-inflammatory agents on endothelial cells.
KEWORDS 2D and 3D cultures, αvβ3-integrin, vascular endothelial growth factor receptor 2, intercellular adhe-
sion molecule, tumor necrosis factor, inflammation.
ABBREVIATIONS 2D – two-dimensional conditions; 3D – three-dimensional conditions; qPCR – quantitative poly-
merase chain reaction; ICAM-1 – intercellular adhesion molecule 1; IFN – interferon; IL – interleukin; TNF – tu-
mor necrosis factor; VCAM-1 – vascular cell adhesion molecule 1; VEGF A – vascular endothelial growth factor 
A; VEGFR-2 – vascular endothelial growth factor receptor 2.
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it possible to use an endothelial cell culture to simulate 
inflammation processes in the body.

The use of therapeutic agents capable of suppress-
ing angiogenesis partially slows down the pathological 
process. In particular, anti-VEGF antibodies (Beva-
cizumab), a low-molecular-weight inhibitor of VEGF 
(Aflibercept), anti-TNF antibodies (Adalimumab, In-
fliximab, and Etanercept), and a number of anti-inte-
grin antibodies (Vedolizumab and anti-α4β7 integrin 
antibodies) have been developed and clinically used 
[13–15]. The αvβ3-integrin inhibitor known as Cilen-
gitide, the antibodies Etaracizumab, and other drugs 
are undergoing clinical trials [16–18]. The disadvan-
tage of low-molecular-weight drugs is that the patient 
quickly develops resistance to them [19]. Antibodies 
also have a number of disadvantages; in particular, the 
high cost of production of humanized recombinant an-
tibodies limits the number of patients who can afford 
the therapy. On the other hand, antibodies have a large 
molecular weight, which prevents their deep penetra-
tion into tissues [19, 20].

The development of antibody analogues for creating 
immunoconjugates with antitumor drugs and/or vas-
cular growth inhibitors will improve the treatment of 
tumor and chronic inflammatory diseases and expand 
the range of patients that can receive adequate ther-
apy [19]. Primary screening of new drugs requires an 
in vitro cell model with properties that are as close as 
possible to in vivo conditions. Currently, interactions 
between anti-inflammatory drugs and endothelial 
cells are analyzed using primary cultures derived from 
the umbilical vein of healthy donors (human umbil-
ical vein endothelial cells, HUVECs) or the Ea.hy926 
hybrid line [21–23]. It is preferable to use a stable line, 
because the functional characteristics of HUVECs may 
depend on the quality of cell isolation and on the donor; 
in addition, donor cells are not always available and the 
number of passages of primary cells is limited [24]. The 
functional characteristics of HUVECs and Ea.hy926 
largely coincide; in particular, both cell types change 
the expression of adhesion molecules and production of 
IL-6 and IL-8 in response to TNF [25–27].

In the body, small vessels and capillaries are pre-
dominantly composed of endotheliocytes; in larger 
vessels, the wall is formed by endothelial cells, connec-
tive tissue, and smooth muscles. A monoculture of en-
dothelial cells largely simulates the capillary structure; 
in this case, the use of multicellular spheroids of en-
dothelial cells enables one to study the effects of vari-
ous drugs not only on endothelial cells, but also on their 
associates with the connective matrix formed in 3D 
cultures [28–31]. Earlier, there have been attempts to 
develop 3D cultures of endothelial cells by clinostatting 
[32–35]. This method is based on rotating a cell culture 

in a gravity field, which leads to the formation of sphe-
roids on the monolayer culture surface. The purpose 
of the present work was to develop a static 3D culture 
model based on the Ea.hy926 endothelial cell line and 
compare the responses of 2D and 3D cultures to TNF 
and VEGF.

EXPERIMENTAL
Reagents from Bio-Rad (USA), Sigma (USA), Merck 
(USA), Panreac (Spain), and PanEco (Russia) were used 
in the study. Solutions were prepared in Milli-Q deion-
ized water. The recombinant proteins TNF (produced 
in the Laboratory of Protein Engineering of the Insti-
tute of Bioorganic Chemistry) and VEGFA165 (Protein 
Synthesis, Russia) were used.

Cell cultures
A human Ea.hy926 endothelial cell line (ATCC, CRL-
2922) provided by A.A. Sokolovskaya (Research Insti-
tute of General Pathology and Pathophysiology) with 
the permission of Dr. C.-J. Edgell (University of North 
Carolina) was used in the study. Cells were incubated in 
a DMEM/F12 medium (PanEco, Russia) supplement-
ed with 10% inactivated bovine fetal serum (HyClon, 
USA), 50 µg/mL gentamicin sulfate, and 2 mM L-glu-
tamine (PanEco). To form three-dimensional cultures, 
the well surface of a 24-well plate (Costar) was coat-
ed with poly-2-hydroxyethyl methacrylate (pHEMA) 
(Sigma). Each well was seeded with 5 × 105 cells per 
1 mL of the growth medium. The cells were cultured 
under standard conditions in a CO

2
 incubator for 48 h 

until the formation of a confluent monolayer (2D cul-
ture) or spheroids (3D culture).

Confocal microscopy
To analyze the expression of surface adhesion mole-
cules in the 2D endothelial cell cultures, sterile glass 
coverslips were placed in six-well plates; 1 × 105 cells in 
200 μL of medium were put on each coverslip and incu-
bated in a CO

2
 incubator under standard conditions for 

16 h to produce a confluent monolayer. To analyze the 
3D cultures of Ea.hy926 cells, spheroids were pipetted 
and transferred into the wells of a 96-well plate. Cell 
cultures were added with recombinant TNF or VEG-
FA proteins to a concentration of 25 ng/mL each and 
incubated for 5 h. The cells were stained with mouse 
monoclonal antibodies to human ICAM-1 (CD56) and 
VEGFR-2 (Flk-1), as well as anti-mouse IgG secondary 
antibodies labeled with CFL488 (Santa Cruz Biotech-
nology, USA) or Alexa Fluor 555 (Invitrogen, USA). 
Antibodies were added to a concentration of 0.2 μg/mL 
for 1 h. The cells were incubated in a CO

2
 incubator at a 

rotation speed of 40 rpm. Cell nuclei were stained with 
Hoechst 33342 (Sigma). After completion of incubation, 
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the 2D and 3D cultures were fixed with 1% paraform-
aldehyde at room temperature for 10 min and then 
washed with phosphate buffered saline (PBS). After 
fixation, the cells were washed from primary antibod-
ies and incubated with secondary antibodies in PBS (1 
: 1000 dilution) at 37°C for 40 min. After washing, the 
cells were polymerized on glass slides using a Mowiol 
4.88 (Calbiochem, Germany) medium and left over-
night at room temperature. Images were acquired and 
analyzed using a Nikon Eclipse TE2000-E confocal mi-
croscope (Japan).

Flow cytometry
The expression of the surface molecules ICAM-1 and 
VEGFR-2 in all samples was assessed using a FACScan 
flow cytometer (BD, USA). To prepare a suspension, 
cells from 2D and 3D cultures were treated with a 
trypsin/EDTA solution (PanEco), washed in PBS 
containing 1% bovine serum albumin and 0.05% NaN

3
 

(PBSA), combined with the appropriate antibodies, and 
incubated in the dark at 4°C for 60 min. After washing, 
the cells were stained with secondary fluorescently la-
beled antibodies (4°C, in the dark, 60 min). Before the 
analysis, propidium iodide (0.5 μg/mL) was added to 
the samples for differential staining of dead cells. In 
each sample, 10,000 cells were analyzed. The data were 
analyzed using the WinMDI 2.9 software.

Production of humoral factors
Production of cytokines and chemokines by Ea.hy926 
cells cultured under 2D and 3D conditions was analyz-
ed by flow cytometry with microparticles on a FACS 
Calibur instrument (BD, USA) according to the manu-
facturer’s protocol (BioRad, USA).

Quantitative PCR (qPCR)
Total mRNA was isolated using an RNeasy Mini Kit 
(Qiagen, USA) and purified from DNA contamination 

by treating it with DNase I (Fermentas, USA). cDNA 
was synthetized using a First Strand cDNA Synthe-
sis kit (Thermo Scientific, USA). The concentration of 
mRNA and cDNA was determined using a NanoDrop 
2000 device (Thermo Scientific). The resulting cDNA 
was used as a template for quantitative PCR (qPCR) 
with specific primers (Table 1) [36] and a qPCRmix-HS 
SYBR mixture (Eurogen, Russia) on a Lightcycler 480 
instrument (Roche, USA). The reaction mixture con-
sisted of 50 ng of cDNA, primers (0.120 μM per sam-
ple), the qPCRmix-HS SYBR (5x) mixture, and Milli-Q 
water. The annealing temperature was adjusted in ac-
cordance with the primer melting point. The data were 
sequentially processed using the Convert Light-Cycler 
480 and LineRegPCR software. The expression of each 
gene was analyzed in triplicate.

Statistics
The obtained data were analyzed with parametric 
methods using the Excel software; The Cell Quest soft-
ware was used for the analysis of flow cytometry data. 
Differences were considered to be statistically signifi-
cant at p <0.05.

RESULTS AND DISCUSSION

Expression of adhesion molecules by 
Ea.hy926 cells in 2D and 3D cultures
Normally, the endothelial cells lining the vessels are 
interconnected by ICAM-1, VCAM-1, and PECAM-1 
adhesion molecules, as well as by a number of other 
actin-associated molecules, which enables the rapid 
cytoskeletal rearrangement necessary for leukocyte 
extravasation into tissues during an inflammation [6]. 
Unlike endothelial cells, epithelial cells are intercon-
nected via tighter cadherin contacts that are linked 
to the keratin filaments of the cytoskeleton. Epithelial 
cells form 3D cultures of varying densities, depending 

Table 1. Primers for qPCR [36]

Gene Primer Nucleotide sequence, 
5’ → 3’ Amplicon size, b.p. T

m
, °C

β-actin
BAf TCATGTTTGAGACCTTCAACAC

512 55
BAr GTCTTTGCGGATGTCCACG

GM-CSF
GMf CTGCTGCTGAGATGAATGAAACAG

195 55
GMr GCACAGGAAGTTTCCGGGGT

ICAM-1
ICAMf ACCATGGAGCCAATTTCTC

590 51
ICAMr ACAATCCCTCTCGTCCAG

IL-6
IL6d GATGCAATAACCACCCCTGACCC

173 52
IL6r CAATCTGAGGTGCCCATGCTAC

VEGFR-2
VEGFR2f ATGCTCAGCAGGATGGCAA

320 53
VEGFR2r TTTGGTTCTGTCTTCCAAAGT
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on the number of cadherin contacts [37]. Previously, 
there had been no attempts to produce 3D cultures of 
endothelial cells which would be similar to epithelial 
cell cultures. Clinostatted cultures, called 3D-cultures 
in some works, are monolayer cultures grown by ro-
tation in a gravity field [32–35]. Cultivation for 5 to 6 
days results in the development of spheroids on the 
monolayer surface, which are used for an analysis [33]. 
However, this prolonged cultivation disables the eval-
uation of the effects of fast-acting factors: e.g., TNF.

In this study, Ea.hy926 cells were cultured on an an-
ti-adhesive pHEMA substrate, which resulted in the 
formation (within 18 h) of 200–400 μm cell clusters in-
destructible by pipetting (Fig. 1B), which confirmed 
the formation of intercellular contacts throughout 
the cell surface. In the 2D culture, cells formed a tight 
monolayer where they formed contacts only along the 
perimeter (Fig. 1A). A confocal analysis of 3D cultures 
revealed a different expression level of adhesion mole-
cules, depending on the location of the cells in the cul-
ture. For example, in Ea.hy926 3D cultures, the level of 
ICAM-1 expression is higher in cells of the surface lay-
er (Fig. 1C), while VEGFR-2 is uniformly expressed by 
all cells of the spheroid (Fig. 1D). Reduced expression 
of adhesion molecules inside the spheroid is associated 
with the formation of a hierarchy of cells. The presence 

of adhesion contacts throughout the cell surface reduc-
es the expression of adhesion molecules – the cell is in 
the equilibrium state. On the spheroid surface, cells are 
in contact with the lower layer and have no contacts on 
the apical surface, which stimulates the expression of 
adhesion molecules and mimics damage repair in epi-
thelial tissues. Unlike ICAM-1, VEGFR-2 is uniformly 
expressed throughout the bulk of the spheroid: there-
fore, endothelial cells, like epithelial cells, proved able 
of forming internally hierarchical spheroids in static 
cultures.

Earlier, studies of Ea.hy926 clinostatted cultures had 
revealed differences in the expression of adhesion mol-
ecules, as well as in spontaneous and TNF-induced cy-
tokine production; in this case, both inhibition [38] and 
stimulation of the production of several proteins were 
detected [39]. Expression of adhesion molecules in stat-
ic 2D and 3D Ea.hy926 cultures in response to TNF and 
VEGF activation was analyzed using pre-adjusted cell 
activation conditions. Expression of ICAM-1, VEGFR-2, 
αvβ3-integrin, and VCAM-1 in the 2D culture under 
the influence of TNF and VEGF was analyzed by flow 
cytometry in both early (24 hour incubation) and “old” 
(72–96 hour incubation) cultures. In addition, the dy-
namics of the changes in the expression of surface mol-
ecules under the influence of factors was studied. There 
were no changes in the expression of αvβ3-integrin and 
VCAM-1 (data not shown). VEGF also had no stimu-
lating effect on any of the adhesion molecules. For this 
reason, the effect of TNF was studied further. TNF was 
found to act most effectively on early cultures (18–24 h). 
The effect develops rapidly, achieves a maximum 2–10 
h after the addition of TNF, and decreases to control 
values in 24–36 h. Five hours after the addition of TNF, 
the expression of ICAM-1 in early cultures increased 13-
fold, while the expression of VEGFR-2 remained almost 
unchanged (Fig. 2, Table 2). Figure 2 presents confocal 
microphotographs of 2D cultures stained with antibodies 
to ICAM-1 and VEGFR-2 (Fig. 2C, F), which show the 
typical membrane location of these molecules.

The comparative data on TNF- and VEGF-induced 
expression of ICAM-1 and VEGFR-2 in 2D and 3D 
Ea.hy926 cultures are shown in Fig. 3. A more homo-
geneous pool of cells was shown to form in 3D-cultures. 
For example, 10–20% of cells in 2D cultures do not ex-
press adhesion molecules (a peak in the autofluores-
cence area), but this parameter is significantly lower 
(0–5%) in 3D cultures. Unlike ICAM-1, spontaneous 
expression of VEGFR-2 in 3D cultures is reduced by 
50%, despite the absence of the first peak (Table 2, Fig. 
3D). In all 3D cultures, expression of VEGFR-2 was sta-
tistically significantly lower than in 2D cultures, which 
demonstrates the role of contact interactions in the ex-
pression of VEGFR-2 by Ea.hy926 cells.

Fig. 1. Morphology of Ea.hy926 cells under 2D and 3D 
cultivation conditions. Ea.hy926 cells 48 h after transfer 
onto a culture plate (A) or a plate with an anti-adhesive 
coating pHEMA (B); light microscopy. Z-stacks of 3D 
cultures stained with antibodies to ICAM-1 (C, green) and 
VEGFR-2 (D, red); confocal microscopy

A� B

C� D

40 µm      20 µm
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Table 2. Effect of TNF and VEGF on the expression of ICAM-1 and VEGFR-2 by Ea.hy926 cells in 2D and 3D cultures

Culture Expression Control TNF p VEGF p

2D ICAM-1 49 ± 11 862 ± 148* < 0.001 57 ± 14 > 0.05

3D ICAM-1 70 ± 15 630 ± 93 < 0.001 63 ± 14 > 0.05

2D VEGFR-2 59± 11 71 ± 18 > 0.05 67 ± 16 > 0.05

3D VEGFR-2 32 ± 8** 35 ± 8** >0.05 28 ± 7** > 0.05

The data are presented as relative fluorescence units.
*TNF and VEGF were added to a concentration of 25 ng/mL in the last 5 hours of incubation. Expression was assessed 
by flow cytometry. The effect of a statistically significant increase in TNFα-induced expression compared to the control is 
shown in bold.
**Statistically significant reduction in VEGFR-2 expression in 3D compared to that in 2D.

Fig. 2. Expression of ICAM-1 and VEGFR-2 in Ea.hy926 
cells under the influence of TNF and VEGF A analyzed by 
confocal microscopy and flow cytometry. A, B, D, E – the 
Y axis is the mean fluorescence intensity; the X axis is the 
number of events. Ea.hy926 cells were grown under 2D 
conditions until a confluent monolayer. TNF (A and D) or 
VEGF (B and E) were added (25 ng/mL). The incubation 
time is 5 hours. Expression of certain proteins by the cells 
is displayed as fluorescence peaks of antibodies bound 
to the proteins. The solid gray peak is unstained cells; 
the gray line is cells with secondary antibodies (negative 
control); the red line is inactivated cells stained with spe-
cific antibodies; the purple line is cells stained with specific 
antibodies after stimulation by factors. C and F are repre-
sentative confocal images of cells stained with antibodies 
to ICAM-1 (C, red) and VEGFR-2 (F, red). Cell nuclei are 
stained with Hoechst 33342 (blue). The scale bar equals 
C – 8 µm, F – 5 µm
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Fig. 3. ICAM-1 and VEGFR-2 expression in TNF- or 
VEGFA-treated Ea.hy926 cells under 2D and 3D condi-
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Expression of ICAM-1 in both 3D and 2D cultures 
was enhanced by TNF, but the increase was less pro-
nounced in 2D cultures (7- and 11-fold, respectively). In 
this case, a negative population emerged, like in all 2D 
cultures (Fig. 3B). VEGF did not affect the expression 
of adhesion molecules in 3D cultures.

In general, the influence of various factors on the ex-
pression level of adhesion molecules in 3D cultures was 
insignificant compared to that in 2D cultures.

Production of cytokines by Ea.hy926 
cells in 2D and 3D cultures
One of the indicators of endothelial cell activation is the 
production of humoral factors: cytokines, chemokines, 
and growth factors. Because there were no changes in 
the expression level of adhesion molecules under the in-
fluence of VEGF, the production of cytokines in 2D and 
3D cultures was analyzed only in the presence of TNF. 
We analyzed the production of eleven factors, includ-
ing IL-2, -4, -6, -8, -10, GM-CSF, IFN-γ, transforming 
growth factors beta (TGF-β) 1–3, and chemokine IP-
10. In the absence of TNF, Ea.hy926 cells were found to 
produce a significant amount of only IL-8 (13.7g/mL) 
and TGF-β1 (7.5 ng/mL), with the production in 3D 
cultures being significantly higher (2- to 3-fold) (Fig. 
4A, B). Under the influence of TNF, production of IL-8 
in 2D cultures (19 ng/mL) increased to a spontaneous 
level in 3D cultures (22 ng/mL) and did not change in 
3D cultures (Fig. 4С, D). Treatment with TNF result-
ed in a cytokine production comparable in 2D and 3D 
cultures, which decreased in the IL-6 > IL-10 > IL-2 > 
IFN-γ > IL-4 series (Fig. 4C, D). The ratio of spontane-
ous and TNF-induced production 3D/2D is shown in 
Fig. 4E,F. Spontaneous 3D cultures produced statisti-
cally significantly larger (2- to 5-fold) amounts of IL-8, 
IL-6, IL-10, TGF-β 1–3, and IP-10, while they almost 
lacked (below the detection limit in 2D cultures) IL-2, 
IL-4, IFN-γ, and GM-CSF (Fig. 4E). In TNF-stimulated 
cultures, the main difference occurred in the produc-
tion of GM-CSF and IL-10 (Fig. 4F). Secretion of IL-10, 
GM-CSF, and IL-6 in 3D cultures compared to that in 
2D cultures increased 11-, 4.7-, and 1.6-fold, respective-
ly. At the same time, secretion of IL-4, IFN-γ, TGF-β2, 
and TGF-β3 in 3D cultures compared to that in 2D cul-
tures decreased 2-, 1.4-, 1.6-, and 1.6-fold, respectively 
(Fig. 4F).

Comparison of mRNA and protein synthesis 
by Ea.hy926 cells in 2D and 3D cultures
Early events in Ea.hy926 cultures after TNF acti-
vation were analyzed based on the expression of the 
ICAM-1, VEGFR-2, GM-CSF, and IL-6 genes evalu-
ated by qPCR. The qPCR data are normalized to the 
expression of actin mRNA and presented as a relative 

gene expression (RGE) that is calculated by the formu-
la RGE = 2–ddCt [40]. This method assesses the change 
in the number of gene copies in TNF-activated 2D and 
3D cultures compared to that in the control (Fig. 5A). It 
is also possible to compare gene expression under 3D 
and 2D conditions in the presence and absence of TNF 
(Fig. 5C). Figure 5 compares the expression of VEGFR-2 
and ICAM-1 in Ea.hy926 cell cultures without stimula-
tion and after stimulation with TNF for 5 h, assessed by 
qPCR (Fig. 5A, C) and flow cytometry (Fig. 5B, D). TNF 
significantly increased the synthesis of ICAM-1 mRNA 
both in 2D and 3D cultures (Fig. 5A), which correlated 
with the flow cytometry data (Fig. 5B). The effect of 
TNF was lower in 3D cultures. According to the qPCR 
data, expression of VEGFR-2 increased slightly, but 
reliably (Fig. 5C); in this case, the protein level eval-
uated by flow cytometry did not change. The differ-
ence in the data may be associated with non-optimal 
qPCR conditions (different length of the primers, Ta-
ble 1). In any case, the effect of TNF on the expression 
of the ICAM-1 gene was significantly greater than on 
VEGFR-2.

Expression of the GM-CSF and IL-6 genes was ana-
lyzed in a similar manner. RNA was isolated 5 h after 
the addition of TNF. Parallel cultures were used to ana-
lyze the synthesis of proteins; the supernatant was har-
vested 30 h after activation by TNF.

Figure 6 shows the level of spontaneous and TNF-in-
duced synthesis of mRNA and the production of GM-
CSF and IL-6 proteins. Under the influence of TNF, 
both the synthesis of mRNA and the production of both 
proteins were enhanced. Stimulation of GM-CSF was 
more pronounced in 3D cultures, whereas stimulation 
of IL-6 was more effective in 2D cultures (Fig. 6A, B). 
Comparison of the efficiency of mRNA and protein 
synthesis in 2D and 3D cultures did not reveal differ-
ences in the level of gene expression (Fig. 6C). Sponta-
neous production of GM-CSF was identical under 2D 
and 3D conditions, whereas IL-6 production in 3D cul-
tures was significantly higher. Upon stimulation with 
TNF, the differences shrank and higher production of 
both GM-CSF and IL-6 was observed in 3D cultures 
(Fig. 6D).

CONCLUSION
For the first time, we have demonstrated that Ea.hy926 
endothelial cells can be cultured on an anti-adhesive 
substrate under static conditions. In spontaneous 
Ea.hy926 cultures under 3D conditions, the production 
of both pro-inflammatory and anti-inflammatory fac-
tors is increased compared to that under 2D conditions, 
which enables a more detailed analysis when testing 
new therapeutic agents. TNF activation similarly af-
fects Ea.hy926 cells cultured under 2D or 3D conditions, 
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Fig. 4. Secretion of humoral factors by Ea.hy926 cells cultured under 2D and 3D conditions. Ea.hy926 cells were cultured 
in 24-well plates until adhesion or on an anti-adhesive substrate to form 3D cultures. Then, TNF was added to the medi-
um to a concentration of 25 ng/mL. Supernatants were harvested 24 and 48 h after TNF addition. Production of soluble 
factors in 2D (A and C) or in 3D (B and D) cultures without TNF (A and B) and after TNF addition (C and D). The ratio of 
factor concentrations in 3D/2D cultures without stimulation (E) and after TNF addition (F). The concentration was deter-
mined by flow cytometry with microparticles according to the manufacturer’s protocol (BioRad) using calibration curves
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Fig. 5. Expression of VEGFR-2 and ICAM-1 in Ea.hy926 
cell cultures with and without addition of TNF analyzed 
by qPCR and flow cytometry. Ea.hy926 cells were grown 
under 2D (A and B) and 3D (C and D) conditions for 18 
h to form a monolayer or spheroids, and then TNF was 
added to a concentration of 25 ng/mL. After 5 h, a por-
tion of the cultures was used for the generation of mRNA, 
cDNA synthesis, and qPCR (A and C). Parallel cultures 
were incubated for 36 h and analyzed by flow cytometry 
after staining with antibodies to VEGFR-2 and ICAM-1 
(B and D). The statistically significant difference (<0.05) 
is indicated by bars. The data are presented as a relative 
gene expression (RGE) (A and C). RGE was calculated 
by the formula RGE = 2–ddCt [40], where 2D cultures with 
TNF were compared to control without TNF, and 3D 
cultures with TNF were compared to control without TNF 
(A). Similarly, 3D was compared to 2D and without TNF 
(C). Cytometry data are presented as a ratio of MFI in a 
TNF-activated culture to that in the control without TNF 
(B) or MFI in a 3D culture to that in a 2D culture (D)
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except for a 4- to 5-fold increase in the production of 
GM-CSF and IL-10 in 3D cultures. The most typical 
markers of Ea.hy926 cells are the adhesion molecule 
ICAM-1 and soluble factors IL-6, IL-8, TGF-β1, and 
IL-10. 3D cultures are easy to manipulate; they can be 
transferred onto new plates, e.g., 96-well plates, which 

enables one to study a panel of drugs in different di-
lutions. Confocal microscopy analysis does not require 
growing cells on glass slides. All these facts make the 
3D culture of Ea.hy926 cells convenient for the screen-
ing of new anti-inflammatory and angiostatic drugs. 
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ABSTRACT The tumor suppressor PTEN controls multiple cellular functions, including cell cycle, apoptosis, se-
nescence, transcription, and mRNA translation of numerous genes. In tumor cells, PTEN is frequently inactivat-
ed by genetic mutations and epimutations. The aim of this study was to investigate the methylation patterns of 
the PTEN gene and its pseudogene PTENP1 as potential genetic markers of endometrial hyperplasia (EH) and 
endometrial carcinoma (EC). Methylation of the 5’-terminal regions of the PTEN and PTENP1 sequences was 
studied using methyl-sensitive PCR of genomic DNA isolated from 57 cancer, 43 endometrial hyperplasia, and 
normal tissue samples of 24 females aged 17–34 years and 19 females aged 45–65 years, as well as 20 peripheral 
venous blood samples of EC patients. None of the analyzed DNA samples carried a methylated PTEN gene. On the 
contrary, the PTENP1 pseudogene was methylated in all analyzed tissues, except for the peripheral blood. Com-
parison of PTENP1 methylation rates revealed no differences between the EC and EH groups (0.80 < p < 0.50). In 
all these groups, the methylation level was high (71–77% in patients vs. 58% in controls). Differences in PTENP1 
methylation rates between normal endometrium in young (4%) and middle-aged and elderly (58%) females were 
significant (p < 0.001). These findings suggest that PTENP1 pseudogene methylation may reflect age-related 
changes in the body and is not directly related to the endometrium pathology under study. It is assumed that, 
depending on the influence of a methylated PTENP1 pseudogene on PTEN gene expression, the pseudogene 
methylation may protect against the development of EC and/or serve as a marker of a precancerous condition 
of endometrial cells.
KEYWORDS endometrial carcinoma, endometrial hyperplasia, DNA methylation, PTEN, PTENP1, long non-cod-
ing RNA.
ABBREVIATIONS asRNA – antisence RNA; ceRNA – competing endogenous RNA; EC – endometrial carcinoma; 
EH – endometrial hyperplasia; lncRNA – long non-coding RNA; MAE – middle-aged (45–55 years) and elderly 
(> 55 years) females; miRNA – micro RNA; MRE – microRNA recognition element; PICS – PTEN-loss-induced 
cellular senescence; PTEN – phosphatase and tensin homolog; sRNA – sense RNA.

INTRODUCTION
Endometrial carcinoma (EC) is one of the most common 
cancers of the female reproductive tract, with the EC 
rate accounting for 4.8% of all cancers in females [1]. 
The risk of EC increases with age: by the age of 75, the 
cumulative risks of the disease reach 1%, and deaths – 
0.2%. Although EC is considered as a postmenopausal 
disease that develops in females older than 50 years, 

up to 14% of clinical EC cases are diagnosed in premen-
opausal age; of these, only 5% occurr in females under 
40 years [2–4]. Growing rates of obesity and metabol-
ic syndrome in the populations of Europe and North 
America, which are accompanied by an increase in the 
level of endogenous estrogens, as well as the general 
aging of the population in these countries suggest a 
significant increase in the incidence rate of the disease 
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in these regions in the near future [5]. All these facts 
dictate the need to study etiology, as well as search for 
biomarkers, for an early diagnosis of EC to prevent and 
provide for timely adequate treatment of the disease.

Depending on the field of application in medicine, 
biomarkers are usually divided into prognostic, pre-
dictive, and pharmacodynamic [6]. Biomarkers of the 
first type are used to assess a disease’s severity and the 
survival rate of patients regardless of the treatment. 
Predictive biomarkers predict the response of patients 
to the treatment, and pharmacodynamic biomarkers 
predict the patient’s response to drugs, with allowance 
for the genetic characteristics of the molecular targets 
of the used drugs, as well as the enzymes of their me-
tabolism.

On the basis of biomarkers, ECs are traditionally 
divided into two subtypes [1, 7–9]. The most common 
and usually sporadic type I Es are usually characterized 
by the presence of highly differentiated cells and are 
histologically endometrioid, with tumor cells having 
the normal diploid karyotype and microsatellite insta-
bility (MSI) and expressing estrogen receptors (ERs) 
and progesterone receptors (PRs). In the case of type 
I ECs, mutations in the TP53 tumor suppressor gene 
are rare and patients have a good chance of recovering. 
In contrast, type II ECs do not belong to endometrioid 
tumors and contain low-differentiated cells, many of 
which are characterized by aneuploidy, an absence of 
genetic changes in the p53 protein, and lack of ER and 
PR expression. In this case, the disease course has an 
unfavorable prognosis. Based on the data of a histologi-
cal and molecular genetic analysis, type II ECs may be 
divided into several additional subtypes, including se-
rous and clear-cell ECs, as well as sarcinosarcoma [1]. 
A recent meta-analysis of mutations in endometrial 
tumors using deep sequencing of genomic DNA also 
revealed a significant heterogeneity of their mutational 
spectra and enabled researchers to divide ECs into four 
groups [7].

One of the risk factors for EC is the hyperplastic 
processes in the endometrium, which occur in a set-
ting of an imbalance of endogenous steroid hormones: 
estrogens and progesterone [10–12]. EH is character-
ized by excessive proliferation of cells, which is accom-
panied by typical morphological changes in tissue. Ac-
cording to the 1994 WHO classification, endometrial 
hyperplasia includes EH without atypia and EH with 
atypia, which, in turn, are divided into simple and 
complex forms [10, 11]. Timely identified EHs usually 
respond well to therapy. However, complex EHs with-
out atypia and with atypia are transformed into EC in 
approximately 25 and 50% of cases, respectively [13]. 
Both cancer and hyperplasia are associated, to varying 
degrees, with control over cell proliferation, which is 

accompanied by an increase in the number of cells per 
unit volume of tissue.

Mutations in the genes of the PI3K/AKT signaling 
pathway are more typical of EC cells than other types 
of tumor cells [7, 14]. Serine-threonine protein kinase 
AKT regulates many cellular functions [15]. The most 
important negative regulator of signal transduction 
through this pathway is dual specificity phosphatase 
PTEN. Mutations in the PTEN gene that is located on 
chromosome 10q23.3 are often detected in EH and in 
93% of EC cases. The main PTEN substrate is a second-
ary messenger phosphatidylinositol-(3,4,5)-trisphos-
phate (PIP3); under the action of PTEN, PIP3 loses the 
3’-phosphate group, transforming into PIP2. Dephos-
phorylated PIP2 is incapable of activating AKT, which 
blocks signal transduction through this pathway and 
suppresses many cellular activities and functions, in-
cluding cell cycle, apoptosis, cell mobility and polarity, 
cellular senescence, stem cell renewal, and transcrip-
tion and translation processes. The suppressor prop-
erties of PTEN are also associated with its alternative 
protein phosphatase activity that is involved in the 
dephosphorylation of pro-apoptotic proteins, protein 
kinases, and transcription factors [15–17]. Recently, 
extracellular and intranuclear suppressor PTEN func-
tions independent of its phosphatase activity were dis-
covered [18]. All these facts suggest that PTEN is an 
important prognostic and predictive biomarker of car-
cinogenesis [19] and shed light on the molecular mecha-
nisms of PTEN involvement in the etiology of EC and 
emphasize the need to study the regulation of its activ-
ity in health and in EC.

In normal tissues, the PTEN gene is expressed con-
stitutively and its functions are under strict control [17, 
20]. The PTEN activity is regulated at all levels of its 
expression: via activation and suppression of transcrip-
tion [21–23]; post-transcriptionally, at the mRNA level, 
with the involvement of numerous microRNAs [24, 25]; 
at the post-translational level, through covalent modi-
fications to a protein product and interactions with nu-
merous membrane, cytoplasmic, and nuclear proteins 
[20]. Both positive and negative control over the PTEN 
gene transcription involves several transcription fac-
tors, and suppression of PTEN transcription involves 
epigenetic mechanisms. The latter include methyla-
tion of the promoter DNA regions of the PTEN gene, 
as well as chromatin histone deacetylation at the pro-
moter. Therefore, the available data demonstrate that 
inactivation of the PTEN tumor suppressor gene, which 
is associated with tumor progression in EH and EC, can 
occur under the influence of both genetic and epigen-
etic mutations.

The processed (intron-free) pseudogene PTENP1 
located on chromosome 9p13.3 has 98.6% homology 
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with the functional PTEN gene but does not express 
the PTEN protein, due to mutation-induced loss of 
the translation initiation codon [26]. PTENP1 is usu-
ally transcribed to form three long non-coding RNAs 
(lncRNAs): one sense RNA (sRNA) and two antisense, α 
and β, RNAs (asRNAs) [27]. Transcription occurs from 
two opposite overlapping promoters, and the resulting 
transcripts perform important regulatory functions: 
sRNA exhibits competing endogenous RNA (ceRNA) 
properties in the cell [28–30]. According to this mech-
anism, the microRNA (miRNA) binding sites, MREs, 
located on pseudogene sRNAs compete with PTEN 
gene mRNA MREs for the specific miRNAs interact-
ing with them, preventing their inhibitory effect on 
the translocation of PTEN mRNA. Polyadenylated 
asRNA-β acts similarly. It interacts with the 5’-end 
of non-polyadenylated PTENP1-sRNA and stabilizes 
it, enabling a higher competing action of the latter. In 
contrast, asNRNA-α enables delivery of at least two 
proteins involved in chromatin rearrangement (DNA 
methyltransferase 3A (DNMT3A) and  the enhancer 
of Zeste homolog 2 (EZH2)) to the PTEN gene pro-
moter [27]. These proteins enable histone H3 lysine 
27 trimethylation (H3K27me3), a marker of inactive 
chromatin with suppressed transcription. A diver-
gent effect of PTENP1 pseudogene transcripts on the 
expression of the PTEN tumor suppressor gene sug-
gests the need for fine regulation of their ratio in the 
cell. The mechanisms of this regulation, which may 
be impaired in tumors, have not been studied. Indeed, 
PTENP1 pseudogene deletions have been found in spo-
radic rectal tumors [28], as well as in primary and met-
astatic melanoma [31]. Another potential mechanism of 
PTENP1 pseudogene inactivation by methylation of its 
promoter region was identified in lung cancer [32] and, 
recently, in clear cell renal cancer [33].

Previously, we had discovered methylation of the 
5’-terminal promoter region of the PTENP1 pseudo-
gene in EC and EH [34]. In the present work, PTENP1 
methylation in EC and EH was studied in detail and 
methylation of the studied pseudogene region was, for 
the first time, detected in normal endometrial cells of 
middle-aged and elderly (MAE) females. In addition, 
we analyzed the methylation status of PTEN gene pro-
moter regions that had not been previously studied in 
EC and EH.

EXPERIMENTAL

Patients and tissue samples
In this study, we used tissue samples from 143 female 
patients from the Blokhin Russian Cancer Research 
Center and Moscow Clinical Hospitals No. 4 and 55. 
The study included tissue samples from 57 EC patients 

(mean age, 61.9 ± 7.8 years) and 43 patients with simple 
endometrial hyperplasia (mean age, 52.1 ± 6.5 years). 
In addition, we studied peripheral venous blood in 20 
EC patients from the main group (mean age, 57.1 ± 7.6 
years) who were detected with PTENP1 methylation 
in the endometrium. The control group consisted of 
43 females with a histologically intact endometrium 
who were examined because of suspicion of endome-
trial precancer. This group included two subgroups: 
24 females aged 17 to 34 years (mean age, 24.2 ± 4.8 
years) and 19 females aged 45 to 65 years (mean age, 
52.5 ± 6.0 years). Comparison of the mean age in the 
control subgroup (45–65 years) and the group of EC 
patients (57 patients) using the Mann-Whitney test 
revealed statistically significant differences (p < 0.05). 
For this reason, when comparing PTENP1 pseudogene 
methylation, we excluded females older than 59 years 
from the group of EC patients and allocated a subgroup 
of 24 patients (48–59 years; mean age, 54.3 ± 3.4 years) 
who did not differ from the controls in this parameter 
(p = 0.095 ). We used both fresh-frozen tissues obtained 
during surgery or biopsy and samples fixed with for-
malin and embedded in paraffin blocks. Peripheral ve-
nous blood was collected by puncturing the ulnar vein. 
A 3.8% sodium citrate solution was added at a 1 : 9 ratio 
as an anticoagulant. The EC stages were classified in 
accordance with the International Federation of Ob-
stetrics and Gynecology (FIGO) recommendations. The 
histological EC type was identified in accordance with 
the World Health Organization recommendations. Con-
sent to data processing was obtained from all patients 
included in the study.

Isolation and bisulfite conversion of DNA
Genomic DNA was isolated by a standard technique 
using phenol and guanidine chloride [35]. In the case of 
tissue samples embedded in paraffin blocks, each block 
was ground to 10 μm fragments using a microtome. 
Next, a sample was deparaffinized and DNA was ex-
tracted using a slightly modified procedure [36]. The 
DNA concentration was determined using a Qubit fluo-
rometer (Invitrogen, USA). The bisulfite conversion 
was performed using an EpiTect Bisulfite Kit (Qiagen, 
Germany) according to the manufacturer’s protocol.

Methyl-sensitive PCR
The reaction mixture (25 μL) contained 67 mM Tris-
HCl (pH 8.8), 16.6 mM (NH4

)
2
SO

4
, 0.01% Tween 20, 2 mM 

MgCl
2
, four deoxyribonucleoside triphosphates (0.2 mM 

each; Sibenzyme, Russia), forward and reverse primers 
(0.5 μM each), 25 ng of bisulfite converted DNA, and 
0.5–1.0 units of Taq-DNA polymerase. Taq-DNA pol-
ymerase was produced using the recombinant E. coli 
PVG-A1 strain according to a slightly modified pro-
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cedure by Patrushev et al. [37]. As a fully methylated 
control, we used DNA isolated from human blood lym-
phocytes, methylated with SssI methylase (Sibenzyme, 
Russia) in vitro, and treated with sodium bisulfite. So-
dium bisulfite-converted DNA from blood lymphocytes 
served as unmethylated control. After PCR on a Mas-

tercycler pro thermal cycler (Eppendorf, Germany), 
amplification products were analyzed by electropho-
resis on a 3% agarose gel stained with ethidium bro-
mide. A 100 + 50 bp DNA marker (Sibenzyme, Russia) 
was used as a molecular weight marker. A typical re-
sult obtained using methyl-sensitive PCR is shown in 
Fig. 1. Primer sequences, as well as PCR amplification 
conditions for each pair of primers, are presented in 
Table 1. Annealing temperature for each pair was opti-
mized in a temperature gradient to exclude nonspecific 
annealing of primers. In addition, the optimal number 
of cycles was determined to prevent the formation of 
nonspecific PCR products due to over-amplification. 
The primers reported in [32] were used for the analysis 
of the 5’-terminal region of the PTENP1 pseudogene. 
The PN2 region of the PTEN gene promoter (Fig. 2) 
was analyzed using primers developed by the authors. 
The methylation status of the PN4 and PN5 loci was 
analyzed using primers [38] and [32], respectively.

Statistical analysis
The statistical analysis was performed using the SPSS 
v.22 software package (SPSS Inc.). Differences in the 
methylation rates of the PTENP1 pseudogene among 
groups were assessed using a two-sided Chi-square test 
and the Fisher exact test. The statistical differences in 
the mean age among groups were assessed using the 
Mann-Whitney test.

Fig. 1. Analysis of the methylation status of the PTENP1 
pseudogene 5’-terminal region by methyl-sensitive PCR. 
U and m are products of PCR amplification with primers 
to an unmethylated or methylated template, respective-
ly. Bisulfite-treated DNA templates: uC – a peripheral 
blood sample (unmethylated control); mC – a peripheral 
blood sample methylated by SssI methylase (methylated 
control); 1–3 – tumor DNA samples with (1) methylated 
PTENP1, (2) unmethylated PTENP1, and (3) partially 
methylated PTENP1 (some of the tumor cells had unmeth-
ylated PTENP1); C

0
 – amplification without a DNA tem-

plate; M – a molecular weight marker

M
uC	 mC	 1	 2	 3	 C

0

u m u m u m u m u m u m

Table 1. PCR primers and conditions used to determine the methylation status of promoters of the PTEN gene and 
PTENP1 pseudogene

Primer Nucleotide sequence, 5’->3’ T
a.
, °C Number of PCR 

cycles PCR product size, b.p.

PNP1-U-F TTGTAGTTGTGATGGAAGTTTGAAT 64 33 156
PNP1-U-R CCACCCCCACAAATACTCACA
PNP1-M-F TGTAGTCGTGATGGAAGTTTGAAT 63 33 152
PNP1-M-R CCCCCGCGAATACTCACG

PN2-U-F TTGTAGTTATGATGGAAGTTTGAG 61 33 165
PN2-U-R CCACCACCACAAACCAACCA
PN2-M-F TTGTAGTTATGATGGAAGTTTGAG 61 33 162
PN2-M-R CGCCGCAAACCGACCGA
PN4-U-F GTTGGGGTGTGTGGAGTTTGGTT 61 36 135
PN4-U-R CCCTCAAACTCCAAATCAATTCACAA
PN4-M-F CGCGCGGAGTTTGGTTTCG 62 32 117
PN4-M-R CAAATCGATTCGCGACGTCG
PN5-U-F TATTAGTTTGGGGATTTTTTTTTTGT 60 36 186
PN5-U-R CCCAACCCTTCCTACACCACA
PN5-M-F GTTTGGGGATTTTTTTTTCGC 60 36 178
PN5-M-R AACCCTTCCTACGCCGCG

Note. M – methylated; U – unmethylated; F – a forward primer; R – a reverse primer; PNP – primers for amplification of 
pseudogene regions; PN – primers for amplification of PTEN gene regions.
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RESULTS
In this study, we examined three regions near the min-
imal promoter of the PTEN gene, including CpG se-
quences, which could have potentially been methylated 
and not analyzed previously in EC (Fig. 2). A sequence 
flanked by PN2 primers is located 685 bp upstream of 
the ATG-codon and adjoins directly to the minimal 
promoter. The region situated between PN4 primers 
is located 1,913 bp upstream of the ATG codon. Meth-
ylation of this region was studied in melanoma [38]. A 
sequence situated between PN5 primers the methyla-

tion of which has already been studied in lung cancer is 
located 2,300 bp upstream of the ATG codon [32].

Starting the study, we first found that the PTEN 
gene was not methylated in the studied promoter re-
gions in any of the DNA samples isolated from the ana-
lyzed tissues, including EC, EH, and normal endome-
trium (Table 2). Although this did not exclude genetic 
mutations in the gene, it indicated that the gene in our 
patients could not be inactivated by this epigenetic 
mechanism. Therefore, given the published data, we 
supposed that PTEN inactivation might occur via the 

Fig. 2. Studied regions of the PTEN gene (A) and PTENP1 pseudogene (B). A blue rectangle denotes the minimum 
promoter region of the PTEN gene; bent red and green arrows denote the main transcription initiation sites of the 
PTEN gene and of PTENP1 pseudogene, respectively; black arrows indicate the location of primers for MS PCR; sRNA 
is sense PTENP1 RNA; asRNA-α(-β) is antisense PTENP1 RNA-α(-β); the numbers denote the distance from the ATG 
codon (A) or sRNA synthesis start site (B)

A PTEN gene promoter

 PN5-M-F
PN5-U-F

PN5-U-R
PN5-M-R

 PN4-M-F
PN4-U-F

  PN4-U-R
PN4-M-R

-2500 -1800 -958 -821

PN2-M-F
PN2-U-F

PN2-U-R
PN2-M-R

ATG

PTENP1 pseudogene 5’-terminal 
region

B

 PNP1-M-F
PNP1-U-F

sRNA

PNP1-U-R
PNP1-M-R  -50 100

asRNA-β asRNA-α

Table 2. Methylation of promoters of the PTEN gene and PTENP1 pseudogene in normal, hyperplastic, and malignant 
endometrial tissues

Gene Blood
Normal endometrium, mean age 

(extreme values) Hyperplasia 
without atypia

Hyperplasia 
with atypia

Endometrial 
carcinoma

24 (17–34) 52.5 (45–65)
PTEN 0.00 (0/25)* 0.00 (0/24) 0.00 (0/19) 0.00 (0/30) 0.00 (0/13) 0.00 (0/57)

PTENP1 0.00 (0/25) 4.17 (1/24) 57.89 (11/19) 73.33 (22/30) 76.92 (10/13) 70.83 (17/24)**
P <0.001*** 0.351**** 0.450**** 0.521****

Note. Two-sided Fisher exact test.
*First digit – a percentage of methylated DNA samples; second digit – the number of methylated samples; third digit – 
the total number of samples.
**A subgroup of patients with age similar to that of the reference control group was selected from the main group of 57 
patients with EC.
***Normal endometrium 24 (17–34) vs. 52.5 (45–65).
****Compared to normal endometrium 52.5 (45–65).
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known mechanism of ceRNA through suppression of 
PTENP1 pseudogene transcription by methylation of 
its 5’-terminal region.

Indeed, a high rate of PTENP1 methylation was 
found in all endometrial tissue samples, except for the 
normal endometrium of young females (Table 2). At the 
same time, 73% (8 out of 11, Table 2) of normal endo-
metrium samples from MAE females with methylated 
PTENP1 were mosaic: i.e., they contained some amount 
of cells with an unmethylated or partially methylated 
pseudogene (data not shown). Mosaic methylation of 
the pseudogene was also detected in several endome-
trial tissue samples of patients with EH and EC (e.g., 
Fig. 1, lines 3u and 3m), which might be due to con-
tamination of tumor biopsy samples by normal cells. 
Methylation was tissue-specific and was absent in the 
blood of patients. Comparison of the PTENP1 meth-
ylation rates in the EC and EH groups and in the con-
trol group of MAE females did not reveal statistically 
significant differences between them (0.45 < p < 0.35). 
In all groups, the methylation level was high (71–77% 
in patients vs. 58% in control subgroup 2). At the same 
time, the mean age of the EC and EH patients included 
in the study was similar to the mean age of the females 
in control subgroup 2 (54.3, 52.1, and 52.5 years, re-
spectively). There were also no significant differences 
in PTENP1 methylation in subgroups of the main EC 
group, where patients were divided based on clinical 
and pathological characteristics: age, disease stage, 
depth of tumor invasion into the myometrium, differ-
entiation degree of cancer cells, and tumor subtypes 
(Table 3). However, statistically significant differences 
in the rates of PTENP1 methylation were found in the 
normal endometrium of young females (4%) and MAE 
females (58%) (p < 0.001). These results were unex-
pected. They suggest that PTENP1 pseudogene meth-
ylation reflects primarily age-related changes in the 
human body and is not directly related to the studied 
endometrial pathology.

DISCUSSION
In 2001, Salvesen and co-workers tried to analyze the 
methylation status of the PTEN gene promoter in EC. 
Methylation was detected in 19% of patients. However, 
these data proved to be erroneous because they did not 
take into account the high homology between the gene 
and its pseudogene PTENP1 [39]. Later, Zysman and 
co-workers also studied the methylation of the PTEN 
promoter region in EC [40]. In this case, PTEN-specific 
primers were used for methyl-sensitive PCR. Two sites 
were analyzed: the first one – in the minimal promoter of 
the PTEN gene; the second – near the ATG codon. Both 
sites were found to be unmethylated. These data suggest 
that studies of the PTEN gene promoter using primers 

not differentiating between PTEN and its pseudogene 
have detected methylation of PTENP1, but not PTEN. 
The methylation status of other PTEN gene regions in 
EC and EH has no longer been analyzed using PTEN-spe-
cific primers. However, methylation of other promoter 
regions of this gene was also found in other oncological 
diseases [32, 38, 41]. Therefore, we supposed that EC tis-
sues might contain methylated sequences of the PTEN 
gene promoter region, with some of them having been 
previously analyzed and some being new, not studied 
yet in this disease. Thus, we decided to study a new lo-
cus located in the immediate vicinity of the minimum 
promoter, as well as two distally located sequences that 
had been analyzed previously (Fig. 2, see the Results sec-
tion for more details). One of them, located between PN4 
primers, was methylated in 60% of melanoma cases [38].

We demonstrated that the analyzed sequences of 
the PTEN gene promoter region were not methylated 
in any of the studied tissue samples. Given these and 
published data, we concluded that methylation of the 
PTEN gene promoter was not involved in its inactiva-
tion in EC and EH, at least in our patients. Therefore, 
we supposed that suppression of PTEN gene expression 
in this case might occur via a competing endogenous 
RNA mechanism or via the involvement of asRNAs 
through inhibition of PTENP1 pseudogene transcrip-
tion by methylation of its promoter region.

In fact, we found a high rate of methylation of 
the 5’-terminal PTENP1 region in patients with EC 
(70.83%), as well as EH with and without atypia (76.92% 
and 73.33%, respectively, Table 2). These results are 
consistent with the published data. In particular, meth-
ylation of the 5’-terminal region of the PTENP1 pseu-
dogene was detected in 66% of small cell lung cancer 
cases [32]. However, pseudogene methylation in the en-
dometrial samples of healthy females aged 45–65 years 
was unexpected. Methylation in this control subgroup 
occurred in 57.89% of cases. At the same time, PTENP1 
methylation occurred in only 4% of healthy young fe-
males aged 17 to 34 years (Table 2). The differences in 
the DNA methylation rates in these subgroups were 
statistically significant (p < 0.001). A further analy-
sis revealed no significant differences in the rates of 
PTENP1 methylation between healthy MAE females 
and patients with EC and EH. Also, there was no corre-
lation between pseudogene methylation and EC stages, 
cell differentiation degree, depth of invasion into the 
myometrium, or cancer subtypes (Table 3). It should 
also be emphasized that there is an absence of meth-
ylation in the blood of EC patients with pseudogene 
methylation in the endometrium. These facts indicate 
the tissue-specific nature of this phenomenon that ac-
companies changes in a healthy endometrium during 
aging of the human body.
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At present, we do not know how the discovered 
methylation of the studied PTENP1 pseudogene region 
affects its expression and the expression of the PTEN 
gene. There are three potential consequences of the 
methylation: no effect on PTEN expression; suppression 
of PTEN activity; and stimulation of PTEN activity. The 
three PTENP1-lncRNAs (Fig. 2) synthesized from the 
studied promoter, which were mentioned in the Intro-
duction section, have an opposite effect [27]. PTENP1-
asRNA-α inhibits PTEN transcription through hetero-
chromatinization of its promoter by trimethylation of 
histone H3 in this chromatin region. PTENP1-sRNA 
that competes with PTEN-mRNA for miRNA acts as 
ceRNA, and PTENP1-asRNA-β stabilizes PTENP1-
sRNA. The physiological outcome of pseudogene meth-
ylation will depend on changes in the ratio among these 
three PTENP1-RNAs in endometrial cells. Stabilization 
or stimulation of PTEN tumor suppressor gene activity 
during preferential simultaneous synthesis of PTENP1-
sRNA and PTENP1-asRNA-β can protect against car-
cinogenesis. The consequence of suppressing its activity 
may be dual. Partial PTEN inactivation via this epigen-
etic mechanism may be a marker of the precancerous 
state of endometrial cells. At the same time, its complete 
rapid inactivation might also perform protective func-
tions in aging endometrial cells.

Recently, the P. Pandolfi group discovered a new 
PTEN-dependent mechanism of cell aging, which was 
called PTEN-loss-induced cellular senescence (PICS) 

[42]. Unlike classical aging mechanisms, e.g., due to hy-
peractivation of oncogenes, PICS (at least in mice [42] 
and the primary cells of human epithelium [43]) can 
rapidly develop in nonproliferating cells in the absence 
of a cellular response to DNA damage. In this case, the 
development of PICS depends on the activity level of 
intracellular PTEN. Cell aging and cell cycle blockage 
via this mechanism in nonmalignant cells occur upon 
complete inactivation of PTEN, whereas its partial in-
activation may be accompanied by the initiation of car-
cinogenesis and proliferation of malignized cells [42]. 
Therefore, we may suppose that PTEN that is partially 
inactivated by somatic mutations in endometrial cells 
bears the risk of cell malignant transformation. There-
fore, complete suppression of the cell cycle and preven-
tion of tumor growth via this mechanism require rapid 
complete inactivation of PTEN. This could apparently 
occur via the suppression of PTENP1 pseudogene tran-
scription through methylation of its promoter and/or 
depletion of ceRNA, whose function is performed by 
PTENP1-sRNA. If this assumption is correct, PTENP1 
methylation may be considered as one of the elements 
of protection from aging cells with a high risk of malig-
nant transformation. In this case, the PTENP1 meth-
ylation found in EH and EC cells may be a consequence 
of a preceding or still ongoing fight with their malig-
nant transformation. To confirm or disprove this model, 
further studies of the effect of PTENP1 methylation on 
the expression of the PTEN gene are required.

CONCLUSION
This study of normal tissues, malignant tumors, and 
endometrial hyperplasias in females of different ages 
revealed that the promoter region of the PTEN tumor 
suppressor gene was not methylated in any of the cases. 
In contrast to this, the bi-directional promoter of the 
PTENP1 pseudogene was methylated at a high fre-
quency in all studied tissues, except for the endome-
trium of young healthy females, as well as the blood of 
endometrial cancer patients. We think that PTENP1 
pseudogene methylation reflects the age-related 
changes in the human body and may not be directly re-
lated to the studied endometrial pathology. We suggest 
that, depending on the effect of methylated PTENP1 
on the expression of the PTEN gene, pseudogene meth-
ylation may protect the body from the development of 
EC or serve as a marker of a precancerous state of cells. 
To select between these alternatives, it is necessary to 
further investigate the effect of PTENP1 methylation 
on PTEN gene expression in cultured human cells.  

This study was supported by the Russian Foundation 
for Basic Research (grant No. 14-08-00801).

Table 3. Association of PTENP1 pseudogene methylation 
with the clinical and pathological  characteristics of endo-
metrial cancer patients

Clinical and pathological 
characteristics n M(U) M, % p

Mean age (extreme values) 0.784
55 (48–60) 27 19(8) 70.37
68 (61–76) 30 20(10) 66.66
FIGO stage 1.00

I 46 31(15) 67.39
II + III 11 8(3) 72.73

Invasion into endometrium 0.359
Yes 17 10(7) 58.82
No 40 29(11) 72.50

Tumor differentiation 0.774
high (G1) 31 21(10) 67.74

moderate and low (G2 + G3) 26 19(7) 73.08
Bokhman subtype

I 19 14(5) 73.68 1.00
II 11 8(3) 72.73

Note. Two-sided Fisher exact test; M – methylated;  
U – unmethylated.
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INTRODUCTION
Factor IX (FIX) is the proenzyme of serine protease 
from the blood coagulation cascade which hydrolyzes 
the arginine–isoleucine bond in a factor X molecule in 
the presence of Cа2+ and membrane phospholipids to 
yield activated factor X (FXa). The noncovalent com-
plex of the factors IXa, VIIIa, and X bound to the phos-

pholipid membrane (tenase) is the key element of the 
positive feedback loop of the coagulation cascade.

The FIX gene resides on the X chromosome. A con-
genital absence of this gene or a low level of function-
ally active factor IX cause hemophilia B, the X-linked 
recessive genetic disorder that occurs in approximately 
one out of 30,000 males. In particular, the hemophilia 
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ABSTRACT Hemophilia B patients suffer from an inherited blood-clotting defect and require regular administra-
tion of blood-clotting factor IX replacement therapy. Recombinant human factor IX produced in cultured CHO 
cells is nearly identical to natural, plasma-derived factor IX and is widely used in clinical practice. Development 
of a biosimilar recombinant human factor IX for medical applications requires the generation of a clonal cell 
line with the highest specific productivity possible and a high level of specific procoagulant activity of the se-
creted factor IX. We previously developed plasmid vectors, p1.1 and p1.2, based on the untranslated regions of the 
translation elongation factor 1 alpha gene from Chinese hamster. These vectors allow one to perform the meth-
otrexate-driven amplification of the genome-integrated target genes and co-transfect auxiliary genes linked 
to various resistance markers. The natural open reading frame region of the factor IX gene was cloned in the 
p1.1 vector plasmid and transfected to CHO DG44 cells. Three consecutive amplification rounds and subsequent 
cell cloning yielded a producer cell line with a specific productivity of 10.7 ± 0.4 pg/cell/day. The procoagulant 
activity of the secreted factor IX was restored nearly completely by co-transfection of the producer cells by p1.2 
plasmids bearing genes of the soluble truncated variant of human PACE/furin signal protease and vitamin K 
oxidoreductase from Chinese hamster. The resulting clonal cell line 3B12-86 was able to secrete factor IX in a 
protein-free medium up to a 6 IU/ml titer under plain batch culturing conditions. The copy number of the ge-
nome-integrated factor IX gene for the 3B12-86 cell line was only 20 copies/genome; the copy numbers of the 
genome-integrated genes of PACE/furin and vitamin K oxidoreductase were 3 and 2 copies/genome, respec-
tively. Factor IX protein secreted by the 3B12-86 cell line was purified by three consecutive chromatography 
rounds to a specific activity of up to 230 IU/mg, with the overall yield > 30%. The developed clonal producer cell 
line and the purification process employed in this work allow for economically sound industrial-scale production 
of biosimilar factor IX for hemophilia B therapy.
KEYWORDS blood clotting factor IX, hemophilia B, heterologous protein expression system.
ABBREVIATIONS CHO – Chinese hamster ovary cells (Cricetulus griseus); DHFR – dihydrofolate reductase [EC 
1.5.1.3]; EBV – Epstein–Barr virus; EMCV – encephalomyocarditis virus; FIX – clotting factor IX; HAT – a mix-
ture of hypoxanthine, aminopterin, and thymidine; HT – a mixture of hypoxanthine and thymidine; IRES – in-
ternal ribosome entry site; MTX – methotrexate; PBS – phosphate buffered saline; VKORC1 – vitamin K epoxide 
reductase complex subunit 1 (EC 1.17.4.4); APTT – activated partial thromboplastin time; BSA – bovine serum 
albumin; IU – international unit of factor IX activity (corresponds to the amount of factor IX in 1 ml of pooled 
plasma from healthy donors); ORF – open reading frame; RT-PCR – real-time polymerase chain reaction.
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among European royal families (Royal family disease) 
was believed to have been caused by point mutation in 
the FIX gene, leading to incorrect splicing of its mRNA 
and the emergence of an inactive, truncated FIX pro-
tein [1].

Therapy for hemophilia B was initially limited to pe-
riodic transfusions of blood plasma, then later replaced 
with prothrombin complex concentrates (a mixture of 
vitamin K-dependent blood clotting factors IX, II, VII, 
and X). The risk of thrombosis was the key limitation 
to this therapy. Blood plasma fractionation using the 
Cohn’s method gave rise to FIX drugs characterized 
by a higher purity but containing admixtures of ac-
tivated FIX (FIXa) and other clotting factors: so, the 
risk of thrombotic episodes persisted. Additional im-
munoaffinity purification of FIX has made it possible 
to completely remove these admixtures; however, it 
did not eliminate the risk of viral or prion infection that 
exists when other products of blood plasma processing 
are used. Natural FIX products prepared by purifica-
tion using immobilized monoclonal mouse antibodies 
can also cause an allergic response to mouse immuno-
globulin and potentially contribute to the emergence 
of FIX-neutralizing antibodies; i.e., the inhibitor form 
of hemophilia B [2].

Cloning FIX cDNA [3] and the first successful at-
tempts at producing recombinant FIX in heterologous 
systems [4, 5] were performed in 1980–1985. In 1986, 
a FIX producer with an appreciably high specific pro-
ductivity was obtained on the basis of a CHO cell line 
[6]. The recombinant FIX product, nonacog alfa (Bene-
FIXTM), was approved for use in the USA and Euro-
pean Union member states in 1997. Production of this 
drug involves no animal-derived ingredients or donor 
plasma components. Nonacog alfa is secreted in CHO 
cells cultured in a medium free of serum or any other 
animal-derived products. Isolation and purification of 
FIX involves four chromatographic rounds, without 
the use of immunoaffinity chromatography. Potential-
ly present viruses are removed by nanofiltration on a 
filter with a cut-off threshold of 70 kDa.Ready-to-use 
nonacog alfa is formulated without human albumin [7].

Circulating mature FIX has a molecular weight 
of ~57 kDa and an average plasma concentration of 
~90 nM. FIX consists of four structural domains: the 
Gla domain, two EGF-like domains (EGF is the epi-
dermal growth factor), and the C-terminal serine pro-
tease domain. The N-terminal signal peptide of FIX is 
cleaved upon translocation of polypeptide into the en-
doplasmic reticulum; the propeptide directly upstream 
from the Gla domain is cleaved upon secretion of a ma-
ture protein. The activation peptide residing between 
the second EGF-like domain and the serine protease 
domain is cleaved at FIX activation. FIX activation in 

the coagulation cascade is performed by activated fac-
tor XI (the intrinsic pathway) or activated factor VII 
(the extrinsic pathway).

The Gla domain carrying 12 γ-carboxylated Glu resi-
dues is located at the N-terminus of a mature FIX mol-
ecule. This domain ensures binding of FIX and FIXa to 
the surface of endothelial cells [8]. The first EGF-like 
FIX domain contains a high-affinity binding site for 
a calcium ion and ensures interplay of FIX with fac-
tor VIIIa and the tissue factor (factor III). The second 
EGF-like FIX domain is involved in the formation of 
the FIXa–FVIIIa–FX complex. It is linked to the ser-
ine protease domain via the activation peptide and the 
single disulfide bond.

The activation peptide FIX contains many 
post-translational modification sites that affect the 
properties of FIX, including N-linked oligosaccharides 
[9]. As a result, the only significant difference between 
the recombinant FIXa secreted in CHO cells and nat-
ural FIXa consists in the level of β-hydroxylation of 
the Asp64 residue: 0.24 mol/mol in natural FIX ver-
sus 0.4 mol/mol in recombinant FIX [8]. Blocking this 
post-translational modification by inhibitors of 2-keto-
glutarate dioxygenase does not substantially alter the 
procoagulant activity of FIX. The C-terminal domain of 
serine protease accounts for ~50% of the total weight of 
FIX; the active site in it is hidden by the activation pep-
tide and becomes exposed once the peptide is cleaved.

Among all post-translational modifications, only 
γ-carboxylation in the Gla domain is directly responsi-
ble for the procoagulant activity of FIX. Nevertheless, 
the recombinant FIX produced in CHO cells has only 
one significant difference from the natural FIX used 
as a drug: recovery of the FIX procoagulant activity 
in vivo in patients receiving an infusion of recombi-
nant FIX was on average 1.29-fold lower than that for 
a natural concentrate of human FIX [10]. The reasons 
for the lower level of procoagulant activity recovery of 
recombinant FIX are yet to be elucidated, since com-
parative clinical trials evaluating the pharmacokinetics 
of nFIX products have shown that recombinant FIX 
has a longer half-life: 36 h for recombinant FIX versus 
32.7 h for natural FIX [11]. The possible reason for the 
reduced activity recovery of recombinant FIX in vivo 
can be the fact that there is no Tyr158 sulfation and/or 
Ser155 phosphorylation within the activation peptide; 
however, evidence that supports this hypothesis has 
been obtained only for animal models of hemophilia B 
[12].

In many cases, the productivity of the systems of 
heterologous expression of the human FIX gene de-
pends on the ability of the host cell to properly per-
form its post-translational modification rather than by 
the level of FIX biosynthesis. In particular, a signifi-
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cant percentage of FIX secreted in CHO cells is inac-
tive at almost any level of specific productivity, since 
it contains an unprocessed propeptide that complete-
ly inhibits the functioning of the Gla domain. Normal 
processing of FIX propeptide can be restored upon co-
expression of subtilisin/kexin-like convertase PACE/
furin or convertase PC5 homologous to it. An optimal 
level of propeptide cleavage in secreted FIX can be 
achieved upon coexpression of the truncated variant 
of human PACE/furin also secreted in the culture me-
dium. Hence, propeptide cleavage can occur not only in 
the Golgi apparatus, but also in the extracellular space 
[7].

FIX activity also depends on the degree of γ-carbox-
ylation of the Glu residues in the Gla domain. In fully 
active FIX, the first 10 Glu residues out of the 12 need 
to be converted into Gla residues. In a natural FIX mol-
ecule, all 12 Glu residues in the Gla domain are fully 
γ-carboxylated while the degree of modification of the 
last two residues is reduced in recombinant FIX prod-
ucts, which does not affect the properties of FIX. The 
conventional method for purifying recombinant FIX 
by anion-exchange chromatography involving elution 
with a CaCl2

 solution at a low ionic strength efficiently 
removes FIX molecules with a nonfunctional Gla do-
main. Therefore, an insufficiently high degree of γ-car-
boxylation of FIX is more likely to affect the yield of 
the target product rather than the specific procoagu-
lant activity of purified FIX. The total number of Gla 
residues in purified recombinant FIX secreted in CHO 
cells can be as high as 11.5 per protein molecule, while 
specific procoagulant activity is no lewer than 200 IU/
mg, identical to that of the natural protein.

The reaction of γ-carboxylation of Glu residues in 
vitamin K-dependent protein molecules is driven by 
vitamin K-dependent γ-glutamyl carboxylase (GGCX 
[EC 4.1.1.90]) [13]. The reaction takes place in the lu-
men of the endoplasmic reticulum and precedes pro-
protein translocation to the Golgi compartment. Dis-
solved carbon dioxide is a source of the carboxyl group 
being attached, while the reduced dihydroquinone 
form of vitamin K (KH

2
) acts as an electron donor and a 

co-factor of GGCX. The reduced dihydroquinone form 
of vitamin K (KH

2
) is converted to quinone 2,3-epox-

ide (K>O). For the γ-carboxylation reaction, the KH
2
 

concentration in the lumen of endoplasmic reticulum 
needs to be permanently maintained rather high. Re-
duction of K>O to KH

2
 in vertebrate cells is catalyzed 

by the VKOR enzyme complex or VKORC (vitamin K 
oxidoreductase complex), the integral protein (vitamin 
K 2,3-epoxide-reductase complex subunit 1 (VKORC1 
[EC 1.17.4.4]) being its main component) [14].

The attempts at achieving overexpression of the 
gene encoding human coagulation factor VII (the vi-

tamin K-dependent protein whose Gla domain is func-
tionally active only if all 12 Glu residues are fully γ-car-
boxylated) in CHO cells showed that the proportion of 
functionally active FVII molecules is very low and that 
GGCX overexpression does not increase the specif-
ic activity of FVII. Meanwhile, overexpression of the 
FVII gene in a HepG2 cell line (human hepatocellular 
carcinoma cells) and BHK (baby hamster kidney) cells 
derived from the Syrian hamster allows one to produce 
a predominantly functionally active protein. The vary-
ing activity levels of the VKOR complex are the reason 
why different cells have different abilities to ensure 
the γ-carboxylation reaction. Overexpression of the 
human VKORC1 gene in a CHO cell line allows one to 
obtain a functionally active product and significantly 
enhance the rate of factor VII secretion [15].

Similar data were obtained for FIX secreted by 
BHK cells [16]. In the factor IX expression systems in 
CHO cells limited by the processing level of the pro-
peptide of the target protein, the degree of γ-carbox-
ylation ensured by the endogenous VKORC1 enzyme 
was sufficiently high to produce a fully functionally 
active factor IX [7]. Nevertheless, when expression of 
the FIX gene is significantly upregulated, the degree of 
γ-carboxylation of Glu residues in the Gla domain can 
drop, as evidenced by the strong difference in the level 
of FIX secretion by HepG2 cells (transformed hepat-
ocytes) and cell lines derived from other tissues [17]. 
HepG2 cells exhibit high VKORC1 activity, thus being 
more efficient in FIX secretion.

Transfection with a plasmid encoding the known 
human VKORC1 gene was considered to be the con-
ventional method to enhance vitamin K oxidoreductase 
activity in cultured cells. However, the relative catalyt-
ic efficiency of this method in other mammalian cells is 
not so evident. VKORC1 orthologs in different mam-
malian species are not fully homologous; their in vitro 
catalytic efficiencies differ by approximately fourfold 
[18]. The protein composition of the VKOR complex is 
yet to be identified. Thioredoxin-like proteins from the 
lumen of the endoplasmic reticulum, including TMX, 
are considered to be the most likely source of electrons 
for the functioning of VKORC1 [19]. The membrane 
topology of VKORC1 was determined only by analo-
gy to the bacterial protein from Synechococcus sp. The 
spatial electron transport chain to cysteine residues in 
the VKORC1 active site has not been described yet, as 
opposed to its homolog, VKORC1L1 [20].

We have put forward the hypothesis that the low ac-
tivity of the VKOR complex in CHO cells can be due to 
insufficient expression of the gene coding for VKORC1 
from Chinese hamster rather than because of its in-
sufficient catalytic efficiency. Therefore, the required 
maximum level of human FIX secretion in CHO cells 



54 | ACTA NATURAE |   VOL. 10  № 1 (36)  2018

RESEARCH ARTICLES

can be ensured by coexpressing the target gene, the 
soluble variant of human PACE/furin, and VKORC1 
from Chinese hamster. The target level of expression 
of the auxiliary genes can be determined by choosing 
clonal producer cell lines according to the percentage 
of coagulationally active FIX molecules with a cleaved 
propeptide. The objective of this study was to produce 
and characterize these cell lines that secrete FIX.

EXPERIMENTAL

Generation of genetic constructs for gene expression
Generation of the expression vectors p1.1, p1.2-Zeo, 
and p1.2-Hyg was described earlier in [21]. The DNA 
fragments encoding the target open reading frames 
(ORFs) of the human FIX gene, the human or Chinese 
hamster VKORC1 gene, or human furin and fused with 
the Kozak consensus sequence (GCCGCCATGG) [22] 
were produced by PCR using proper adapter oligonu-
cleotide primers. The PCR products were isolated from 
1% agarose gel using Wizard SV Gel and PCR Clean-
Up System reagent kits (Promega, USA) and ligated 
with a pAL-TA vector (Evrogen, Russia) using DNA 
ligase from bacteriophage T4 (Fermentas, Lithuania). 
PCR was performed using oligonucleotide primers and 
mixtures for the PCR Encyclo PCR kit, Tersus poly-
merase mix, and ScreenMix-HS (Evrogen, Russia) on 
a PTC-100 Thermal Cycler (MJ Research, USA). Mo-
lecular cloning was performed on a TOP10 Escherichia 
coli strain (Invitrogen, USA). Plasmid DNA was isolat-
ed using a GeneJET Plasmid Miniprep Kit (Fermentas, 
Lithuania).

The commercially available clone of human FIX 
cDNA, pCMV6-XL4/NM_000133.2 (sc126517, Origene, 
USA), and adapter primers AD-9-AbsF and AD-9-
NheR (Table 1) were used as a source of FIX ORF. The 
ORF sequence of human VKORC1 was amplified from 
the pCMV6-XL4/ NM_024006.4 plasmid (sc112318, 
Origene, USA) with AD-hVKO-AbsIF and AD-hVKO-
NheIR primers.

Total RNA was isolated from 2·106 CHO DG44 cells 
using TRI Reagent (MRC) in order to obtain the VKO-
RC1 ORF from Chinese hamster. cDNA was synthe-
sized using a Mint kit (Evrogen, Russia) and 2 µl of the 
RNA template. cDNA was amplified using an Encyc-
lo PCR Kit; the vkof1, vkof2, and vkor1 primers were 
used to perform PCR of the ORF region. The PCR prod-
uct was cloned into the pAL-TA vector to yield plasmid 
pAL-CHOVKORC1. The nucleotide sequence of the in-
serted fragment was deposited into the GenBank data-
base (accession number, JQ400047.1) on April 3, 2012. 
The amino acid sequence of the VKORC1 ORF from 
CHO DG44 cells was deposited into the GenBank data-
base (accession number, AFG26681.1) on April 3, 2012. 

The PCR product containing the VKORC1 ORF from 
Chinese hamster with restriction sites for subcloning 
insertion into an expression vector was obtained using 
the AD-CVKO-AbsIF and AD-CVKO-NheIR adapter 
primers and plasmid pAL-CHOVKORC1 as a template.

Human PACE/furin ORF was obtained by PCR us-
ing the AD-FUR-AbsF and AD-FUR-XbaR adapter 
primers and plasmid SC118550 (Origene, USA) as a 
template. The PCR product containing the ORF of the 
soluble deletion variant of human PACE/furin pro-

Table 1. The primers used to clone and sequence the 
expression plasmids

Primer Nucleotide sequence 5’ → 3’

FIX

AD-9-AbsF ttcctcgaggccgccaccatgcagcgcgtgaa-
catg

AD-9-NheR atgctagctttcattaagtgagctttg

9SQf cggtatgtcaactggattaag

9-AS ctgctggttcacaggactt

VKORC1

vkof1 gtcgacatgggcaccacctgag 

vkof2 gacatgggca ccacctggag gagccc 

vkor1 ctcagggccttttggccttgtgttc

AD-CVKO-AbsIF ttcctcgaggccgccaccatgggcaccacctgg

AD-CVKO-NheIR atgctagctcagggcctttt ggcct 

AD-hVKO-AbsIF ttcctcgaggccgccaccatgggcagcacctgg-
ggga 

AD-hVKO-NheIR atgctagctcagtgcctcttagccttg

Furin

AD-FUR-AbsF ttcctcgaggccgccaccatggagctgaggccctg

AD-FUR-NheR aatctagactatcactcaggcaggtgtgagggc

IP-fVQ-F gctgcagagggagcctcaagtacagtggctg-
gaacagcaggtg

IP-fVQ-R cacctgctgttccagccactgtactt-
gaggctccctctgcagc

SQ-FUR639-F caacggtgtctgtggtgtagg

SQ-FUR1228-F gcccacctcaatgccaacg

SQ-FUR1563-R cagggtggagcgggtg

SQ-fVQ-R gttccagccactgtacttg

Primers targeting the vectors

T7prom taatacgactcactataggg

SP6 gatttaggtgacactatag

3CH1-Rev acaaacagttctgagaccg

SQ-5CH6-F gccgctgcttcctgtgac

IRESArev aggtttccgggccctcacattg
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tease, with two amino acids deleted (VQ), was cloned 
into the pAL-TA vector to yield plasmid pAL-Fur. The 
ORF was then brought in line with the reference se-
quence NM_002569 by adding six missing nucleotides 
by inverse PCR using the IP-fVQ-F and IP-fVQ-R 
primers. Mutagenesis was carried out according to 
the procedure described in [23], with the following 
modifications: the primers were phosphorylated with 
bacteriophage T4 polynucleotide kinase (SibEnzyme, 
Russia) in bacteriophage T4 DNA ligase buffer (Fer-
mentas, Lithuania) for 30 min at 37°C. PCR was per-
formed using an Encyclo PCR kit according to the fol-
lowing scheme: one cycle for 4 min at 94°C, 2 min at 
50°C, and 2 min at 72°C; 11 cycles for 1 min at 94°C, 1 
min at 55°C, and 2 min at 72°C. The mixture was diluted 
twice with normal-strength DpnI endonuclease buffer; 
10 AU of this endonuclease was added, and the mixture 
was incubated at 37°C for 30 min and subsequently at 
72°C in the presence of Pfu DNA polymerase (2.5 AU) 
for another 30 min. The PCR product was purified and 
ligated. A specific SQ-fVQ-R oligonucleotide was used 
to search for the regions of altered DNA by colony PCR.

The resulting plasmids pAL-F9, pAL-hVKORC1-
AN, pAL-CHOVKORC1-AN, and pAL-FurVQ were 
sequenced within the insert; the correct ORF areas 
were cloned into the expression vectors p1.1, p1.2-Zeo 
or p1.2-Hyg at the AbsI–NheI sites. DNA for transfec-
tion was isolated using an EndoFree Plasmid MaxiKit 
(Qiagen, USA) or a GeneJet™ Midi kit (Fermentas, 
Lithuania). Prior to transfection, we sequenced the 
main functional elements of the vectors and repeatedly 
sequenced the regions of the target ORFs. The plasmids 
were linearized with PvuI (p1.1 and p1.2-Zeo) or BspHI 
endonucleases (p1.2-Hygro), precipitated with ethanol, 
dissolved in phosphate-buffered saline (PBS), and ster-
ilized by filtration through filters with a 0.22 µm pore 
size (Millipore, USA).

Culturing of CHO DG44 cells (Invitrogen, USA) and 
transfection with plasmid p1.1-F9 were carried out ac-
cording to the procedure described in [21]. Forty-eight 
hours post-transfection, the cells were transferred into 
a CD CHO medium (Invitrogen, USA) supplemented 
with 200 nM methotrexate (MTX) and 8 mM glutamine 
and cultured by passing the cells every 3–4 days until 
a cell viability above 85% was restored (for a total of 
~20 days). The resulting cell population was cloned by 
limited dilution (1 cell per well) in the MTX-free EX-
CELL® CHO Cloning Medium (Sigma-Aldrich) supple-
mented with 8 mM glutamine. The productive clones 
were identified by ELISA; the selected clones were 
transferred sequentially into 24-well plates and then, 
into 6-well plates with the ProCHO 5 culture mixture 
(Lonza, Switzerland) supplemented with 8 mM glu-

tamine, and cultured in the suspension mode. The most 
productive cultures were selected by ELISA among the 
clonal cultures that retained viability upon suspension 
cultivation. The p1.1-F9-T2/S clone was used for fur-
ther amplification.

Amplification was carried out in Erlenmeyer flasks 
containing 30 ml of a ProCHO medium supplemented 
with 8 mM glutamine and 1, 2, and 4 µM MTX until the 
cell viability was restored (15–20 days). The cell culture 
generated in the presence of 4 µM MTX and exhibiting 
the highest specific productivity was used for the sec-
ond round of limiting dilution cloning. Clone 3B12 was 
selected, readapted for suspension cultivation in the 
ProCHO 5 medium, and used for sequential co-trans-
fection of the linearized plasmids p1.2-Hyg-Fur and 
p1.2-Zeo-VKORC. The stably transfected populations 
were selected using hygromycin B and zeocin antibiot-
ics, respectively. The polyclonal population 3B12-Fur-
VC was used to perform final cloning by limiting di-
lutions according to the procedure described above. 
The resulting clones were sequentially subdivided 
into groups according to the expression level of soluble 
PACE/furin and the level of procoagulationally active 
FIX. The selected clones were readapted to a ProCHO 5 
medium supplemented with 8 mM glutamine and 1 µM 
vitamin K3 (menadione sulfate, Sigma-Aldrich) and 
suspension cultivation in Erlenmeyer flasks.

Real-time PCR
RT-PCR was conducted using an iCycler iQ real-time 
PCR system (Bio-Rad, USA) and qPCRmix-HS SYBR 
master mix (Evrogen, Russia) supplemented with a 
SYBR Green I intercalating dye. Each reaction was 
repeated 3 times in a volume of 25 µl in 3–5 replicas. 
Genomic DNA was isolated using a Wizard SV Genom-
ic DNA Purification System kit (Promega, USA). To-
tal RNA was isolated using an RNeasy Mini Kit (Qia-
gen, USA). In order to obtain the required amounts of 
cDNA, we used 1 µg of total RNA and the Mint kit (Ev-
rogen, Russia).

The primers for RT-PCR were selected us-
ing the Beacon Designer v7.51 software; primer 
specificity was tested using the NCBI BLAST tool 
(http://www.ncbi.nlm.nih.gov/blast/Blast.cgi). Prim-
ers not homologous to the nucleotide sequences of Chi-
nese hamster (specific to the FIX region and IRES-DH-
FR) were applied. The RT-PCR data were processed 
using the iCycler Iq4 software, including calculation 
of the reaction efficiency. The copy number of expres-
sion cassette integrated into the genome was calculat-
ed using a calibration curve plotted for serial dilutions 
of plasmid p1.1-F9. The PCR results were compared 
to those of a control amplicon of the PPIB gene, which 
is present only once in the genome of CHO cells, by 
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searching against the NCBI Nucleotide Collection da-
tabase using the BLAST algorithm.

The mRNA expression level was calculated using the 
relative ΔΔCq method for primers with a known PCR 
efficiency. The relative increase in the expression lev-
el (times) of the gene normalized with respect to the 
control gene was determined using the formula taken 
from [24].

Table 2 lists the primers used to assess the copy num-
ber of the expression cassette integrated into the ge-
nome and the mRNA level.

Southern blot hybridization
DNA was biotinylated using a Biotin DecaLabel DNA 
Labeling Kit (Fermentas, Lithuania). Either plasmid 
pAL-ID carrying replication initiation domains of the 
β-lactamase gene identical to those in the expression 
plasmids p1.1, EMCV IRES, ORF DHFR [21], or the am-
plification product of plasmid p1.1-F9 from the AD-9-
AbsF and AD-9-NheR primers corresponding to FIX 
ORF was used as a template to generate probes. The 
genomic DNA to be used for Southern blotting was 
cleaved with ApaI endonuclease for 16 h, and the DNA 
fragments were separated in 0.8% agarose gel. The gel 
was prepared and transferred to a Amersham Hy-
bond-N+ membrane (GE Healthcare, USA) in a buff-

er with a high ionic strength of 20 × SSC (3 M NaCl, 
0.3 M sodium citrate) for 16 h in accordance with the 
membrane manufacturer’s protocol. DNA was fixed 
by heating the membrane to 80°C for 2 h. Prehybridi-
zation and hybridization were carried out according to 
the procedure described in [25] in a solution containing 
7% sodium dodecyl sulfate, 0.5 M sodium phosphate, 
and 1% bovine serum albumin (BSA), pH 7.2, for 16 h 
at 65°C. The membrane was washed according to the 
manufacturer’s protocol; detection was performed us-
ing a Biotin Chromogenic Detection Kit (Fermentas, 
Lithuania).

ELISA measurement of FIX concentration
The FIX concentration was measured using rabbit an-
ti-FIX polyclonal antibodies (LifeSpan BioSciences, 
USA) (50 ng/well) as an immobilized antibody accord-
ing to the procedure described in [26]. HIX-1 mouse 
monoclonal antibodies (F2645, Sigma Aldrich) were 
used as a specific antibody. The samples, either undi-
luted or diluted with PBS supplemented with 1% BSA, 
were placed into the wells. The percentage of FIX mol-
ecules with an uncleaved propeptide was measured by 
ELISA using affinity purified rabbit antibodies target-
ing the synthetic peptide corresponding to human FIX 
propeptide as immobilized antibodies according to the 
procedure reported in [27]. The key ELISA steps were 
performed as described above.

The procoagulant activity of FIX was determined by 
activated partial thromboplastin time (APTT) assay 
using a Factor IX assay (Renam, Russia). Recombinant 
FIX within the BeneFIX drug (Wyeth, USA) was used 
as an activity reference standard. The measurements 
were conducted using a ThromboScreen 400c optical 
coagulometer (Pacific Hemostasis, USA).

Measuring furin activity
Furin activity was determined using a peptide sub-
strate with a detachable 7-amino-4-methylcoumarin 
moiety Pyr-Arg-Thr-Lys-Arg-AMC (344935, Merck 
Millipore, USA) according to the procedure described 
in [27].

Measuring VKORC1 activity
VKORC1 activity was measured using DTT as an elec-
tron donor according to the procedure described in [28]. 
The substrate of the enzyme reaction, vitamin K1 2-3 
epoxide (K>O), was synthesized from the quinone form 
of vitamin K1 (Sigma Aldrich, USA) and purified [29].

Isolation and purification of FIX
FIX was isolated and purified as follows: the culture 
medium was loaded into a column packed with the 

Table 2. Specific real-time PCR primers

Primer Nucleotide sequence 5’ → 3’

RT-F9-F ttagatgtaacatgtaacattaagaatggcag

RT-F9-R cattaaatgattgggtgctttgag

RT-ID-F gccacaagatctgccaccatg

RT-ID-R gtaggtctccgttcttgccaatc

RT-HYG-F ttcggctccaacaatgtc

RT-HYG-R gtctgctgctccatacaag

RT-Zeo-F agttgaccagtgccgttcc

RT-Zeo-R ggcgaagtcgtcctccac

RT-FURC-F agcgggacctgaatgtgaag

RT-FURC-R ggtggttcttctcgatgcca

RT-PPIB-F gcaggcaaagacaccaatg

RT-PPIB-R ctccaccttcctcactacatc

RT-bACT-F gctcttttccagccttcctt

RT-bACT-R gagccagagcagtgatctcc

RT-cVKOspN-F aacgggtttgccgtcagaac

RT-cVKOspN-R cggtaatcctcgtctcgg

RT-cVKOspC-F gggcttgatgttgcttaatttc

RT-cVKOspC-R gcaggtgttaggggtaatatg
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Capto MMC sorbent and equilibrated with a 20 mM 
sodium citrate solution, pH 7.0, 100 mM NaCl, 0.02% 
Tween 80; and washed with a 20 mM sodium citrate 
solution, pH 7.0, 0.1 M NaCl. FIX was eluted with a 
20 mM sodium citrate solution, pH 6.5, 200 mM NaCl, 
0.5 M arginine, and 0.02% Tween 80. The eluate was 
diluted fourfold with water, loaded into a column 
packed with the Capto Q sorbent and equilibrat-
ed with a 50 mM Tris-HCl solution, pH 8.0; 100 mM 
NaCl; washed with a 50 mM Tris-HCl solution, pH 8.0; 
200 mM NaCl; and eluted stepwise with the following 
solutions: 50 mM Tris-HCl pH 8.0; 10 mM CaCl

2
, and 

100–500 mM NaCl. The eluate fractions containing 
FIX exhibiting full procoagulant activity were diluted 
twofold with water and loaded into a column packed 
with the Capto Heparin sorbent and equilibrated with 
a 50 mM Tris-HCl solution, pH 7.5; 100 mM NaCl. The 
column was washed with a 50 mM Tris-HCl solution, 
pH 7.5; 200 mM NaCl. FIX was eluted with a 50 mM 
Tris-HCl solution, pH 7.5; 500 mM NaCl. The purified 
FIX solution was concentrated by ultrafiltration using 
a VivaFlow200 cassette with a 10 kDa PES membrane 
(Sartorius Stedim, Germany) and transferred into 
a storage solution containing 8 mM L-histidine, 0.8% 
sucrose, 208 mM glycine, pH 7.2, and 0.004% Tween 
80. The purified FIX solution was divided into aliquot 
parts, frozen, and stored at temperatures below –70°C.

RESULTS AND DISCUSSION

Generation of CHO cells expressing the 
gene coding for human factor IX 
The FIX ORF sequence with the inserted synthetic Ko-
zak consensus sequence and a block of stop codons was 
cloned into the previously designed expression vec-
tor p1.1, which was based on noncoding regions of the 
translation elongation factor 1-alpha of Chinese ham-
ster to yield the expression plasmid p1.1-F9 (Fig. 1).

Long genomic regions flanking the gene encoding 
translation elongation factor 1-alpha of Chinese ham-
ster ensured the high expression level of the target 
genes and maintained this level constant during sev-
eral months of sequential passaging [21]. The ORF se-
quence of the FIX gene in plasmid p1.1-F9 was linked to 
the selection marker, murine dihydrofolate reductase 
(DHFR), by the attenuated internal ribosome binding 
site of the encephalomyocarditis virus (EMCV IRES), 
thus ensuring expression of single bicistronic mRNA. 
This structure provides the strongest possible linkage 
between the target gene and the selection marker, 
which is required for amplification of the gene cas-
settes integrated into the genome of producer cells.

Plasmid p1.1-F9 was linearized, with the β-lactama-
se gene being destroyed, and used to transfect CHO 

DG44 cells with both dhfr alleles being defective. For-
ty-eight hours post-transfection, the cells were sub-
jected to primary selection in the presence of three 
different methotrexate concentrations (50, 100, and 
200 nM). Stably transfected cell populations were ob-
tained in all three cases; the FIX secretion levels de-
termined by ELISA were 0.69 ± 0.04, 1.05 ± 0.05, and 
1.83 ± 0.24 µg/ml, respectively; the population doubling 
time for the cell cultures was 27–29 h. The maximum 
FIX titer was detected in the culture obtained in the 
presence of 200 nm MTX; therefore, immunoblotting 
of the intracellular FIX and FIX secreted by this cell 
culture was performed (Fig. 2A). No immunoreactive 
bands of FIX with an incorrect molecular weight were 
revealed, thus indirectly indicating that the gene cas-
settes integrated into the cell genome were not dam-
aged. The resulting polyclonal culture was used to 
clone cells by limiting dilution. The clonal cell lines 
secreting FIX with maximum product titer were re-
adapted to the suspension cultivation conditions in a 
medium with neither nucleotides nor DHFR inhibitors 
added. The levels of FIX secretion by the three most 
productive clonal lines after 3 days of cultivation were 
11.9 ± 0.4, 12.3 ± 0.4, and 9.9 ± 0.3 µg/ml. The clonal 
line p1.1-F9-T2/S with specific productivity (Qp) of 
2.99 ± 0.06 pg/cell/day and a population doubling time 
of 22.5 h was chosen for further experiments.

The productivity of the clonal cell line was en-
hanced by amplifying the target genes in the pres-
ence of methotrexate at increasing concentrations. 
Raising the MTX concentration to 4 µM yielded an ol-
igoclonal cell line with Qp = 5.97 ± 0.18 pg/cell/day, 
which was used for the second round of limiting di-
lution cloning. Among the 12 most productive cell 
clones readapted to suspension cultivation, we se-
lected the clone p1.1-F9-Т2/4k-3B12 (referred 
to as 3B12 in the text and figures below) with 
Qp = 10.7 ± 0.4 pg/cell/day and a population dou-
bling time of 20.2 h (Fig. 2B).

Production of the cell lines secreting 
biologically active FIX
FIX secreted by the 3B12 clonal cell line was almost 
completely inactive. The procoagulant activity of FIX 
in the culture medium was 0.22 IU/ml at a total con-
centration of 59 µg/ml (determined by ELISA), which 
corresponded to specific activity comprising 1.8% 
of that of natural human factor IX. Two reasons are 
known for the absence of biological activity in FIX: 
insufficient γ-carboxylation of its Gla domain [7] and 
retention of propeptide in the secreted FIX molecule 
so that efficient processing of FIX propeptide by host-
cell endogenous proteases belonging to the PACE/furin 
family becomes impossible [7].
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Proper processing of human factor IX propeptide 
can be ensured by coexpressing the gene encoding 
signal protease of human PACE/furin. To coexpress 
the soluble truncated variant of human PACE/furin, 
we used vector p1.2-HYG that is similar to vector p1.1 
but carries the gene coding for hygromycin phosphate 
transferase under the control of the SV40 promoter 
(that ensures resistance to hygromycin B) that lies out-
side the EEF1A gene (Fig. 1).

In order to achieve overexpression of endogenous 
VKORC1, we cloned the open reading frame sequence 
of the vkorc1 gene from cDNA of CHO DG44 cells using 
primers homologous to the start and end of the ORF 
of the murine vkorc1 gene. Sequencing of the cloned 
PCR product revealed approximately the same level of 
homology between the vkorc1 gene from Chinese ham-
ster and the murine and human vkorc1 genes (Fig. 2C). 
Unlike its orthologs in other mammals, VKORC1 from 
Chinese hamster carries a RRR motif [30] flanking the 
first transmembrane domain and shows much lower 
homology with the human vkorc1 gene (Fig. 2D).

The characterized ORF sequence of the vkorc1 gene 
from Chinese hamster was deposited into the GenBank 
database (accession number, AFG26681.1) and cloned 
into vector p1.2-Zeo to yield plasmid p1.2-Zeo-VKO-
RC1 (Fig. 1). The same expression vector was also used 
to generate the control construct p1.2-Zeo-hVKORC1 
carrying the ORF sequence of the human vkorc1 gene.

Stably transfected polyclonal populations expressing 
both orthologs of the vkorc1 gene were produced using 

CHO DG44 cells. The vitamin K oxidoreductase activity 
in cell lysate was measured, and the copy number of 
the integrated expression cassettes was determined. 
Overexpression of both vkorc1 orthologs significant-
ly increased the oxidoreductase activity in cell lysate 
(Table 3), while the specific enzyme activity ensured 
by VKORC1 from Chinese hamster was threefold 
higher than that ensured by human VKORC1, with 
the copy numbers of the integrated cassettes being al-
most equal (5.8 ± 0.3 and 5.5 ± 0.5 copies/genome for 
the vkorc1 gene of Chinese hamster and human vko-
rc1, respectively). The transcription levels did not dif-
fer significantly for both orthologs: in VKORC1 mRNA 
from Chinese hamster, it was 0.12 ± 0.03% of the level 

Fig. 1. Maps of the expression plasmids p1.1-F9, p1.2-Zeo-VKORC, and p1.2-Hyg-Fur. pCHO EEF1A – functional 
promoter of the gene of Chinese hamster translation elongation factor 1 alpha, the 5’ untranslated region of this gene 
and nontranscribing DNA regions flanking this gene; IRES – internal ribosome binding site of the EMCV; DHFR – the 
open reading frame of the mouse DHFR gene used for selection and genome amplification in eukaryotic cells; tCHO 
EEF1A – polyadenylation signal, the transcription terminator of the Chinese hamster translation elongation factor 1 alpha 
gene and the corresponding 3’ nontranscribing DNA region flanking the aforesaid gene; FIX – open reading frame of 
the human blood clotting factor IX; VKORC – open reading frame of the Chinese hamster VKORC1 gene; SV40 prom – 
immediate early promoter of the SV40 virus; SV40t pA – transcription terminator and polyadenylation sequence of the 
SV40 virus; Zeo – open reading frame of the Sh ble gene (Streptoalloteichus hindustanus bleomycin) conferring zeocin 
resistance; Furin – open reading frame of the human PACE/furin protease gene; Hygro – open reading frame of the 
hygromycin phosphotransferase gene (E.coli hpt). Promoter directions are depicted by arrows

bps bps bps

Table 3. The VKORC1 activity level in stably transfected 
cells

Plasmid

Specific VKORC1 
activity, % of sub-
strate conversion 

per 1 mg/ml of 
total protein in the 

lysate for 1 h

The relative 
level of 

increase in 
VKORC1 
activity, 

times
Intact CHO DG44 cells 0.38 –

p1.2-Zeo-VKORC1 9.21 24.2
p1.2-Zeo-hVKORC1 3.03 8.0

Note: specific activities were calculated for the linear 
regions of the curve showing substrate conversion versus 
total protein concentration in lysates.
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Fig. 2. The integrity of the intracellular and extracellular FIX polypeptide chain for the p1.1-F9-T2/S cell line, FIX se-
cretion level and the change in clotting activity for various producer cell lines; the phylogenetic tree for the Chinese 
hamster VKORC1 protein. Panel A – Western blotting of the secreted and intracellular FIX. SDS-PAGE under reducing 
conditions, detection by polyclonal anti-FIX antibodies, the molecular weight of the marker bands is shown in kDa. 
Denotation: “K+” – recombinant FIX standard; “control-” – untransfected CHO DG44 cells. The mature FIX position 
is depicted by an arrow. Panel B – FIX secretion level and the degree of propeptide processing for cell populations 
and clonal lines. ELISA-determined specific productivity is shown as bars (left axis). Specific productivity as the clotting 
activity is shown as a broken line (right axis). The percentage of FIX molecules without the propeptide was determined 
by ELISA and is shown as numbers above the bars. Specific productivity for both methods is shown as the mean value; 
error bars represent the standard deviation, n=2. The scheme of production of cell populations and clonal lines is shown 
with arrows. Panel C – The taxonomic tree for a mammalian VKORC1 protein visualized using the Tree Viewer software 
(NCBI, USA). The scale bar represents the evolutionary distance measured as the number of substitutions per amino 
acid residue. Panel D – multiple alignment of the amino acid sequences of VKORC1 variants for the selected mammalian 
species. Conservative amino acid residues are shown against a black background
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of β-actin mRNA; in human VKORC1 mRNA, it was 
0.09 ± 0.01; P = 0.16. Simultaneously, it was discovered 
that the highest rate of substrate conversion VK > O 
by the microsomal fraction of cells transfected with the 
human VKORC1 gene is approximately 5% per hour, 
while being at least 9% per hour for the VKORC1 gene 
from Chinese hamster (data not shown). Since over-
expression of the autologous vkorc1 gene in CHO cells 
makes it possible to achieve maximum vitamin K ox-
idoreductase activity, this variant of vkorc1 was used 
for the transfection of cell lines secreting FIX.

The clonal 3B12 cells were sequentially transfect-
ed with the linearized plasmids p1.2-Zeo-VKORC and 
p1.2-Hygro-Fur. In the resulting population of stably 
transfected cells containing three gene cassettes for the 
expression of factor IX and two auxiliary enzymes, the 
specific procoagulant activity of FIX in the culture me-
dium was 27% of the reference value; the percentage of 
secreted FIX molecules with the uncleaved propeptide 
determined by ELISA was only 3.1% (Fig. 2B). Hence, 
the activity of soluble human PACE/furin in the gen-
erated cell population was sufficiently high to ensure 
an almost complete propeptide cleavage; however, the 
degree of γ-carboxylation in most cells was insufficient 
for a proper formation of the Gla domain of FIX. It can 
be assumed that expression of auxiliary enzymes was 
not equally efficient in all stably transfected cells. How-
ever, unlike VKORC1, soluble PACE/furin secreted by 
some cells into the culture medium ensured propeptide 
cleavage in all the secreted FIX molecules.

In order to isolate cells where both auxiliary enzymes 
exhibit maximum efficiency (i.e., biologically active 
FIX is produced), we cloned the generated populations 
by limiting dilutions using the procoagulant activity 
of the secreted FIX and the peptidase activity level of 
PACE/furin in the culture medium as a criterion for se-
lecting promising clones. Out of 199 primary cell clones, 
we chose 80 having maximum FIX concentration. Of 
those, 24 clones exhibiting the highest PACE/furin 
activity were selected, eventually yielding 12 clones 
with maximum procoagulant activity of FIX (data not 
shown). Five out of the 12 clonal lines were successful-
ly adapted to suspension cultivation in the presence of 
water-soluble vitamin K3; specific procoagulant activ-
ity of FIX in all the clones was > 185 IU/mg. Among 
these five clones, we identified the main 3B12-86 line 
with Qp = 11.2 ± 0.3 pg/cell/day and two backup lines, 
3B12-78 and 3B12-05.

The copy numbers of the FIX gene, the sequences 
of its selection marker and auxiliary genes in the ge-
nome of producer lines and parental cell populations 
were determined by quantitative PCR (Fig. 3A,B). The 
copy numbers of the FIX and DHFR ORF sequences 
did not differ significantly in the studied objects; i.e., no 

signs of fission of the target gene and the gene encoding 
the selection marker were revealed. In other words, the 
copy number of the gene encoding the selection marker 
separately from that of the target gene does not occur 
despite the amplification of the gene cassettes in the 
genome of producer cells. When generating the 3B12-
86 cell line, changes in the copy number of the human 
FIX gene were revealed: the copy number of the FIX 
gene increased approximately fivefold after amplifica-
tion, remained constant upon cloning of the amplified 
population, and subsequently dropped fourfold after 
plasmids had been cotransfected with the auxiliary 
genes and repeated cloning had been performed. Mean-
while, the specific productivity of the corresponding 
cell lines did not decrease. It is possible that once the se-
lection pressure had been eliminated, the low-activity 
copies of the genetic cassette that had appeared during 
genomic amplification were rejected.

The copy numbers of the auxiliary genes in all the 
generated clonal cell lines were significantly lower than 
that of the FIX gene, because cell clones were not se-
lected in accordance with the maximum activity of the 
vkorc1 gene. Only one selection round was performed 
for PACE/furin, and one-third of all produced clones 
were selected.

In the main producer cell line, 3B12-86, we assessed 
the changes in the expression levels of several of the 
housekeeping genes involved in the biosynthesis and 
post-translational processing of proteins by RT-PCR 
(Fig. 3C). None of the tested genes showed any signifi-
cant changes in its expression level, thus indicating that 
there are no substantial alterations in biosynthesis and 
protein processing in host cells secreting FIX with the 
achieved productivity.

Evaluation of the integrity of the open 
reading frame sequence in the target gene
We demonstrated by PCR using genomic DNA and 
primers specific to the promoter and terminator re-
gions of the employed expression vectors that the pre-
dominant PCR products have the correct size (Fig. 4A). 
Namely, a product consisting of 2942 bps corresponding 
to p1.1-F9 was revealed; amplicons 2511 and 852 bps 
long corresponding to the ORF sequences of VKORC1 
and PACE/furin were also detected for genomic DNA 
from 3B12-86 cells. Similar amplification of cDNA 
from the 3B12-86 cell line using primers homologous 
to the beginning and end regions of the FIX ORF also 
revealed only a product of the target size (Fig. 4B), thus 
indicating that there are neither long deletions/inser-
tions in the FIX ORF sequence nor mutations that alter 
splicing of FIX mRNA.

Southern blot analysis of genomic DNA from the 
3B12-86 cell line using a probe targeting the FIX ORF 
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Fig. 3. Copy numbers of the target gene and auxiliary genes of furin and VKORC1 in the genome of producer cells; the 
expression levels of the housekeeping genes for the 3B12-86 cell line determined by quantitative PCR. Panel А – gene 
copy numbers for the FIX ORF region and the selection marker region (IRES). Denotation: IRES – the amplicon consist-
ing of the IRES fragment and the adjacent DHFR ORF fragment; FIX – the amplicon from the ORF of the FIX gene. Panel 
B – gene copy numbers for the auxiliary genes of furin and VKORC1. Denotation: FURIN – the amplicon from the ORF 
of the furin gene; VKORC – the amplicon from the ORF of the VKORC1 gene. Panel C – alterations of the expression 
levels of the CHO genes involved in translation and post-translational protein modifications in the FIX-secreting cell line 
as compared to the untransfected control CHO DG44 cells. The results were normalized with respect to the beta-actin 
mRNA levels. Denotation: EIF1 – eukaryotic translation initiation factor 1a; EIF3 – eukaryotic translation initiation factor 
3; PPIB – peptidylprolyl isomerase B; BiP – immune globulin binding protein (Grp78); OSTC – oligosaccharyl transferase 
complex; St3gal – alpha-2,3-sialyltransferase 3; B4gal – beta-1,4-galactosyltransferase 1. For all panels, the error bars 
represent a standard deviation (n=3–4), one representative experiment out of three runs is shown 

C

А� B
C

o
p

ie
s/

g
e

no
m

e

C
o

p
ie

s/
g

e
no

m
e

C
ha

ng
e

s 
in

 t
he

 m
R

N
A

 le
ve

l,
 t

im
e

s

sequence revealed one restriction fragment 1921 bps 
long (Fig. 4C), thus indicating that the producer ge-
nome does not carry gene cassettes integrated to rup-
ture DNA in the FIX ORF sequence. Southern blot 
analysis using a probe targeting the regions of plas-
mid DNA corresponding to the domain of plasmid 
replication initiation and the sequence of the bla gene 
found two restriction fragments: a heavy fragment 
(~3700 bps) approximately corresponding to the calcu-
lated cassette integration at the site of its linearization 

by PvuI restrictase and a short fragment (~800 bps) pu-
tatively corresponding to cassette integration involv-
ing DNA deletion near the PvuI site. Pseudo-North-
ern blotting of cDNA produced from the 3B12-86 and 
3B12-78 cell lines also revealed only FIX mRNA of the 
expected length (Fig. 4D).

The absence of mutations in the FIX ORF sequence 
was also confirmed by PCR amplification of the entire 
FIX ORF sequence from the genomic DNA produced 
by the 3B12-86 cell line, cloning PCR amplicon, and se-
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quencing of the insert in three plasmid clones. Chang-
es in the FIX ORF sequence were revealed in none of 
these cases (data not shown).

FIX isolation and purification
FIX was isolated from the conditioned 3B12-86 cell 
medium and purified using three sequential stages: 

(1) multimodal chromatography using the Capto MMC 
sorbent that allows one to isolate FIX from the con-
ditioned medium without any additional preparative 
stages; (2) pseudo-affinity chromatography utilizing 
a Capto Q anion-exchange resin and elution of correct 
IX molecules by a calcium chloride solution with a low 
ionic strength; and (3) affinity chromatography on a 

Fig. 4. Analysis of target gene integrity in the genomic DNA and cDNA from producer cell lines by PCR, RT-PCR, 
Southern blotting and pseudo-Northern blotting. DNA ladder bands are shown as bps. Panel А – amplification of whole 
ORF regions of the target genes in genomic DNA (gDNA) by PCR. The annealing temperature gradient is shown with 
red triangles; the linear shift in annealing temperature was from 53 to 68 oC. The expected amplification products of 
the FIX, furin, and VKORC1 genes are shown with red arrows. Panel B – RT-PCR products for total mRNA with primers 
towards the 5’- and 3’- ends of the FIX ORF; the amplification product of expected size is shown with a red arrow. Panel 
C – Southern blotting of gDNA with biotin-labeled probes. The IDbla probe is the probe targeting the IRES and DHFR 
regions, the ampicillin resistance gene (the bla gene) and the region of plasmid origin of replication (ori). The FIX probe 
is the probe targeting the FIX ORF region. Sizes of the detected target restriction fragments are shown with arrows. 
Negative agarose gel images; the membrane images were contrast-enhanced to add visibility. Panel D – Analysis of 
cDNA by pseudo-Northern blotting. Denotation is the same as that in panel C. The actual position and size of FIX cDNA 
are shown with an arrow
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specialized Capto Heparin sorbent, which separates 
heparin-binding proteins from the remaining mole-
cules. The overall yield of the product was 32%; and 
the specific procoagulant activity of the purified FIX 
was > 230 IU/mg, corresponding to that of the known 
recombinant FIX drug (Table 4). SDS-PAGE analysis 
(Fig. 5) showed that most FIX molecules were eluted 
from the Capto Q sorbent after Ca2+ had been added to 
the low-salt eluent, indicating that these FIX molecules 
have a properly formed Gla domain whose structural 
rearrangement upon chelation of Ca2+ ions causes elu-
tion of Gla proteins from the anion exchanger.

CONCLUSIONS
The previously developed set of vectors based on un-
translated regions of the EEF1A1 gene from Chinese 

hamster can be used to generate cell lines secreting 
large amounts of functionally active human FIX. The 
target gene can be amplified in the genome of produc-
er cells by culturing cells in the presence of increasing 
MTX concentrations, thus enhancing FIX secretion 
manifold. A sufficient expression level of the auxilia-
ry vkorc1 and PACE/furin genes can be ensured by 
cotransfecting the “compatible plasmids” with anti-
biotic resistance genes. The generated clonal cell lines 
secreting FIX contain a relatively low copy number of 
the target gene and only several copies of the auxilia-
ry genes in chromosomal DNA, which may contribute 
to maintaining the secretion level constant upon long-
term cultivation.

A comparative analysis of the overexpressed ort-
hologs of the gene encoding the VKORC1 enzyme has 

Table 4. FIX purification
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Culture medium 6.04 115 3.6 695 – 414 – – – – 2.6

Capto MMC flow-through and eluate fractions 0.166 273 – 45 – – – – 7% – –

Capto MMC eluate 64.79 9 – 583 4.28 – – 136 84% 84% –

Capto Q flow-through fraction 0.07 37 – 3 0.69 – – 4 0.4% – –

Capto Q eluate 200 mM NaCl 0.05 12.5 – 1 0.48 – –   – – –

Capto Q eluate 10 mM CaCl
2

31.75 9.2 25.2 292 1.51 232 154 194 50%
62% 2

Capto Q, 150 mM NaCl + 10 mM CaCl
2

12.95 10.5 – 136 0.88 – – 154 23%

Capto Q 200 mM NaCl + 10 mM CaCl
2

4.67 10.7 <1 50 0.83 <10.7 <12 60 9% – 5.8

Capto Q 500 mM NaCl + 10 mM CaCl
2

13.87 4 – 55 0.57 – – 98 10% – –

Capto Heparin flow-through fraction 0.72 18 – 13 – – – – 3% – –

Capto Heparin eluate 36.10 9 38.6 325 1.46 347 237 222 76% 32% <2
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Fig. 5. SDS-PAGE analysis of the chromatography frac-
tions obtained during the purification of FIX. Electrophore-
sis was performed under nonreducing conditions; molecu-
lar weights are given in kDa; colloidal Coomassie staining. 
Denotation: М – marker, eluate – the elution fraction 
from the corresponding column; flow-through – the flow-
through fractions. The corresponding NaCl concentration 
in the elution solutions are given for the elution fractions 
from the Capto Q column; CaCl

2
 concentration was 

10 mM for all lanes
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demonstrated that the enzyme activity ensured by the 
autologous VKORC1 from Chinese hamster is twice 
as high as that ensured by the artificial vkorc1 gene, 
their copy numbers in the genome being identical. This 
method of overexpression of the vkorc1 gene can be 
used to generate not only FIX producers, but also other 
vitamin K-dependent proteins in CHO cells. It seems 
especially promising to use the vkorc1 gene from Chi-
nese hamster to secrete human blood clotting factor VII 
in CHO cells. The BHK cell line that is currently em-
ployed for industrial-scale production of FVII combines 
a relatively high activity of the VKOR complex and a 
low total level of FVII secretion. Meanwhile, there are 
certain limitations to the cultivation mode: unlike CHO, 
this cell line requires fetal bovine serum to be present 
in the medium and can grow in a normal manner only 
under adhesion conditions.

The high specific productivity of the generated cell 
line secreting blood clotting factor FIX will make it pos-
sible to use 4- to 5-day-long plain batch cultivation to 
produce FIX on an industrial scale; the FIX titer will be 
~6 IU/ml. This method of FIX production requires nei-
ther using specialized perfusion bioreactors nor elabo-
rating methods to maintain cell culture viability for a 
long time, making industrial production of recombinant 
human factor IX much simpler and cheaper.  
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INTRODUCTION
Three-spined stickleback (Gasterosteus aculeatus) 
(Fig. 1) is a well-known model organism that is com-
monly used to explore the adaptive speciation process 
[1], since its marine form colonizes freshwater areas 
across the entire coastline of the Northern Hemisphere. 
A marine population of three-spined stickleback usu-
ally uses freshwater streams and lakes for spawning. 
However, isolation in a new habitat leads to the forma-
tion of a freshwater resident population, whose mor-
phology changes over time as other features that make 
survival possible in new conditions develop. This fea-
ture makes it possible to use this small fish as a model 
for studying adaptive evolution in similar habitat con-
ditions.

To date, a number of investigations have been 
published on the genome-wide changes that occur in 
three-spined stickleback during the process of adaptive 
speciation [2–4], which describe genomic “divergence 
islands” where the nucleotide substitutions character-

istic of the freshwater form are concentrated. There 
are studies that describe the differential expression of 
stickleback genes in the kidneys of marine and fresh-
water specimen and the changes that occur after the 
introduction a freshwater specimen to a marine envi-
ronment [5], as well as changes in the muscles, epithe-
lial and bone tissues of marine and freshwater stick-
leback populations in studies of  the plasticity of gene 
expression during colonization of freshwater habitats 
[6]. In addition, the differential expression of G. aculea-
tus genes in the tissues of the kidney and spleen in lake 
and river fish was evaluated in a study of the immune 
response to parasitic fauna [7].

The differences in the expression of genes in marine 
and freshwater forms have been widely studied in oth-
er models. Diadromous fish are especially suitable for 
this type of research, since they can live in both marine 
and fresh water and have physiological mechanisms 
for adaptation to water of differing salinity. In addi-
tion, global changes in gene expression in the marine 
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ABSTRACT Three-spine stickleback (Gasterosteus aculeatus) is a well-known model organism that is routinely 
used to explore microevolution processes and speciation, and the number of studies related to this fish has been 
growing recently. The main reason for the increased interest is the processes of freshwater adaptation taking 
place in natural populations of this species. Freshwater three-spined stickleback populations form when ma-
rine water three-spined sticklebacks fish start spending their entire lifecycle in freshwater lakes and streams. 
To boot, these freshwater populations acquire novel biological traits during their adaptation to a freshwater 
environment. The processes taking place in these populations are of great interest to evolutionary biologists. 
Here, we present differential gene expression profiling in G. aculeatus gills, which was performed in marine 
and freshwater populations of sticklebacks. In total, 2,982 differentially expressed genes between marine and 
freshwater populations were discovered. We assumed that differentially expressed genes were distributed not 
randomly along stickleback chromosomes and that they are regularly observed in the “divergence islands” that 
are responsible for stickleback freshwater adaptation.
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and freshwater forms of such species as Plecoglossus 
altivelis ayu [8], Japanese river acne Anguilla japonica 
[9], European acne A. anguilla [10], tilapia Oreochromis 
mossambicus [11, 12], Fundulus heteroclotus [13], com-
mon laurel Dicentrarchus labrax [14], sockeye On-
corhynchus nerka [15], arctic char Salvelinus alpinus 
[16] are studied by the RNA-seq method. In most cases, 
the RNA-seq method is used to evaluate subsequent 
changes in gene expression after changes in the exter-
nal environment with gills as the target tissue. The cat-
egories of gene ontology (GO, Gene Ontology), which 
are enriched in experimental groups, have been identi-
fied, and metabolic and biochemical pathways, which 
play an important role in adaptation to changes in os-
motic conditions, have been proposed. In particular, it 
has been shown that changes in osmotic conditions lead 
to changes in the expression of the genes that encode 
transport proteins and ion channels [12], the genes re-
sponsible for cell growth and proliferation, apoptosis 
and molecular transport, protein synthesis, and energy 
metabolism [9, 11, 13]. The active involvement of tran-
scription factors in this process [15], which indicates an 
extensive effect of changing osmotic conditions on gene 
expression, deserves special mention.

Examination of gene expression can shed light on 
such fundamental problems of genetics as the connec-
tion between structure and functions in the eukary-
otic genome. It is generally believed that genes in the 
eukaryotic genome are distributed randomly without 
forming any functional clusters similar to bacterial op-
erons. However, there is evidence that this statement 
is false: statistical analysis of genome-wide data and 
transcription analysis data have demonstrated that 
genes in the eukaryotes genome are not distributed 
randomly but are organized into co-expressed clusters 
[17, 18]. Moreover, it has been shown that the genes 
of Arctic char [16], orthologous to the genes of three-
spined stickleback, which are differentially expressed 
in the gills of fish from fresh and marine water, are 
much closer to each other than they would have been 
in a random arrangement, which confirms the hypoth-
esis of a cluster organization of the eukaryotic genome. 
However, it would be of interest to compare these data 
with gene expression in three-spined stickleback.

In this paper, we present the results of a RNA-seq 
analysis of the genes expressed in the gills of marine 
and freshwater forms of three-spined stickleback; we 
have identified genes whose expression levels differ 
significantly in these two forms. We used gills as the 
target tissue, because they play an important role in 
the osmotic balance, and they are easy to isolate, which 
reduces the errors associated with the collection of 
material for the study. We elucidated the genomic lo-
calization of differentially expressed genes. For each 

chromosome, we calculated the ratio of the intergenic 
distances of such genes to the mean in the chromosome. 
We additionally performed functional and Gene On-
tology analyses, identified the biochemical pathways 
enriched with the identified genes, and compared the 
data obtained with previously published data for other 
species. The ratio of differentially expressed genes to 
the genomic “divergence islands” involved in the ad-
aptation of three-spined stickleback to a freshwater 
habitat was determined [4].

EXPERIMENTAL
Samples of marine three-spined stickleback (hereinaf-
ter referred to as “M”) were collected from the White 
Sea, near the N.A. Pertsov White Sea Biological Sta-
tion of Moscow State University (WSBS, MSU, Pri-
morskiy settlements, Murmansk Region). Freshwater 
samples (hereinafter referred to as “F”) were collected 
from the Machinnoye Lake, not far from the village of 
Tchkalovsky, Loukhskiy district, Republic of Karelia. 
Based on its location above sea level, the approximate 
age of the lake after desalination is 700 years [4, 19]. 
The lake contains only resident freshwater forms, 
since the stream leading from the lake into the sea is 
swampy and impassable for anadromous stickleback. 
In addition, the risk of collection error was reduced due 
to the significant morphological differences between 
the marine and freshwater forms [20]. To synchronize 
the physiological status of the samples, only males in 
breeding dress were selected.

The collected samples were kept for 4 days, each in 
their own water in the aquariums at the WSBS to syn-
chronize the stress factor, which may differ depending 
on the collection conditions. Afterwards, the gills were 
isolated and fixed in a IntactRNA® reagent (“Euro-
gen”, Russia).

Fig. 1. Three-spined stickleback. Freshwater form. Stick-
leback female (top), stickleback male in breeding dress 
(bottom) 
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RNA from the gill tissue of G. aculeatus (five samples 
from each experimental group) was isolated according 
to a standard protocol using a TRIzol® reagent (Invit-
rogen, USA). The RNA concentration for each sample 
was determined using a BioAnalyzer 2100 (RNA 6000 
Nano Kit) (Agilent, USA).

To obtain cDNA libraries, cDNA was first synthe-
sized on the RNA template using a set of Mint® re-
agents (“Eurogen”, Russia) according to the manufac-
turer’s instructions. Then, 10 indexed pair-end libraries 
for sequencing on Illumina analyzers (Illumina, USA) 
were prepared using the NEBNext Library Prep Kit 
for Illumina (NEB, UK). The concentration and purity 
of the libraries were determined using an Agilent Bio-
analyzer 2100 instrument (Agilent Technologies, USA), 
followed by sequencing on Illumina HiSeq 1500 with a 
length of 2 × 75 nucleotides.

To identify the genes which are differentially ex-
pressed in the marine and freshwater samples of three-
spined stickleback, the Illumina nucleotide reads were 
mapped on the G. aculeatus reference genome from 
the Ensembl database (BROAD S1, Feb 2006, assem-
bly 81; http://www.ensembl.org) [21] using the bow-
tie2 software package [22] with the set of parameters 
“-very-sensitive-local.” As a result, SAM (Sequence 
Alignment/Map) files [23] were produced, which were 
further processed (compression, sorting, indexing) us-
ing the SAMtools package [23, 24]. The relative activity 
of each gene was determined according to the coverage 
of this gene by nucleotide reads on the reference ge-
nome after the mapping of each library. The coverage 
was determined using the coverageBed tool from the 
bedtools software package [25], using the bed-file with 
gene coordinates from Ensembl, and an indexed bam 
file obtained as a result of mapping of the nucleotide 
reads. The mapping data for each library was collated 

in a single table using a perl script. Statistical analy-
sis of differential expression was performed using the 
edgeR package [26] of the R software for statistical 
computations (http://www.r-progect.org).

The analysis of gene ontologies (GO-Gene Ontology) 
and the analysis of biochemical pathways were carried 
out using the PANTHER (Protein Annotation through 
Evolutionary Rela- tionships) software (http://pan-
therdb.org) [27], after translating the Ensembl ID of 
stickleback genes into human orthologic genes with the 
help of BioMart Ensembl service, because this software 
does not use the genome of three-spined stickleback as 
a reference for searching for enriched GO categories. 
This utility uses the GO PANTHER library, based on 
models that use the hidden Markov chain algorithm 
to identify enrichment categories. Both “full” and re-
duced GO slim categories are used.

The intergenic distances for the complete set of 
genes of three-spined stickleback were compared 
with the distances between the genes responsible for 
osmoregulation using a perl script. Using the coordi-
nates of the genes on each chromosome (indicated in 
bed-files from Ensembl’s ftp server), the distance from 
each gene to all other genes of a given chromosome was 
measured and the same was done for all genes of the 
genome, resulting in an array of intergenic distances 
in nucleotides. A similar procedure was carried out for 
those genes that were differentially expressed in the 
gills of the marine and freshwater forms. We trans-
ferred the two acquired arrays to the t.test function of 
the R software for statistical computation, producing 
the difference indices for the two arrays.

The work was carried out using the equipment of 
the Center for Collective Use “Complex for Modeling 
and Data Processing of Mega-Class Research Facilities” 
of the Kurchatov Institute, http://ckp.nrcki.ru.

Table 1.  Number of Illumina reads 

Library Number of clusters Number of reads Reads mapped on 
genes

Total for marine and freshwater forms
produced mapped

M2 10566712 21133424 17993109

85438630 74093974
M3 10577457 21154914 18161521
M4 10262893 20525786 18489001
М5 11312253 22624506 19450343
F1 13523593 27047186 24692145

110690898 103570453
F2 15715663 31431326 28960967
F4 13359490 26718980 26307475
F5 12746703 25493406 23609866

*Sequencing statistics. The number of Illumina reads were obtained for each RNA-library and for the marine and freshwa-
ter stickleback populations altogether.
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RESULTS AND DISCUSSION
Initially, five samples of stickleback from marine and 
freshwater populations were selected for the study of 
differential expression. However, the preparation of 
cDNA libraries revealed that two samples (one from 
each population) were of poor quality and they were 
excluded from the subsequent analysis. Therefore, four 
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Fig. 3. Genes differentially expressed in three-spined 
stickleback gills. The dependency of logCPM (logarithm 
of count per million) on logFC (logarithm of fold change). 
These are binary logarithms. Marine vs freshwater dif-
ferential genes, with more than 95% statistical support, 
marked with red dots
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Fig. 2. Multi-dimensional scaling (MDS) plot of marine and 
freshwater stickleback based on normalized gene ex-
pression profiles in RNA-seq libraries. Marine samples are 
marked with red dots (M), freshwater samples are marked 
with blue ones. The indexes correspond to the RNA-librar-
ies index numbers

cDNA libraries, suitable for sequencing on the Illumina 
platform, were obtained for each group.

The total number of reads of 75 nucleotides in length 
was 85438630 and 110690898 in the libraries from the 
marine and freshwater samples, respectively. Nucle-
otide reads (177664427 in total) were mapped on the 
genes annotated in the G. aculeatus genome from the 

Table 2. Genes with the widest difference in expression level between marine and freshwater stickleback samples

Ensembl gene ID logFC logCPM P-value FDR
ENSGACG00000013714 -4.193912 10.693346 2.116876e-51 4.753656e-47
ENSGACG00000011986 -5.259545 11.215562 6.575861e-51 7.383376e-47
ENSGACG00000001275 3.860307 6.117474 2.371864e-46 1.775419e-42
ENSGACG00000014967 4.253744 6.943885 6.017277e-41 3.378099e-37
ENSGACG00000018764 -4.056880 9.038716 2.477170e-40 1.112547e-36
ENSGACG00000014959 4.706814 5.650018 7.523387e-40 2.815753e-36
ENSGACG00000003404 -4.617256 8.036567 5.344099e-37 1.714387e-33
ENSGACG00000001373 3.762800 5.512202 4.071101e-35 1.061745e-31
ENSGACG00000019813 5.816259 4.613614 4.255301e-35 1.061745e-31
ENSGACG00000014691 4.449242 4.901331 9.436192e-35 2.118991e-31

Note. logFC – binary logarithm of expression fold change, logCPM count per million – expression level characteristic, 
P-value – difference in expression, FDR – (false discovery rate) – P-value, normalized for multiple comparisons.
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Ensembl database. The information on the number of 
nucleotide reads obtained as a result of the experiment 
and the mapping statistics are presented in Table 1.

After mapping of the data on the G. aculeatus ge-
nome, the nucleotide reads mapped on each of the an-
notated three-spined stickleback genes were counted 
and the activity of each gene was normalized using the 
edgeR package.

A MDS (Multi Dimensional Scaling) graph was con-
structed using the data on the coverage of annotated 
genes; in this graph, the arrangement of the samples 

corresponds to the differences in the expression of 
their genes. There were significant differences in the 
expression of genes in marine and freshwater stickle-
back samples. At the same time, samples of each group 
formed a fairly tight cluster (with the exception of the 
M4 marine sample), which indicates good synchroniza-
tion of the physiological processes between the samples 
studied (Fig. 2). 

Differential expression was established using the 
edgeR package [26], which calculates the variance of 
the expression index for each gene. Genes were consid-
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Fig. 4. Heat map diagram of the 50 most differentially expressed genes in the gill samples of marine and freshwater 
three-spined sticklebacks. The expression values are normalized using CPM (count per million) measure. The heat map 
indicates up-regulation (red) and down-regulation (yellow). The columns represent individual tissue samples (M – ma-
rine, F – freshwater), and rows represent gene names. The marine and freshwater stickleback samples are grouped 
separately Differences in the grouping of marine and freshwater specimen are visible
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ered differently expressed if the difference between 
their activity and the mean was significantly higher 
than the variance. When calculating differential ex-
pression, the degree of gene activity is also important: 
for poorly expressed genes, the deviation from the 
mean should be higher for the difference in expression 
to be recognized as reliable. Figure 3 illustrates the in-
formation presented above: differentially expressed 
genes (red dots) are genes whose expression not only 
deviated significantly from the mean, but also was on a 
fairly high level.

When comparing marine and freshwater specimens, 
statistically significant differences were found in the 
expression of 2,982 out of 22,456 annotated genes of 
G. aculeatus (significance level 95%). The expression of 
1,304 genes was higher in marine stickleback, and the 
expression of 1,678 genes was higher in the freshwater 
form. Table 2 shows 10 genes with the highest differ-
ence in expression in individuals of different ecotypes.

Figure 4 graphically represents the results of the dif-
ferential analysis of 50 genes whose level of expression 
is most significantly different in the three-spined stick-
leback experimental groups. It was shown (similarly to 

Table 3. The intergenic distances for a whole gene set and differentially expressed genes in three-spined stickleback.

Chromosome
Length, b.p. 
according to 

Ensembl

Number of 
genes

Number of 
differentially 

expressed genes

Mean intergene 
distance, b.p.

Mean between 
differentially 

expressed 
genes, b.p. 

Р-value**

groupI 28185914 1647 150 9760533 10405738 < 2.2e-16
groupII 23295652 1158 113 7517040 7507226 0.8372
groupIII 16798506 1226 104 5325760 5764740 < 2.2e-16
groupIV 32632948 1719 171 11075843 10983967 0.04622
groupV 12251397 980 128 4198998 4022731 1.14e-13
groupVI 17083675 965 93 5605389 5223090 < 2.2e-16
groupVII 27937443 1726 183 9642342 10137264 < 2.2e-16
groupVIII 19368704 1177 128 6508569 6477095 0.387
groupIX 20249479 1374 149 6868532 6267635 < 2.2e-16
groupX 15657440 1050 107 5286434 5883914 < 2.2e-16
groupXI 16706052 1344 185 5543259 5455211 4.402e-05
groupXII 18401067 1301 116 6049383 6006811 0.2558
groupXIII 20083130 1303 137 6640756 6646041 0.8806
groupXIV 15246461 984 94 5118033 5192484 0.06052
groupXV 16198764 1026 114 5102727 5321175 2.422e-10 
groupXVI 18115788 1063 97 5635724 5357195 6.306e-12
groupXVII 14603141 929 93 4897567 4834424 0.08998
groupXVIII 16282716 1020 101 5251120 4896094 < 2.2e-16
groupXIX 20240660 1373 132 6414729 6790731 < 2.2e-16
groupXX 19732071 1259 113 5868160 5362585 < 2.2e-16
groupXXI 11717487 599 71 3488145 2936194 < 2.2e-16

*The analysis was performed for each chromosome separately. 
**The last column contains an indicator of the statistical significance of differences in the intergenic distance.

MDS-graph) that marine and freshwater specimens 
differ considerably in their level of expression of some 
genes (judging by the clustering of the samples at the 
top of the figure). Moreover, 50 of the analyzed genes 
are predominantly genes whose expression is enhanced 
in marine samples.

The results of the functional analysis are shown 
in Fig. 5. The genes which are UP-expressed (“over-
expressed”) in the gills of the marine stickleback 
deviate to the right of the point of origin, while 
DOWN-expressed genes deviate to the left. UP- and 
DOWN-expressed genes can be interpreted as marine 
and freshwater ones, respectively. In addition, among 
the genes differentially expressed in the marine form, 
the content of genes associated with transmembrane 
functions and the cytoskeleton, e.g. those associated 
with the activity of ionic and anionic channels, trans-
membrane transporters, substrate-specific transmem-
brane transport activity, as well as other categories as-
sociated with membranes, proved significantly higher. 
This is quite logical and can be attributed to the fact 
that the maintenance of intracellular homeostasis in 
different osmotic conditions requires significant activi-
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ty by transmembrane systems. Among the genes whose 
expression is increased in the freshwater form, there 
are many genes associated with the cell cycle: DNA 
replication, mitosis, chromosome segregation, as well 
as those associated with intracellular transport and mi-
crotubules. Differences in the processes of cell division 
can be associated with different rates of development 
of stickleback in the sea and in fresh water, which, in 
turn, can be defined by the temperature regime. How-
ever, this phenomenon requires further study and ex-
planation.

The content of genes associated with muscle activity 
is increased among the differentially expressed genes 
of the marine form, which can be explained, for ex-
ample, by the need for males of marine sticklebacks to 
migrate to the coast where the spawning takes place 
before the mating season, whereas in freshwater forms 
such movement is unnecessary, as spawning occurs di-
rectly in the habitat. The differences in the immune 
processes in the two forms of stickleback, apparently, 
may be due to differences in the freshwater and ma-
rine parasitic fauna that affects stickleback [28]. 
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Our results only weakly correlate with the data for 
other fish species [9, 11–13, 15]. Is this related to the 
methodological features of the functional analysis of 
the gene lists or do different species adapt differently 
to saline conditions? This issue remains open and re-
quires more in-depth studies. However, there is evi-
dence in favor of the idea that the response to changes 
in osmotic conditions can be individual. For example, a 
study of changes in gene expression in the gills of two 
related arctic char larvae (S. alpinus) revealed 1,045 
and 1,544 genes differentially expressed in each of 
these lines, respectively [16]. At the same time, only 
257 genes were common; i.e. in less than a quarter of 
the genes responding to changes in osmotic conditions 
expression changed in a similar way. And this in repre-
sentatives of just one species!

Based on the intergenic distances for a complete set 
of genes of three-spined stickleback and the distances 
between the genes participating in osmoregulation, 
the distribution of differentially expressed genes on 
the chromosome is indeed not accidental. For example, 
the distance between genes whose regulation varies 
with change in osmotic conditions does not statistical-
ly differ from the intergenic distances of other genes 
only in seven out of 21 chromosomes of three-spined 
stickleback (Table 3). This confirms the hypothesis that 
the genes in the eukaryotic genome are not distributed 
randomly but are combined into co-expressed clusters 
[17, 18]. This result suggests that we still do not know 
much about the structure of the eukaryotic genome. 

The previously published results of the search for 
single nucleotide polymorphisms associated with ma-
rine and freshwater forms in the genome of three-
spined stickleback [3, 4] showed that such polymor-
phisms are predominantly localized in small parts of 
the genome called “divergence islands.” We compared 
the localization of the differentially expressed genes 
we had identified with the position of the “divergence 
islands” involved in the adaptation of stickleback to 
fresh water. Out of 2,982 differentially expressed 
genes, 28 were found in the islands of adaptive diver-
gence, which is significantly higher than the number 
of random coincidences. All in all, there are 212 of the 
29,245 annotated three-spined stickleback genes in 
the divergence islets (according to the Poisson test, at 

P-value is 0.0001). This fact seems quite natural, since 
if there are single nucleotide polymorphisms in certain 
loci that differ in the marine and freshwater specimens 
of three-spined stickleback, then it is logical to assume 
that the expression of genes in these loci will differ as 
well with rather high probability, because some poly-
morphisms can be in the regulatory elements of these 
genes.

CONCLUSION
Summarizing the results presented in this work, let us 
emphasize that the use of modern methods of parallel 
sequencing to determine the activity of gene expression 
allowed us to identify an array of genes and the range 
of mechanisms involved in the process under study. 
Using the example of the adaptation of three-spined 
stickleback to changes in osmotic conditions, it has been 
shown that genes whose expression varies with the os-
motic response are actively involved in such process-
es as regulation of the cell cycle, membrane transport, 
immunity, muscle contractions, etc. At the same time, 
a comparison of the enriched categories of differen-
tially expressed genes with the results obtained earlier 
in other research centers reveals a low universality of 
the molecular mechanisms of adaptation to change in 
habitat conditions. This phenomenon requires further 
study.  
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INTRODUCTION
Retinitis pigmentosa and age-related macular degen-
eration, which result in progressive degeneration of the 
retina, are widespread visual disorders [1, 2]. Progres-
sion of these disorders leads to the death of rods and 
cones, while other types of neurons in the retina – gan-
glion, amacrine, bipolar and horizontal cells – survive 
(Fig. 1 A,B). Transmission of information to the brain 
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ceases due to the loss of photoreceptor cells; i.e., the 
visual function is lost. 

To this day, no curative treatment for these dis-
eases has been achieved. Therefore, new strategies 
aimed at visual restoration after complete photorecep-
tor degeneration are under active development. Sev-
eral approaches in dealing with the problem have been 
proposed. For example, implanted electronic retinal 

ABSTRACT Application of molecular photochromic ion channel blockers to recover the visual function of a 
degenerated retina is one of the promising trends in photopharmacology. To this day, several photochromic 
azobenzene-based compounds have been proposed and their functionality has been demonstrated on cell lines 
and knockout mouse models. Further advance necessitates testing of the physiological activity of a great num-
ber  of new compounds. The goal of this study is to propose animal models of photoreceptor degeneration that 
are easier to obtain than knockout mouse models but include the main features required for testing the phys-
iological activity of molecular photoswitches. Two amphibian-based models were proposed. The first model 
was obtained by mechanical deletion of the photoreceptor outer segments. The second model was obtained by 
intraocular injection of tunicamycin to induce the degeneration of rods and cones. To test our models, we used 
2-[(4-{(E)-[4-(acryloylaminophenyl]diazenyl}phenyl)amino]-N,N,N-triethyl-2-oxoethanammonium chloride 
(AAQ), one of the compounds that have been studied in other physiological models. The electroretinograms re-
corded from our models before and after AAQ treatment are in agreement with the results obtained on knockout 
mouse models and reported in other studies. Hence, the proposed models can be used for primary screening of 
molecular photochromic ion channel blockers.
KEYWORDS photoreceptor degeneration, retinal degeneration, photochromic ion-channel blockers, photophar-
macology, vision.
ABBREVIATIONS AAQ – 2-[(4-{(E)-[4-acryloylaminophenyl]diazenyl}phenyl)amino]-N,N,N-triethyl-2-oxoethan-
eammonium chloride acrylamide-azobenzene-quaternary ammonium; ERG – electroretinogram.
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prostheses have been shown to partially restore visual 
function in patients with total vision loss [4]. Transplan-
tation of stem cells into the retina has restored reaction 
to light in blind mice [5]; transplantation of the retinal 
pigment epithelium has allowed to enhance vision in 
patients with age-related macular degeneration [6]. 
Another approach, the optogenetic one, implies incor-
poration of light-sensitive proteins into the retinal neu-
rons using genetic engineering methods. These can be 
bacterial opsins (light-activated ion channels) or hybrid 
proteins containing light-sensitive domains of visual 
pigments and the C-terminal domains of metabotropic 
receptors that induce intracellular signaling. Both op-
togenetic methods lead to partial restoration of light-
induced processes [7, 8].

However, all these approaches are characterized ei-
ther by high invasiveness or by the irreversibility of 
adverse side effects. An alternative method for the 
restoration of the visual function of the retina with de-
generated photoreceptors has been recently proposed. 
It involves the injection of photosensitive molecules 
into the retina, which can bind to the voltage-depen-
dent potassium channels in the membrane of survived 
cells (ganglion, amacrine, bipolar and horizontal ones). 
However, the latter three types of cells have no direct 
access to ganglion cells; for this reason, they will not 
be further considered in this work. The bound mole-
cule exists in the trans-form and blocks the ion cur-
rent through the channel, until a photon with a specific 
wavelength is absorbed. The photochromic compound 
then isomerizes into its cis-form that does not block an 
ion channel, thus inducing an ionic current, changing 
the membrane potential, and generating a photores-

ponse (Fig. 2). The molecule isomerizes back into its sta-
ble trans-form either in darkness or under illumination 
with light of a longer wavelength [10]. Thus, the cells 
activated by the photochromic blocker start to respond 
to light stimulation in a specific range of wavelengths 
in order to restore afferent signaling from the eye to 
the brain (Fig. 1C). 

The promise of such an approach has been demon-
strated in electrophysiological experiments on HEK293 
cells expressing potential-dependent potassium chan-
nels and on cultured hippocampal neurons [11]. In both 
cases, the cells acquired photosensitivity. Experiments 
with blind rd1 mice with a knockout Pde6b gene dem-
onstrated a response to light stimulation in an isolat-
ed retina and a retina incubated with a photochromic 
compound and a change in the behavioral response to 
light in animals that had received an intraocular injec-
tion of the drug [12, 13].

Further research in this direction requires physio-
logical screening of a large number of compounds to se-
lect the most effective ones. For this reason, an animal 
model of photoreceptor-specific retinal degeneration 
that is simpler than the model with knockout mice is 
required. We have created two new amphibian-based 
models. The first model was obtained by mechanical 
removal of its photoreceptor outer segments. In the 
second model, the degeneration of rods and cones was 
achieved by intraocular injection of antibiotic tunica-
mycin. Tunicamycin is known to disturb opsin glyco-
sylation and the formation of membrane discs in outer 
photoreceptor segments, which leads to their degrada-
tion within 15–25 days [14, 15]. The advantage of this 
model over the mouse models mentioned above consists 

Fig. 1. A schematic image of the 
retina. A – intact retina; B – retina 
with degenerated photorecep-
tors; C – retina with degenerated 
photoreceptors after the injection 
of photochromic compounds. 
GC – ganglion cells, AC – ama-
crine cells, BC – bipolar cells, PR 
– photoreceptors, hv – incident 
light. The light-sensitive cells are 
marked with hatching. Because 
the horizontal cells do not have 
direct access to the ganglion 
cells, they are not shown in the 
figure. The figure is adapted from 
ref. [3] (with changes)
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in the simplicity of manipulations with the retina of 
cold-blooded animals compared to warm-blooded ones. 

Several models of photoreceptor degeneration in 
cold-blooded animals have been developed thus far, 
but all of them use fish [16], including the models that 
use tunicamycin injections. Yet, performing intravital 
control over retinal degeneration is more complicated 
for a fish-based model than it is for amphibian-based 
ones.

EXPERIMENTAL

Synthesis of acrylamide-azobenzene-
quaternary ammonium (AAQ, scheme)

4-[(E)-(4-Nitrophenyl)diazenyl]aniline (1a). 4-Nitroan-
iline (16.9 g, 0.12 mol) was partially dissolved in a mix-
ture of water (50 mL) and concentrated aqueous HCl 
(50 mL) under heating in a water bath. The mixture 
was then cooled by pouring it into iced water, and a so-
lution of sodium nitrite (8.4 g, 0.12 mol) in water (31 mL) 
was added under cooling on an ice bath. The resulting 
homogeneous mixture was stirred for 1 h; an ice-cold 
solution of aniline (11.4 g, 0.12 mmol) in a mixture of 
water (122 mL) and concentrated aqueous HCl (25 mL) 
was then added drop-wise for 30 min at 0–5 °C. After 
stirring in the ice-water bath for 2 h, the mixture was 
neutralized with aq. NH

3
. The resulting mixture was 

filtered and washed with water and ethanol. The red–
brown powder was dried in vacuo to give (1a) with a 
66% yield. R

f
 = 0.74 (hexane–ethyl acetate 1:1 v/v). 

1H NMR (400 MHz, CDCl
3
): δ 4.41 (Br. s, 2H), 6.63 (d, 

J = 8.1 Hz, 2H), 7.88 (d, J = 8.1 Hz, 2H), 8.08 (d, J = 8.7 
Hz, 2H), 8.35 (d, J = 8.7 Hz, 2H).

4,4’-(E)-Diazene-1,2-diyldianiline (1b). A solution of 
amine (1a) (5.0 g, 18.5 mmol) and sodium sulfide nona-
hydrate (9.80 g, 37 mmol, 2 equiv) in ethanol (300 ml) 
was refluxed for 3 h. The solvent was evaporated un-
der vacuum. The obtained brown oil was re-dissolved 
in a mixture of water (250 ml) and brine (15 ml). The 
product was extracted with ethyl acetate (3 x 100 ml), 
dried over magnesium sulfate, concentrated (to about 
50 ml), and passed through a short pad of silica gel 
(25 g). Compound (1b) (3.2 g, 80%) was obtained as a 
reddish solid (mp. 234-237°C). R

f
 = 0.55 (hexane–ethyl 

acetate 1:1 v/v). 1H NMR (400 MHz, DMSO-d
6
) δ 5.73 (s, 

4H), 6.61 (d, J = 8.7 Hz, 4H), 7.52 (d, J = 8.7 Hz, 4H). 13C 
NMR (100 MHz, DMSO-d

6
) δ 113.3, 124.2, 142.8, 151.4.

N-{4-[(E)-(4-Aminophenyl)diazenyl]phenyl}acrylamide 
(2a) and N,N’-[(E)-diazene-1,2-diylbis(4,1-phenylene)]
bisacrylamide (2b). A solution of acryloyl chloride in 
dichloromethane (0.38 ml, 4.7 mmol) was added drop-
wise to a solution of amine (1b) (1.0 g) in dichlorometh-
ane (200 ml) at 0°C. The obtained reaction mixture was 
stirred at room temperature for 12 h. After that, the 
solvent was evaporated. The products were analyzed 
by thin-layer chromatography (TLC) and then sepa-
rated by column chromatography using silica with hex-
ane: ethyl acetate as an eluent. 

Compound (2a): orange-red solid (19%); 1H NMR 
(400 MHz, DMSO-d

6
): 4.72 (s, 2H), 5.78 (dd, J = 10 and 

2 Hz, 1H), 6.31 (dd, J = 17 and 2 Hz, 1H), 6.47 (dd, J = 17 
and 10 Hz, 1H), 7.65 (d, J = 8.7, 2H), 7.79-7.94 (m, 6H), 
10.34 (s, 1H). 13C NMR (100 MHz, DMSO-d

6
): 114.6 (2C), 

121.3 (2C), 124.2 (2C), 125.7, 127.9 (2C), 132.4, 141.3, 
145.3, 149.9, 152.5, 164.5. HRMS (ESI): m/z [M + H]+ 
calcd for C

15
H

16
N

4
O: 268.1319, found: 268.1324.

Compound (2b): brown-red solid (42%); 1H NMR 
(400 MHz, DMSO-d

6
): 5.82 (dd, J = 10 and 2 Hz, 2H), 

6.33 (dd, J = 17 and 2 Hz, 2H), 6.50 (dd, J = 17 and 
10 Hz, 2H), 7.85–7.93 (m, 8H), 10.51 (s, 1H). HRMS (ESI): 
m/z [M + H]+ calcd for C

18
H

18
N

4
O

2
: 322.1424, found: 

322.1431.

N-[4-((E)-{4-[(2-Chloroacetyl)amino]phenyl}diazenyl)
phenyl]acrylamide (3). A solution of chloroacetyl chlo-
ride (0.17 ml, 1.2 equiv.) in dichloromethane (5 ml) was 
added to a vigorously stirred solution of amine (2a) 
(1.8 mmol, 0.5 g) and DIPEA (0.9 ml, 3 equiv.) in dichlo-
romethane (15 ml) at 0°C. The reaction mixture was 
stirred at room temperature for 12 h, quenched with 
water, and mixed with dichloromethane (2 × 20 ml). 
The combined organic layers were washed with a 5% 
aqueous HCl solution (15 ml) and water (15 ml), dried 
over sodium sulfate, and evaporated. The crude prod-
uct was purified by flash chromatography using silica 
with hexane-ethyl acetate as an eluent to give rise to 

Fig. 2. The mechanism of action of molecular photo-
chromic compounds on K+ channels. A – the trans-form 
of the photochromic compound blocks the flow of ions 
through the channel, B – the cis-form does not prevent 
the flow of ions. The transition from one conformation to 
another takes place after light of a specific wavelength has 
been absorbed. The figure is adapted from ref. [9] (with 
changes)
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(3) as a red solid with a 53% yield. 1H NMR (400 MHz, 
DMSO-d

6
): δ 4.32 (s, 2H), 5.83 (dd, J = 10 and 2 Hz, 1H), 

6.32 (dd, J = 17 and 2 Hz, 1H), 6.50 (dd, J = 17 and 10 Hz, 
1H), 7.81–7.90 (m, 8H), 10.48 (s, 1H), 10.64 (s, 1H). HRMS 
(ESI): m/z [M + H]+ calcd for C

17
H

17
ClN

4
O

2
: 344.1035, 

found: 344.1031.

2-[(4-{(E)-[4-(acryloylaminophenyl]diazenyl}phenyl)
amino]-N,N,N-triethyl-2-oxoethanammonium chloride 
(4, AAQ). Triethylamine (0.2 mL) was added to the so-
lution of compound (3) (0.3 g, 0.9 mmol) in dimethylfor-
mamide (5.0 mL). The mixture was then heated for 12 h 
at 50°C in a nitrogen atmosphere. The reaction mixture 
was cooled to room temperature, and the solvent was 
removed in vacuo. The resulting red solid was dissolved 
in distilled water, and the insoluble precipitate was fil-
tered off. Water was removed under vacuum to obtain 
pure compound (4) as a red solid with a 45% yield. 1H 
NMR (400 MHz, D

2
O): δ 1.12 (t, J = 7 Hz, 9H), 3.37 (m, 

6H), 4.35 (s, 2H), 5.77 (dd, J = 10 and 2 Hz, 1H), 6.29 (dd, 
J = 17 and 2 Hz, 1H), 6.47 (dd, J = 17 and 10 Hz, 1H), 
7.69–7.75 (m, 4H), 7.82-7.89 (m, 4H), 11.71 (s, 1H), 12.11 
(s, 1H). 13C NMR (100 MHz, D

2
O): 7.8 (3C), 53.3, 56.5 (3C), 

120.5 (2C), 121.1 (2C), 123.2, 125.2 (2C), 128.8 (2C), 132.8, 
141.8, 142.6, 148.5, 149.7, 160.4, 163.9. HRMS (ESI): m/z 
[M – Cl]+ calcd for C

23
H

31
N

5
O

2
: 409.2472, found: 409.2469. 

The models of photoreceptor degeneration 
in cold-blooded animals
Marsh frogs (Rana ridibunda) caught in the Astrakhan 
Region of Russia were used in our experiments. The 
animals were kept in the vivarium of the Institute at 
20°C and 12/12 light cycle; they were fed flour worms.

The model with mechanical 
removal of photoreceptors
First, the method of mechanical removal of the photo-
receptor layer from the retina was tested. The retina 
extracted from the eyecup was placed on a filter paper 
sheet with the photoreceptors on the paper surface. 
The outer segments of the photoreceptors are connect-
ed to the inner segment layers by a thin cilium that can 
be easily broken. Thus, we just needed to remove the 
paper with the photoreceptor layer on it to obtain a ret-
ina model devoid of light-sensitive outer photoreceptor 
segments.

The obtained model was tested in electrophysiologi-
cal experiments. The preparation was placed in a cham-
ber filled with an amphibian Ringer solution. Two iden-
tical silver/silver chloride electrodes (World Precision 
Instruments, Inc., USA) in contact with the medium 
from different sides of the retina were used for tran-
sretinal ERG recording. The composition of the Ring-
er solution for preparations of the isolated retina was 

as follows: 90 mM NaCl, 2.5 mM KCl, 1.4 mM MgCl
2
, 

10 mM glucose, 1.05 mM CaCl
2
, 5 mM NaHCO

3
, 5 mM 

HEPES, 0.05 mM EDТA, and 50 mg/l bovine serum al-
bumin. White (415–745 nm) and ultraviolet (UV, 365 
nm) LEDs were used for stimulation. Signal intensity 
was controlled by changing the electric current flowing 
through the LEDs and by using neutral-density filters. 
ERG was recorded with 5 ms sampling for each point 
with analogous filtration in the 0–100 Hz band using an 
8-pole Bessel filter. The experimental setup controlling 
program was custom written in the laboratory using 
Microsoft Visual Basic 96.

The model of the retina without photoreceptors was 
tested using a AAQ photochromic compound whose 
efficiency was known from the study performed on 
knockout mice [12]. The retina was placed in a chamber 
filled a witha 1 mM AAQ solution (the Ringer solution 
was used as a solvent) and incubated for 30 min. The 
chamber containing the retina sample was then filled 
with a pure Ringer solution, and ERG was recorded. 
AAQ is known to change conformation under illumina-
tion with a 365-nm wavelength (Fig. 3). For this reason, 
the sample was tested using brief flashes and long ex-
posures to UV LED. Green light was used as the control 
signal (520 nm, white LED with an appropriate color 
filter). 

The model of tunicamycin-induced 
photoreceptor degeneration
A tunicamycin solution (Sigma, 1 μg of the antibiotic 
per 10 g of frog weight) in DMSO at a concentration of 
0.5 mg/ml was injected into one eye of the frogs. The 
second eye was used as the control; the same volume 
of pure DMSO was injected into it. In vivo ERG was 
recorded 2 h after the injection and then subsequently 

Fig. 3. A – spectrum of the trans-form of AAQ in the am-
phibian Ringer solution; B – the structural formula of AAQ
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with a 7-day interval. Before the injections and ERG 
recordings, the frogs were anesthetized with a MS-222 
drug (Sigma, 1 mg/ml aqueous solution). Recording 
from the surface of the eye cornea was performed us-
ing the same experimental setup as the one used for 
ERG recordings from the isolated retina. To achieve 
such recordings, a silver wire electrode that was in con-
tact with the cornea through a conductive ophthalmic 
gel was used; a white diffuser ensuring a uniform dis-
tribution of light over the pupil area was employed. A 
silver wire electrode inserted into the oral cavity of the 
animal was used as the control electrode. Light stimu-
lation was performed with short (10 ms), white LED 
flashes. Thus, the entire process of photoreceptor de-
generation was monitored. After the photoresponse in 
animals had disappeared, they were decapitated and a 
preparation of the retina devoid of photoreceptors was 
obtained. The parameters (sampling and the filtering 
band) were the same as those used during ERG record-
ing from the isolated retina with mechanically removed 
photoreceptors.

The retina preparation extracted from the eye that 
had been exposed to tunicamycin and lost photosensi-
tivity was additionally tested for lack of ERG in Ringer 
solution and then in a the presence of a photochromic 
compound, AAQ, in the same manner as the model 
with mechanically removed photoreceptors. 

Morphological control over 
photoreceptor degeneration
After the photoresponse in the tunicamycin-exposed 
eye had disappeared, the eyecups of three decapitated 
frogs were taken for the subsequent histological in-
vestigation. The fixation protocol was the same as  de-
scribed by Sillman et al. [18]. The eyecups were placed 
into a 1% glutaraldehyde solution in 0.1 M phosphate 
buffer for 1.5 h. The preparations were then rinsed 
with a 4% paraformaldehyde solution in 0.1 M phos-
phate buffer for 4 h and kept in a 1% paraformalde-
hyde solution for several weeks. The preparations were 
then washed with 0.1 M phosphate buffer, dehydrated 
with ethanol, and fixed in a LR White epoxy resin (Flu-
ka). Slices (1–3 μm thick) were prepared using an LKB 
ultramicrotome, stained with toluidine blue, and as-
sessed by light microscopy to identify the layer of pho-
toreceptor cells.

RESULTS AND DISCUSSION

Synthesis of acrylamide-azobenzene-
quaternary ammonium (AAQ)
Water-soluble acrylamide-azobenzene-quaternary 
ammonium was synthesized in several simple stages 
from simple and easily accessible compounds. The azo 

group was inserted via the reaction of the correspond-
ing diazonium salt with aniline (scheme). The obtained 
4-nitroazobenzene (1a) was reduced to 4,4’-diaminoa-
zobenzene (1b) with sodium sulfide in boiling ethanol 
(scheme). Monosubstituted 4,4’-diamonoazobenzene 
(2a) was obtained via the reaction between azoben-
zene (1b) and acrylic acid chloride. The corresponding 
diadduct was formed as a by-product of this reaction 
(2b) (scheme). A quaternary ammonium cation was in-
serted into the target product in two stages (scheme). 
The amide (3) was produced in the reaction between 
aminoazobenzene (2a) and chloroacetic acid. The re-
action between the resulting chloroacetyl chloride and 
triethylamine gave rise to target compound (4), (AAQ) 
with moderate yields.

Photoreceptor degeneration models 
in cold-blooded animals
The model with mechanical removal of photoreceptors. 
An ERG of the intact retina sample contains both ex-
pected components: a-wave characterizing the hyper-
polarization of photoreceptors and b-wave arising from 
the function of Müller cells and bipolar cells (Fig. 4A). 
Either a lack of response to UV and visible light stimu-
lation or weak residual responses with an amplitude of 
several μV is observed after the photoreceptor layer 
has been mechanically removed (Fig. 4). The residual 
response retains only the b-wave, while the a-wave 
completely disappears (Fig. 5A, C). These results dem-
onstrate that the employed approach allows one to ob-
tain a working model of retinal degeneration which can 
be used in further studies. 
Results of incubation in AAQ solution. As expected, 
stimulation of a retina sample after its incubation in the 
AAQ solution with green light led to naught response 
(Fig. 5B). No response to brief flashes of UV light oc-

Fig. 4. A – ERG of the intact retina preparation in response 
to light stimulation. B – ERG of the retina preparation after 
mechanical removal of photoreceptors. Stimulation was 
performed with green light (520 nm; duration of the flash, 
10 ms; flash intensity, 2.9 × 106 photons/μm2/s). The mo-
ment of flash is shown with a triangle

b-wave

a-wave

А� B

100
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curred, while long-term UV light stimulation led to a 
response pointed in the same direction as a normal ERG 
a-wave with an amplitude ranging from 10 to 100 μV 
(Fig. 5D). This response ceased right after the illumi-
nation had been turned off. The potential had either 
never returned to its initial value or the process was 
very slow. The amplitude of the occurring response de-
pended on the intensity of the light stimuli: the higher 
the intensity of the UV stimuli, the larger the change in 
the potential was (Fig. 6).

The model of tunicamycin-induced 
photoreceptor degeneration
Injections of tunicamycin led to a progressing decrease 
in the response amplitude to brief flashes of light (Fig. 
7). As one can see in Fig. 7, panel a, the ERG amplitude 
for the eye with tunicamycin injection gradually de-
creased and completely disappeared on days 14–21. On 
the contrary, the ERG of the control eye into which a 
pure solvent (DMSO) was injected (Fig. 7, panel b) did 
not change. 

Scheme. Synthesis of acrylamide-azobenzene-quaternary ammonium
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Microscopy of the eyecup slices confirmed that ex-
posure to tunicamycin caused selective degeneration 
of photoreceptor cells. In Fig. 8A showing a transverse 
section of the eyecup from the control eye (DMSO in-
jection), all retinal layers are well-distinguishable. In 
the retina of the eye exposed to tunicamycin, the layer 
of photoreceptor cells is absent (Fig. 8B) but bipolar, 
amacrine, and ganglion cells remain. Therefore, such a 
degeneration model can be used to test molecular pho-
tochromic compounds. The isolated retina of the eye ex-
posed to tunicamycin responded to stimulation with nei-
ther green nor UV light (Fig. 9 A,C), which is consistent 
with the results of in vivo ERG recordings and shows 
that the performed manipulations yielded the desired 
result: a model of photoreceptor degeneration was ob-
tained.

Results of incubation in AAQ solution
Incubation in the AAQ solution induced a response to 
long-term UV illumination unidirectional to that of a 
normal ERG a-wave, with an amplitude of 10–30 μV 
(Fig. 9 B,D), similar to the model of retina with me-
chanically removed photoreceptors. The signal re-
corded after the illumination was turned off remained 
stable, thus indicating that the nature of the response 
is identical to that of the model with mechanically re-

Fig. 5. Comparison of the 
trans-retinal ERG of retina 
with mechanically removed 
photoreceptors that occurs 
in response to green and 
UV light stimuli in a pure 
Ringer solution (A,C) and 
after 30 min of incubation 
in 1 mM AAQ (B,D). The 
scheme of stimulation is 
given for each plot. The 
stimulation duration is 5 s. 
The intensity of green light 
(520 nm) is 2.9 × 108 pho-
tons/μm2/s; the inten-
sity of UV light (365 nm), 
6.5 × 108 photons/μm2/s

А� B

C� D

Pure Ringer solution After incubation with AAQ

10
µV
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Darkness Green light UV light

Fig. 6. The response of the retina with mechanically re-
moved photoreceptors to long-term (5 s) UV illumination 
(365 nm) of differing intensity after incubation with AAQ. 
A – intensity, 2.7 × 108 photons/μm2/s, B – intensity, 
6.5 × 108 photons/μm2/s

Darkness UV light

20
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moved photoreceptors. Stimulation with green light did 
not lead to any response. 

The results show that AAQ restores photosensitivity 
to a model preparation in the near-UV region, possibly 
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Fig. 7. ERG registered from the cornea of an anesthetized 
frog at different periods of time post-injection. A, C, E, 
G – from the eye into which tunicamycin was injected; B, 
D, F, H – from the eye into which only DMSO was inject-
ed. Stimulation with white light (range, 415–745 nm); flash 
duration, 10 ms; intensity, ~9 W/μm2 of the pupil area. 
The moment of flash is shown with a triangle

Fig. 8. Light microscopy imag-
es of retina preparations. A – 
the retina of the control eye 
into which DMSO was inject-
ed. B – the retina of the eye 
into which tunicamycin was 
injected. PE – pigment epi-
thelium, GC – ganglionic cells, 
AC – amacrine cells, BC – 
bipolar cells, PR – photore-
ceptors. The photoreceptor 
layer is absent, but other cell 
types remained in the retina 
exposed to tunicamycin
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its application accelerates the screening of photochro-
mic compounds. On the contrary, tunicamycin-induced 
photoreceptor degeneration is a gradual process and 
the changes inherent to common retina-degeneration 
diseases, such as retinitis pigmentosa or age-related 
macular degeneration, have time to occur [19]. There-

via light-dependent regulation of ion channels by the 
photochromic compound. Both models of degenerated 
retina yield similar results. 

CONCLUSIONS
In this study, we have introduced two experimental 
models of photoreceptor degeneration that can be used 
for the primary screening of new molecular photochro-
mic potassium channel blockers. 

The findings on the effect of AAQ on ERG obtained 
in this study show good agreement with the results re-
ported by other authors who demonstrated that this 
compound is able to impart photosensitivity in the 
UV region to the degenerated retina [12]. The effect 
of molecular photochromic compounds demonstrated 
by the authors was as follows: the frequency of spike 
generation by ganglion cells increased significantly un-
der long-term UV stimulation (a multi-electrode array 
was used for recording), while returning to the initial 
level after the light had been turned off or replaced 
with green light. We have demonstrated in this study 
that a different pattern is observed upon alternation 
of UV stimulus and a dark cycle or a UV stimulus and 
green light: the potential changes only during exposure 
to UV, while signal intensity remains stable under dark 
conditions or under illumination with green light but 
does not return to its initial level (Fig. 10). 

Our data also indicate that AAQ cannot be regarded 
as a substance for vision restoration to be used in clini-
cal practice not only because it is unable to function 
under light visible to the human eye, but also due to its 
ultra-slow response to a light stimulus. However, the 
amphibian-based models of photoreceptor degenera-
tion proposed in this work can be used to test new com-
pounds and identify the most promising ones. The ap-
proach with mechanical photoreceptor removal allows 
one to quickly obtain a model preparation; therefore, 
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fore, the tunicamycin model allows one to study the ac-
tion of molecular photochromic compounds on a model 
that is closer to a degenerated retina.

The model of tunicamycin degeneration can be fur-
ther tested using laboratory rats in order to obtain a 
model that would be more valid for humans and to in-
vestigate the effect of these compounds on the retina of 
warm-blooded animals. Attempts to create a model of 
tunicamycin photoreceptor degeneration on rats have 
already been reported [20], but the action of molecu-
lar photochromic compounds under this model has not 
been studied yet.   

Fig. 9. Comparison of the 
transretinal ERG of the reti-
na degenerated after being 
exposed to tunicamycin, 
which occurs in response to 
illumination with green and 
UV light in a pure Ringer 
solution (A, C) and after 
30 min of incubation in 1 mM 
AAQ (B, D). The scheme of 
light stimulation is given for 
each diagram. Duration of 
each light stimulation is 5 s. 
The intensity of green light 
(520 nm) is 2.9 × 108 pho-
tons/μm2/s; the intensity 
of UV light (365 nm) is 6.5 × 
108 photons/μm2/s

Pure Ringer solution After incubation with AAQ

А� B

C� D

Darkness Green light UV light

2 s

10
µV

Fig. 10. A –ERG of the retina 
degenerated after being exposed 
to tunicamycin under alteration of 
UV illumination (365 nm) and dark 
cycles after 30 min of incubation in 
1 mM AAQ. B – ERG of the retina 
with mechanically removed pho-
toreceptors under alteration of 
illumination with UV (365 nm) and 
green light (520 nm) after 30 min 
of incubation in 1 mM AAQ. The 
scheme of light stimulation is given 
for each diagram. The intensity of 
green light is 2.9 × 108  photons/
μm2/s; the intensity of UV light is 
6.5 × 108 photons/μm2/s

А B

Darkness Green light UV light

5 s 3 s

5
µV

20
µV
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INTRODUCTION
The development a new generation of vaccines capable 
of providing protection against various influenza A vi-
ruses, as well as severe forms of influenza A, for at least 
5 years is a global challenge. Influenza A conserved 
proteins (M2, HA2, M1, NP) have emerged as promis-
ing targets for vaccine design. A number of studies that 
have assessed the highly conserved ectodomain of the 
M2 protein (M2e) of the influenza A virus as a vaccine 
antigen have shown potent immunogenicity and effica-
cy in animals, as well as safety and immunogenicity in 
humans [1–7]. М2е-based vaccines are not for prophy-
lactic use and do not prevent infection, but they reduce 
clinical signs by limiting virus replication and offering 
cross-protection [8–11]. The protection offered by M2e-
based vaccines is attributed to antibody production [8, 

10, 12, 13]. The mechanism of M2e-induced immunity is 
mediated by antibody-dependent cellular cytotoxicity 
and antibody-dependent cell mediated phagocytosis. 
In contrast to anti-HA antibodies, anti-М2е-antibodies 
do not prevent virus infection and are not neutralizing, 
but they can eliminate infected cells by an antibody-
dependent cellular cytoxicity mechanism and thus re-
duce viral replication [9, 11, 14].

Recently, an enormous research effort has been fo-
cused on the HA2 subunit conserved within the phylo-
genetic group that mediates the fusion of cellular and 
viral membranes in endosomes, resulting in entry of 
the ribonucleic complex into the cytoplasm [15]. Mono-
clonal antibodies that react with the epitopes localized 
in the stem region of HA are cross-reactive and can 
neutralize influenza viruses within one phylogenetic 
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ABSTRACT The ectodomain of the M2 protein (M2e) and the conserved fragment of the second subunit of hemag-
glutinin (HA2) are promising candidates for broadly protective vaccines. In this paper, we report on the design of 
chimeric constructs with differing orders of linkage of four tandem copies of M2e and the conserved fragment of 
НА2 (76–130) from phylogenetic group II influenza A viruses to the C-terminus of flagellin. The 3D-structure of 
two chimeric proteins showed that interior location of the M2е tandem copies (Flg-4M2e-HA2) provides partial 
α-helix formation nontypical of native М2е on the virion surface. The C-terminal position of the М2е tandem 
copies (Flg-HA2-4M2e) largely retained its native M2e conformation. These conformational differences in the 
structure of the two chimeric proteins were shown to affect their immunogenic properties. Different antibody 
levels induced by the chimeric proteins were detected. The protein Flg-HA2-4M2e was more immunogenic as 
compared to Flg-4M2e-HA2, with the former offering full protection to mice against a lethal challenge. We 
obtained evidence suggesting that the order of linkage of target antigens in a fusion protein may influence the 
3D conformation of the chimeric construct, which leads to changes in immunogenicity and protective potency.
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ABBREVIATIONS M2e – ectodomain of M2 protein of influenza A viruses, HA – hemagglutinin, HA2 – second 
subunit of hemagglutinin, Flg – flagellin, BALF – bronchoalveolar lavage fluid, ELISA – enzyme-linked im-
munosorbent assay, OD – optical density, GMT – geometric mean titer, TCID50 – 50% tissues cytopathogenic 
infectious virus dose.
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group [16–22]. There are studies that have been de-
voted to the search for the most promising epitopes 
HA2 of influenza A viruses I and II phylogenetic groups 
(amino acid residues (aa) 38–59, 23–185, 1–172, 76–
103, 35–107). The identification of these sites allowed 
researchers to design recombinant proteins [23–27]. 
Animal studies have shown that such proteins elicit 
both humoral and cytotoxic T-cell mediated responses. 
Moreover, they protect animals against a lethal chal-
lenge from homologous and heterologous influenza A 
viruses from one phylogenetic group. 

However, a vaccine carrying several conserved pro-
tein epitopes which induce humoral and T-cell-mediat-
ed responses and neutralize a broad range of influenza 
virus strains would offer a more effective protection.

Flagellin represents an appropriate platform for the 
development of recombinant vaccines against various 
pathogens of viral and bacterial origin [2, 28]. The adju-
vant effect of flagellin is mediated via the TLR5 signal-
ing pathway in CD11c+ antigen-presenting cells, which 
explains the increase in the immunogenic potential of 
antigens fused to flagellin and the ability to enhance 
the CD4+ T-mediated humoral response [28–31]. The 
role of flagellin as a vaccine platform and an adjuvant 
at the same time has been demonstrated in multiple 
infection models, including influenza [2, 6, 27, 32–34]. 

In this study, we report on the eventuality of pro-
ducing a recombinant protein containing conserved 
epitopes of the M2 and HA proteins fused to the C-
terminus of full-length flagellin. We designed two 
chimeric proteins with differing orders of linkage of 
four tandem copies of M2e and a conserved fragment 
of НА2 (76–130) from phylogenetic group II influenza 
A viruses to the C-terminus of flagellin. We compared 
the effect of different insertion points of the target an-
tigens into flagellin on the structure, stability, and im-
munogenicity of the recombinant proteins.

EXPERIMENTAL SECTION 

Selection of a conserved HA2 region from 
influenza A virus phylogenetic group II
A search for amino acid sequences for our anal-
ysis was carried out using the GenBank and GI-
SAID databases. In order to construct consensus-
es, sequences were aligned using the MAFFT server 
(http://mafft.cbrc.jp/alignment/server/index.html) 
and using either the FFT-NS-I or FFT-NS-2 algorithm 
(depending on the number of sequences) [35] and ana-
lyzed using the Unipro UGENE v.1.14.0 software [36]. 
Alignment and sequence analysis were performed us-
ing the Vector NTI (v10.0) software (Invitrogen, USA). 
A search for experimental B-cell and CD4+ T-cell 
epitopes homologous to HA2 fragments was performed 

in the Immune Epitope Database [37]. A search for pos-
sible CD8+ T-cell epitopes was conducted using the 
NetCTLpan 1.1 server [38] with default search param-
eters. Three-dimensional HA structure (4JTV models - 
4O5I A/Victoria/06/2011 H3N2 - from the RCSB Pro-
tein Data Bank) was visualized using the Chimera (1.9) 
[39]. Visualization of the three-dimensional structures 
of recombinant proteins was carried out using Chimera 
1.5.3 [39]. For homology modeling of the 3D structure of 
recombinant proteins on primary sequence we used the 
open web resource Phyre2 [40].

Construction of expression vectors 
The pQE30 plasmid (Qiagen) was used to construct vec-
tors for the expression of chimeric proteins with dif-
ferent insertion points of target antigens. The chimeric 
protein Flg-4M2e-HA2 contains flagellin (Flg) from 
Salmonella typhimurium, carrying at the C-terminus 
four copies of the M2e peptide (two copies M2e con-
sensus among human influenza viruses A – M2eh and 
two copies of M2e from A/H5N1 – M2ek) and the HA2 
subunit conserved region of influenza A viruses from 
the second phylogenetic group. In the second chimeric 
protein Flg-HA2-4M2e, the HA2-fragment was linked 
first to the C-terminus of flagellin, followed by four 
М2е copies. The chimeric genes were designed using 
common genetic engineering techniques. The flagellin 
gene was amplified from the S. typhimurium genome 
by PCR and cloned. Nucleotide sequences encoding 
the consensus HA2 sequence (aa 76–130) of influenza 
A viruses of phylogenic group II and tandem copies 
of М2е were synthesized in vitro. The HA2 expression 
in Escherichia coli cells was codon-optimized. As a re-
sult, vectors expressing pQE30_Flg_HА2_4М2е and 
pQE30_Flg_4М2е_HA2 were prepared. 

Expression and purification of chimeric proteins
The E. coli strain DLT1270 was transformed with the 
pQE30/Flg-HA2-4M2e and pQE30/Flg-4M2e-HA2 
plasmids for chimeric proteins expression. The strains 
DLT1270 are derived from DH10B [41] containing the 
lactose repressor gene lacI intergrated into the bac-
terial genome. E. coli strains were grown in a LB me-
dium supplemented with ampicillin until the mid-log 
phase (OD600

 = 0.4–0.7) at 37°C, followed by induction 
with IPTG at a concentration of 0.1 mM and culturing 
for another 4 h at 37°C. The cells were treated with 
lysozyme. The produced chimeric proteins were puri-
fied from lysed cells by metal-affinity chromatography 
on a Ni-column. 

Electrophoresis and western-blot 
Polyacrylamide gel electrophoresis (PAGE) was run 
under denaturing conditions according to the Laemmli 
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protocol [42]. Protein samples were mixed with a sam-
ple buffer containing beta-mercaptoethanol, boiled 
for 7 min, and separated on a 8-16% acrylamide gra-
dient gel. The electrophoresis was run at 10-12 mA 
for 1.5 h. The gel was fixed in 10% acetic acid. Protein 
bands were visualized by staining with Coomassie 
G-250 for 18 h. The proteins were electro-transferred 
onto a nitrocellulose membrane (BioRad, USA) in a 
transfer buffer (TB) (0.03 M glycine, 0.04 M Tris, 0.037% 
sodium dodecyl sulfate, 20% ethanol). The transfer 
was performed in a Bio-Rad Mini Trans-Blot system 
(BioRad, USA) at a constant current of 200 mA in the 
cold (+4°С) for 1.5 h. After the transfer, the nitrocel-
lulose membranes were blocked in 3% BSA (bovine 
serum albumin, Amresco, EU) in phosphate buffered 
saline (PBS) overnight at room temperature. Protein 
bands were visualized by incubation with mouse mon-
oclonal anti-M2e antibodies 14C2 (ab5416, Abcam, UK). 
The membrane was incubated with primary antibod-
ies diluted in PBS with 0.1% Tween 20 (PBS-T) and 3% 
BSA, followed by a wash in PBS-T. The bound mouse 
antibodies were then evaluated with peroxidase-labe-
led secondary antibodies (goat anti-mouse IgG, Abcam, 
UK) at room temperature for 1 h and incubated in a 
TMB (tetramethylbenzidine) Immunoblot solution (In-
vitrogen, USA) for 5 min.

Mouse immunization
Female Balb/c mice (16–18 g) were purchased from 
the Stolbovaya mouse farm at the State Scientific 
Center of Biomedical Technologies, Russian Acade-
my of Medical Sciences. The mice were housed at the 
vivarium of the Research Institute of Influenza of the 
Ministry of Healthcare of the Russian Federation ac-
cording to their in-house animal care guidelines. The 
animals were immunized with Flg-4M2e-HA2 or 
Flg-HA2-4M2e chimeric proteins intranasally (follow-
ing inhalation anesthesia with 2–3% isoflurane, 30% O2

, 
70% N

2
O) three times at 2 week intervals at a dose of 

6 μg/0.1 ml. The control mice were intranasally injected 
with 0.1 ml PBS. 

Sampling of sera and bronchoalveolar lavage fluids
Serum samples and bronchoalveolar lavage fluids 
(BALF) were obtained from five mice of each group 14 
days post third immunization following euthanasia in 
a CO

2
-chamber (Vet Tech Solutions, UK). Serum was 

harvested after clot formation at 37°C for 30 min. Blood 
clots were placed on ice for cooling for 1 h and centri-
fuged at 400 g for 15 min. The obtained serum was ali-
quoted (30 µl) and frozen at –20°С.

To collect BALF, the sacrificed animals were secured 
in supine position on the operating table. The ventral 
skin was incised from the lover jaw along the midline 

to expose the trachea. The lower part of the exposed 
trachea was cannulated 3–5 mm deep to assess the 
lung lumen. The lungs were lavaged twice via the can-
nula with 1 ml PBS. The collected BALF samples were 
centrifuged at 400 g for 15 min and the supernatant 
aliquoted and stored at –20°С.

Synthetic peptides
The immunogenicity of the chimeric proteins was eval-
uated with the following synthetic peptides supplied by 
the Scientific Production Association “Verta”:

M2ek SLLTEVETPTRNEWECRCSDSSD (M2e of 
influenza virus A/Kurgan/05/05 (H5N1)), 

M2eh SLLTEVETPIRNEWGCRCNDSSD (consen-
sus M2e sequence in human influenza A viruses). The 
different amino acid residues are indicated in bold font 
and underlined. 

ELISA
Antigen-specific IgG and IgA levels in immunized mice 
were evaluated with ELISA in high adhesion 96-well 
plates (Greiner, Germany). The plates were coated with 
М2е-peptides (5 µg/ml) or purified virus A/Aichi/2/68 
(H3N2) (2 µg/ml) in PBS (pH 7.2) overnight at 4°С. 

The plates were blocked with PBS in 5% FBS (300 
µl/well) at room temperature for 1 h, followed by three 
washes with PBS-T. The plate wells were loaded with 
100 µl 2-fold serum dilutions or BALF in blocking buf-
fer and incubated at room temperature for 1 h. Goat 
polyclonal anti-mouse IgG and IgA peroxidase labeled 
(Abcam, UK) in a dilution of 1 : 20,000. TMB was used 
as a substrate (BD Bioscience, USA). The incubation 
time was 15 min. The optical density (OD) was mea-
sured at 450 nm using an iMark microplate reader (Bio-
Rad, USA). The maximum serum dilution that had an 
optical density at least 2 times higher than the twice 
mean value of the blank was taken as the titer 

Viruses and challenge of mice 
In this study, we used influenza virus A/Aichi/2/68 
(H3N2) received from the Collection of Influenza and 
Acute Respiratory Viruses of the laboratory of evolu-
tion of the influenza virus at the Research Institute of 
Influenza of the Ministry of Healthcare of the Russian 
Federation. Influenza virus A/Aichi/2/68 (H3N2) is a 
mouse-adapted virus obtained by the Research Insti-
tute of influenza by serial mouse/egg passages. The 
mouse-adapted virus A/Aichi/2/68 (H3N2) retains 
the antigenic properties of the wild-type strain but 
acquires a lethal phenotype for mice. The amino acid 
sequence of the surface proteins (M2, NA и HA) of the 
mouse-adapted strain was identical to that of the pa-
rental strain [6]. On day 14 post third immunization, 
Balb/c mice (eight mice in the experimental and con-
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trol groups) were challenged with the mouse-adapted 
A/Aichi/2/68 (H3N2) strain at a dose of 5LD50. The 
virus was administered intranasally in a volume of 
50 µl/mouse following inhalation anesthesia (2–3% 
isoflurane, 30% O

2
, 70% N

2
O). The protective effect of 

chimeric proteins was measured daily by weight loss 
and survival rates over a post-challenge period. Control 
mice were used as negative control in challenge studies. 

Influenza virus replication in lungs 
Mice (three from each group) intranasally received the 
influenza viruses A/Aichi/2/68 (H3N2), A/PR/8/34 
(H1N1), and A/Kurgan/5/05 (H5N1) with 5 times the 
LD50 doses (5LD50) on day 14 post third immunization. 
On day 6 post challenge, the mice were euthanatized 
(in a CO

2
- euthanasia chamber, Vet Tech Solutions) and 

their lungs aseptically extracted. The lungs were ho-
mogenized in 2.7 ml PBS (Tissue Lyser II homogenizer, 
Qiagen, USA) to obtain a 10% (w/v) suspension, cen-
trifuged at 400 g at 4°C for 15 min to remove cellular 
debris and stored at –20°C. The MDCK cell culture in 
the MEM medium grown in 96-well plates was used for 
virus titration. Culture cells were infected with 10-fold 
dilutions (10-1 to 10-8) of the lung homogenate in qua-
druplicates and incubated in a thermostat (36.0 ± 0.5°С) 
for 72 h. Following incubation, culture suspensions 
were transferred into the 96-well plates for immuno-

logical assays, followed by the addition of an equal vol-
ume of 1% chicken erythrocytes in PBS. The viral titers 
were determined by hemagglutination test with 0.5% 
chicken erythrocytes. The viral titers were calculated 
by the Reed and Muench method. A value opposite 
to the decimal logarithm of the highest virus dilution 
showing a positive HA reaction was taken as the titer. 
Virus titers were expressed as a lg 50% tissue culture 
infectious dose (TCID

50
).

Statistics
The statistical analysis was done by using GraphPad 
Prizm v6.0. Statistically significant differences in the 
antibody levels between groups were tested using the 
nonparametric Mann-Whitney test. Survival rates 
were compared with the Montel-Cox test. Differences 
were considered significant at p < 0.05. 

RESULTS AND DISCUSSION 

HA2 fragment analysis (76–130) of influenza 
viruses from the second phylogenetic group 
The HA2 fragment (76–130) is a large α-helix in the sec-
ond subunit of HA partially exposed to the HA surface 
(Fig. 1A). Consensus HA sequences of influenza A virus-
es from the phylogenetic group II (Н3 and Н7 subtypes) 
share 63.6 % identity within the HA2 (76–130) region 

Fig. 1. А – Three-dimensional structure (trimer, 4JTV RCSB Protein Data Bank model) of HA of influenza A/H3N2 virus 
(phylogenetic group II). HA1 subunit is in beige; HA2, in grey; and HA2 fragment 76–130 is in orange. В – Alignment 
of consensus HA sequences of human influenza A/H3N2 and A/H7N9 influenza viruses (including human isolates), both 
from phylogenetic group II. The start of the HA2 subunit is marked with an arrow. The 76–130 region is underlined in 
red, the identical regions are in yellow, substitutions for chemically similar residues are in green, amino acid substitutions 
are colorless, and insertions are blue.

76

130

A� B   
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(Fig. 1B). When substitutions of amino acid residues for 
chemically similar ones are taken into account, the HA 
sequences exhibit 80% homology. For the influenza vi-
ruses of phylogenetic group II, predicted B- and CD4+ 
T- cell epitopes are located in the first portion of the 
76–130 region (Fig. 2A). In addition, the HA2(76–130) of 
influenza viruses of phylogenetic group II contains the 
predicted CD8+ T- cell epitopes of different HLA alleles 
(Fig. 2B).

Design of chimeric proteins 
The M2eh consensus sequence across human influen-
za A virus strains, the M2ek sequence of the influen-
za A/Kurgan/05/200 (H5N1) virus, the HA2 (76–130) 
fragment of hemagglutinin of phylogenetic group II 
were selected as conserved peptides to be used in the 
vaccine design (Fig. 3).

We constructed genes expressing chimeric proteins 
that contain М2е-peptides of different influenza virus 
subtypes and a conserved fragment of the second HA 
subunit of influenza A viruses of phylogenetic group II 
linked at the C-terminus of flagellin in a different se-
quence order (Fig. 3). The chimeric protein Flg-HА2-
4M2e consists of the 76–130 region of the second HA 
subunit of influenza viruses from phylogenetic group II 
and four tandem copies of М2е (М2h-М2k-М2h-М2k) 
sequentially fused to the C-terminus of the flagellin 
molecule. In fusion protein Flg-4М2е-HА2, four tandem 
copies of М2е (М2h-М2k-М2h-М2k) were linked to the 
C-terminus of flagellin, followed by the HA2(76-130) 
fragment. The M2e copies are separated from each oth-
er and from HA2 by glycine-rich linkers. The assembly 
of the chimeric genes was carried out in the expression 
vector pQE30. The flagellin gene, without its own start 
codon, was cloned into the BamHI site of the vector. The 

expression allowed us to produce recombinant flagellin 
with the N-terminal 6-His tag needed for purification by 
metal-affinity chromatography.

The chimeric genes were constructed using common 
genetic engineering techniques. The flagellin gene was 

Fig. 2. А – Experimental B- and CD4+ 
T-cell epitopes that are > 90 % homolo-
gous to the consensus HA2 region span-
ning aa 76–130. The data obtained from 
the IEDB database. Mismatched amino 
acids are in red, the B-cell epitope is in 
green. B – Predicted CD8+ T-cell epit-
opes within the 76–130 region of HA2 for 
a given set of HLA alleles. Epitopes are 
predicted by the NetCTLpan1.1 Server 
[38] 

A

B

Epitope no

Allele

M2h – is a M2e consensus sequence of human influenza 
A viruses: 
SLLTEVETPIRNEWGCRCNDSSD
M2k – M2e from A/Kurgan/05/2005 H5N1:  
SLLTEVETPTRNEWECRCSDSSD
НА2 – HA2 (76–130) fragment of influenza viruses A 
from the phylogenetic group II:
RIQDLEKYVEDTKIDLWSYNAELLVALENQHTIDLTDSEM
NKLFEKTRRQLRENA

Flg-HA2-4M2e

pQE30_Flg_H2_4M  

Flg-4M2e-HA2

pQE30_Flg_4M_H2

Fig. 3. Structure of the chimeric proteins Flg-HA2-4M2e 
and Flg-4M2e-HA2. The blue block depicts flagellin of 
S. typhimurium; the orange block depicts the consensus 
M2e sequence of human influenza A viruses; the green 
block depicts the M2e peptide of influenza A/Kur-
gan/5/05 RG (H5N1) virus; the yellow block depicts the 
aa 76–130 of HA2 of influenza viruses from phylogenetic 
group II 
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produced by amplification of S. typhimurium genomic 
DNA and cloned. The HA2 nucleotide sequences and 
M2e tandem copies were generated in vitro. Overall, we 
created pQE30_Flg_HА2-4М2е and pQE30_ Flg_4М2е- 
HА2 vectors expressing the corresponding proteins. 

Homology modeling of 3D structures of the 
Flg-HA2-4M2e and Flg-4M2e-HA2 proteins showed 
retention of the alpha-helical structure within the 
76–130 region of HA2 regardless of the sequence order 
(Fig. 4). It is tempting to say that the native structure of 
the HA2 fragment seems to remain intact and that the 
obtained chimeric proteins are immunogenic, including 
eliciting an antibody response to the structural epitopes 
occurring in the native HA structure. However, the two 
chimeric proteins do differ in structure. The chimeric 
protein carrying the HA2 peptide at the C-terminus 
displays a more compact structure. The 3D-structure 
of four M2e tandem copies differed between the two 
chimeric proteins. When positioned between Flg and 
HA2 (Flg-4M2e-HA2), the M2e repeats adopted a par-
tial alpha-helical configuration, which does not occur in 
the native М2е structure on the surface of the virion or 
infected cells (Fig. 4). The terminal position of the М2е 
tandem copies (Flg-HA2-4M2e) did not significantly 
alter the intrinsically unstructured М2е conformation 
existing in the М2 protein. These conformational differ-
ences in the structure of the two chimeric proteins may 
affect their immunogenic properties. 

Production and purification of chimeric proteins
The genes  encoding the  chimeric  proteins 
Flg-4M2e-HA2 and Flg-HA2-4M2e were cloned into 

the pQE30 vector and expressed in E. coli DLT1270 
cells (Fig. 5A). The expected molecular weight of the 
two proteins, 73.9 kDa, was in agreement with the mo-
lecular weight resolved by electrophoretic migration on 

Fig. 4. Modeling 
of 3D- structures 
of monomeric chi-
meric proteins Flg-
HA2-4M2e and 
Flg-4M2e-HA2. 
М2е-peptides are 
in yellow, HA2 are 
in red, and Flg is in 
blue. Protein mod-
els are predicted 
using the Phyre2 
server. Structures 
are visualized with 
the UCSF Chimera 
tool

Flg-HA2-4M2e� Flg-4M2e-HA2

Fig. 5. A – Expression of the chimeric proteins in E. coli 
cells. Lane 1, molecular weight markers, kDa (Fermen-
tas, EU); lane 2, lysed cells transformed with the pQE30 
Flg_HА2_4M2е vector following induction; lane 3, lysed 
cells transformed with the pQE30 Flg_4M2е_HА2 vector 
following induction; B – Chimeric proteins Flg-HA2-4M2e 
and Flg-4M2e-HA2 purified by Ni-affinity chromatogra-
phy. Electrophoretic profiles and results of western blot 
analysis using anti-М2е monoclonal antibodies (14С2) are 
shown; C – Recombinant proteins Flg-HA2-4M2e and 
Flg-4M2e-HA2 following a 2-month storage period at 
4°С. Electrophoretic profiles are shown: М is a molecular 
weight marker, 1 – Flg-HA2-4M2e, 2 – Flg-4M2e-HA2
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PAGE (Fig. 5B). The purified proteins Flg-4M2e-HA2 
and Flg-HA2-4M2e were recognized by the monoclo-
nal anti-M2e antibodies 14C2 in western blot (Fig. 5B). 
Since 14C2 antibodies recognize only the protective 
epitope М2е [14, 43], these findings confirm that the 
М2е peptide is present in both proteins. Both chimeric 
proteins showed robust stability. When stored at 4°С for 
2 months, no sign of degradation was detected (Fig. 5C). 

Comparison of the immunogenic properties of the 
Flg-HA2-4M2e and Flg-4M2e-HA2 proteins
The immunogenicity of the proteins Flg-HA2-4M2e 
and Flg-4M2e-HA2 were evaluated in Balb/c mice 
immunized intranasally three times. On day 14 post 
third immunization, sera and BALF samples of five 

mice were tested by ELISA for anti-М2е- and an-
ti-A(H3N2)-antibodies. The mice immunized with 
Flg-HA2-4M2e or Flg-4M2e-HA2 showed no differ-
ence in anti-M2eh and anti-M2ek IgG levels in serum 
(p > 0.05) (Fig. 6A). However, the geometric mean ti-
ter (GMT) of the anti-М2е IgG levels in mice that had 
intranasally received Flg-HA2-4M2e was 4- to 6-fold 
higher than in mice immunized with Flg-4M2e-HA2. 
The level of anti-HA2 IgG against influenza virus 
A/Aichi/2/68 (H3N2) was significantly higher in mice 
immunized with Flg-HA2-4M2е (Fig. 6B) (p = 0.0317). 

The mucosal IgA and IgG responses to M2eh and 
M2ek antigens were evaluated in BALF of five mice 
from each group on day 14 post third immunization. 
As shown in Fig. 7, intranasal immunization with the 

Fig. 6. Serum antibody titers in mice of experimental and control groups on day 14 post third immunization with 
Flg-HA2-4M2e and Flg-4M2e-HA2. Serum IgG levels to the target antigens: A – М2е peptides; B – influenza virus 
A/Aichi/2/68 (H3N2) 
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that received lethal influenza A/Aichi/2/68 (H3N2) 
were used as a negative control. The infected mice were 
monitored daily for body weight changes (as a measure 
of influenza infection severity) and survival for 14 days. 
Figure 8A demonstrates that mice immunized with the 
Flg-HA2-4M2e protein showed no more than a 13% body 
weight loss by day 4 post challenge, whereas mice im-
munized with the Flg-4M2e-HA2 protein exhibited a 
20% decrease in body weight by day 8 post challenge. 
The maximum body weight loss in the control mice 
was 28% by day 8 post challenge. These findings show 
that immunization with Flg-HA2-4M2e offers a milder 
course of infection compared with the Flg-4M2e-HA2 
protein (Fig. 8A). Immunization of mice with the fusion 
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Fig. 8. Protective effects of Flg-HA2-4M2e and Flg-4M2e-HA2. On day 14 post third immunization, mice were intra-
nasally challenged with influenza virus A/Aichi/2/68 (H3N2) at a dose of 5LD

50
. Body weight loss (A) and survival 

(B) were monitored daily for 14 days. The p value was calculated using the Mantel-Cox test. C – viral replication in 
mouse lung. On day 14 post third immunization, mice were intranasally challenged with influenza viruses A/Aichi/2/68 
(H3N2), A/PR/8/34(H1N1), and A/Kurgan/5/05 (H5N1) at 5LD

50
. Viral titers were evaluated on day 6 post chal-

lenge. Results are given as lg TCID50. The limit of detection was 0.5 lg TCID50. The statistical significance between 
experimental and control groups was assessed using the nonparametric Mann-Whitney test. *The differences were 
considered significant when р < 0.05

chimeric protein Flg-HA2-4M2e promoted much high-
er anti-M2e IgG and IgA levels than Flg-4M2e-HA2 
(р < 0.05). This result demonstrates that the C-terminal 
position of M2e in Flg-HA2-4M2e shows more immu-
nogenicity as compared to the inside position of M2e 
(Flg-4M2e-HA2).

Comparison of the protective potency of 
Flg-HA2-4M2e and Flg-4M2e-HA2 
To evaluate the protective properties of the chimer-
ic proteins, mice (8 mice/group) were immunized with 
Flg-HA2-4M2e or Flg-4M2e-HA2 and challenged with 
influenza virus A/Aichi/2/68 (H3N2) with 5LD50 on 
day 14 post third immunization. PBS-inoculated mice 
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protein Flg-HA2-4M2e provided complete protection 
(Fig 8 B.) from a lethal challenge (100% survival), where-
as the survival rate of mice treated with Flg-4M2e-HA2 
was 87.5%.(р = 0.0007 and р = 0.0066, respectively, Mon-
tel-Cox test). The lethal challenge of PBS-inoculated 
mice resulted in a 12.5% survival rate. 

 After 14 days post third immunization, all groups 
(3 mice/group) were intranasally challenged with the 
influenza viruses A/PR/8/34 (H1N1), A/Aichi/2/68 
(H3N2), and A/Kurgan/05/05 (H5N1) with a 5LD50 
dose. On day 6 post challenge, mice were sacrificed 
to measure virus titers in their lungs. Mice from both 
immunized groups had lower viral titers as com-
pared to control mice (Fig. 8C). The immunization 
with Flg-HA2-4M2e led to a 3.7, 3.3, and 3.3 lg reduc-
tion in viral titers after challenge with the influenza 
viruses A/PR/8/34 (H1N1), A/Aichi/2/68 (H3N2), 
and A/Kurgan/05/05 (H5N1), respectively. These val-
ues significantly differed from mock-inoculated mice 
(р < 0.05, Mann-Whitney Test). The chimeric protein 
Flg-4M2eh-HA2 induced a milder decrease in virus 
replication levels in the lungs (2.0, 3.2 and 2.4 lg, respec-
tively), although the differences from the control group 
were significant (p < 0.05). 

CONCLUSION
The highly conserved ectodomain of the matrix protein 
M2 and the conserved regions of the second HA subunit 
are promising antigens for the development of influ-
enza vaccines with a broad spectrum of protection. The 
design of a candidate vaccine protein with two or more 
conserved target antigens that could induce different 
arms of immune responses (antibodies with different 
modes of action, CD4+, CD8+ Т-lymphocytes) would 
boost the efficacy of such protein-based vaccines. The 
recombinant protein based on flagellin and the con-
served antigens of two influenza proteins (М2е and aa 
76–130 of of HA2) combines the adjuvant activity of 
flagellin due to TLR5 recognition, a highly conserved 

structure of M2e between human and avian influenza 
A virus strains, and a conserved fragment of the second 
subunit of HA with B-cell, as well as CD4+ and CD8+ 
T-cell epitopes. 

We designed two chimeric proteins based on flagel-
lin varying the insertion points of  М2е peptides of dif-
ferent influenza A subtypes and the conserved frag-
ment of the second subunit of HA. The possibility of 
producing a stable recombinant protein with two tar-
geted antigens (heterologous M2e and HA2 (76–130) 
fused with flagellin was demonstrated. Such a protein 
is immunogenic, and it stimulates the formation of an-
tibodies to both M2e and the influenza virus. The re-
combinant protein protected mice from a lethal chal-
lenge and significantly reduced the viral load in their 
lungs. We found that differing orders of linkage of tar-
get antigens to flagellin in the chimeric protein affect 
the 3D structure of the constructs, its immunogenic-
ity, and protective potency. The two chimeric proteins 
induced different levels of antibody production, and 
the Flg-HA2-4M2e protein with a terminus position of 
M2e peptides was superior to an interior M2e position 
in the Flg-4M2eh-HA2 protein. Differences in protec-
tive effect between the two variants of protein design 
were also observed. Full protection and rapid recovery 
of animal weight after a small decline following a le-
thal challenge was observed in mice immunized with 
the Flg-HA2-4M2e protein. Moreover, this protein ef-
fected a greater reduction of viral titers in the lungs of 
the animals as compared to Flg-4M2eh-HA2.

Further research would be aimed at clarifying the 
role of each of the targeted antigens in the fusion pro-
tein in the formation of protective immunity, immune 
response duration, and the duration of its conservation 
and cross-protective effect.   

This work was supported by the Russian Scientific 
Foundation (grant № 15-14-00043).
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