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Cognitive Tagging of Neurons:  
CRE-Mediated Genetic Labeling and 
Characterization of the Cells Involved in 
Learning and Memory
O. I. Ivashkina, N. S. Vorobyeva, A. M. Gruzdeva, M. A. Roshchina, K. A. Toropova,  
K. V. Anokhin
In this study, authors describe use of Cre-mediated recombination to obtain a permanent 
genetic labeling of the brain neuronal networks activated during a new experience in an-
imals. This method utilizes bitransgenic Fos-Cre-eGFP mice in which a green fluorescent 
protein is expressed upon tamoxifen-induced Cre-recombination only in the cells where 
immediate early gene c-fos expression takes place due to the new experience. Authors 
also showed that a combination of genetic Cre-eGFP labeling with immunohistochemical 
staining of the endogenous c-Fos protein allows one to identify and compare the neuronal 
populations that are activated during two different episodes of new experiences in the 
same animal. This new approach can be used in a wide spectrum of tasks that require 
imaging and a comparative analysis of cognitive neuronal networks. 

Experience-dependent 
Cre-recombination 
takes place only in 
neurons
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The Development and Study of Recombinant 
Immunoglobulin A to Hemagglutinins of the Influenza Virus
T. K. Aliev, I. G. Dement’yeva, V. A. Toporova, V. V. Argentova, L. P. Pozdnyakova, M. N. Bokov,  
Yu. A. Votchitseva, D. A. Dolgikh, S. D. Varfolomeyev, P. G. Sveshnikov, M. P. Kirpichnikov

Authors obtained recombinant variants of human 
antibody FI6 broadly specific to hemagglutinins of 
the influenza A virus. On the basis of a bi-promoter 
(CMV, hEF1-HTLV) vector, they developed genetic 
constructs for the expression of the heavy and light 
chains of the immunoglobulins of IgA1-, IgA2m1-, 
and IgG-isotypes. Authors performed an immuno-
chemical characterization and studied their inter-
actions with influenza A strains of the H1N1- and 
H3N2-subtypes.

Expression cassettes of bi-promotor plasmids for the pro-
duction of FI6 antibodies of different isotypes.

Role of the Scaffold Protein MIM in the 
Actin-Dependent Regulation of Epithelial 
Sodium Channels (ENaC)
L. S. Shuyskiy, V. V. Levchenko, Y. A. Negulyaev, A. V. Staruschenko, D. V. Ilatovskaya
Epithelial Sodium Channels (ENaCs) are expressed in different organs and tissues, 
particularly in the cortical collecting duct (CCD) in the kidney, where they fine 
tune sodium reabsorption. Dynamic rearrangements of the cytoskeleton are one of 
the common mechanisms of ENaC activity regulation. In previous studies, authors 
showed that the actin-binding proteins cortactin and Arp2/3 complex are involved 
in the cytoskeleton-dependent regulation of ENaC and that their cooperative work 
decreases a channel’s probability of remaining open; however, the specific mecha-
nism of interaction between actin-binding proteins and ENaC is unclear. In this 
study, authors propose a new component for the protein machinery involved in the 
regulation of ENaC, the missing-in-metastasis (MIM) protein.
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INTRODUCTION
For many decades, hypertension (HT) has been one of 
the leading pathologies in the structure of morbidity 
and mortality in populations across the world. On av-
erage, HT is diagnosed in every third adult and has an 
age-dependent pattern and a tendency to increase in its 
incidence rate with the next decades [1–4]. The cere-
bral complications of HT develop very early, dominate, 
and contribute the most to the structure of HT-associ-
ated mortality [5–7]. HT-associated lesions in small cer-
ebral arteries, arterioles, capillaries, and venules lead 
to the development of the progressive cerebral microa-
ngiopathy (CMA) (in Russia, it is included in a broader 
concept termed dyscirculatory encephalopathy; in the 
foreign literature, it is referred to as small vessel dis-
ease) that is one of the main causes of strokes and de-
mentia [5, 8–14]. At present, there is an understanding 
of the relationship between white matter hyperinten-

sities (WMH, previously known as leukoaraiosis), which 
is a recognized neuroimaging marker of CMA, and the 
duration and profile of HT, cognitive impairments/
dementia, disability, and risk of stroke and death [10, 
15–24], as well as the possibility of delaying the pro-
gression of WMH and cognitive impairments by using 
adequate antihypertensive therapy [11, 25, 26]. The lat-
ter is implicitly confirmed by the recent Framingham 
study that demonstrated a reduction in the rate of vas-
cular dementia in subjects with secondary and high-
er education, which was presumably related to their 
greater awareness, access to medical care, and adher-
ence to therapy. However, the reduced prevalence of 
most vascular risk factors in these people, including HT 
control, could not adequately explain the reduction in 
the rate of dementia [27]. In addition, the absence of a 
direct correlation between the severity of HT and the 
degree of clinical and neuroimaging manifestations of 
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ABSTRACT Hypertension (HT) and its cerebral complications are extremely vexing medical and social problems. 
Despite the obvious association between hypertension and the clinical and neuroimaging features of cerebral 
microangiopathy (CMA) (also known as cerebral small vessel disease), the causal links between them remain 
ambiguous. Besides, antihypertensive therapy as the only way to manage these patients does not always prevent 
brain damage. Knowledge about the key factors and mechanisms involved in HT and CMA development is im-
portant for predicting the risk of cerebral complications and developing new approaches to their prevention and 
treatment. At present, genome-wide association studies and other approaches are used to investigate the com-
mon hereditary mechanisms of HT and CMA development, which will explain a large number of CMA cases not 
associated with hypertension, lack of a correlation between HT severity and the degree of cerebral injury, and 
failure of antihypertensive therapy to prevent CMA progression. Epigenetic markers likely play a modulating 
role in the development of these diseases.
KEYWORDS genetics, epigenetics, arterial hypertension, cerebral microangiopathy, small vessel disease, neuro-
imaging.
ABBREVIATIONS HT – hypertension, CMA – cerebral microangiopathy, WMH – white matter hyperintensities, 
LI – lacunar infarct, GWAS – genome-wide association study, RAAS – renin-angiotensin-aldosterone system, 
CADASIL – cerebral autosomal dominant arteriopathy with subcortical infarcts and leukoencephalopathy, CAR-
ASIL – cerebral autosomal recessive arteriopathy with subcortical infarcts and leukoencephalopathy, RVCL – 
retinal vasculopathy with cerebral leukodystrophy.
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CMA, which is well-known in clinical practice, as well 
as the risk of CMA in middle-aged and elderly individ-
uals without HT is indicative of the ambiguity of the 
relationships between CMA and HT and inapplicability 
of antihypertensive therapy as the only management 
option for CMA patients to arrest the progression of 
CMA.

Epidemiological analysis has revealed a high coeffi-
cient of heritability of leukoaraiosis in family and twin 
studies (55–71%) [28], as well as a more than 1/3 (36%) 
overlap between the hereditary factors controlling 
pulse pressure and indicators of fractional anisotropy 
of the white matter [29]. In this regard, the close rela-
tionship between HT and CMA may be explained by 
common genetic disorders.

The influence of common environmental factors, in-
cluding diet and lifestyle, on the development of both 
diseases may indicate an involvement of common epi-
genetic mechanisms of gene expression regulation. This 
is in line with the Framingham study results [27]. Ad-
herence to a healthy lifestyle and diet, more anticipat-
ed among individuals with high education, may be one 
of the explanations for the reduced dementia in such 
populations.

GENETICS OF HT AND CMA
The main aspects of genetic studies of HT and CMA are 
as follows:
• investigation of monogenic (Mendelian) forms;
• analysis of the candidate genes associated with 
known signs/mechanisms of disease development; and
• genome-wide association studies (GWAS) – clarifi-
cation of the nucleotide variants associated with HT 
and CMA.

Monogenic forms of HT and CMA
The number of monogenic (Mendelian) forms of HT and 
CMA known to date is small. Monogenic forms of HT 
are characterized by a very low prevalence in the pop-
ulation [30]. Despite pathogenetic heterogeneity, they 
are all associated with mutations in the components 
of the renin-angiotensin-aldosterone system (RAAS), 
which ultimately lead to impairment of urinary sodium 
excretion. Below, we provide a list of the main genes 
whose mutations are associated with particular forms 
of CMA (Table 1). The best known monogenic forms of 
CMA include CADASIL, caused by a mutation in the 
NOTCH3 receptor gene located on chromosome 19q12; 
CARASIL (mutations in the HTRA1 gene encoding 
serine peptidase 1, which is located on chromosome 
10q25); an autosomal dominant form of COL4A1 (the 
COL4A1 gene encoding collagen type IV α1, which is 
mapped on chromosome 13q34); RVCL (the TREX1 
gene encoding DNase III exhibiting 3’–5’ exonuclease 

activity, which occurs on chromosome 3p21); and the 
Fabry disease (X-linked disease caused by mutations 
in the GLA gene encoding α-galactosidase A, chromo-
some Xq22) [31]. In all these forms of CMA, an altered 
protein product leads to a loss of the structural and 
functional integrity of small arteries with subsequent 
secondary injury to the brain substance. CADASIL is 
the most commonly diagnosed hereditary CMA. Its es-
timated prevalence is 4.6/100,000 in the adult popu-
lation, and the mutation rate in the NOTCH3 gene is 
10.7/100,000 adults [32]. Most CADASIL patients have 
no HT, but when it is present in carriers of certain pol-
ymorphisms in the NOTCH3 gene, the risk of injury to 
the white matter increases [33]. Accurate information 
about the prevalence of other monogenic CMAs is un-
available, and HT occurrence has not been analyzed.

Candidate genes for HT and CMA
The main directions in the search for the candidate 
genes associated with individual risk of the disease 
include the investigation of the genes that are the 
key components of RAAS, endothelium, hemostasis, 
inflammation and immune response, neurotrophic 
factors, etc. (Table 2) (the names of the genes/poly-
morphisms/proteins are given in accordance with in-
ternational nomenclature https://www.ncbi.nlm.nih.
gov/genome/guide/human/).

Apparently, impaired functioning of the RAAS is 
central in the development of HT. The imbalance in the 
functioning of RAAS components is associated with va-
soconstriction, electrolyte imbalance with sodium and 
water retention, and vascular remodeling [30]. The role 
of angiotensinogen (AGT), the angiotensin-converting 
enzyme (ACE), and aldosterone synthase (CYP11B2) 
genes in these processes has been the best studied. 
Studies of the significance of angiotensin II receptor 
type 1 and 2 (AGTR1, AGTR2) and renin genes yielded 
controversial results [34–36].

The AGT gene of angiotensinogen (chromosome 1q42). 
The AGT gene belongs to the serpin gene superfamily, 
is expressed in the brain, liver, heart, adipose tissue, 
kidney, and vascular walls, and encodes a precursor 
of angiotensin II (AGTII) – a physiological regulator 
of blood pressure (BP) and water-salt metabolism. 
Among the large number of molecular variants of the 
AGT gene, only the polymorphisms rs699C > T (codon 
M235T) and rs4762C > T (codon T174M) have been 
shown to be associated with HT and plasma angioten-
sinogen levels in Europeans and white Americans [37, 
38]. Attempts to reproduce these studies have led to 
ambiguous results [39, 40].

According to [41], the homozygous genotype of the 
codon M235T of the AGT gene is associated, signifi-
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cantly and independently of HT, to the progression of 
brain injury in CMA, but not with carotid atheroscle-
rosis, which suggests that this genotype is a genetic 
marker of progressive brain injury in CMA. However, 
the number of lacunae detected in the brain of car-
riers of this genotype was significantly smaller than 
that in heterozygous carriers [35]. The latter is ex-
plained by a probable involvement of angiotensino-
gen in clotting processes. This is indirectly confirmed 
by the relationship, independent of increased BP, be-
tween an AGT gene polymorphism and the develop-
ment of lacunar infarct [35]. An investigation of poly-
morphisms C521T (T174M, T207M) and rs699 (T704C) 
of the AGT gene in a Transbaikalian population failed 
to establish any link with the development of chronic 
cerebral ischemia (most likely associated with CMA) 
[42]. An analysis of a group of 410 adults (aged 50–75 
years) with CMA-specific changes revealed by MRI 
demonstrated that the four most common mutations 
in the gene promoter were combined into haplotypes. 
In this case, the B-haplotype (–6:A, –20:C, –153:G, 
–218:G) was an HT-independent risk factor of chang-
es in the brain. The (B/B) homozygosity of this hap-
lotype was found to increase eight-fold or more the 
risk of brain injury in CMA [43]. As was shown later, 

the B haplotype enhances the main transcriptional 
activity of the AGT promoter in astrocytes (the main 
site of AGT synthesis in the brain), which suggests 
a potential association between white matter injury 
and impaired RAAS activity [44]. A later study found 
no relationship between single polymorphisms in the 
ACE and AGT genes and white matter injury in CMA. 
The exception was the polymorphism –20A > C in 
the AGT promoter region, which was associated with 
leukoaraiosis in HT patients [45]. Recently, in healthy 
elderly subjects, a relationship was established be-
tween the M268T polymorphism (previously M235T) 
of the AGT gene and a loss of the microstructure of 
some white matter regions. This was assessed by MRI 
fractional anisotropy [46].

The ACE gene of the angiotensin-converting enzyme 
(chromosome 17q23). The angiotensin-converting en-
zyme converts angiotensin 1 into a potent angioten-
sin-2 vasopressor, cleaves bradykinin (stimulant of 
endothelial NO formation) to inactive metabolites, 
and regulates the release of aldosterone. HT is better 
associated with the insertion-deletion (I/D) polymor-
phism in intron 16 of the ACE gene, which is identified 
by the presence/absence of Alu repeats. A combination 

Table 1. Monogenic forms of CMA

Disease Locus Gene Protein Mode of 
inheritance Clinical manifestations MRI findings

Morphological 
changes in the 
vascular wall

CADASIL 19q12 NOTCH3 NOTCH3-
receptor

Autosomal 
dominant

Migraine with aura, 
lacunar strokes, cog-
nitive impairments/

dementia, mental 
disorders

WMH in the  tem-
poral lobe poles and 
external capsules, 

subcortical LIs

Accumulation 
of osmiophilic 

deposits

CARASIL 10q25 HTRA1 HtrA, serine 
peptidase 1

Autosomal 
recessive

Cognitive disorders, 
lacunar strokes, alope-

cia, low back pain
Subcortical LIs

Extensive smooth 
muscle cell 

degeneration

COL4A1 13q34 COL4A1 α1-collagen 
type IV

Autosomal 
dominant

Porencephaly, infantile 
cerebral palsies, 
Axenfeld-Rieger 

anomaly, nephropathy, 
cramps, cataract, 

retinal hemorrhages

WMH, LI, 
subcortical 

microhemorrhages

Basement 
membrane 

damage

RVCL 3p21 TREX1

DNase 
III with 

3’-5’-exo-
nuclease 
activity

Autosomal 
dominant

Retinal vasculopathy, 
migraine, cognitive 

impairments, mental 
disorders,  Raynaud’s 
phenomenon,  hepatic 

cirrhosis, nephropathy, 
osteonecrosis

Subcortical LIs, 
WMH

Basement 
membrane 

damage

Fabry 
disease Xq22 GLA α-galactosi-

dase A X-linked

Angiokeratomas, 
acroparesthesias, 

damage to the kidneys 
and heart, changes in 

the facial skull

WMH and LI in the 
vertebral-basilar 

system, dolichoec-
tasia of the main 

artery

Accumulation of 
lysosomal depos-
its in endothelial 
and smooth mus-

cle cells
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of II+ID alleles of the I/D polymorphism with a daily 
intake of more than 2,300 mg of salt was found to be 
associated with HT and subsequent obesity [47]. The D 
allele of I/D polymorphism was found to be associated 
with diastolic and systolic HT, daily variability of HT, 
and injury to target organs [48–52]. The D/D genotype 
was shown to play a significant role in the development 
of CMA-associated cerebral lesions [53, 54] and in the 
prediction of the risk of this lesion [55].

The aldosterone synthase gene (CYP11B2, chromosome 
8q24.3). Aldosterone synthase catalyzes the synthesis 
of aldosterone from deoxycorticosterone. Aldosterone 
increases tubular reabsorption of Na+ and elimination 
of K+, which enhances the ability of tissues to retain 
water. The protective effect of the C allele of polymor-
phism rs1799998 (–344T> C) of CYP11B2 is manifest-

ed in leukoaraiosis and the expansion of perivascular 
spaces [36, 56].

Genes affecting endothelial function
These genes include the NOS1 gene encoding neuronal 
NO synthase (nNOS) (chromosome 12q24.2-q24.3) and 
the NOS3 gene of endothelial NO synthase (eNOS) 
(chromosome 7q35-q36). NO plays an important role in 
maintaining the homeostasis of the endothelium. Im-
pairment of NO production leads to failure of physio-
logical vasodilation, increased aggregation and adhe-
sion of platelets, proliferation and migration of smooth 
muscle cells, and inflammation – the main pathophys-
iological mechanisms of HT and CMA. Inhibition of the 
NOS1 gene in the medulla oblongata and hypothala-
mus is associated with the pathogenesis of systemic hy-
pertension [57]. A genome-wide association study for 

Table 2. Association of candidate genes with MRI markers of CMA and/or HT

Gene Polymorphism
Association

MRI markers of CMA HT

AGT rs699
Lacunes [35, 41], WMH [41] 

Loss of white matter tract microstructure [46]
Not verified [42, 45]

Found [37, 8]
Not verified [39, 40]

AGT rs4762 Not verified [42] Found [37, 38]
Not verified [39, 40]

AGT –20A>C WMH [45] Found [45]

ACE I/D
Alu-sequences

WMH [52–55]
Not verified [46] Found [47–52]

CYP11B2 rs1799998 WMH, expansion of perivascular spaces [36, 56] No data

NOS1 rs3782218 Contradictory data Found [59]

NOS3 rs3918226 Contradictory data Found [59]

NOS3 rs3918227 Contradictory data Found [59]

EDN1 rs5370 Not verified [45] Found [63, 64]

MTHFR rs1801133 WMH, LI [65, 66]
Not verified [55, 67, 68] Found [65, 66]

PLAT rs2020918 LI [71, 72] No data
FGB rs1800790 LI [73] No data
IL1B rs16944 LI [78], WMH [81] No data

IL6 rs1800795 LI [79], WMH [80] Not verified [74]

IL6 rs1800796 LI [80] Found [75]
TNFA rs1800629 No data Found [75]
MMP2 rs243865 WMH [85] No data

MMP2

rs1030868
rs2241145
rs2287074
rs2287076

rs7201

LI [84] No data

MMP9 rs3918242 No data Found [78]

CRP rs3091244 WMH [81] No data
VEGF rs2010963 LI [86] Found [86]
BDNF rs6265 WMH [87] No data
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ischemic stroke risk factors iditified NOS1 as a poten-
tial candidate gene [58]. Among the 58 single nucleo-
tide substitutions in the NOS genes associated with HT, 
there were the polymorphic sites rs3782218 in NOS1 
and rs3918226 and rs3918227 in NOS3 [59]. The data 
published by Russian researchers who have studied 
the association between the polymorphisms rs1799983 
(G298A, G894T) and 4a/4b of the NOS3 gene and HT 
and the remodeling of the wall of large cerebral arter-
ies are contradictory [60–62]. There are no stably re-
producible results concerning the significance of NOS 
polymorphisms in the development of CMA.

The endothelin-1 gene (EDN1, chromosome 6p24.1). The 
polymorphism rs5370G> T (codon K198N) of the EDN1 
gene encoding a potent vasoconstrictor, endothelin has 
been shown to be associated with the development of 
HT [63, 64]. The role of the polymorphisms in endothe-
lin and endothelin receptor genes in CMA has not been 
verified [45].

The methylenetetrahydrofolate reductase gene (MTH-
FR, chromosome 1p36.22). Methylenetetrahydrofolate 
reductase is involved in the conversion of homocyst-
eine to methionine in the presence of cofactors (vi-
tamins B6 and B12) and a substrate (folic acid). Most 
population-based studies have confirmed the asso-
ciation between the polymorphism rs1801133C > T 
(C677T) in the MTHFR gene and hyperhomocysteine-
mia and CMA (WMH volume or lacunar infarcts) in 
patients with and without HT [65, 66]. However, a 
significant number of studies have found no evidence 
of association between the polymorphism C677T and 
WMH [55, 67, 68]. Studies that have evaluated the to-
tal effect of carriage of several polymorphisms have 
revealed significant worsening of CMA (WMH, la-
cunar infarcts) when a C677T variant of the MTHFR 
gene was combined with the D/D genotype of the I/D 
polymorphism of the ACE gene. At the same time, 
combination of one of the genotypes 2/2, 2/3, 4/4, or 
4/3 of the APOE gene (chromosome 19q13, apolipo-
protein E) with the MTHFR C677T or ACE D/D geno-
type can act as an independent genetic risk factor for 
leukoaraiosis [69, 70].

Genes of the hemostasis system
There is contradictory data on the association between 
the polymorphism rs2020918 (–7351C/T) in the tis-
sue plasminogen activator gene (PLAT, or TPA) and 
the development of lacunar infarcts [71, 72]. The AA 
genotype of polymorphism rs1800790 (455G/A) of the 
fibrinogen gene (FGB) has been demonstrated to be 
associated with an increased risk of multiple lacunar 
infarcts [73].

Genes of immune response and inflammation
The largest number of studies that have explored the 
pathogenetic significance of mutations in the genes of 
inflammation are devoted to genetic variants of cyto-
kines. The polymorphisms rs1800796 (572G > C) of the 
interleukin-6 gene (IL6) [74] and rs1800629 (308G > A) 
of the TNFα gene encoding tumor necrosis factor alpha 
have been found to be associated with the development 
of HT in the Asian population [75]. TNFα gene polymor-
phisms also affect the course of HT in the population of 
the Russian Central Chernozem Region [76]. The poly-
morphism rs3918242 (–1562C > T) in the matrix metal-
loproteinase-9 gene (MMP9) is associated with a risk of 
HT [77].

A study of the polymorphism rs16944 (–511C > T) in 
the interleukin-1β gene (IL1B) revealed a prevalence 
of the T/T genotype in patients with lacunar strokes 
compared to other stroke subtypes. An analysis with 
allowance for concomitant factors demonstrated that 
the T/T genotype of the IL1B gene (polymorphism 
511C > T) was an independent risk factor of strokes 
in CMA [78]. The C/C genotype of the polymorphism 
rs1800795 (–174G > C) of the IL6 gene has been shown 
to be associated with lacunar stroke and an increased 
risk of WMH [79, 80], and the polymorphism rs1800796 
(–572G > C) has been associated with the development 
of asymptomatic infarcts [80]. Worsening of WMH 
was detected in old and elderly subjects without neu-
rological deficiency, homozygous carriers of the IL1B 
rs16944 (–511C > T) T allele and T allele at position 
–286 (rs3091244) of the C-reactive protein gene (CRP) 
[81]. There is an increase in the carriage rate of homo-
zygous variants of polymorphisms –31CC of the IL1B 
gene, –174GG of the IL6 gene, –197AA of the IL17A 
gene, and –166ArgArg of the IL17F gene, as well as 
the alleles IL-1β-31C of the IL1B gene and IL17F-
166Arg of the IL17F gene in elderly patients (Trans-
baikalian population of Russia) with chronic ischemia 
most likely associated with CMA [82]. No association of 
the haplotypes/polymorphisms of the CRP gene with 
CMA has been detected [83]. It has been demonstrat-
ed that carriage of the allelic variants rs1030868:g.T, 
rs2241145:g.C, rs2287074:g.A, rs2287076:g.C, and 
rs7201:g.C of the MMP2 gene is associated with a risk of 
lacunar infarcts; the rs7201:gC allele is an independent 
risk factor for their development [84]; and the C/C gen-
otype of the MMP2 gene (rs243865, 1306T > C) plays 
an independent predictive role in the development of 
leukoaraiosis [85].

Genes of trophic factors
The polymorphism rs2010963 (–634G > C) of the vas-
cular endothelial growth factor gene (VEGF) was found 
to be associated with the development of lacunar stroke 
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in [86]. The multidirectional effect of homozygous car-
riage of various Val66Met (rs6265) codon alleles of the 
brain-derived neurotrophic factor gene (BDNF) in WMH 
and cognitive disorders has been revealed: the Met allele 
is protective, and the Val allele is damaging [87].

Therefore, a significant number of genes selected 
based on data on the causes and mechanisms of disease 
development have been studied to date. The identi-
fied and reproducible associations of polymorphisms of 
these genes with HT and CMA suggest that these poly-
morphisms are risk factors for the diseases. However, 
most researchers have indicated that the cumulative 
data explain only a small part of HT and CMA cases 
and their course manifestations, and that the rather 
frequent contradictions in the results are due to the im-
possibility of reproducing them in other samples [88]. 
The data on an HT-independent association of muta-
tions in the key pathogenetic factors, e.g., the TT geno-
type (M235T polymorphism) and B haplotype of the 
AGT gene, with the development and progression of 
CMA confirm the ambiguity of the relationships be-
tween CMA and HT. In addition, the dependence of the 
clinical significance of mutations on environmental fac-
tors, in particular the development of HT and obesity 
in carriers of the ACE gene I/D polymorphism and the 
effect of a high daily salt uptake [47], confirm the need 
for a clarification of the effect of environmental factors 
on gene expression when studying the mechanisms of 
HT and CMA. An approach based on an investigation 
of candidate genes has some limitations in assessing the 
various possible variants of interaction and overlap of 
inherited features.

GENOME-WIDE ASSOCIATION STUDIES (GWAS)
To date, several genome-wide studies aimed at clari-
fying the loci associated with HT and CMA have been 
performed (Table 3). However, only a few of these stud-
ies have identified loci with genome-wide significance 
(p <5 × 10–8).

The Global Blood Pressure Genetics (BPGen) consor-
tium and the Cohorts for Heart and Ageing Research 
in Genome Epidemiology (CHARGE) consortium ana-
lyzed 34,433 and 29,136 individuals, respectively, and 
identified eight loci associated with HT, three of which 
were common to both studies [89, 90]. Later, the Inter-
national Consortium for Blood Pressure Genome-Wide 
Association Studies (ICBP GWAS) analyzed the data of 
200,000 individuals and identified 29 loci, six of which 
had been previously identified as significant for HT 
[91]. Many of these loci are considered as potential can-
didates, including the NPPA and NPPB genes encoding 
natriuretic peptides.

In 2011, the CHARGE consortium performed the 
first genome-wide association study for WMH in 9,361 

stroke-free individuals of European descent (mean age 
69.5 years; 42.6% males) [92]. Six single-nucleotide poly-
morphisms (with a genome-wide level of significance) 
associated with a high risk of WMH were identified. Of 
these, rs3744028 in the TRIM65 gene had the most sig-
nificant association with WMH severity. The polymor-
phisms were mapped to a single genetic locus – a 17q25 
chromosome region containing seven major genes: 
WBP2, TRIM65, TRIM47, MRPL38, FBF1, ACOX1, and 
UNC13D. All these genes are involved in the processes 
of neuroinflammation and immune system functioning. 
The results of this meta-analysis could be reproduced 
in subsequent studies [93–95].

In 2015, the results of a multi-ethnic genome-wide 
association study for WMH were published [96]. The 
study involved 21,079 middle-aged dementia- and 
stroke-free individuals selected from 29 population-
based cohorts: European (n=17,936), African (n=1,943), 
Hispanic (n=795), and Asian (n=405). The obtained data 
confirmed the association of a 17q25 chromosome re-
gion with a risk of WMH; also, three loci (chromosomes 
10q24, 1q22, and 2p16.1) associated with WMH in more 
than one population were identified. The genetic loci 
regulating systolic and diastolic HT were shown to 
be associated with the development of WMH. A new 
chromosome 10q24 locus containing genome-wide sig-
nificant polymorphisms in the introns of the PDCD11, 
NEURL, SH3PXD2A, TAF5, and CALHM1 genes is as-
sociated with the development of brain tumors (me-
dulloblastomas, astrocytomas, gliomas), with CALHM1 
being associated with both the regulation of calcium 
homeostasis and formation of amyloid beta. Earlier, 
the polymorphism rs2984613 (chromosome 1q22; PMF1 
and SLC25A44 genes) had been found to be associated 
with non-lobar intracerebral hemorrhage [97].

In 2015, the results of a genome-wide association 
study for white matter lesion progression in elderly 
individuals of European descent were also published 
[98]. Progression of white matter lesions was observed 
in 1,085 (14%) participants in the study, which was in-
dicative of the low significance of genetic factors in the 
progression of this lesion in the elderly. The findings 
were explained by a possible omission of significant 
polymorphisms, a relatively short follow-up period to 
assess the contribution of genetic factors to progres-
sion, and the age of the study participants. A potential 
role of genetic factors in white matter lesion progres-
sion in young people was suggested.

Thus, the performed genome-wide association stud-
ies for WMH and HT have revealed the loci whose 
genes are associated with both WMH and HT vari-
ability. Understanding the biological functions of these 
genes and evaluating their overlap and interaction will 
shed light on the molecular mechanisms of WMH, their 
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Table 3. Results of genome-wide association studies (GWAS) for HT and CMA

Study Single nucleotide 
polymorphism Locus

P-value

Systolic BP Diastolic BP

HT
Global BPGen (Global Blood Pressure Genetics) [89]

Sample size – 34,433 individuals

rs17367504
rs11191548
rs12946454
rs16998073
rs1530440
rs653178

rs1378942
rs16948048

1p36
10q24
17q21
4q21

10q21
12q24
15q24
17q21

1 × 10-5

3 × 10-17

4 × 10-6

7 × 10-9

3 × 10-6

1 × 10-7

6 × 10-8

5 × 10-6

CHARGE (The Cohorts for Heart and Ageing Research in 
Genome Epidemiology) [90]

Sample size – 29,136 individuals

rs1004467
rs381815

rs2681492
rs2681472
rs3184504
rs9815354

rs11014166
rs2384550
rs6495122

10q24
11p15
12q21
12q21
12q24
3p22

10p12
12q24
15q24

1.99 × 10-6

5.76 × 10-7

3.01 × 10-11

5.73 × 10-7

3.74 × 10-8

1.68 × 10-8

7.88 × 10-7

8.82 × 10-7

1.32× 10-7

8.10 × 10-7

ICBP GWAS (International Consortium for Blood Pressure 
Genome-Wide Association Studies) [91]

Sample size – 200,000 individuals

rs2932538
rs13082711

rs419076
rs13107325
rs13139571
rs1173771

rs11953630
 rs1799945
rs805303

rs4373814
rs932764

rs7129220
rs633185

rs2521501
rs17608766
rs1327235
rs6015450

rs17367504
rs3774372
rs1458038
rs1813353
rs4590817

rs11191548
rs381815

rs17249754
rs3184504

rs10850411
rs1378942

rs12940887

1p13
3p24
3q26
4q24
4q32
5p13
5q33
6p22
6p21

10p12
10q23
11p15
11q22
15q26
17q21
20p12
20q13
1p36
3p22
4q21

10p12
10q21
10q24
11p15
12q21
12q24
12q24
12q24
17q21

1.2 × 10-9

1.5 ×10-6

1.8 × 10-13

3.3 × 10-14

1.2 × 10-6

1.8 ×10×-16

3.0 × 10-11

7.7 × 10-12

1.5 × 10-11

4.8 × 10-11

7.1 × 10-16

3.0 × 10-12

1.2 × 10-17

5.2 × 10-19

1.1 × 10-10

1.9 × 10-8

3.9 × 10-23

8.7 × 10-22

0.39
1.5 × 10-23

2.6 × 10-12

4.0 × 10-12

6.9 × 10-26

5.3 × 10-11

1.8 × 10-18

3.8 × 10-18

5.4 × 10-8

5.7 ×10-23

1.8 × 10-10

9.9 × 10-10

3.8 × 10-9

2.1 × 10-12

2.3 × 10-17

2.2 × 10-10

9.1 × 10-12

3.8 × 10-11

1.5 × 10-15

3.0 × 10-11

4.4 × 10-10

8.1 × 10-7

6.4 × 10-8

2.0 × 10-15

1.9 × 10-15

0.017
1.4 × 10-15

5.6 × 10-23

3.5 × 10-19

9.0 × 10-14

8.5 × 10-25

2.3 × 10-15

1.3 × 10-12

9.4 × 10-13

5.3 × 10-10

1.2 × 10-14

3.6 × 10-25

5.4 × 10-10

2.7 × 10-26

2.3 × 10-14

WMH
CHARGE (The Cohorts for Heart and Ageing Research in 

Genome Epidemiology) [92]

Sample size – 9,361 individuals

rs3744028
rs1055129
rs3744017
rs936393

rs9894383
rs11869977

17q25 4.0 × 10-9

4.1 × 10-8

7.3 × 10-9

6.8 × 10-9

5.3 × 10-9

5.7 × 10-9

Multi-ethnic GWAS [96]

Sample size – 21,079 individuals

rs72848980
rs7894407
rs7214628

rs12357919
rs7909791

rs78857879
rs2984613

rs11679640

17q25
17q25
17q25

10q24.33
10q24.33

2p16.1
1q22
2p21

2.6 × 10-9

2.6 × 10-8

5.1 × 10-9

1.5 × 10-8

2.9 × 10-9

1.5 × 10-8

2.0 × 10-8

2.1 × 10-6

*Loci identified in different studies are shown in bold
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relationships with HT, and their involvement in ag-
ing and the development of degenerative lesions. The 
results thus obtained confirm the multifactorial char-
acter of diseases and the dependence of their course 
on combinations of and interaction between the fac-
tors. However, at present, the cumulative effect of the 
GWAS-identified HT loci explains less than 3% of clini-
cally significant HT variability [99].

EPIGENETICS OF HT AND CMA
Epigenetic studies of HT and CMA are not numerous 
and are mainly devoted to the influence of potentially 
modifiable environmental factors, lifestyle, and diet on 
gene expression [100].

The main mechanisms of epigenetic modulation of 
gene expression include DNA methylation, chroma-
tin modifications (including histones), and microRNA 
regulation [101–103].

DNA methylation
Methylation regulates gene activity through attaching 
a methyl group to DNA cytosine bases, which disrupts 
RNA synthesis and, accordingly, translation. Function-
ally, hypermethylation should lead to the silencing of 
the gene, and hypomethylation should lead to gene ac-
tivation [100].

Protein deficiency in the diet of pregnant rats was 
found to lead to hypomethylation of the ACE gene pro-
moter, causing a predisposition to both HT and cogni-
tive impairment in rat offspring [104]. An inverse cor-
relation between ACE gene methylation, angiotensin 
converting enzyme activity, and systolic BP is observed 
in children. In this case, the methylation level in chil-
dren with the DD genotype and low weight is signifi-
cantly lower than that in children with normal weight 
[105]. As was demonstrated in a Chinese population, 
the risk of HT depends on the methylation level of the 
CpG1 and CpG2-5 sites of the ADD1 gene (adducin) 
in females and males, respectively, as well as those of 
the ADD1 promoter regardless of gender [106]. Hy-
permethylation of the HSD11B2 gene promoter (hy-
droxysteroid 11-beta dehydrogenase 2) leads to im-
paired conversion of cortisol to cortisone, an increased 
tetrahydrocortisol/tetrahydrocortisone ratio (active 
metabolites of cortisol and cortisone), and the devel-
opment of HT in humans [107, 108]. Hypomethylation 
of the NKCC1 gene (Na-K-2Cl cotransporter-1) in hy-
pertensive rats is associated with increased NKCC1 ac-
tivity and the development of HT [109]. A relationship 
between the methylation and expression of the NET 
gene (norepinephrine transporter) in patients with HT 
and panic attacks was established [110].

The only microarray analysis of DNA methylation 
in CMA revealed differently methylated genes asso-

ciated to the onset and progression of leukoaraiosis. 
For example, the NDRG1 gene located on chromosome 
8q24 was hypermethylated (the cytoplasmic protein 
encoded by this gene is involved in the protection of the 
myelin sheath in the peripheral nervous system, cell 
differentiation, tumor metastasis and hypoxia, inflam-
matory response, etc.) and the BRUNOL4 gene or the 
CELF4 gene (chromosome 18q12, BRUNO-like 4 pro-
tein involved in mRNA stabilization) was hypometh-
ylated compared to the control group with a normal 
neuroimaging picture [111].

Histone modification
Histones (H1/H5, H2A, H2B, H3, and H4) are the main 
chromatin proteins involved in the packaging of DNA 
into nucleosomes in the nucleus. The involvement of 
histones in the mechanisms of epigenetic regulation of 
nuclear processes is enabled by a 20-amino-acid mobile 
N-terminal fragment (tail) of the nucleosome. Modi-
fication of the N-terminal fragment, which involves 
various enzymes (arginine methylation, lysine acetyl-
ation, serine and threonine phosphorylation, ubiquit-
ination, etc.), affects the interaction between histones 
and DNA. Dissociation of the histone makes DNA pack-
ing less dense and more accessible to regulatory pro-
teins, which leads to an increase in gene activity, while 
denser packaging reduces gene activity. For example, 
acetylation of histones enhances transcription, while 
deacetylation inhibits it; methylation of lysine inhib-
its transcription, and methylation of arginine activates 
transcription; hypermethylation or monomethylation 
of lysine can have the opposite effect – turn off or acti-
vate target genes [112].

The enzymatic cascades triggered by aldoste-
rone upon hypomethylation of histone H3 Lys79 
are associated with activation of the epithelial Na+ 
channel gene promoter, which leads to an increase 
in the number of Na channels in the distal parts of 
the nephron, enhanced cAMP-mediated reabsorp-
tion of sodium, and development of HT [113]. Hy-
permethylation of histone H3 caused by deficiency 
in lysine-specific demethylase 1 (LSD-1) leads to the 
development of HT in mice on a high-salt diet [114]. 
A transgenic mouse model was used to demonstrate 
the possibility of triggering sympathetic activation 
upon primary stimulation of B2-adrenergic receptors 
via the acetylation of histones H3 and H4, followed 
by turning-off of the WNK4 gene promoter (serine-
threonine kinase). This led to overexpression of the 
Na+Cl– cotransporter and epithelial Na+ channels, 
sodium reabsorption, and the development of HT 
[115]. Acetylation of H3 in area postrema neurons was 
shown to be associated with a change in the sensitiv-
ity of the catecholaminergic neurons of the medul-
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lary cardiovascular center, followed by sympathetic 
brainstem activation and HT [116].

MicroRNA regulation
MicroRNAs (miR) are endogenous noncoding RNAs ~22 
nucleotides in length that regulate gene activity both 
at the transcriptional level, preventing the transfer of 
information from DNA to mRNA, and at the transla-
tion stage, which leads to a destruction of synthesized 
mRNA. At least 30% of human genes are believed to be 
regulated by microRNAs [117]. Activation of miR-21 
expression by angiotensin II in human adrenal gland 
cells was shown to result in increased aldosterone se-
cretion and enhanced cell proliferation [118]. MiR-124 
and miR-135a influence the expression of the mineralo-
corticoid receptor gene NR3C2 involved in the mecha-
nisms of familial hypertension and renal salt balance 
maintenance [119]. An increase in the miR-320 and 
miR-26b levels and a decrease in the miR-21 level are 
observed in salt-sensitive Dahl rats. A presumed target 
of miR-320 is the insulin-like growth factor-1 receptor. 
The vascular remodeling observed in a high-salt diet is 
believed to be associated with inactivation of these re-
ceptors [120]. There is a relationship between miR-143, 
miR-145, miR-21, miR-133, and miR-1 and changes in 
vascular smooth muscle cells and vascular bed remod-
eling in HT. The peripheral blood mononuclear cells in 
HT patients are characterized by a low level of miR-
143, miR-145, and miR-133 and a high level of miR-
21 and miR-1 compared to those in a control group. A 
correlation between the expression of miR-143, miR-
145, and miR-133 and daily diastolic BP in HT [121] has 
been shown. As demonstrated in a culture of human 
adrenal cortex cells, miR-24 participates in the epige-
netic regulation of aldosterone and cortisol synthesis 
via action on 11β-hydroxylase (CYP11B), the key en-
zyme in the synthesis of these hormones [122].

A study of the role of microRNA in the development 
of leukoaraiosis in CMA [111] revealed eight differen-
tially expressed microRNAs associated with the regu-
lation of pathogenetic gene activity and the molecular 
mechanisms of leukoaraiosis. It should be noted that 
the significance of these putative pathogenetic genes 
was confirmed by the results of GWAS (TRIM65, 
ACOX1), searches for candidate genes (AGTR2, MTH-
FR, BDNF, MMP3, MMP13), gene expression profiles 
(CCR5, IL6, MAF, CALM1, COL24A1, EPHB2, MAP1B, 
CYB5A, CDC6, CTSC), and epigenetic studies (HLA-
DQA1, TGFBR3, CD80, WDR41, RNF39, KIAA1199, 
AAK1). Most of these genes are associated with inflam-
mation in the CNS [111].

The study of the role of the epigenetic dysregulation 
mechanisms that lead to impaired gene expression in 
HT and CMA is at its very inception. Given their direct 

association with cerebrovascular risk factors, epigen-
etic mechanisms could be thought to play a significant 
role in the development of age-dependent multifac-
torial diseases. The probability of such a suggestion is 
enhanced by the overlap between the results of epigen-
etic studies and the data of studies of candidate genes, 
genome-wide studies on the significance of inflamma-
tion, the immune response, and RAAS components in 
the development of CMA. It is crucial to clarify the 
pathogenetically important epigenetic markers in the 
blood and cerebrospinal fluid and the possibility of us-
ing them to assess injury to the brain and small vessels, 
given the impossibility of direct intravital visualization 
and the importance of indirect methods for assessing 
progressive injury to the brain and small vessels. The 
topicality of studying epigenetic dysregulation mecha-
nisms has to do not only with the high social impact of 
the diseases, which only increases as a population tends 
to live longer, but also with their potential reversibility 
due to the association with modifiable  cerebrovascu-
lar risk factors. We suggest that microRNA-regulated 
processes play an important role in the development 
of CMA. Our suggestion is based on the leading role 
played by endothelial disorders in the development of 
CMA [10] and on the dependence of the expression of 
major endothelial function regulators on the activity of 
Dicer ribonuclease and, respectively, microRNA [123].

CONCLUSION
Investigations of the genetic basis of HT and CMA 
have identified new molecular targets that could be 
potentially important in understanding the pathoge-
netic mechanisms of these diseases and how to correct 
them therapeutically. However, it is impossible at this 
point to explain why, given the obvious role of hered-
ity, genetic data do not fully explain the patterns of 
predisposition to these diseases or do not allow one to 
predict their development. One of the approaches that 
could be explored in order to resolve this contradic-
tion may be to investigate the interactions between 
gene-metabolic and other regulatory networks and 
the genes associated with the studied diseases. The 
immediate objective should be the search for epige-
netic markers that are associated with various vari-
ants of the course of HT and CMA, which would ena-
ble to differentiate significant environmental factors 
at the individual level. This would become the basis 
for the search for new approaches to the prevention 
and treatment of these diseases. Reproducibility of 
results may be achieved through the formation of 
homogeneous groups of patients and use of uniform 
standards for assessing brain injury (neuroimaging 
phenomena and terms) and methods of laboratory di-
agnostics and post-processing. 
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INTRODUCTION
Adoptive cell immunotherapy was first used to treat 
metastatic sarcoma in 1985 and remains one of the 
most promising trends in cancer treatment [1, 2]. In 
this therapy, autologous T cells are isolated, activated, 
expanded, and infused back into the patient, resulting 
in partial regression or eradication of the tumor [3–6]. 
Application of autologous T cells prevents the develop-
ment of the graft-versus-host disease (GVHD) and, im-
portantly, enhances the persistence of therapeutically 
active cells [7–9]. However, adoptive immunotherapy 
shows lack of effectiveness in most cases [10]. The next 
step in the evolution of this therapy was to engineer T 
cells that could specifically recognize tumor cells and 
circumvent their immunosuppressive mechanisms. One 
of the ways to modify T cells is to insert an artificial 
T-cell receptor (TCR) targeting tumor-associated anti-
gens (TAAs) [11]. Unfortunately, TCR-modified T cells 
can recognize only the protoasome-processed antigens 
presented by major histocompatibility complex class I 
(MHC I). The most recent approach, which consists in 
modifying T cells with chimeric antigen receptor (CAR) 
genes, is devoid of these shortcomings: this method 
helps T cells recognize the native antigens presented 
on the cancer cell membrane irrespective of MHC I. In 
terms of its structure, a CAR consists of three function-
al components: the extracellular antigen recognition 
domain; the transmembrane domain; and the intracel-

lular component that comprises the T-cell activation 
domain of CD3ζ and, depending on what “generation” 
a receptor belongs to, different costimulatory domains 
(Figure A) [12]. Z. Eshhar and colleagues (the Weizmann 
Institute of Science, Israel) were the first to report on 
the use of a technique employing MHC I-independent 
recombinant antigen receptors back in the late 1980s 
[13]. This approach eventually evolved into the CAR T-
cell therapy and yielded promising results in studies fo-
cused on hematological malignancies. Thus, clinical tri-
als of CAR-modified T cells (CAR T cells) targeting the 
B-lymphocyte antigen CD19 have demonstrated that 
they are efficacious in the treatment of chemotherapy-
resistant tumors of B-cell origin [14–18]. Finally, the 
Food and Drug Administration (FDA) in 2017 approved 
CAR T-cell products (Kymriah manufactured by No-
vartis and Yescarta manufactured by Kite Pharma) 
targeting CD19 for the treatment of acute lymphoblas-
tic leukemia (ALL).

THE RISKS ASSOCIATED WITH CAR T-CELL THERAPY
The earliest clinical trials of CAR-T therapy demon-
strated its exceptional efficacy. Infusion of modified T 
cells resulted in an exponential increase in the T-cell 
count and active elimination of tumor cells already af-
ter the first several weeks [19]. The dark side of such an 
efficacious therapy is the high risk of developing sys-
temic and life-threatening adverse events, primarily 
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hypercytokinemia (cytokine storm, cytokine cascade, 
and cytokine release syndrome) or the tumor lysis syn-
drome [20–23]. These complications may trigger the 
multiple organ dysfunction syndrome and eventually 
cause death. These T cell-induced complications can 
be eliminated using cytostatic and cytotoxic cortico-
steroids [24]; however, these medications suppress all 
T cells and cause a number of side effects, such as sys-
temic organ failure [25]. Another problem related to the 
application of CAR T cells consists in their nonspecific 
cytotoxicity; this issue becomes especially topical in 
the treatment of solid tumors as it is arduous to choose 
specific TAAs for this type of tumors [26–29]. Thus, 
clinical trials aimed at evaluating CAR T cells target-
ing carbonic anhydrase IX, which is hyperexpressed in 
renal cell carcinoma cells but is also present in normal 
tissues, including liver, have revealed that CAR T cells 
exhibit the nonspecific cytotoxicity that causes com-
plications in patients [26, 28]. Furthermore, the use of 
HER2-specific CAR for a patient with metastatic colon 
cancer results in a rapid and intense cross reaction to 
healthy lung cells expressing HER2 at low levels and 
patient death immediately after the infusion of CAR 
T cells [30]. The methods for controlling the expan-
sion and cytotoxicity of T cells already infused into a 
patient need further elaboration in order to improve 
safety and eliminate the current drawbacks, such as 
delayed cross-reactivity and toxicity after a successful 
CAR T-cell therapy [6, 31]. Herein, we summarize the 
different molecular approaches to safe and controlled 
T-cell therapy.

APPLICATION OF THE HERPES SIMPLEX VIRUS 
THYMIDINE KINASE (HSV-TK) GENE
Herpes simplex virus thymidine kinase has long been 
used in both laboratory and clinical studies to induce 
cell death. HSV-TK phosphorylates ganciclovir to 
ganciclovir monophosphate, which is further stepwise 
converted to di- and triphosphates by cellular kinases 
(Figure B) [32–34]. Ganciclovir triphosphate is incorpo-
rated into DNA during the elongation and replication 
stages, thus disrupting the DNA polymerase function 
and causing cell death [35, 36]. Ganciclovir phosphoryl-
ated by viral thymidine kinase causes ligand-independ-
ent CD95 aggregation, which induces the formation of 
a Fas-associated protein with a death domain (FADD) 
and activates caspase-8 [37]. Elimination of the modi-
fied cells using ganciclovir and cells carrying the HSV 
thymidine kinase gene is the best studied technique 
with verified safety and efficacy [34, 38]. However, this 
approach also has some drawbacks consisting in the im-
munogenicity of HSV-TK [39]. Clinical trials have re-
vealed that T-cell elimination is not a fast process as it 
requires DNA replication for the nucleotide analogue to 

be incorporated into the genome [38, 40]. Furthermore, 
this therapy cannot be performed if a patient has a her-
pes infection. Despite the apparent limitations of the 
approach, neither acute toxicity nor an immunogenic 
response to HSV-TK has been observed in clinical trials 
evaluating allogeneic HSV-TK-transduced T cells [41]. 
In two patients, ganciclovir was used to treat GVHD 
and complete elimination of HSV-TK+ was achieved; 
however, GVHD was successfully mitigated in only one 
patient. No immune response to HSV-TK was observed 
in the clinical trial [42], but GVHD did not occur in this 
study (possibly, because of the immunocompromised 
status of the patients and the low dose of infused T 
cells).

APPLICATION OF CHEMICALLY INDUCIBLE CASPASE-9
The use of chimeric molecules based on pro-apoptotic 
signaling proteins that are capable of dimerization and 
activation in the presence of low-molecular-weight 
compounds is an interesting and promising approach 
to a controlled induction of apoptosis in CAR T cells 
[43, 44]. One of the most vivid examples is chimeric 
caspase-9 (iCasp9) [45], which consists of two key com-
ponents: truncated caspase-9 and a fragment of the 
FKPB12-binding protein carrying a F36V mutation 
(FK506). This chimeric protein is dimerized in the pres-
ence of rimiducid (AP1903), thus inducing the apoptot-
ic cascade (Figure B). The iCasp9 system is apparently 
advantageous over HSV-TK. First, it consists of human 
gene products exhibiting low potential immunogenic-
ity. Second, administration of the medicinal product 
does not produce significant adverse effects and re-
sults in selective elimination of CAR T cells only [46]. 
In addition, iCasp9 remains functionally active even in 
T cells that exhibit enhanced expression of anti-apop-
totic proteins [43, 47–49]. The key advantage of iCasp9 
over HSV-TK is that the former system acts very rap-
idly. Exposure to AP1903 for several hours leads to the 
elimination of CAR T cells. The efficacy of iCasp9 was 
proved for CAR T cells with different targets (CD19, 
CD20, and CD30). Clinical trials involving patients with 
lymphoma (NCT02274584) have also demonstrated 
that this approach is safe and efficacious [50].

ELIMINATION OF CAR T CELLS BY 
MONOCLONAL ANTIBODIES
In the past decade, monoclonal antibodies (mAbs) have 
been routinely used in cancer therapy. Novel chimeric 
antigen receptors have been designed using therapeu-
tic antibody variable domains. Interestingly, some anti-
bodies that have already passed all the required clinical 
trials and have been approved by the FDA can be used 
for eliminating CAR T cells if patients develop compli-
cations from cellular therapy [51–53]. In order to elimi-
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nate T cells by mAbs, a proper antigen needs to appear 
on the surface of CAR T cells (Figure C). The same an-
tigen can be employed to select CART+ cells following 
the modification of T cells [9]. The pioneering studies in 
this area were the experiments on the transduction of 
T cells with a CD20 molecule and infusion of anti-CD20 
monoclonal antibodies, which proved themselves to be 
effective in the therapy of lymphoproliferative dis-
orders of B-cell nature [54–56]. A similar system has 
been designed for the truncated form of the epidermal 
growth factor receptor (tEGFR) and acts as a target 
for the currently marketed medicinal product cetuxi-
mab [52]. tEGFR has undergone several clinical trials; 
however, application of cetuximab has not been found 
justifiable enough. In some studies, the mAb epitope 
was integrated into the sequence of the extracellular 
domain of the CAR. This approach was employed in a 
preclinical study where a 10-aa tag of c-myc was in-
serted into the recombinant TCR sequence [9, 51]. How-
ever, when considering mAbs for clinical application, 
one should take into account the intrinsic cytotoxicity 
of the antibody and the possible complications [9].

SELF-/NONSELF DISCRIMINATION
Researchers have for a long time faced the problem of 
the choice of a TAA that would target tumor cells only, 
since it is extremely difficult to select unique antigens 
for most types of cancer cells. However, it is possible to 
select deterministic antigen patterns that are typical 
both of healthy and tumor cells. Fedorov et al. [57] sug-
gested using an additional inhibitory chimeric receptor 
(iCAR) that protects normal cells against the nonspe-
cific cytotoxicity of CAR T cells: when interacting with 
the antigens of healthy cells, it transmits an inhibitory 
signal (Figure D). The iCAR-modified cells inhibit the 
signals from the main CAR through the extracellular 
domain of PD-1 or CTLA-4. The key advantage of this 
approach is that the inhibitory effect is reversible and 
the T cells can still function when they subsequently 
encounter a tumor cell [57]. Such factors as proper se-
lection of the expression level of the chimeric receptor, 
the balance between the affinities of the recognition 
domains, variability of the set of antigens presented on 
cancer and healthy cells, as well as the individual char-
acteristics of each patient, significantly limit the clinical 
application of iCARs [57].

ELIMINATION OF A CELL CARRYING  
A CERTAIN COMBINATION OF ANTIGENS
The problem of searching for tumor-specific antigens 
is especially relevant for solid tumors [58]. Therefore, 
it has been suggested that the selectivity and safety of 
CAR T cells can be enhanced if two receptors targeting 
different tumor antigens are expressed. It is not until 

all the CARs (one receptor may contain the CD3ζ stim-
ulatory domain, while the other may carry CD28) have 
recognized their targets that a T cell receives stimula-
tion sufficient for its activation (Figure F) [59–63]. This 
dual targeting system allows one to significantly reduce 
the intensity of adverse effects even in the absence of 
a specific tumor antigen [62]. W. Wilkie et al. compared 
CAR-modified T cells carrying two receptors and con-
trol CAR-modified T cells having one receptor with 
all its intracellular domains and found that despite the 
identical efficacy in vivo, the level of interleukin-2 se-
cretion was significantly lower in the T cells with two 
receptors [63]. However, when using dual-targeted 
CARs, one should take into account that the efficiency 
of cell elimination and proliferation will directly depend 
on the balance between the signals from two recep-
tors, with the optimal balance lying in a rather narrow 
range. A strong difference in the quantities of the two 
target antigens presented on tumor cells or the absence 
of one antigen may render cellular therapy ineffective.

In another strategy, a synthetic Notch receptor (syn-
Notch) was designed: this receptor binds to the second 
antigen on a tumor cell and triggers the expression of 
CAR inside the T cells via transcription factors (Figure 
E) [64]. In its turn, CAR binds to its antigen presented 
on the tumor cell and activates the cytotoxicity of this 
CAR-modified T cell. Localized suppression of tumor 
cells is achieved thanks to this mechanism, without the 
risk of exhibiting nonspecific cytotoxicity with respect 
to healthy tissues.

Hence, using two different antigens present on tu-
mor cells for recognition broadens the possible range 
of target antigens for CAR T cells and simultaneously 
reduces the toxicity that would be observed for con-
ventional CAR T cells. However, neither this method 
nor modification of iCARs allows real-time control over 
CAR T cells and the intensity of their activity [65]. The 
constantly updated human protein reference databases 
are another solution to the problem of searching for an 
antigen that targets healthy cells [66]. MHC can also 
be a promising antigen that discriminates between 
healthy cells and tumor ones: it is expressed on the 
surface of almost all healthy cells, while MHC expres-
sion in cancer cells is downregulated to suppress the 
immune response [67].

CONTROLLING THE EXPRESSION OF THE 
CHIMERIC ANTIGEN RECEPTOR GENE
Since activation and the cytotoxicity of modified T cells 
directly depend on the quantity of the receptor pre-
sented on the cell membrane, the effectiveness of cell 
therapy can be controlled by regulating the expres-
sion of the chimeric antigen receptor gene. Inducible 
promoters have been used to regulate gene expression 
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over the past decades. The tetracycline-responsive pro-
moter system is a convenient tool for regulating gene 
expression in eukaryotic cells. CAR expression in modi-
fied T cells can be regulated through dosed insertion 
of a regulatory molecule. In one case, doxycycline in-
hibited CAR expression [68]. Contrariwise, CAR was 
expressed only in the presence of doxycycline in an-
other case [69]. The convenience of this method is that 
it allows one to regulate cytotoxicity and that CAR-T 
cells are cultured ex vivo, where the functional status 
and the phenotype are not affected by the presence of 
CAR, unlike upon permanent CAR expression. Howev-
er, in vivo experiments have revealed that the compo-
nents of the tetracycline-responsive promoter system 
are immunogenic [68].

CONTROLLING THE ACTIVATION OF THE 
CHIMERIC ANTIGEN RECEPTOR
As already mentioned, chimeric antigen receptors con-
sist of three key domains: the antigen recognition, the 
transmembrane, and the signaling domains. The direct 
relationship between antigen binding and receptor 
activation ensures the high efficiency of CAR T cells. 
In order to control the intensity of signal transmission 
from the antigen recognition domain to the signal-
ing one, the receptor structure has been significantly 
modified by dividing it into two portions: the antigen-
binding extracellular component and the intracellular 
component carrying the signaling domains. Both com-
ponents carry the heterodimerization domains (FKBP 
and FRB*), which are hybridized in the presence of 
AP21967, a rapamycin analogue that is less immuno-
suppressive than rapamycin [70, 71]. Therefore, the 
immunoreactivity of therapeutic CAR T cells depends 
on the tumor antigen and the low-molecular-weight 
agent, whose concentration can be dosed (Figure G). An 
analysis of the therapeutic potential has demonstrated 
that AP21967-dependent CAR T cells and regular CAR 
T cells are equally effective, both in vitro and in vivo 
[65]. Meanwhile, this technique necessitates the design 
of novel classes of controller drugs optimized for clinical 
application in combination with therapeutically modi-
fied cells [65, 72–74].

“MEDIATOR MOLECULES” HYBRIDIZING 
WITH THE EXTRACELLULAR CAR DOMAIN 
AND THE TUMOR ANTIGEN
It is possible to modulate both the intensity of signal 
transduction from the antigen recognition domain to 
the signaling one and the level of antigen recognition. 
The so-called “mediator molecules” (Figure G) show 
the greatest potential. These molecules are proteins or 
low-molecular-weight compounds with one end inter-
acting with the tumor antigen and the other one in-

teracting with CAR-modified T cells –– the so-called 
switchable (universal) CAR-T cells [75, 76]. The modu-
larity of this approach allows one to broaden the range 
of antigens, while using the same CAR T cells. By ad-
justing the doses of “mediator molecules” one can regu-
late the intensity of the T-cell response and prevent the 
development of hypercytokinemia or the tumor lysis 
syndrome [77]. This strategy could be highly potent 
in polyclonal and recurrent tumors, when the T-cell 
response needs to be redirected [78, 79]. Either anti-
bodies fused to a nonimmunogenic antigen targeted by 
CAR T cells or CARs targeting the Fc fragment of a 
therapeutic monoclonal antibody can be used as such 
“mediator molecules” [75–77, 80–84]. This approach 
has been implemented using recombinant anti-CD19 
antibodies carrying the nonimmunogenic epitope of the 
GCN4 yeast transcription factor, which was in its turn 
targeted by the antigen recognition epitope of CAR T 
cells [77]. The same CAR T cells were successfully re-
directed using antibodies targeting CD20 modified by 
the GCN4 epitope [77]. The direct dependence between 
the phenotype of CAR T cells and concentration of me-
diator molecules was rather interesting: low doses of 
these molecules significantly increased the count of 
central memory T cells. Along with antibodies, modi-
fied natural polypeptides or their fragments carrying 
the hypervariable peptide segments responsible for 
molecular recognition can also be applied [85]. Well-
known affinity pairs, such as the biotin–avidin pair, 
can also be used [76]. The same principle was employed 
to design fluorescein isothiocyanate (FITC)-conjugat-
ed antibodies targeting CD19 or FITC-conjugated fo-
lic acid. These “mediator molecules” are recognized by 
universal anti-FITC-CAR T cells [83, 86]. CD16-CAR 
T cells targeting the Fc domain of antibodies are cur-
rently being developed as universal CAR T cells. This 
will enable application of monoclonal antibodies in CAR 
T cell therapy [80–82].

Hence, switchable CAR T cells represent a promis-
ing new paradigm in cellular therapy which has the 
potential to enhance the safety and universality of CAR 
T cells. This approach will make production of CAR T 
cells simpler and reduce the cost of treatment. Being 
capable of redirecting therapy by changing “mediator 
molecules,” physicians could immediately adjust their 
treatment strategy. This method is especially relevant 
in preventing relapse after the development of muta-
tions making the target tumor antigen disappear, as 
well as for effective therapy of tumors with hetero-
geneous expression of antigens [77, 79, 83]. Neverthe-
less, it remains disputable whether mediator molecules 
can be used in solid tumor therapy, since their tumor-
penetrating ability is limited, which reduces the effec-
tiveness of local activation and function of CAR T cells, 
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while conventional CAR T cells can migrate into the 
tumor tissue [87, 88].

MASKING THE ANTIGEN RECOGNITION DOMAIN 
OF THE CHIMERIC ANTIGEN RECEPTOR
The toxicity of CAR T therapy in dealing with sol-
id tumors can be mitigated by modifying the anti-
gen-binding domain of CAR with the masking peptide 
[89], which resides at the N-terminus of the chimeric 
antigen receptor, before the antigen-binding domain, 
and screens the recognition function of CAR (Figure 
H). A distinctive feature of some tumor types is that 
they contain specific proteases that hydrolyze the link-
er connecting the masking peptide and the antigen rec-
ognition domain of CAR. After the cleavage, CAR T 
cells can recognize the antigen presented on the tumor 
cell surface [89]. This approach enables use of the an-
tigens presented on healthy cells for CAR-modified T 
cell therapy.

APPLICATION OF MRNA TO MODIFY T CELLS
After they are administered to a patient, CAR T cells 
actively proliferate and differentiate into one of sev-
eral T cell lineages. The new T cells also carry the CAR 
gene, which stimulates their activation. For most types 
of cancer, there is no need for the presence of thera-
peutic T cells during the entire life of a patient. Fur-
thermore, it can cause additional complications and 
restoration of a patient’s immune status after therapy. 
Transfecting CAR-coding mRNA into T cells is one of 
the methods used to temporarily modify T cells with 
CARs [90]. This approach has been successfully used 
both in vitro and in vivo to study CD19- and mesothe-
lin-specific CARs [90, 91]. Mesothelin-specific CARs 
have been subsequently successfully applied to treat 

pancreatic cancer [92, 93]. Electroporation of mRNA 
cells is carried out in vitro to avoid the potentially dan-
gerous integration of the viral vector into a human’s 
genome [90, 91]. Unfortunately, a single infusion of 
CAR T cells is insufficient, which makes treatment 
more expensive and complex. However, multiple infu-
sions of CAR T cells allow one to regulate the count of 
persisting cells and intensiveness of treatment [90] to 
avoid excessive cytokine release, the tumor lysis syn-
drome, and cytotoxicity with respect to healthy cells.

CONCLUSIONS
The successful application of CAR-modified T cells in 
vivo and FDA approval of their use on patients with 
acute lymphoblast leukemia have made CAR T-cell 
therapy the most widely discussed and promising po-
tential treatment for various types of cancer and even 
autoimmune diseases. However, a closer look and clini-
cal trials have revealed that chimeric antigen receptors 
are not devoid of drawbacks and carry certain risks for 
patients. Therefore, it is safety and the possibility to 
control the therapy that matters most rather than its 
effectiveness. Many bioengineering techniques and 
approaches have been used to design next-generation 
CARs that are safer and can be controlled. Each of the 
reported approaches has its own advantages and draw-
backs. However, thanks to the new approaches, cellular 
therapy can now be used at much earlier stages of can-
cer, thus significantly increasing the patient’s chances 
for a favorable outcome and reducing the risks of po-
tential complications. 
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INTRODUCTION
Cancer is one of the most significant problems of mod-
ern medicine. Cancer mortality ranks second in indus-
trial countries and is projected to claim first rank in the 
future [1]. In this context, the development of biologi-
cal models providing unique opportunities for studying 
the mechanisms of initiation and progression of malig-
nant neoplasms in order to improve the effectiveness of 
novel antitumor therapies is among the top priorities in 
modern oncology.

Most of the current approaches are based primari-
ly on the use of human and other mammalian cells in 
vitro. Despite their obvious advantages, these models 
have a number of significant limitations. First of all, 
the results obtained using these approaches are out 
of the whole organism context. For example, 1) in vit-
ro models do not reflect the developmental stage or 
age of the organism; and 2) it is impossible to evalu-
ate in vitro some organism-mediated effects on tumor 
growth, such as the influence of the tissue microenvi-
ronment, the hormonal and metabolic status, the im-
mune system, etc. Obviously, in vitro studies should 
be supplemented with in vivo organism-level models. 
Rodents are the central organism-level model in can-
cer research. Transplantable tumor lines that can be 

serially engrafted to inbred recipients are considered 
as the “gold standard” in experimental oncology, since 
they provide high penetrance of synchronously de-
veloping tumors. On the other hand, standard in vivo 
tumor growth models using rodents are hard to adapt 
to modern technologies for high-throughput screen-
ing of antitumor agents because of the high cost and 
labor-intensity of such studies. It should also be em-
phasized that the model does not allow high-through-
put bioimaging of tumor development, including the 
changes taking place in the tumor microenvironment 
in vivo, which is a significant drawback in the analysis 
of fine mechanisms of tumor progression. Therefore, 
researchers have begun focusing on alternative tumor 
models which can compete with rodents in terms of the 
translational significance of experiments for clinical 
practice and that are much more informative and ef-
ficient. 

In recent years, the freshwater fish Danio rerio (ze-
brafish) has become an increasingly popular model. 
This is due to its small size (2.5–4 cm), relatively short 
lifespan, as well as the possibility of laying up to sev-
eral hundreds eggs per week from one female, ex ute-
ro development, transparency of embryos and larvae, 
the relative simplicity of maintenance and breeding, 
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and the existence of numerous mutant and transgenic 
lines.

It should be emphasized that the D. rerio model 
is perfectly adapted to the use of modern molecular 
and genetic. The genome of this organism has been 
mapped and sufficiently annotated [www.ncbi.nlm.
nih.gov/genom/GRCz11]. Methods for precise editing 
of the zebrafish genome have become relatively sim-
ple and efficient, including targeted mutations using 
the ZFNs (zinc finger nucleases) platform [2–4] and 
the recently thoroughly elaborated CRISPR/Cas9 
system [8]. The method of high-throughput insertion-
al mutagenesis using retroviruses [5] and transposon 
elements has also been developed [6, 7]. Various ge-
netically engineered D. rerio lines harboring onco-
genes have been developed to induce tumors. Several 
of these tumors have been adapted to transplantable 
models.  Recently, considerable attention has been fo-
cused on xenograft transplantation of human tumor 
cells.

D. rerio MODELS BASED ON INDUCED TUMORS 
The pioneering studies by Stanton [9] and Khudoley 
[10] on hepatic tumor induction with chemical carcino-
gens laid the foundation for tumor growth modeling in 
D. rerio. This model remains one of the most popular 
tools used to study various aspects of tumor growth in 
fish (Fig. 1).

Furthermore, many new models have been gener-
ated by introducing vector DNA containing different 
oncogenes controlled by tissue-specific promoters into 
D. rerio zygotes [11], and they resulted in efficient in-
duction of embryonic rhabdomyosarcomas [12], mela-
nomas [13], hepatocellular carcinomas [14], and various 
types of leukemia [15–17]. 

Importantly, many genetically induced tumors ex-
press fluorescent protein-reporters, which enable to 
determine the time of tumor onset and investigate its 
growth and dissemination based on increased level and 
spatial distribution of fluorescence [18]. Some of these 
models use genetic constructs with regulatory elements 
to control the timing of tumor onset. In particular, in-
duction of hepatocellular carcinomas by KRASV12 un-
der the control of doxycycline [19] and mifepristone [20] 
has been developed. However, most of the above-men-
tioned models still possess limitations, such as a low in-
cidence and long and variable latent period of tumor 
onset, which makes it difficult to use them, for exam-
ple, for the screening of potential drugs.

TRANSPLANTATION MODEL BASED ON D. rerio
Studies aimed at developing malignant growth models 
based on the transplantation of labeled mammalian or 
fish tumor cells into the organism of D. rerio are be-

ing carried out in many laboratories around the world 
[21–25].

However, until recently, all attempts at using trans-
plantation models based on D. rerio in cancer research 
faced a number of significant limitations. In particular, 
for a long time, a tumors could only be transplanted to 
sublethally irradiated fish or embryos at the  early de-
velopmental stages.

At the same time, the approach associated with the 
use of sublethal gamma irradiation was not that con-
venient due to the high mortality of fish, as well as the 
quite rapid recovery of the immune system in survived 
animals [26].

Fig. 1. D. rerio with a carcinogen-induced hepatic tumor. 
A – healthy fish; B – fish with induced hepatocarcinoma; 
C – the same fish with an opened abdominal cavity. Tumor 
induction was carried out according to the procedure 
described in Khudoley [10].

А

B

C
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The technique of xenogeneic transplantation of tu-
mor cells, including human [27] and rodent [28] cells, 
into D. rerio embryos seems more attractive and has 
witnessed intensive development in recent years. Tu-
mor cells transplanted into embryos at early devel-
opmental stages (before the age of 48 hours) are not 
rejected because of the immaturity of the embryonic 
immune system and can survive in the recipient organ-
ism for several days. In some cases, these cells may mi-
grate (“metastasize”) some distance from the injection 
site [29] and produce angiogenic factors stimulating the 
growth of blood vessels [30–32]. Nevertheless, this type 
of transplantation models also exhibit some limitations 
related, for example, the temperature conditions opti-
mal for fish embryos at 28°C, which are not optimal for 
mammalian cell growth. However, it should be noted 
that D. rerio can be maintained for some time at a high-
er temperature, up to 35°C, which is more adequate for 
mammalian cells, without significant loss in their sur-
vival rate [33]. Recently, xenotransplantation of tum-
ors into D. rerio embryos has been successfully used to 
assess the sensitivity of tumors obtained from patients 
to the action of various drugs and their combinations 
in order to select the optimal strategy of drug therapy 
[34]. Previously, such studies were carried out only in 
athymic NOD/SCID mice. However, the prospects for a 
widespread use of this approach in clinical oncology are 
extremely limited due to its high cost and the labor-in-
tensity of such studies.

Unfortunately, all attempts at developing inbred 
D. rerio lines similar to inbred mammalian ones using 
standard inbreeding techniques have failed due to the 
reduced fertility of fish after several rounds of closely 
related crossing. 

The problem of heterologous tissue transplantation 
into the organism of D. rerio has largely been solved 
thanks to the development of three new experimen-
tal approaches. The first one is based on the produc-
tion of homozygous diploid clonal lines of D. rerio [35], 
which for the first time enabled the transplantation of 
tumor or normal cells from one fish to another within 
the same line without graft rejection. The possibility of 
constructing such lines was first demonstrated by Stre-
isinger et al. [36]. The double-heat shock method was 
used to generate clonal lines [37]. For this purpose, oo-
cytes from D. rerio were fertilized in vitro with UV-in-
activated sperms and then subjected to a short thermal 
shock to block the first  cell cleavage. Survived embry-
os (approximately 0.5% of heat-shock treated zygotes) 
were grown to adult state. This procedure leads to the 
development of completely homozygous diploid fish, 
which, nevertheless, are genetically different from 
each other. At the second stage, the oocytes obtained 
from each of the homozygous females are subjected 

to the next round of fertilization with UV-irradiated  
sperm, followed by heat shock. The offspring obtained 
from each homozygous female are genetically identi-
cal (clones) to this female and to each other because of 
the initial homozygosity of the mother organism. Clonal 
lines are further maintained by crossing the fish within 
one clone with each other. It should be noted that the 
sex of D. rerio is determined not by sex chromosomes 
but by physiological factors acting at early develop-
mental stages, and, therefore, the offspring produced 
by clonal fish crossing will include both males and fe-
males. These lines are characterized by complete genet-
ic identity and full homozygosity of the animals within 
each clone. This is a direct analogue of inbred rodent 
strains.

Clonal zebrafish lines consisting of genetically identi-
cal animals have been proven to be a convenient model 
for serial transplantation of tumor cells. Some tumor 
strains originating from the nitrosodiethylamine-in-
duced hepatic and pancreatic carcinomas of clonal fish 
have undergone more than 20 consecutive passages 
without  signs of rejection. In later studies, the clonal 
fish lines CG1 and CG2 were used to induce and subse-
quently transplant fluorescent reporter-labeled rhab-
domyosarcoma [38] and leukemia cells [39] to synge-
neic recipients. In that situation, the small sizes of the 
D. rerio larvae and embryos make them an ideal tool 
for large-scale transplantation of tumor cells to hun-
dreds of syngeneic recipients within a short period of 
time.

The second approach, which has been under devel-
opment since recently, is based on the use of immuno-
deficient fish lines [40] similar to athymic NOD/SCID 
mice [41]. The model enables quite effective allogeneic  
transplantation of malignant  and normal tissues to a 
recipient. However, it must be emphasized that immu-
nodeficient animals cannot be used to study, for exam-
ple, a number of the aspects of tumor interaction with 
the host organism.

In this regard, another approach based on the re-
cently developed double transplantation technique ap-
pears especially promising [42]. The approach is based 
on engraftment of lethally irradiated tumor cells into 
D. rerio embryos at the early developmental stages (up 
to 48 hours after fertilization). It has been shown that 
these cells persist in the recipient organism for about 
2 weeks, do not affect its viability but lead to the de-
velopment of specific immunological tolerance to this 
tumor without causing global immunodeficiency. Three 
months after primary transplantation, these animals 
can be injected with non-irradiated cells of the corre-
sponding tumor. These cells  successfully form tumor 
nodes and are capable of metastasizing. The approach 
was tested on various human tumor cell lines, including 
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hepatocarcinoma and prostate cancer. Thus, this model 
enables transplantation of allogeneic and xenogeneic 
tumors to adult fish and quite accurately simulates 
spontaneous tumor growth in the  host organism.

TRANSPLANTATION MODELS BASED ON 
TRANSPARENT LINES OF D. rerio
The loss of fish body wall transparency with growth 
due to the production of pigment cells, i.e. chromo-
phores producing black (melanophores), light-reflect-
ing (iridophores), and yellow (xanthophores) pigments 
in the skin, eyes, and peritoneal lining, is another limi-
tation in the use of D. rerio as an organism-level tumor 
model. This significantly complicates the bioimaging 
analysis of the development of the transplanted or in-
duced tumors in the animal’s body. However, optically 
transparent lines (ruby, casper, sheer) have been de-
veloped [43, 44] which lack most pigment cells and, as 
a result, have transparent body walls through which 
all visceral organs, as well as transplanted normal and 
tumorous tissue, can be visualized (Fig. 2, 3). There-
fore, transparent lines are an almost ideal model for 
real-time non-invasive study of tumor growth in vivo. 
Obviously, generation of clonal optically transparent 
lines, as well as combining transparent lines with dou-
ble-transplantation technology, should be the next step.

Generation of optically transparent clonal D. rerio 
lines makes the use of fluorescently labeled tumors for 
transplantation highly promising. Generation of these 
tumors by mosaic expression of transgenes containing 
various oncogenes, in combination with fluorescent re-
porters, has been demonstrated previously for clonal 
D. rerio lines [38, 39]. Chemical carcinogen-induced tu-

mors in fish which are phenotypically very similar to 
human tumors  might be very desirable for bioimaging 
of cancer development and progression. This is being 
accomplished by chemical carcinogenesis in transgenic 
D. rerio sublines based on clonal line CG2 expressing a 
fluorescent marker ubiquitously: i.e, in all tissue types. 
Any tumor induced in fish that belong to one of these 
sublines will bear a fluorescent label and can be trans-
planted to non-trasgenic syngeneic CG2 fish (Fig. 4). 

Fig. 2. Three-week old D. rerio, transparent line sheer.

Fig. 3. Carcinogen-induced hepatocellular carcinoma in a 
transparent sheer line of D. rerio. Tumor was induced ac-
cording to the procedure described in Khudoley [10].

Fig. 4. Green fluorescent protein-labeled rabdomiosarcoma grown in the clonal line of D. rerio. Intramuscular transplan-
tation, the 4th passage.
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The implementation of this technique in clonal trans-
parent lines of D. rerio will result in a transplantation 
model that provides exceptional capabilities for de-
tailed bioimaging of tumor growth.

PROSPECTS OF MODEL DEVELOPMENT
One of the most interesting strategies in the develop-
ment of models based on D. rerio includes its combina-
tion with modern approaches to transcriptome analysis. 
At present, transcriptome analysis of a number of tu-
mors of D. rerio of various geneses (hepatocellular car-
cinoma, melanoma, rhabdomyosarcoma, etc.) is carried 
out using microarrays and RNA sequencing technolo-
gy. The results have been compared to those obtained 
when analyzing corresponding human tumors. The 
finding that the transcriptome changes accompanying 
tumor growth in humans and D. rerio are conserved 
was the main conclusion of these studies [45, 46]. This 
conclusion is extremely important for further devel-
opment of this system, since it indicates the possibili-
ty of its use for a detailed analysis of the mechanisms 
of the onset and development of human tumors and 
high-throughput screening of antitumor agents. De-
tailed study of the interaction between the tumor and 
surrounding stromal tissue is one of the most promising 
areas, which provides hope for the development of new 
approaches to the therapy of tumor diseases [47]. To 
date, it is clear that a microenvironment represented 
primarily by fibroblasts, endothelial cells, pericytes, 

leukocytes, and the extracellular matrix is an integral 
part of a tumor and is directly involved in the control 
over its formation, growth, and progression. In turn, 
tumor cells have an active remodeling effect on the 
surrounding tissue. Therefore, the tumor growth pro-
cess involves a complex set of various interactions that 
change with tumor progression. Obviously, any anal-
ysis of the interaction between a tumor and stromal 
tissue is impossible without the use of organism-level 
models. The most common, currently used systems are 
based on immunodeficient rodent lines, which provide 
a combination of an organism-level model, fluorescent 
microscopy, FACS analysis of cell subpopulations, and 
transcription analysis [48]. However, the D. rerio model 
is gaining in popularity, especially where high-resolu-
tion microscopy is warranted [49, 50]. It is very likely 
that implementation of these approaches, in combina-
tion with a syngeneic transplantation model based on 
optically transparent D. rerio lines, will provide funda-
mentally new insight into understanding tumor growth 
and its interaction with its microenvironment. 
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INTRODUCTION
Passive immunotherapy with antibodies targeting vi-
ral capsid components is a promising strategy in the 
design of new drugs against influenza viruses [1, 2]. 
This approach is of particular importance because of 
the high antigenic variation of surface influenza A vi-
rus (IAV) proteins that decreases the efficacy of vac-
cines and low-molecular therapeutic agents. In recent 
years, neutralization of monoclonal antibodies (mABs) 
cross-protective against diverse IAV serotypes have 
been pursued in the design of broad spectrum antivi-
rals [3–7]. A large-scale screening of more than 100,000 
individual, cultured antibody-producing B cells select-
ed from several donors with significant heterosubtyp-
ic immunity against several IAV subtypes, has been a 
great success [8]. A unique antibody FI6 that targets 

the recombinant and natural hemagglutinins of phy-
logenetic groups I and II was found. The broad speci-
ficity of this antibody appears to be associated with the 
targeting of a conserved epitope in the F subdomain 
of hemagglutinin, which is less mutation-prone than 
the HA1 domain. Transfer of this antibody at a dose of 
2–20 mg/kg into mice and ferrets after lethal H1N1 
and H5N1 challenge conferred full protection. The dis-
covery of this broad-spectrum antibody opens up myr-
iad opportunities for the creation of different recombi-
nant immunoglobulins on its basis.

The respiratory tract is the major route for IAV en-
try into host cells; hence, intranasal administration of 
neutralizing antibodies can significantly enhance the 
effect of passive immunotherapy [9, 10]. The intranasal 
delivery of recombinant immunoglobulin A, the most 
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characterization and studied their interactions with influenza A strains of the H1N1- and H3N2-subtypes. It was 
shown that recombinant FI6 variants of the IgA-isotype retain the properties of the parental IgG antibody to 
demonstrate specificity to all the strains tested. The strongest binding was observed for the H1N1 subtype, which 
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KEYWORDS Influenza A virus, broadly neutralizing antibodies, immunoglobulin A, IgA1, IgA2m1, recombinant 
antibodies.
ABBREVIATIONS IAV – influenza A virus MES – 2-(N-morpholino)ethanosulfonic acid; ELISA – enhanced light 
immunosorbent assay; Kd – dissociation constant.
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prevalent antibody at human mucosal sites, appears as 
a very intriguing option [11]. Class A immunoglobulins 
come in various isoforms (monomer, dimer, secretory 
form) and, thus, employ different mechanisms for virus 
neutralization. IgA-isotype antibodies can block virus 
interaction with the surface of human cells, neutral-
ize the viral particles inside cells, and facilitate the de-
struction of infected cells by attracting and activating 
neutrophils [12].

The aim of this study was to produce recombinant 
variants of antibody FI6 of IgA-isotype and to compare 
its immunochemical properties with those of IgG-iso-
type. 

EXPERIMENTAL

Construction of the bi-promoter vector 
for the expression of recombinant 
FI6 IgG1-isotype antibodies
We had previously synthesized [13] cDNA sequences 
of the variable domain of the heavy FI6VHv3 and light 
FI6VKv2 chains of antibody FI6 [8]. 

A fragment with a nucleotide sequence encoding 
the leader peptide MAWVWTLLFLMAAAQSAQA 
and the untranslated regulatory region were fused to 
the 5’-end region of the previously synthesized cDNA 
of the heavy chain variable domain FI6VHv3 through 
splicing by overlap extension polymerase chain reac-
tion (SOE-PCR). To create the bi-promoter expression 
cassette, the SOE-PCR DNA fragment was treated 
with NheI and Bsp120I restrictases and cloned into the 
pSK+/hEF1-HTLV-BGH plasmid, pretreated with 
the same restrictases [14] containing the hEF1-HTLV 
hybrid promoter, the full-length IgG1 constant region 
and polyadenylation site BGH, all flanked with MluI 
restriction sites. Thus, a pSK+/hEF1-HTLV-FI6HG1-
BGH plasmid was obtained.

Similar to the heavy chain, human antibody light 
chain cDNA adapted to expression in eukaryotic cells 
was obtained. Using SOE-PCR, we spliced cDNA of the 
leader peptide MKSQTQVFVFLLLCVSGAHG, previ-
ously synthesized cDNA of the variable domain of the 
FI6VKv2 light chain, and cDNA of the constant domain 
of human kappa-isotype. The resulting DNA fragment 
was treated with NheI and Sfr274I restrictases and 
cloned into the pOptiVEC plasmid (Invitrogen, USA) 
that was pretreated with the same restrictases and car-
ried a preliminarily inserted MluI restriction site near 
the 5’-end of the promoter. In this way, a pOpti-FI6L 
plasmid containing the light-chain gene of antibody 
FI6 under the cytomegalovirus promoter (CMV) con-
trol was obtained. 

At the final stage of pBiPr-ABIgG1FI6 bi-promotor 
plasmid creation, the MluI-MluI fragment (2500 bp) 

from the pSK+/hEF1-HTLV-FI6HG1-BGH plasmid 
was inserted into the pOpti-FI6L dephosphorylated 
vector pretreated with the MluI restrictase. 

Construction of bi-promoter plasmids for 
the expression of recombinant FI6 IgA1- 
and IgA2m1-isotype antibodies
The constant heavy-chain domains of IgA1- and Ig-
A2m1-isotopes were obtained as follows. Exons of 
the corresponding genes were amplified using the 
human chromosomal DNA template and specific ol-
igonucleotide primers and cloned into an intermedi-
ate vector, pAL-TA (Eurogen, Russia). Exons of the 
constant domains of the same isotopes were spliced 
by SOE-PCR. The obtained fragments were treated 
with SacI and Sfr274I restrictases; each of these frag-
ments, the NheI-SacI fragment from pSK+/hEF1-
HTLV-FI6HG1-BGH containing cDNA of the leader 
peptide MAWVWTLLFLMAAAQSAQA and cDNA 
of the variable heavy-chain region of antibody FI6, 
was cloned into the pSK+/hEF1-HTLV-BGH vector 
pretreated with NheI and Sfr274I restrictases. Thus, 
the plasmids pSK+/hEF1-HTLV-FI6HA1-BGH and 
pSK+/hEF1-HTLV-FI6HA2m1-BGH were obtained 
that contained the hEF1-HTLV promoter, cDNA of the 
leader peptide MAWVWTLLFLMAAAQSAQA, the 
variable heavy-chain region of antibody FI6, cDNA of 
the constant domain of human IgA1- or IgA2m1-iso-
type (respectively), and an untranslated region which 
includes the polyadenylation site BGH flanked by MluI 
restriction sites.

At the final stage of creation of pBiPr-ABIg-
A1FI6 and pBiPr-ABIgA2m1FI6 bi-promotor vec-
tors, fragments MluI-MluI (2500 bp) from the plas-
mids pSK+/hEF1-HTLV-FI6HA1-BGH and pSK+/
hEF1-HTLV-FI6HA2m1-BGH, respectively, were in-
serted into the pOpti-FI6L dephosphorylated vector 
pretreated with MluI restrictase. 

Preparation of cell lines producing 
recombinant antibodies
CHO DG44 cells (Invitrogen, USA) were transfected 
with linearized pBiPr-ABIgG1FI6, pBiPr-ABIgA1FI6, 
and pBiPr-ABIgA2m1FI6 plasmids using the Lipo-
fectamine 3000 reagent (Invitrogen, USA) according to 
the standard protocol. Primary selection of transfected 
cells was performed using the CD OptiCHO medium 
(Invitrogen, USA) with addition of 8 mM L-glutamine 
(Gibco, USA), 0.1% Pluronic F-68 (Gibco, USA), and a 
1X antibiotic/antimycotic solution (Gibco, USA). Fluo-
rescent screening and selection of the producer clones 
were performed to obtain a stable cell line. The cells 
were seeded on a semi-solid CloneMedia medium (Mo-
lecular Devices, USA) with the addition of mouse an-
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tibodies to the constant domains of human immuno-
globulins G (Molecular Devices, USA) or A (Russian 
Research Center for Molecular Diagnostics and Thera-
py, Russia) depending on the isotype of the FITC-labe-
led recombinant antibodies. After 14 days of cell culti-
vation, some producing clones were selected using the 
ClonePix FL device (Molecular Devices, USA) based on 
fluorescence intensity. The selected clones were cul-
tured in the presence of increasing methotrexate con-
centrations from 20 to 500 nM to enhance productivity.

Extraction and purification 
of recombinant antibodies
The culture of cells producing recombinant antibod-
ies was grown in spinner flasks with a 500 mL working 
volume. For this, 2.5–3.0 × 105 cells/mL were seeded 
in a 300 mL CD OptiCHO medium and grown for 14–
18 days in a CO

2
-incubator at 37°C, 8% CO

2
 and a stir-

ring rate of the spinner of 50–70 rpm.
 The culture fluid was centrifuged at 4000 g; 

50 mM 2-(N-morpholino)ethanosulfonic acid (MES) and 
150 mM NaCl were added to the supernatant, pH 5.7.  

The culture fluid containing FI6-IgG was loaded 
on the Protein G-Sepharose 4B Fast Flow column (di-
ameter 2.5 cm, gel height 3.5 cm, volume 17 mL), pre-
equilibrated with a MES solution pH 5.7, at a recircula-
tion rate of 42 mL/h (8.6 mL/h × cm2) for 21 h at 4°C. 
Antibodies were eluted with 0.1 M glycine buffer at pH 
2.7 and an elution rate of 70 mL/h. Immediately after 
the eluate was obtained, pH was adjusted to ~7.5 with 
2 M Tris and concentrated using the 30000 NMWL ul-
trafiltration membrane to a volume of ≈1.5–2 mL and 
dialyzed against a phosphate buffer (200X volume) at 
pH 7.4 overnight.

For affine chromatography of FI6-IgA1 and 
FI6-IgA2m1, an immunosorbent based on FabH A3 

mouse monoclonal antibodies (mABs) (Russian Re-
search Center for Molecular Diagnostics and Therapy, 
Russia) to human immunoglobulin kappa-chain was 
obtained. Antibodies were immobilized on activated 
BrCN-sepharose according to Kavran et al. [15]. The 
immobilization degree of FabH A3 antibodies was 5 mg 
per 1 mL of sepharose. The pH of the culture fluid con-
taining FI6-IgA antibodies was adjusted to 8.0 with a 
1 M Tris solution and loaded on the column via recir-
culation for 18 h at a rate of 15 mL/h. For the elution 
of the FI6-IgA1 and FI6-IgA2m1 antibodies, 0.1 M so-
dium-acetate buffer, pH 3.0; 0.5 M NaCl; 0.1 M glycine 
buffer, pH 2.5; 0.5 M NaCl; 0.1 M glycine buffer, pH 2.0; 
0.5 M NaCl were consecutively used. All eluates were 
neutralized with a 1 M Tris solution.

Immunochemical analysis of recombinant antibodies
In this work, we used highly purified relic and current 
strains of IAV produced by Hytest Ltd. (Turku, Fin-
land) and the Research Institute of Influenza RAMS 
(St. Petersburg, Russia) obtained from infected chicken 
embryos by successive ultracentrifugation in a sucrose 
density gradient and inactivation with merthiolate for 
24 hours (Table 1). Virus inactivation was confirmed on 
a MDCK cell culture. 

Recombinant antibody titration was performed by 
indirect, enhanced light immunosorbent assay (ELISA). 
The inactivated IAV strains were sorbed at a concen-
tration of 5 µg/mL at 4°C overnight in 50 µL of a 0.1 M 
carbonate buffer at pH 9.2–9.4 in the wells of a 96-well-
plate with high binding capacity (Corning-Costar, 
Netherlands). FabH A3 mABs conjugated to horserad-
ish peroxidase were used as the secondary antibody for 
detection.

For Western blot, electrophoretic separation of in-
fluenza A virus strain A/Solomon Islands/03/06 in 10% 

Table 1. Characterization of the viral samples used in the work

Manufacturer Serotype Strain/year of isolation 

Hytest Ltd 8IN73 Influenza A (H1N1) A/Taiwan/1/86
Hytest Ltd 8IN73-2 Influenza A (H1N1) A/Beijing/262/95
Hytest Ltd 8IN73-3 Influenza A (H1N1) A/New Caledonia/20/99
Hytest Ltd 8IN73-4 Influenza A (H1N1) A/Solomon Islands/03/06

Research Institute of Influenza Influenza A (H1N1) A/California/07/09
Hytest Ltd 8IN74 Influenza A (H3N2) A/Samara/222/99=A/Shangdong/9/93

Hytest Ltd 8IN74-1 Influenza A (H3N2) A/Panama/2007/99
 Hytest Ltd 8IN74-2 Influenza A (H3N2) A/Kiev/301/94
Hytest Ltd 8IN74-3 Influenza A (H3N2) A/Wisconsin/67/05
Hytest Ltd 8IN74-4 Influenza A (H3N2) A/Brisbane/10/07

Research Institute of Influenza Influenza A (H3N2) A/Sydney/5/97
Hytest Ltd 8IN75-2 Influenza B B/Tokio/53/99
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polyacrylamide gel upon non-reducing conditions was 
performed. Electrophoretic transfer (electroblotting) 
of proteins from the gel to the nitrocellulose membrane 
S045A330R (Advantec MFS, Inc., USA) was conducted. 
Transferred proteins were detected on the nitrocellu-
lose membrane by indirect ELISA. The membrane was 
blocked with a 5% casein solution for 1 h at room tem-
perature on a shaker, rinsed three times with PBS-T 
(10 mM K

2
HPO

4
, pH 7.5, 0.145 M NaCl, 0.1% Tween 20), 

and incubated for 1 h on a shaker at room temperature. 
After three times rinsing, the membrane was incubat-
ed with a solution of corresponding recombinant anti-
bodies at a concentration of 1 µg/mL in a phosphate-
salt buffer for 1 h at 37oC. After three times rinsing 
with PBS-T, the membrane was incubated with FabH 
A3 mABs conjugated to horseradish peroxidase for 1 
h at 37oC. Western blots were stained by adding a sub-
strate (3,3-diaminobenzidine, 4-chlorine-1-naphthol 
and hydrogen peroxide).

K
d
 of the antigen–antibody complex was estimated 

according to Friguet et al. [16]. At the first stage, mABs 
at a constant concentration of 1 nM (150 ng/mL) were 
incubated with an inactivated antigen of the influenza 
A(H1N1)/Solomon Islands/03/06 strain in a concen-
tration range of 0.1–10 nM (10–1000 ng/mL) for 2 h at 
room temperature with constant stirring on a shaker 
to achieve a thermodynamic equilibrium in a three-
component system: free antigen, free antibody, and a 
antigen–antibody complex. At the second stage, the 
concentrations of free antibodies were measured by 
solid-phase ELISA with an antigen immobilized on the 
wellplate. At the final stage, the K

d
 value was estimated 

using the Klotz equation [17] from the values of the to-
tal antigen concentration and free recombinant anti-
body concentration.

RESULTS AND DISCUSSION 
Recombinant immunoglobulins were generated using 
nucleotide sequences encoding the variable domains 
of the heavy FI6VHv3 and light FI6VKv2 chains of a 
broad-spectrum neutralizing antibody FI6 [8]. Such 
modified sequences differ from the sequences encoding 
the heavy and light chains of immunoglobulin FI6 by 
the fact that they contain less somatic mutations and 
correspond more to the variable domain germ-line se-
quences of human immunoglobulin. 

Recombinant IgA1- and IgA2m1-isotype antibodies 
were obtained to study the ability of the FI6 antibody 
to interact with IAV of IgA-isotype. The IgG1-isotype 
antibody FI6 was obtained as a positive control.

Human immunoglobulin A comes in two isotypes – 
IgA1 and IgA2. IgA1 dominates in the serum, while 
the proportion of IgA2 is higher in secretions [18]. The 
most significant structural differences between these 

isotypes are associated with the hinge region. IgA1 has 
a 13-amino-acid-longer hinge than IgA2, resulting in 
more flexible antigen-binding sites for the IgA1-iso-
type antibodies. This advantage renders IgA1 more 
susceptible to proteolytic cleavage at the hinge region 
compared to IgA2 [12]. IgA2-isotype antibody comes 
in two allotypes: IgA2m1 and IgA2m2, which differ in 
the number of glycosylation sites and, most significant-
ly, the location of inter-chain disulfide bonds [19, 20]. 
IgA2m1 lacks disulfide bonds between the constant do-
main of the light chain and the constant domain of the 
heavy chain (CH1), which are typical for the structure 
of immunoglobulins. In this case, the disulfide bond 
forms between the constant domains of light chains 
and the interaction between the light and heavy chain 
is non-covalent.

 For the expression of recombinant antibodies in 
CHO cells, we had previously developed a bi-promoter 
vector which was effective in producing antibodies. 
This expression vector contains two transcription units, 
and pCMV and hEF1-HTLV promoters that control the 
transcription of heavy and light antibody chains in one 
plasmid. The plasmid also contains the dihydropholate 
reductase gene (DHFR), which is translated with an in-
dependent ribosomal binding site. During amplification 
of the DHFR gene copies in the chromosome of pro-
ducer lines by means of methotrexate (MTX) selective 
pressure, this vector allows simultaneous increase in 
the light- and heavy-chain gene copy numbers. Three 
expression plasmids different in the constant domains 
of immunoglobulin heavy chains were obtained (Fig. 1).

Stable cell lines based on CHO DG44 cells were gen-
erated for the production of recombinant immuno-
globulins. Recombinant IgG and IgA antibodies were 
isolated from a serum-free culture medium. After af-
finity chromatography, recombinant IgG and IgA-iso-
type antibodies were analyzed using polyacrylamide 
gel electrophoresis upon reducing and non-reducing 
conditions (Fig. 2).

An analysis of gel electrophoresis showed that the 
size of the detected protein fragments reflects the fea-
tures of the location of inter-chain disulfide bonds in 
each of the studied isotopes. Thus, two bands corre-
sponding to the light and heavy chains of the immuno-
globulins appear on the electrophoregrams of IgG- and 
IgA1-isotype antibodies upon reducing conditions. The 
IgA2m1-isotype antibody was found to have a unique 
location of the inter-chain disulfide bonds characteris-
tic of this isotype. As mentioned previously, IgA2m1-
isotype antibodies lack an inter-chain disulfide bond 
between the constant domain of the light chain and 
the CH1-domain of the heavy chain, which is common 
to most immunoglobulins. Herewith, the constant do-
mains of the light chains are interconnected by a di-
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sulfide bond. Dimers of the light (~46 kDa) and heavy 
chains (~105 kDa) are found on gel electrophoregrams 
(Fig. 2B) upon non-reducing conditions.

The antigen-binding activity of the recombinant 
proteins was studied by Western blotting with an in-
activated A/Solomon Islands/03/06 H1N1 influenza 
strain (Fig. 3).

Western blot data confirm the ability of the recombi-
nant antibodies to recognize the native hemagglutinin 
of IAV. Western blotting confirmed previous results 
on the Fab-fragment of the FI6 IgG1-isotype antibody 
[13] indicating that antibody FI6 can interact with both 
whole HA0 hemagglutinin and the HA1 and HA2 frag-
ments formed during hydrolysis of the whole protein in 

Fig. 1. Expression cassettes of bi-promotor plasmids for the production of FI6 antibodies of different isotypes. A. Plas-
mid pBiPr-ABIgG1FI6 B. Plasmid pBiPr-ABIgA1FI6. C. Plasmid pBiPr-ABIgA2m1FI6. hEF1-HTLV – hybrid promotor from 
plasmid pMG, combining the promotor of an elongation factor  EF-1a and 5’-untranslated region of the human T-cell 
leukemia virus HTLV; VH – variable domain of an antibody heavy chain; CH(IgG1), CH(IgA1), CH(IgA2m1) – constant 
domains of human immunoglobulin heavy chains of IgG1-, IgA1-, IgA2m1-isotypes, respectively; BGH – polyadenyla-
tion site BGH; CMV –promotor/enhancer of early genes of human cytomegalovirus; VL – variable domain of an anti-
body light chain; CL – constant domain of an antibody light chain; EMCV IRES – internal ribosome entry site (IRES) of the 
encephalomyocarditis virus; DHFR – dihydropholate reductase gene; TK pA – herpes virus thymidine kinase polyade-
nylation signal.

A

B

C

hEF1-HTLV	 VH	 CH(IgG1)	 BGH	 CMV	 VL	 CL	 EMCV IRES	 DHFR	 TK pA

hEF1-HTLV 	 VH	 CH(IgA1)	 BGH	 CMV	 VL	 CL	 EMCV IRES	 DHFR	 TK pA

hEF1-HTLV	 VH	 CH(IgA2m1)	 BGH	 CMV	 VL	 CL	 EMCV IRES	 DHFR	 TK pA

Fig. 2. Gel electrophore-
sis of FI6 antibodies upon 
reducing and non-reducing 
conditions. A. 1, 3 – IgG 
antibodies; 2, 4 – IgA1 
antibodies. 1, 2 – in the 
presence of β-mercap-
toethanol. 3, 4 – in the 
absence of β-mercaptoeth-
anol. B. IgA2m1 antibodies 
in the absence (1) and in 
the presence (2) of β-mer-
captoethanol. M – molecu-
lar weight markers, kDa.
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Table 2. Comparison of K
d 

values for FI6 recombinant anti-
bodies of IgG and IgA isotypes

Antibody K
d
, nM

IgG1 1.2–1.8 
IgA1 0.7–1.5 

IgA2m1 3.3–3.9

gel electrophoresis upon reducing conditions [21]. These 
results are consistent with the data of FI6 antibody epi-
tope mapping presented in [8]. The broad specificity 
of FI6 antibody occurs because that FI6 targets a con-
served epitope in the F-subdomain of hemagglutinin 
located between the H1 and H2 domains. Herein, the 
heavy chain of the antibody interacts with the H1 do-
main and the light chain – with the alpha helix from 
the H2 domain.

The ability of IgA-isotype antibodies to interact 
with different IAV subtypes was of interest. IgA1- and 
IgA2m1-isotype antibodies were compared by indirect 
ELISA using various inactivated H1N1 and H3N2 sub-
type influenza A strains immobilized in solid phase. 

The immunochemical analysis (Figs. 4 and 5) indi-
cates that recombinant IgA1- and IgA2m1-isotype 
antibodies recognize the strains of both isotypes from 
different phylogenetic groups. The affinity of recom-
binant IgA1- and IgA2m1-isotype antibodies to some 
strains of the investigated subtypes is different. The 
greatest difference is observed for strains of the H3N2 
subtype; the intensity of H3N2 interaction with the 
IgA2m1-isotope antibodies is much lower than that 
with IgA1-isotype antibodies.

Our data agree with the data [8] showing that FI6 
antibodies recognize 16 subtypes of IAV and exert dif-
ferent binding strengths on different virus subtypes. 

For the three obtained recombinant antibodies, the 
dissociation constants of the antigen–antibody com-
plex were estimated for the A(H1N1)/Solomon Is-
lands/03/06 influenza strain antigen (Table 2). 

The K
d
 values of the recombinant IgA1 and IgA2m1 

antibodies differ considerably (4 times). Herewith, 
the K

d
 value of IgA1 is even slightly lower than that 

of IgG1, which indicates a greater binding strength 
and is probably caused by the greater flexibility of the 
antigen-binding sites of the variable domains associ-

Fig. 3. Western blot of FI6 
recombinant antibodies with 
the proteins of the influenza 
A virus, strain A/Solomon 
Islands/03/06 (H1N1). Lane 
1. Influenza A virus proteins 
before transfer to a mem-
brane. Lane 2. Western blot 
with FI6 IgG1 antibodies. Lane 
3. Western blot with FI6 IgA1 
antibodies. Lane 4. Western 
blot with FI6 IgA2m1 antibod-
ies. Lane 5. Conjugate control 
(Western blot in the absence 
of recombinant antibodies).

1 2 3 4 5

HA0

HA1

Fig. 4.  Indirect ELISA of the interaction of influenza A 
strains of H1N1 and H3N2 subtypes with recombinant FI6 
antibodies of IgA1 isotype.
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Fig. 5.  Indirect ELISA of the interaction of influenza A 
strains of H1N1 and H3N2 subtypes with recombinant FI6 
antibodies of IgA2m1 isotype.



36 | ACTA NATURAE |   VOL. 10  № 2 (37)  2018

RESEARCH ARTICLES

ated with the unique IgA1 hinge site structure. Over-
all, our study shows that production of the IgA isotype 
FI6 antibody does not deteriorate its antigen-binding 
properties. It is noted that retaining high degrees of 
antigen-binding and neutralizing properties when re-
formatting an antibody isotype is not an obvious result 
as indicated by the data in [22]. It was shown that the 
chimeric (mouse-human) antibody 9F4 of IgA1 isotype 
to H5N1 subtype hemagglutinin exerts a lower neutral-
izing activity compared to parental mouse antibody and 
the chimeric version of the IgG-isotype. 

CONCLUSION
Recombinant monomer antibodies of IgA1- and Ig-
A2m1-isotypes on the basis of variable domains of the 
broad-spectrum antibody FI6 to influenza A virus he-
magglutinin were obtained. These antibodies recognize 
10 relic and current IAV strains in indirect ELISA and 

are characterized by a K
d
 value of the antigen–an-

tibody complex no higher than 4 nM. The affinity of 
the studied antibody samples to the IAV strains of the 
H1N1 subtype is higher than the affinity to the H3N2 
subtype strain. Our data show that production of an-
tibody FI6 of monomer IgA form does not change its 
antigen-binding properties, which is an important pre-
requisite for the use of IgA-isotype antibodies for ther-
apeutic purposes. 
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INTRODUCTION
The study of the mechanisms of formation and func-
tioning of the neural networks involved in cognitive 
functions is one of the most important aspects of mod-
ern neuroscience. The development of new experi-
mental methods for cell-resolution visualization of the 
neural substrates of cognitive processes throughout the 
whole brain plays a key role in addressing these prob-
lems. 

Detection of immediate early gene expression is a 
classical method used to identify the neuronal popula-
tions involved in various types of cognitive activity in 
animals [1–3]. IEG is a family of genes that are rapidly 
activated in the cell through intracellular signaling cas-
cades in response to certain external influences. This 
family includes genes that encode transcription factors, 
structural synaptic proteins, cytoplasmic enzymes, etc. 
[4]. Expression of some IEGs, for example c-fos,  zif268 
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nation only in the cells where immediate early gene c-fos expression takes place due to the new experience. We 
used the classical fear conditioning model to show that ex vivo microscopy of the eGFP protein in Fos-Cre-eGFP 
mice enables mapping of the neurons of the various brain regions that undergo Cre-recombination during 
acquisition of a new experience. We exposed the animals to the new environment in brief sessions and demon-
strated that double immunohistochemical staining enables a characterization of the types of neocortical and 
hippocampal neurons that undergo experience-dependent Cre-recombination. Notably, Fos-Cre-eGFP-labeled 
cells appeared to belong to excitatory pyramidal neurons rather than to various types of inhibitory neurons. We 
also showed that a combination of genetic Cre-eGFP labeling with immunohistochemical staining of the endog-
enous c-Fos protein allows one to identify and compare the neuronal populations that are activated during two 
different episodes of new experiences in the same animal. This new approach can be used in a wide spectrum of 
tasks that require imaging and a comparative analysis of cognitive neuronal networks.
KEYWORDS brain, neuronal networks, learning, immediate early genes, Cre-recombination, genetic labeling of 
neurons.
ABBREVIATIONS eGFP – enhanced green fluorescent protein; GFAP – glial fibrillary acidic protein; NeuN – neu-
ronal nuclei; CaMKII – Ca2+/calmodulin-dependent protein kinase II; SOM – somatostatin; NPY – neuropep-
tide Y; PV – parvalbumin; IEGs – immediate early genes; PCR – polymerase chain reaction; FC – fear condition-
ing; FS – footshock.



38 | ACTA NATURAE |   VOL. 10  № 2 (37)  2018

RESEARCH ARTICLES

and arc, is induced in animals through a new experi-
ence and plays a key role in plastic rearrangements and 
the formation of long-term memory, storing the indi-
vidual experience [1, 3, 5, 6]. These properties of IEGs 
form the basis for the methods of immunohistochem-
ical and in situ hybridization mapping of the brain, 
which make it possible to identify the cognitive neural 
networks activated during learning [2, 7–9].

However, identification of IEG products using im-
munohistochemistry or in situ hybridization is labori-
ous and limited to a narrow time window after cognitive 
exposure. Visualization of the populations of cognitively 
active neurons using expression of fluorescent protein 
genes controlled by IEG promoters is a promising way 
to address some of these problems. The use of controlled 
transgenic systems makes it possible to obtain mice in 
which the fluorescent protein is synthesized only in 
those neurons where IEG, for example c-fos, was ex-
pressed at a certain time [10]. In recent years, these tech-
nologies have become increasingly widespread. Howev-
er, they suffer from a significant limitation: labeling of 
the population of cognitively active neurons is limited by 
the lifetime of the fluorescent protein.

Permanent genetic labelling of the population of 
neurons involved in a certain cognitive task may be 
a solution to this problem. The system of site-specif-
ic recombinases widely used in neurobiology [11–13], 
in particular the one with modified Cre-recombinase 
of P1 bacteriophage, which is bound to the mutant li-
gand-binding domain of the estrogen receptor, can be 
used for this purpose [14, 15]. Cre-recombinase recog-
nizes homotypic loxP sites and excises the DNA flanked 
by these sites in the presence of tamoxifen, a synthet-
ic estrogen antagonist. LoxP sites usually flank the 
STOP codon located before the reporter gene sequence 
that encodes the fluorescent protein (GFP, tdToma-
to, etc.), β-galactosidase, or channelrhodopsin [13, 16]. 
At present, dozens of transgenic mouse strains have 
been developed where Cre-recombinase is selectively 
expressed in different tissues or different cell types; 
for example, in certain types of interneurons [17] or at 
certain stages of neuronal progenitor development [13]. 
Thus, the technology of genetic labelling of neurons 
with Cre-recombinase is currently well developed, but 
it is primarily used for anatomical mapping of the nerv-
ous system or for embryonic research.

The work of Guenthner et al. [18], who developed 
transgenic mice lines expressing Cre-recombinase un-
der the control of the IEG promoters c-fos and arc, was 
a methodological innovation. Cross-breeding of Fos-Cre 
or Arc-Cre mice with reporter mice carrying the red 
fluorescent protein tdTomato for the first time provid-
ed permanent genetic labeling of neurons with activat-
ed IEGs [18]. 

We generated double transgenic Fos-Cre-eGFP mice 
which were used in this work to investigate the mor-
phological and molecular phenotype of the neurons of 
various brain structures undergoing Cre-recombina-
tion when animals acquire a new experience. We also 
tested for the first time the possibility of using Fos-
Cre-eGFP transgenic mice to label and compare two 
populations of neurons activated in the same animal in 
two different situations when gaining new experience.

EXPERIMENTAL

Preparation of bitransgenic Fos-Cre-eGFP mice
B6.129(Cg)-Fostm1.1(cre/ERT2)Luo/J transgenic mice 
(The Jackson Laboratory, stock Number: 021882) bear-
ing Cre-recombinase under the c-fos promoter were 
interbred with TG(CAG-Bgeo/GFP)21Lbe/J mice 
(The Jackson Laboratory, Stock No. 003920) carrying 
the enhanced green fluorescent protein gene eGFP un-
der loxP sites in order to produce Fos-Cre-eGFP mice. 
The mice were managed in individually ventilated 
cells, five animals per cell, with water and food ad libi-
tum and a light cycle of 12/12 h. All experiments were 
carried out in accordance with the requirements of 
Order No. 267 of the Ministry of Health of the Russian 
Federation (19.06.2003) and also with the directive of 
the local ethical Committee on Biomedical Research of 
the Research Center of the Kurchatov Institute (Proto-
col No. 1 of 09/07/2015).

Genotyping
The transgene was in a heterozygous state in both 
parental lines, and, therefore, genotyping for each 
transgene was used to identify bitransgenic animals. 
Tissue samples were collected from mice at the age of 
two months, and DNA was isolated by lysing with a 
proteinase K solution (Sigma) in 1% SDS buffer (Hel-
icon), followed by precipitation with 96% ethanol. The 
DNA precipitate was dissolved in a TE buffer. The 
resulting DNA was used for a polymerase chain re-
action (PCR) with primers to Cre-recombinase and 
eGFP in a ScreenMix medium (ZAO Eurogen). The 
following primers were used: for Cre – CACCAGT-
GTCTACCCCTGGA (common forward sequence for 
the wild type and transgene), CGGCTACACAAAGC-
CAAACT (reverse wild-type sequence), CGCGCCT-
GAAGATATAGAAGA (reverse transgene sequence); 
for GFP – TGGACGGCGACGTAAACGGC (first 
transgene sequence), GGCGGTCACGAACTCCAGCA 
(second transgene sequence), CTAGGCCACAGAATT-
GAAAGATCT (forward sequence of the internal posi-
tive control), GTAGGTGGAAATTCTAGCATCATCC 
(reverse sequence of the internal positive control). PCR 
conditions are shown in table. PCR products were de-
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tected in 2.5% agarose gel in a TAE buffer with ethid-
ium bromide.

Induction of Cre-recombination with tamoxifen
A single intraperitoneal injection of tamoxifen (Sigma) 
dissolved in corn oil (Sigma) was used at a dose of 150 
mg/kg to induce Cre-recombination as previously de-
scribed [18]. For experience-induced Cre-recombina-
tion, tamoxifen was injected 24 hours before the animal 
gained a new experience.

Сontext exploration
For new context exploration, the mice were placed in 
an experimental chamber for 5 minutes and allowed to 
freely explore it. It is known that such an exploration 
leads to the formation of long-term memory in animals 
[19].

Two contexts were used in this work. Context A was 
a chamber illuminated with diffused white light (av-
erage illumination level 87 lux) size 20 × 30 × 20 cm 
and equipped with an electrode floor; the noise level in 
the chamber was 7 dB. The chamber was wiped with 
a 40% solution of ethyl alcohol before placing each an-
imal in it. Context B was a chamber size 20 × 15 × 20 
cm with an electrode floor; the camera was illuminated 
only with a near-infrared light source, which is invis-
ible to mice; the noise level in the chamber was 25 dB. 
The chamber was wiped with a 3% acetic acid solution 
before placing each animal in it.

Immediate footshock
Footshock (FS) was applied 3 days after the explo-
ration of context A. For this purpose, the mice were 

placed in context A or context B and immediately ad-
ministered FS with an intensity of 1 mA and duration 
of 2 seconds and then immediately returned to their 
home cage.

Fear conditioning (FC) training
For the purpose of FC training, the mice were placed 
in context A, followed by a sound signal (90 dB, 5 kHz) 
lasting 30 s for 120 seconds. The last 2 seconds of sound 
were combined with a 1 mA FS. The mice were re-
turned to their home cage 30 seconds after the end of 
the FC.

Experimental groups
Two groups of animals were used to evaluate the base-
line and experience-induced eGFP expression: “Learn-
ing” group animals (n = 4) were fear-conditioned as 
described above; “control” group mice (n = 4) stayed 
in their home cages and were not exposed to any influ-
ences.

The animals that explored context A for 5 min (n = 5) 
were taken to determine the phenotype of the cells un-
dergoing experience-dependent Cre-recombination.

The A – A + FS (n = 5) and A – B + FS (n = 5) 
groups were used to identify two populations of cog-
nitively active neurons in one brain. A – A + FS group 
mice explored context A and then received immediate 
FS for 3 days in the same context; A – B + FS group 
mice explored context B and then received immediate 
FS for 3 days in context B. 

Brain sample harvesting and 
preparation of floating sections
Mouse brain samples were obtained 3 days after the 
animals had been exposed to a new experience which 
was accompanied by Cre-recombination. In the exper-
iments aimed at identifying two populations of active 
neurons, mouse brain samples were collected 90 min-
utes after the second cognitive episode (FS application).

Mice were anesthetized by intraperitoneal injection 
of 15% chloral hydrate in saline, followed by intracardi-
al perfusion with phosphate buffer and a 4% paraform-
aldehyde solution in phosphate buffer and brain har-
vesting. The resulting brain samples were post-fixed 
with a 4% paraformaldehyde solution in phosphate 
buffer: 2 h at room temperature and 14–18 h at +4°С. 
After that, the samples were placed in a phosphate 
buffer for 2 hours and 50-μm thick frontal sections of 
the brain were prepared using a Leica VT1200S (Leica) 
vibratome. Sections were taken at a distance of +2.46 
and -1.34 mm from the bregma. The coordinates of the 
sections were determined using a stereotactic mouse 
brain atlas [20].

PCR conditions for genotyping

Step Temperature, 
°C Time Remark

1 94 2 min
2 94 20 s

3 65 15 s Decrease in temperature  
by 0.5°C per cycle

4 68 10 s

5 Repeating steps 2 to 4  
for 10 cycles

6 94 15 s
7 60 15 s
8 72 10 s

9 Repeating steps 6 to 8  
for 28 cycles

10 72 2 min
11 10 Stop



40 | ACTA NATURAE |   VOL. 10  № 2 (37)  2018

RESEARCH ARTICLES

Detection of the fluorescent protein eGFP 
and double immunohistochemical staining
The cells subjected to Cre-recombination in the ex-
periments aimed at determining the baseline and 
experience-induced eGFP expression were detected 
based on intrinsic fluorescence of the eGFP protein. 
The prepared brain sections were placed under cov-
er glass using the Fluoromount™ Aqueous Mounting 
Medium (Sigma-Aldrich) and digitized as described 
below.

In the experiments aimed at determining the 
phenotype and proportion of cells undergoing ex-
perience-induced Cre-recombination, as well as the 
identification of two populations of cognitively active 
neurons, Cre-recombined cells were detected using 
immunohistochemistry based on eGFP protein stain-
ing. Brain sections were subjected to the permeabili-
zation procedure in a 1% Triton-X100 solution (Sig-
ma) in the phosphate buffer with 5% normal donkey 
serum (Sigma) and 5% normal goat serum (Abcam) 
for 60 min, followed by triple washing with a 0.2% 
Triton-X100 solution in phosphate buffer for 5 min-
utes and incubation with primary antibodies for 18 
hours at +4°C. The following primary antibodies were 
used in different reactions to identify various mark-
ers: eGFP (Rabbit Anti-GFP Antibody, Life Tech-
nologies, 1:250 dilution), eGFP (Chicken Anti-GFP 
Antibody, Aves Labs, 1:500 dilution), c-Fos Goat An-
ti-c-Fos Antibody (Santa Cruz Biotechnology, 1:150 
dilution), GFAP (Chicken Anti-GFAP Antibody, Ab-
cam, 1:500 dilution), NeuN (Mouse Anti-NeuN Anti-
body, EMD Millipore, 1:500 dilution), CaMKII (Mouse 
Anti-CaMKII Antibody, EMD Millipore, 1:200 dilu-
tion), SOM (Rabbit Anti-Somatostatin Antibody, San-
ta Cruz Biotechnology, 1:1000 dilution), NPY (Rabbit 
Anti-Neuropeptide Y Antibody, Novus Biologicals; 
1:10000 dilution), and PV (Rabbit Anti-Parvalbumin 
Antibody, Abcam; 1:10000 dilution). At the end of the 
incubation, the sections were washed with a 0.2% Tri-
ton-X100 solution in phosphate buffer 3 times for 5 
minutes. The sections were then incubated with sec-
ondary antibodies for 2 hours at room temperature 
in the dark. The following secondary antibodies were 
used in different reactions: AlexaFluor® 488 Donkey 
Anti-Goat Antibody (Life Technologies, 1:500 dilu-
tion), AlexaFluor® 488 Goat Anti-Chicken Antibody 
(Life Technologies, 1:500 dilution), AlexaFluor® 568 
Donkey Anti-Rabbit Antibody (Life Technologies, 
1:500 dilution), AlexaFluor® 568 Goat Anti-Chicken 
Antibody (Life Technologies, 1:500 dilution), or Al-
exaFluor® 568 Donkey Anti-Mouse Antibody (Life 
Technologies, 1:500 dilution). After incubation with 
secondary antibodies, sections were washed 3 times 
for 5 minutes in a 0.2% Triton-X100 solution in phos-

phate buffer. After the end of staining, the sections 
were placed under the cover glass using the Fluoro-
mount™ Aqueous Mounting Medium (Sigma-Aldrich). 
The sections were digitized on a confocal microscope 
Olympus FV1000BW61WI (Olympus) with ×20 mag-
nification. Each brain section was used to produce 
10–13 optical sections with 5 μm increments along the 
Z axis.

Counting of eGFP-positive cells 
and colocalization analysis
The resulting images were processed, and further 
analysis was carried out using the Imaris 7.1.0 soft-
ware (Bitplane). Since eGFP staining is cytoplasmic 
and involves not only the bodies but also the processes 
of the cells, the automated counting of eGFP-positive 
neurons is complicated. Because of this, eGFP-pos-
itive cells were marked manually and then counted 
automatically. NeuN and c-Fos staining is nuclear, 
and, therefore, automated marking and counting 
of NeuN-positive and c-Fos-positive cells was used 
based on the size and threshold level of red-channel 
color intensity. In the case of eGFP, NeuN, and c-Fos 
staining, all positive cells whose soma was fully lo-
cated within the slice along the Z axis were counted; 
the cells whose soma was located on the upper and 
lower boundaries of brain sections along the Z axis 
were not counted. Expert evaluation of eGFP colocal-
ization with NeuN or c-Fos was carried out in three 
projections for each cell. The cells whose NeuN- or 
c-Fos-positive nucleus was completely surrounded 
with eGFP-stained cytoplasm were considered as 
double positive. Double-positive cells were marked 
manually and then counted automatically. Positive 
cells were counted over the entire area of the frontal 
associative cortex on the brain slice and, in the case 
of concomitant staining with NeuN, also separately in 
the layers 1, 2/3, 5, and 6. The boundaries of the fron-
tal association cortex were determined using a ster-
eotaxic mouse brain atlas [20]. The boundaries of the 
layers were determined according to the Allen Mouse 
Brain Atlas, http://mouse.brain-map.org/static/atlas. 
Three sections of the frontal association cortex per an-
imal were analyzed. The results of positive cell count-
ing were averaged for the right and left hemispheres 
in one section and three sections of one brain.

Statistical data analysis
Statistical data processing was carried out with 
the Prism 7 (GraphPad) software package using a 
two-sample t-test, as well as two-way ANOVA var-
iance analysis or ANOVA variance analysis with re-
peated measurements and the Sidak t-test. The signif-
icance level was p <0.05.
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RESULTS AND DISCUSSION

Baseline and experience-induced expression 
of the green fluorescent protein in the brain 
of Fos-Cre-eGFP bitransgenic mice
Cross-breeding of B6.129(Cg)-Fostm1.1(cre/ERT2)
Luo/J and Tg(CAG-Bgeo/GFP)21Lbe/J mice resulted 
in offspring which partially consisted of bitransgenic 
animals simultaneously carrying the Cre-recombinase 
gene under the c-fos promoter and an enhanced flu-
orescent protein eGFP gene under the loxP-flanked 
stop signal (Fig. 1). Transgenic mice were injected with 
tamoxifen, followed by FC training 24 hours after in-
jection (“Learning” group) or left in the home cells 
(“Control” group) in order to assess the baseline level of 
Cre-recombination and experience-dependent induc-
tion of recombination. In 3 days, eGFP was detected on 
the mouse brain sections (Fig. 2). The neurons where 
the green fluorescent protein was detected were the 
neurons involved in the activation of the c-fos gene 
promoter, followed by Cre-recombination.

“Learning”-group mice showed a large number of 
eGFP-positive neurons in all the structures specifically 
related to FC learning [21], namely in the olfactory nu-

Fig. 1. Electrophoretic analysis of PCR products for identi-
fication of bitransgenic Fos-Cre-eGFP mice carrying both 
the eGFP (A) and Cre-recombinase (B) genes. 173 bp – 
the fragment corresponding to the eGFP transgene; 324 
bp – internal positive control; 215 bp – the fragment cor-
responding to the wild-type Cre-recombinase gene; 293 
bp – the fragment corresponding to еру Cre-recombinase 
transgene; wt – wild-type animal, tg – transgenic animal; 
1, 2, 3 – animal number. Only mouse No 1 is bitransgenic.

A        eGFP B       CreER

173 bp

324 bp
215 bp
293 bp

Fig. 2. Baseline level of Cre-re-
combination in the “Control” 
group naïve mice (A, C, E, G) 
vs experience-induced Cre-re-
combination in the “Learning” 
group of fear-conditioned mice 
(B, D, F, H). AON – anterior 
olfactory nucleus; BLA – baso-
lateral amygdala; CA1 – CA1 
area of the hippocampus; 
DG – dentate gyrus of the hip-
pocampus; DLO – dorsolateral 
orbital cortex; FrA – frontal 
association cortex; LO – lateral 
orbital cortex; M1 – primary 
motor cortex; MO – medial 
orbital cortex; MOB – main 
olfactory bulb; PrL – prelimbic 
cortex; S1 – primary soma-
tosensory cortex; VO – ven-
tral orbital cortex. Scale – 100 
µm 
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clei, hippocampus, amygdala, ventral thalamus, and in 
various neocortical areas: frontal association, prelimbic, 
infralimbic, cingulate, retrosplenial, parietal associa-
tion, temporal association, entorhinal, somatosensory, 
auditory, visual, motor, insular, and orbital cortices 
(Fig. 2B, 2D, 2F, 2H). At the same time, almost no eG-
FP-positive cells were detected in the aforementioned 
brain regions in the mice of the control group (Fig. 2A, 
2C, 2E, 2G). Rare eGFP-positive cells were detected in 
the control animals only in some areas of the neocor-
tex: frontal association, dorsolateral, orbital, motor, so-
matosensory, pyriform, and ectorhinal. These results 
indicate that the method of genetic labeling of active 
neurons in Fos-Cre-eGFP mice enables successful vis-

ualization of the activation of a widely distributed pop-
ulation of neurons, involving a large number of various 
brain structures.

Determining the phenotype of cells undergoing 
experience-dependent Cre-recombination
In the experiment aimed at determining the type of 
cells undergoing experience-induced Cre-recombi-
nation, mice were injected with tamoxifen and then 
placed into the new context A. In 3 days, pairs of mark-
ers (eGFP and one of the specific cell type markers) 
were identified.

The NeuN protein, which is localized in the nuclei 
of virtually all types of neurons in the central nervous 
system of mammals, except for the Purkinje cells of 
the cerebellum, mitral cells of the olfactory bulb, and 
photoreceptor retinal cells, was selected as the marker 
of mature neurons [22]. The GFAP protein was selected 
as a cellular marker of astrocytes [23]. In all the exam-
ined structures, all eGFP-positive cells were also Ne-
uN-positive (Fig. 3A, B); there were no cases of eGFP 
colocalization with the GFAP protein (Fig. 3B).

Brain neurons can be classified as excitatory (py-
ramidal) and inhibitory (interneurons). CaMKII may 
be used as a marker of excitatory neurons. This enzyme 
is involved in the functions of excitatory synapses and 
is never synthesized in GABAergic interneurons [24]. 
Interneurons are highly variable in their morpholog-
ical, electrophysiological, and biochemical properties, 
and, therefore, they are classified into several differ-
ent types, for example, based on the synthesis of spe-
cific biochemical markers: PV, SOM, and NPY [25]. 
We evaluated colocalization of the eGFP protein and 
the marker of excitatory pyramidal neurons CaMKII 
or one of the markers of inhibitory interneurons (PV, 
SOM, and NPY) to determine which neuronal type cor-
responds to the cells that undergo Cre-recombination.

We found no colocalization of eGFP with any of the 
interneuron markers (Fig. 4–6). At the same time, eG-
FP-positive neurons were also CaMKII-positive; i.e., 
they belonged to the class of excitatory pyramidal cells 
(Fig. 7). CaMKII-positive eGFP-positive neurons were 
detected in various layers of the neocortex (Fig. 7A), 
as well as in the pyramidal layer of the CA1 zone and 
the granular layer of the hippocampal dentate gyrus 
(Fig. 7B). Immunohistochemical detection of the eGFP 
protein showed staining of not only cell bodies, but also 
a significant part of the processes. Visual analysis of the 
morphology of these eGFP-positive cells also confirmed 
the conclusion that experience-induced Cre-recombi-
nation occurred in pyramidal cells (Fig. 7C, D).

Therefore, molecular phenotyping of the cells 
showed that the experience-induced Cre-recombina-
tion occurs only in neurons, but not in the glial cells of 

Fig. 3. Experience-dependent Cre-recombination takes 
place only in neurons. Green channel – eGFP. Red chan-
nel – NeuN neuronal marker (A, B) or astrocyte marker 
GFAP (C). A – neocortex (frontal association cortex); 
B, C – dorsal hippocampus; scale: 150 µm. Microphoto-
graphs a1, a2, a3 show the area framed in A, separately 
in channels: a1 – cytoplasmic eGFP staining, a2 – nuclear 
NeuN staining, a3 – combination of the two; scale: 70 µm.

А а1 

а2 

а3

B C
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Fos-Cre-eGFP mice, and that the neurons undergoing 
Cre-recombination belong to the family of excitatory 
pyramidal cells.

Determining the proportion of cells that 
undergo Cre-recombination in animals 
after they explore a new environment
The number of eGFP-positive neurons was assessed 
in different layers of the frontal association cortex in 
mice that had explored the context after tamoxifen in-

jection (n = 5) in order to determine the proportion of 
neurons undergoing experience-induced Cre-recombi-
nation when the animals gained new experience and to 
analyze the patterns of distribution of those cells in the 
brain. Concomitant detection of the eGFP and NeuN 
mature neuron marker was carried out to assess the 
percentage of eGFP-positive cells among all the neu-
rons in this layer [22].

eGFP-positive cells were found in all the layers of 
the frontal association cortex, but their number was 

Fig. 4. Combined staining for 
eGFP (neurons that underwent 
experience-dependent Cre-re-
combination) and interneuron 
marker parvalbumin (PV, red 
channel). A – neocortex (frontal 
association cortex), neocortical 
layers are numbered; B – dorsal 
hippocampus; scale: 150 µm. 
Microphotographs a and b show 
the neocortical and hippocampal 
areas framed in A and B, respec-
tively; scale: 70 µm. CA1 – CA1 
area of the hippocampus; CA2 – 
CA2 area of the hippocampus; 
CA3 – CA3 area of the hippocam-
pus; DG – dentate gyrus of the 
hippocampus.

А� B

а � b

Fig. 5. Combined staining for 
eGFP (neurons that underwent 
experience-dependent Cre-re-
combination) and interneuron 
marker somatostatin (SOM, red 
channel). A – neocortex (frontal 
associative cortex), neocortical 
layers are numbered; B – dorsal 
hippocampus; scale: 150 µm. 
Microphotographs a and b depict 
the neocortical and hippocampal 
areas framed in A and B, respec-
tively; scale: 70 µm. CA1 – CA1 
area of the hippocampus; CA2 – 
CA2 area of the hippocampus; 
CA3 – CA3 area of the hippocam-
pus; DG – dentate gyrus of the 
hippocampus.

А� B

а � b
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Fig. 6. Combined staining for 
eGFP (neurons that underwent 
experience-dependent Cre-re-
combination) and interneuron 
marker neuropeptide Y (NPY, red 
channel). A – neocortex (frontal 
association cortex), neocortical 
layers are numbered; B – dorsal 
hippocampus; scale: 150 µm. 
Microphotographs a and b depict 
the neocortical and hippocampal 
areas framed in A and B, respec-
tively; scale: 70 µm. CA1 – CA1 
area of the hippocampus; CA2 
– CA2 area of the hippocampus; 
CA3 – CA3 area of the hippocam-
pus; DG – dentate gyrus of the 
hippocampus.

А� B

а � b

highest in layers 2/3 and 5 (F(1.298,5.191) = 41.47, 
p = 0.0009; pairwise comparison of layers 2/3 and 5 
with other layers: p <0.02), whereas only rare neu-
rons that underwent Cre-recombination were de-
tected in layer 1 (Fig. 8A). At the same time, the 
proportion of eGFP-positive cells among all the Ne-
uN-labeled neurons was also highest in layers 2/3 and 
5 (F(1.203,4.812) = 7.122, p = 0.0425; pairwise compar-
isons of layers 2/3 and 5 with layer 6: p <0.02), and it 
averaged 11.0% for the entire frontal association cortex 
(Fig. 8B).

The use of Cre-recombination to identify two 
populations of cognitively active neurons in one brain
Cre-recombinase activity leads to permanent labeling 
of the neurons that are active within the time window 
defined by the action of tamoxifen. This opens the pos-
sibility of repeated placement of an animal with geneti-
cally labeled neurons in the situation of acquiring a new 
experience or reactivation of a previous one, followed 
by the detection of two separate populations of neurons 
activated upon two different cognitive loads within one 
brain. In this case, the neurons that underwent Cre-re-
combination after the first cognitive episode can be de-
tected based on the presence of the eGFP protein and 
the neurons activated after the second episode can be 
visualized using immunohistochemistry based on the 
presence of the c-Fos protein.

A high degree of overlap of neuronal populations 
labeled in mice that explored a new context (the first 
cognitive episode) and those that underwent subse-
quent immediate FS in the same context 25 min later 
(the second cognitive episode) was previously detected 

in the frontal association cortex. In our experiment, the 
mice were allowed to explore a new context after ad-
ministration of tamoxifen and, 3 days later, received an 
immediate FS in order to visualize the two populations 
of neurons involved in the various cognitive episodes. 
Double immunohistochemical staining was used to de-
tect the neurons activated when exploring the context 
(using eGFP protein) or receiving immediate FS (using 
c-Fos protein), as well as the neurons that were active 
in both cognitive episodes (eGFP and c-Fos) in various 
regions of the mouse brain (Fig. 9).

We assessed the number of neurons that were ac-
tivated when exploring the context with application 
of subsequent immediate FS, as well as the overlap of 
these neuronal populations in the frontal associative 
cortex of A – A + FS group mice and control A – B + 
FS group mice (Fig. 10). Exploration of the new con-
text and application of immediate FS activated simi-
lar-in-size populations of neurons in the frontal asso-
ciation cortex. However, a larger number of neurons 
were activated when FS was applied in the previously 
explored context A than in the new context B (“group” 
factor: F(1, 8) = 12.33, p = 0.0080; “cognitive episode” 
factor: F (1,8) = 11.37, p = 0.0098; interaction between 
factors: F (1,8) = 3.947, p = 0.0404; comparison of the 
number of c-Fos-positive cells in the groups A – A + 
FC and A – B + FC: p = 0.0212), Fig. 10A. In addition, 
FS application in a familiar context activated more 
neurons than it did in its initial exploration (compar-
ing the number of c-Fos-positive and eGFP-positive 
cells in the group A – A + FS: p = 0.01924). In this case, 
the proportion of neurons activated when exploring 
the new context and then re-activated when applying 
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Fig. 7. Colocalization of the eGFP-positive 
neurons that underwent experience-de-
pendent Cre-recombination (green channel) 
with the pyramidal neuronal marker CaMKII 
(red channel). A – neocortex (frontal associ-
ation cortex), numbers indicate neocortical 
layers; B – dorsal hippocampus, areas CA1, 
CA2, CA3 and dentate gyrus (DG); scale: 
150 µm. Microphotographs a and b show the 
neocortical and hippocampal areas framed in 
A and B, respectively; scale: 70 µm. C and 
D – microphotographs of several neurons 
that underwent experience-dependent 
Cre-recombination in the neocortex and 
the hippocampus, respectively. Dendritic 
trees and axons branching out from soma 
are visible; scale: 20 µm.  Colocalization of 
the eGFP-positive neurons that underwent 
experience-dependent Cre-recombination 
(green channel) with the pyramidal neuronal 
marker CaMKII (red channel). A – neocortex 
(frontal association cortex), numbers indicate 
neocortical layers; B – dorsal hippocampus, 
areas CA1, CA2, CA3 and dentate gyrus 
(DG); scale: 150 µm. Microphotographs a 
and b show the neocortical and hippocampal 
areas framed in A and B, respectively; scale: 
70 µm. C and D – microphotographs of sev-
eral neurons that underwent experience-de-
pendent Cre-recombination in the neocortex 
and the hippocampus, respectively. Dendrit-
ic trees and axons branching out from soma 
are visible; scale: 20 µm.

А� B

C� D

а � b

FS was significantly higher in the group A – A + FS 
(48.8%) than in the group A – B + FS (4.2%), p <0.0001. 
A similar result was obtained for the proportion of 
neurons activated in both cognitive episodes among all 
neurons activated upon application of FS (Fig. 10B).

The results of this experiment indicate that it is pos-
sible to use Cre-induced genetic labelling of neurons to 
identify and then analyze the populations of neurons 
activated in the same brain during two different cog-
nitive episodes.

Previously, a transgenic technology based on the 
tTA-tetO system was used to label two populations 
of cognitively active neurons. Rejmers et al. used the 
tTA-tetO system to analyze overlapping of neuronal 
populations activated during memory formation and 
reactivation [27]. Two different genetic markers of 
transcriptional cell activation, c-fos and zif268, were 
used to compare these populations. However, it is 
known that these two genes have different baseline 
expression levels, different cellular functions, differ-
ent specificities with respect to brain cell types, and 

А� B

Th
e

 n
um

b
e

r 
o

f G
FP

+
 c

e
lls

, 
p

cs

40

30

20

10

0
1	 2/3	 5	 6 1	 2/3	 5	 6

G
FP

+
N

e
uN

+
 /

 N
e

uN
+

, 
% 25

20

15

10

5

0
Total

Fig. 8. Analysis of the distribution patterns of the neurons 
that underwent experience-dependent Cre-recombina-
tion after exploration of a new context by layers of the 
frontal association cortex. A – the number of eGFP-posi-
tive cells; B – the proportion of eGFP-positive cells among 
all NeuN-labeled neurons. The numbers indicate neocor-
tical layers, “total” – the value averaged over the whole 
frontal associative cortex. * – p <0.02, + – p <0.02 
compared to layers 1 and 6, respectively, Sidak t-test. 
Data are shown as a mean value ± 95% CI
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that they are activated in response to different types of 
cognitive activity by animals [28]. Therefore, the com-
parison of the involvement of neuronal populations in 
two cognitive activity episodes for these two distinct 
markers poses great theoretical difficulties and draws 
serious objections. Furthermore, the tTA-tetO system 
has a number of methodological limitations: tTA-tetO 

Fig. 9. Immunohistochemical identifi-
cation of the neurons activated during 
two cognitive episodes. Neurons 
activated during the first episode, ex-
ploration of a new environment, are la-
beled with eGFP (green channel); cells 
activated during the second episode, 
electric shock, are labeled with en-
dogenous c-Fos protein (red channel). 
White pseudocolor labels the cells that 
are both eGFP- and c-Fos-positive, 
meaning that they were active in both 
cognitive episodes. A – neocortex 
(frontal association cortex), numbers 
indicate neocortical layers; B – dentate 
gyrus of the hippocampus; C – par-
aventricular thalamic nucleus; scale: 
100 µm. Microphotographs c1, c2, c3 
show the area framed in C, separately 
in channels: a1 – cytoplasmic eGFP 
staining, a2 – nuclear c-Fos staining, 
a3 – combination of the two; scale: 
70 µm.

А� B

C

c1	 c2	 c3

Fig. 10. Quantitative analysis of the overlap between neuronal populations of the frontal association cortex that were 
active during two cognitive episodes. A – neuronal populations active during exploration of context A (eGFP-posi-
tive cells) and immediate shock (c-Fos-positive cells); B – proportion of neurons active during both cognitive episodes 
among all the neurons involved in the new context exploration (GFP+Fos+ / GFP+) or all the neurons involved in im-
mediate shock (GFP+Fos+ / Fos+). # – p = 0.0192 compared to c-Fos-positive cells for “A – A+FS”, @ – p = 0.0212 
compared to “B – A+FS”, Sidak t-test; * – p <0.0001 compared to “B – A+FS”, Student’s t-test. Data are shown as 
mean values ± 95% CI
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transgenic mice require lifetime administration of dox-
ycycline, while genetic labeling of neurons is possible 
only during the period of drug withdrawal. At the same 
time, the system activation time window after doxy-
cycline withdrawal can take several days, which leads 
to a large number of nonspecifically marked neurons 
[27, 29]. Therefore, the transgenic system with Cre-re-
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combinase seems to be more adequate for application 
in experiments aimed at identifying two neuronal net-
works activated in the same brain in different cognitive 
episodes. 

CONCLUSION
We generated bitransgenic Fos-Cre-eGFP mice in 
which experience-induced Cre-recombination result-
ed in genetic labelling of the neurons active during the 
action of tamoxifen. These mice demonstrated a low 
baseline level of Cre-recombination in a quiet state and 
significant increase in the number of eGFP-express-
ing genetically labelled neurons after acquisition of a 
new experience. In these mice, experience-induced 
Cre-recombination occurred in a large number of brain 

structures. Cre-recombination occurred in pyramidal 
excitatory neurons, but not in inhibitory interneurons. 
We also showed that Cre-induced genetic labelling of 
neuronal networks can be successfully used to identify 
activity by two different neuronal populations associat-
ed with different cognitive episodes within one nervous 
system and also to analyze overlapping of these popu-
lations of neurons. 

This study was supported by a Russian Science 
Foundation grant (project No. 14-15-00685). The study 

was carried out using the equipment of the Resource 
Center for Neurocognitive Studies of the Kurchatov 
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INTRODUCTION
Ankylosing spondylitis (AS), also known as Bekhterev’s 
disease, is a chronic autoimmune disorder affecting the 
joints of the axial skeleton. The strong association be-
tween the risk of developing AS and the HLA-B*27 
allele, as well as alleles of the other genes involved in 
antigen presentation to T cells, suggests that T cells are 
actively involved in the pathogenesis of this disease. 
Nonsteroidal anti-inflammatory drugs (NSAIDs) or 
their combinations with monoclonal antibodies, usual-
ly anti-TNFα monoclonal antibodies, are currently used 
to treat AS. Alas, this therapy has proved ineffective 
for 40% of patients [1]. Autologous hematopoietic stem 
cell transplantation (HSCT) has been used over the past 

two decades in patients with severe autoimmune dis-
eases. This therapy has proved to be effective in pa-
tients with multiple sclerosis (MS), systemic lupus ery-
thematosus, juvenile idiopathic arthritis, and systemic 
scleroderma [2–5]. The currently available data demon-
strate that the clinical effect of this therapy is based on 
a significant reformation of the T- and B-cell reper-
toires as a result of deep immunosuppression, followed 
by the formation of a new T-cell repertoire. The pivotal 
role of T cells in the normal functioning and regulation 
of the immune system, as well as their involvement 
in autoimmune processes, reenforces the importance 
of studying the reformation of the T-cell repertoire 
during HSCT. Investigation of the clonal repertoire of 
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ABSTRACT Autologous hematopoietic stem cell transplantation (HSCT), a safer type of HSCT than allogeneic 
HSCT, is a promising therapy for patients with severe autoimmune diseases (ADs). Despite the long history of 
medical practice, structural changes in the adaptive immune system as a result of autologous HSCT in patients 
with various types of ADs remain poorly understood. In this study, we used high-throughput sequencing to 
investigate the structural changes in the peripheral blood T-cell repertoire in adult patients with ankylosing 
spondylitis (AS) during two years after autologous HSCT. The implementation of unique molecular identifiers 
allowed us to substantially reduce the impact of the biases occurring during the preparation of libraries, to carry 
out a comparative analysis of the various properties of the T-cell repertoire between different time points, and to 
track the dynamics of both distinct T-cell clonotypes and T-cell subpopulations.  In the first year of the reconsti-
tution, clonal diversity of the T-cell repertoire remained lower than the initial one in both patients. During the 
second year after HSCT, clonal diversity continued to increase and reached a normal value in one of the patients. 
The increase in the diversity was associated with the emergence of a large number of low-frequency clonotypes, 
which were not identified before HSCT. Efficiency of clonotypes detection after HSCT was dependent on their 
abundance in the initial repertoire. Almost all of the 100 most abundant clonotypes observed before HSCT were 
detected 2 years after transplantation and remained highly abundant irrespective of their CD4+ or CD8+ phe-
notype. A total of up to 25% of peripheral blood T cells 2 years after HSCT were represented by clonotypes from 
the initial repertoire.
KEYWORDS autologous HSCT, TCR repertoire, NGS, ankylosing spondylitis.
ABBREVIATIONS HSCT – hematopoietic stem cell transplantation; TCR – T-cell receptor; AD – autoimmune dis-
ease; AS – ankylosing spondylitis; HD – healthy donors; RepSeq – repertoire sequencing; TNFα – tumor necrosis 
factor alpha.
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hypervariable T-cell receptors by high-throughput 
parallel sequencing (Repseq) is a state-of-the-art and 
informative approach for monitoring the dynamics of 
a T-cell pool at the level of individual T-cell clones. To 
date, a few studies have been published on T cell rep-
ertoire reconstitution after autologous HSCT [4, 6], in-
cluding two papers that analyzed the repertoire in a 
patient with AS after autologous HSCT [7, 8]. In this 
study, we performed a longer-term and more thorough 
investigation of the reconstitution of the T-cell reper-
toire in patients with AS following autologous HSCT: 
for the first time, we tracked the clonal dynamics of 
T cells during 2 years following transplantation. The 
cDNA barcoding technique allowed us to evaluate the 
clonal diversity of the repertoire in the samples more 
accurately than in previous studies by setting an equal 
analysis depth, reducing the PCR bias, and eliminat-
ing most of the incorrect sequences that emerge during 
PCR and sequencing.

MATERIALS AND METHODS

Patients
Peripheral blood samples were collected from two pa-
tients with AS at several time points: before HSCT 
(point 0) and 4, 12, and 25 months post HSCT. The pa-
tients were diagnosed with AS according to the modi-
fied New York criteria [9]. All the patients provided an 
informed consent to participate in the study; the study 
was conducted in compliance with current ethical and 
regulatory requirements. 

Patient ash-110 - a 26-year-old male, HLA-B*27+. 
Before HSCT, disease duration was > 3 years; the pa-
tient was treated with methotrexate (7.5 mg/week, 
i.m. injections) and non-steroidal anti-inflammatory 
drugs (NSAIDs). At the time point when HSCT was 
conducted, the patient had grade 2 ankylosing spondy-
litis and a grade 2 impaired functional status. A month 
after HSCT, the patient’s condition had improved and 
he was discharged to receive outpatient care. Acute re-
lapse occurred one year after HSCT (point 12); after 
that, the patient started receiving chronic therapy with 
adalimumab (Humira®). Another relapse occurred two 
years after HSCT (point 24).

Patient ash-111 - a 28-year-old female, HLA-B*27+. 
Before HSCT, disease duration was > 10 years; the pa-
tient was treated with infliximab (Remicade®). At the 
time point when HSCT was conducted, the patient had 
grade 2–3 ankylosing spondylitis and a grade 2 impaired 
functional status. A month after HSCT, the patient’s 
condition had improved and she was discharged to re-
ceive outpatient care. Acute relapse occurred one year 
after HSCT (point 12); after that, the patient started re-
ceiving chronic therapy with etanercept (Enbrel®).

HSCT
Autologous HSCT was conducted according to the fol-
lowing protocol: immunosuppressive chemotherapy 
with cyclophosphamide (200 mg/kg for 4 days), fol-
lowed by infusion of a cryopreserved autologous iso-
late of hematopoietic stem cells (2.4 × 106 blood stem 
cells/kg body weight). The autologous stem cell trans-
plant was mobilized using a granulocyte colony-stim-
ulating factor (G-CSF, 10 mg/kg body weight); no 
CD34+ enrichment was performed. Antithymocyte 
globulin was transfused simultaneously with the graft 
to ensure in vivo T-cell depletion.

Isolation of the lymphocytes and cell sorting
Peripheral blood samples (8 ml) were collected into 
Vacutainer tubes with К

3
EDТА (BD Biosciences) 0 

(before HSCT and chemotherapy), 4, 9 (ash-111) or 12 
(ash-110), and 24 months post-HSCT. The mononuclear 
cell fraction was isolated by conventional density gra-
dient centrifugation using Ficoll (1.077 g/cm3, PanEco, 
Russia). Two equal-volume samples of peripheral blood 
(R1 and R2) were collected from both patients to ana-
lyze the clonal repertoire reproducibility at 24 months. 
In the same time frame (24 months post-HSCT), indi-
vidual fractions of CD4+ and CD8+ T cells were ob-
tained simultaneously with R1 and R2 samples using 
the Dynabeads reagent kits for immunomagnetic sep-
aration (Invitrogen, USA).

Preparation of TCRβ cDNA libraries and sequencing
RNA was isolated using the TRIzol reagent (Invitrogen, 
USA) in compliance with the manufacturer’s protocol. 
The cDNA libraries were prepared using the previous-
ly published technique [10], with some modifications: 
after cDNA synthesis, TCR alpha and beta cDNA were 
pre-amplified with the primers BCuni2R TGCTTCT-
GATGGCTCAAACAC and M1S AAGCAGTGGTAT-
CAACGCAGAGT (94°C, 20 s; 60°C, 15 s; 72°C, 60 s – 18 
cycles). Each reaction mixture contained BCuni2R and 
M1S oligonucleotides (5 pmol each), 1× Tersus buffer, 
0.1 mM of each dNTP, and 0.2 µl of Tersus polymerase 
(Evrogen, Russia); the total volume of the mixture was 
15 µl. The amplification product was purified using the 
QIAquick PCR Purification Kit (Qiagen, USA) accord-
ing to the manufacturer’s protocol. The entire purified 
PCR product was used for subsequent amplification.

Sequencing was carried out using an Illumina HiSeq 
2000/2500 in pair-end mode with a 100 bp read length.

Sequence data processing
Sequencing data pre-processing included a correction 
of sequencing errors and counting of the number of 
molecular events (UMI) in the library using the MiGEC 
software [11]. The MiTCR software was employed to 
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determine the V, D, and J gene segments and CDR3 
sequences, to count the number of clonotypes, and 
to generate a list of the clonotypes identified in each 
sample. When reconstituting the clonal repertoire of a 
sample, we used the TCR cDNA sequences read at least 
twice according to the UMI analysis, which allowed us 
to eliminate most of the erroneous sequences [11, 13]. 
The sequencing statistics are listed in Table. Further 
bioinformatic and statistical analysis of the results was 
performed using the R programming language and the 
tcR package [14, 15].

Matching between the nucleotide sequences in the 
CDR3 region and the V segment of TCR in the recon-
stituted repertoires was employed to establish whether 
a clone had a CD4 or CD8 phenotype and to search for 
specific clonotypes in individual repertoires at different 
time points.

In order to calculate the clonal diversity, the esti-
mated lower bound of frequency of the clonotypes sta-
bly detected in a sample and the degree of repertoire 
renewal, the analysis depth for the repertoire of the 
samples being compared, was aligned by random selec-
tion of 90,000 UMI from the sequence dataset for each 
sample.

The clonal diversity of the T-cell repertoire was 
evaluated using the Chao1 diversity index [16].

RESULTS

The dynamics of T-cell repertoire reconstitution
When studying the changes in the T-cell repertoire by 
high-throughput parallel sequencing, it is very impor-
tant to maximally reduce the artificial diversity effected 
by sequencing errors and to ensure a comparable depth 
of analysis for the repertoires in the samples under com-
parison [17]. In order to perform TCR high-throughput 
sequencing and reconstructions of peripheral T-lympho-
cyte repertoires for two AS patients before and after au-
tologous HSCT, we applied the cDNA barcoding tech-
nique for preparing TCR cDNA libraries [18, 19]. The use 
of unique molecular identifiers (UMI) in the processing 
of the sequencing data allows one to eliminate most PCR 
and sequencing errors, to reduce the artificial diversity, 
and to quantify the frequency of each T-cell clonotype in 
the sample [11, 13]. Five peripheral blood samples were 
collected from each patient at 5 time points (one week 
before HSCT (point 0) and 4, 12, and 24 (a pair of parallel 
samples) months after HSCT). From 1 × 106 to 23 × 106 
sequences corresponding to at least 9 × 104 unique TCR 
β-chain cDNA molecules were obtained after sequenc-
ing of each sample; the minimal threshold was two reads 
per TCR cDNA molecule (Table). The selected threshold 
allowed us to eliminate most of the erroneous cDNA se-

Sequencing statistics

Patient Point / T-cell 
population

Number  
of reads

Number  
of UMI§,#

Total clonotype 
count#

Clonotype count per 
90,000 UMI#

ash-110

0/F* 10671513 301277 226383 77160

4/F 13657155 90985 47119 46803

12/F 1011932 125640 72925 55413

24/R1** 7366741 964274 519425 69397

24/R2** 7533711 1263464 625152 69244

24/CD4+ 2776546 587713 329331 71870

24/CD8+ 2964049 653168 183735 42679

ash-111

0/F 11194792 308159 222555 74115

4/F 17725492 138299 68398 48533

12/F 23807978 225397 134596 61615

24/R1 7366741 957406 414203 63755

24/R2 4597521 367849 210597 64547

24/CD4+ 3144715 435297 218230 64026

24/CD8+ 2850176 552005 163602 43519

*F – the fraction of peripheral blood mononuclear cells.
**R1, R2 – fractions of peripheral blood mononuclear cells from two parallel blood samples.
§UMI – unique molecular identifier.
#Each UMI was read at least twice.
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quences that emerged during PCR and sequencing from 
further analysis [20].

We used the Chao1 index as a measure of the clonal 
diversity of a repertoire: this index is determined by 
estimating the number of low-frequency clonotypes 
in a sample and takes into account the richness of 
naïve T cell clonotypes, which underlie the diversity 
of the T-cell repertoire in the sample [16, 21]. Taking 
into account the sensitivity of this metric to the anal-
ysis depth, 90,000 TCR cDNA sequences with unique 
molecular identifiers were arbitrarily chosen for each 
sample from the dataset when we studied the dynam-
ics of clonal diversity. Earlier evaluation of the efficien-
cy of the technique for T-cell repertoire reconstitution 
used in this study demonstrated that the selected num-
ber roughly corresponds to an analysis of 90,000 T cells 
[13, 21].

Four months post-HSCT, the diversity (by Chao1 
index) significantly decreased (p < 2.2 × 10-16, Mann–
Whitney U test) with respect to its initial value in both 
patients (Fig. 1). The total count of the identified TCRβ 
clonotypes was more than twice as low as that before 
HSCT (77391 and 46797, 73880 and 48505 clonotypes in 
the samples at time points 0 and 4 months in patients 
ash-110 and ash-111, respectively). After the 1-year-
long reconstitution period, the clonal diversity of the 
repertoire in both patients had not returned to its ini-
tial level. The rate of clonal diversity reconstitution was 
different in these two patients. Two years post-HSCT, 
the clonal diversity of the repertoire in patient ash-
110 had returned to its initial level and corresponded 
to that of healthy donors of the same age (Fig. 1). One 
year post-HSCT, the clonal diversity in patient ash-111 
was only 50% of its initial value. No significant changes 
were observed during the second year of the recon-
stitution period, and a normal value was not reached. 
Unlike in other autoimmune diseases where the clonal 
diversity of the T-cell repertoire before HSCT is sig-
nificantly reduced [2, 4], the initial clonal diversity of 
repertoires in both patients in this study was similar 
to that in healthy donors and/or in patients with AS 
of comparable age (p = 0.284 and p = 0.0, respectively, 
Mann–Whitney U test).

Effect of HSCT on the clonotypes presented 
in the initial T-cell repertoire
When studying the dynamics of the initial repertoire 
during 2 years post-HSCT, we tracked the frequencies 
of clonotypes from the repertoire at point 0 detected in 
all subsequent samples (i.e., 4, 12, and 24 months post-
HSCT). According to our findings, the clonotypes from 
the initial repertoire provisionally divided into two 
groups: the ones being constantly present at all points 
after HSCT and the ones detected at some of the sub-

sequent time points, only. The first group consisted of 
3,188 clonotypes in ash-110 repertoire and 6,126 clono-
types in ash-111 repertoire (1.4 and 3.0% of the over-
all diversity, respectively), corresponding to approx-
imately 10% (ash-110) or 15% (ash-111) of peripheral 
blood T cells before HSCT (Fig. 2). The clonotypes in 
the second group (i.e., the ones either not detected at 
all or observed only at some time points post-HSCT) 
predominated among peripheral blood T cells before 
HSCT (~90%). The initial frequencies were significant-
ly different in these groups: the first group contained 
most of the high-abundance clonotypes in the sam-
pled repertoire (the median clonotype frequency in the 
initial repertoire was 0.001%; the interquartile range 
for each patient was 0.0007–0.003%), while the second 
group mostly contained the low-abundance clonotypes 
(median frequency, 0.0003%; the interquartile range 
was 0.0003–0.0003%). An interesting fact was that some 
initially low-abundance clonotypes were still detected 
in the first group (i.e., were present in all repertoires 
post-HSCT), while the high-abundance clonotypes in 
the initial repertoire could disappear after HSCT.

Fig. 1. Dynamics of T-cell diversity during 2 years after 
HSCT. Estimation of the lower bound of clonal diversity 
using the Chao1 index [16]. Blue dots represent healthy 
donors (n=6, age 22–34 years; the data were reported 
by Britanova et al. 2014 [21]); orange dots – patients with 
AS (n=5, age 22–34; the data were reported by Komech 
et al. 2018 [22]). The dashed vertical line shows the time 
point of HSCT. The 95% confidence interval for each value 
is marked with an error bar.
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When studying the dynamics of individual clono-
types over a long time frame, one should take into ac-
count the fact that the probability of detecting a clo-
notype in a sample depends on the count of clonotype 
cells in the repertoire: clonotypes with a larger cell 
count (i.e., the so-called high-abundance clonotypes) 
have a higher probability of being detected in several 
independently collected blood samples, unlike the low-
abundance ones. In order to determine the bound of 
abundance of clonotypes that were stably detected in 

the sample under analysis and were revealed in the se-
quencing data, we carried out a comparative analysis 
of the clonal repertoires of parallel blood samples col-
lected at the same time point. In order to eliminate any 
influence of the sequencing dataset sizes, we randomly 
sampled 90,000 TCR cDNA sequences from each data-
set. In both patients, only clonotypes with abundance 
> 0.01% (100–150 of the most high-abundance clono-
types in the repertoire) were observed in each replica 
at the same analysis depth (Fig. 3A). We used this es-
timation of reproducibility and tracked the 100 most 
high-abundance (“top 100”) clonotypes from point 0 at 
all time points post-HSCT in each patient to character-
ize the degree of renewal of the initial repertoire. We 
assumed that the absence or presence of these clono-
types in post-HSCT repertoires will reflect changes in 
the cell count for a given clonotype. In full consistency 
with their high abundance, all “top 100” clonotypes, 
except for two clonotypes in patient ash-111, proved to 
belong to the group of clonotypes that were constantly 
present in repertoires during the reconstitution period. 
Meanwhile, approximately 50% of the “top 100” clono-
types in each patient (45 clonotypes in ash-110 and 52 
clonotypes in ash-111) remained abundant and were 
among the top 100 high-abundance clonotypes 2 years 
post-HSCT. In a similar manner, we tracked the dy-
namics of the 100 most high-abundance clonotypes in 
three healthy donors of comparable age during 2 years. 
In the healthy donors, who had no HSCT, 85–95% of 
the initial top 100 high-abundance clonotypes still re-
mained among the “top 100” clonotypes after 2 years.

We attributed each “top 100” clonotype to subpop-
ulations of CD8+ cytotoxic or CD4+ helper T cells by 
cross-analysis of the repertoires of corresponding T 
cell fractions. We found no significant differences in 
whether or not a clonotype still remained among the 
“top 100” clonotypes 2 years post-HSCT depending on 
their cytotoxic or T-helper phenotype (Fig. 3B).

These results allowed us to conclude that autolo-
gous HSCT did not result in complete renewal of high-
abundance clonotypes in the analyzed patients: > 50% 
of the clonotypes remained in the repertoire and re-
tained their high frequency. However, the HSCT-in-
duced rearrangement of high-abundance clonotypes 
was more significant compared to the dynamics of the 
corresponding part of the repertoires in healthy donors 
within the same time frame. The detectability of clo-
notypes from the initial repertoire in post-HSCT rep-
ertoires depended mostly on clonotype abundance in 
the initial repertoire. Meanwhile, many clonotypes with 
low abundance before HSCT were still detected in the 
individual repertoire 2 years post-HSCT. The latter 
finding suggests that other factors besides initial abun-
dance may affect the fate of T-cell clones after HSCT.
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Fig. 2. Clonal frequency distribution in the initial repertoire 
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HSCT. White box plots show the frequency distribution of 
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cy distribution of clonotypes present at point 0 but not 
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Structure of the clonal repertoire 2 years post-HSCT
Renewal of the clonal composition of the T-cell reper-
toire is one of the putative sequelae of HSCT determin-
ing the therapeutic potential of the procedure. In order 
to assess the changes that had taken place in the rep-

ertoire structure 2 years post-HSCT, we analyzed the 
clonal composition of the repertoire at points 0 and 24 
in both patients. For the sake of comparison, we studied 
the repertoire structures in healthy donors of compar-
ative age (n = 3) using the same analysis (Fig. 4A; the 

Fig. 3. Clonal dynamics of the initial T-cell repertoire. (А) Reproducibility of clonal frequency in two parallel blood sam-
ples collected from one donor. Each dot represents a TCRβ clonotype. Black dots represent the clonotypes that do 
not reproduce in replica. (B) The dynamics of the top 100 clonotypes from the initial repertoire. CD4+ clonotypes are 
shown in red; CD8+ clonotypes, in blue. The black horizontal line represents the lower bound of clonal frequency for the 
top 100 clonotypes at point 24.
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left panel shows the repertoire structures for one rep-
resentative donor). Two years after HSCT, the struc-
tures of the clonal repertoire in patients were almost 
identical to the normal structure: a small fraction (up 
to 10%) of the repertoire was represented by high- and 
medium-abundance clonotypes, while the remain-
ing fraction (approximately 90%) was represented by 
low-abundance clonotypes. Meanwhile, the T-cell rep-
ertoires of patients post-HSCT were more oligoclonal 
than before the transplantation (Fig. 4A).

In order to evaluate the degree of repertoire renew-
al, we analyzed the clonal composition 2 years post-
HSCT in comparison with repertoires at all preceding 
time points. Fifteen and twenty-four percent (ash-110 
and ash-111, respectively) of all T cells were represent-
ed by clonotypes that had been detected in the reper-
toire before HSCT and in all post-HSCT repertoires 
(Fig. 4B). Such clonotypes originated both from the pool 
of T cells that had survived in the patient’s organism 
after pretransplantation chemotherapy and/or from 
the T cells of the graft, which contains the almost com-
plete pre-HSCT repertoire of a patient, since no specific 
depletion of mature T cells had been conducted. The 
high abundance of these clonotypes within the post-
HSCT repertoires may have been caused by an intense 
proliferation of T cells, which would have enabled 
them to overcome the significant decline in lymphocyte 
count after pretransplantation chemotherapy. Mean-
while, in parallel with the increase in repertoire diver-
sity, the percentage of clonotypes originated from the 
initial repertoire declined during 2 years post-HSCT in 

both patients (Fig. 5A). This evidence, in combination 
with the observation of increased clonotype sharing 
between replicates at point 24 (p24_R1R2 in Fig. 5А) in 
comparison with clonal sharing between point 24 and 
point 0, suggests that newly developed clones fill up 
the T-lymphocyte repertoire during the reconstitution 
period.

In order to analyze the degree of renewal of the rep-
ertoire of high-abundance clonotypes, we tracked the 
presence of the 100 most abundant clonotypes of the 
repertoire at point 24 in the repertoires at all earlier 
points. Seventy-five and ninety-two clonotypes out 
of 100 were detected in the pre-HSCT repertoire in 
patients ash-110 and ash-111, respectively (Fig. 5B). 
Among the “top 100”, 24 CD8+ and one CD4+ clono-
types in patient ash-110 and six CD8+ and two CD4+ 
clonotypes in patient ash-111 had not been detected 
before HSCT.

Hence, the fraction of medium- and high-abundance 
T-cell clonotypes increased and the clonal composition 
of low-abundance T-cell clonotypes was significantly 
renewed two years post-HSCT. Meanwhile, most of the 
high-abundance clonotypes in the 2-years-post-HSCT 
repertoire originated from the initial T-cell repertoire.

DISCUSSION
Ankylosing spondylitis, also known as Bekhterev’s dis-
ease, is a chronic systemic autoimmune disorder char-
acterized by periodic remission and relapse stages. Spe-
cific treatment for AS does not exist; disease-modifying 
therapy involves nonspecific nonsteroidal anti-inflam-
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matory drugs. The conventional therapy has recently 
been combined with application of anti-TNFα monoclo-
nal antibodies: infliximab (Remicaid®) and adalimumab 
(Humira®). However, up to 40% of patients either are 
resistant or stop responding to antibody-based therapy 
[23]. If the disease-modifying therapy proves ineffec-
tive, autologous hematopoietic stem cell transplanta-
tion can be one of the promising therapies for patients 
with progressive AS. Meanwhile, questions regarding 
the selection of an effective HSCT protocol and the 
overall effectiveness of this therapeutic approach are 
still to be answered.

Here, we continued our previous studies [7, 24] and 
investigated the dynamics of the clonal repertoire of 
peripheral T-lymphocyte during 2 years after autol-
ogous HSCT in 2 patients with AS. During the entire 
reconstitution period, the thymus produced new naïve 
T cells, thus increasing the diversity of the TCR rep-
ertoire: although it had significantly decreased short-
term after HSCT, by the end of the first year the diver-
sity of the TCR repertoire in both patients had reached 
50% of its initial level and continued to accrue during 
the second year (Fig. 1). Similar dynamics of repertoire 
reconstitution have also been reported in adult patients 
with other autoimmune diseases [2, 25]. We found that 
the rates of clonal diversity reconstitution in the two 
patients differed noticeably: after 2 years, patient ash-
110 had a count of clonotypes that was nearly the same 
as the initial one, while the count of clonotypes in pa-
tient ash-111 was only ~50% of its initial level.

The molecular mechanisms responsible for the ef-
fectiveness of HSCT in treating autoimmune diseases 
remain to be elucidated. It has been demonstrated in 
several studies that despite chemotherapy some T cells 
remain within the repertoire after HSCT but have no 
effect on the development of stable remission of the 
underlying disease during 2–5 years post-HSCT [4–7]. 
In the patients in our study, the clones that had sur-
vived HSCT made up to 25% of the T cells within the 
repertoire 2 years post-HSCT. Most of the clonotypes 
that had survived HSCT were high-abundant clono-
types of the initial repertoire, with a mean abundance 
of > 0.001% (Fig. 2). These clonotypes could have re-
mained in the organism after the course of chemo-
therapy or originated from the cells of a non-T-cell-
depleted graft. Interestingly, a small fraction of initially 
low-abundance clonotypes was also revealed in all rep-
ertoires post-HSCT, while some high-abundance clo-
notypes had totally disappeared after the transplanta-
tion. In other words, clonotype survival depends not 
only on its abundance, but also on the functional status 
of various T cells. Kanakry et al. demonstrated that 
CD4+CD25+FoxP3+ regulatory T cells are resistant to 
medium doses (50–100 mg/kg) of cyclophosphamide in 

vitro due to an enhanced expression of aldehyde dehy-
drogenase, which neutralizes the cytotoxic activity of 
cyclophosphamide [26]. It is reasonable to assume that 
the low-abundant clonotypes detected after HSCT in 
our study were a subpopulation of regulatory T cells.

Having focused on the clonotypes stably in the sam-
ples, we followed with an assessment of the degree 
of renewal of the T-cell repertoire post-HSCT. In our 
study, approximately 50% of the clonotypes from the 
“top 100” ones in the initial repertoire remained in the 
“top 100” 2 years post-HSCT. This state was indepen-
dent of whether the clonotype had a CD4+ or CD8+ 
phenotype. After two years, new clonotypes were de-
tected among the “top 100” ones in both patients; these 
clonotypes were not detected before HSCT and mostly 
consisted of CD8+ T cells. In the older (45-year-old) pa-
tient with AS who had undergone HSCT according to 
an identical protocol and achieved long-lasting remis-
sion (> 5 years), more than one-third of the clonotypes 
that had been highly abundant before HSCT were still 
among the “top 100” clonotypes 2 years post-transplan-
tation (data reported by Britanova et al. [7]). Hence, the 
patients whose T-cell repertoires were investigated 
in this study did not display a deep rearrangement of 
high-abundance T-cell clones. Reconstitution of the ini-
tial clonal structure of the repertoire could be related to 
the selected HSCT protocol, according to which graft 
preparation involved neither depletion of mature T 
cells nor CD34+ cell enrichment. Meanwhile, an identi-
cal HSCT protocol allowed the older patient to achieve 
long-lasting remission. A similar extent of renewal of 
high-abundance clonotypes was reported for patients 
with multiple sclerosis aged 27–53 years when a differ-
ent protocol of autologous HSCT involving CD34+ cell 
enrichment was employed (about 40% of T-cell clono-
types from the “top 1000” CD4+ and CD8+ subpopu-
lations remained within the “top 1000” corresponding 
fractions a year after transplantation) regardless of 
whether or not remission had been achieved [4]. Hence, 
one can only conclude that the therapeutic potential of 
HSCT significantly depends on other factors.

The subpopulation of regulatory T cells (T
reg

) is one 
of the T-cell subpopulations shown to play a crucial 
role in the pathogenesis of many autoimmune diseases 
(the data were summarized in [27, 28]). In particular, it 
has recently been demonstrated that renewal of this 
T-cell population is important for the therapeutic ef-
fectiveness of HSCT in patients with juvenile idiopath-
ic arthritis and dermatomyositis: long-lasting remis-
sion was observed only in patients in whom HSCT had 
significantly increased the diversity of the clonal T

reg 

repertoire [29]. It seems reasonable to suggest that the 
absence of a long-term therapeutic effect by HSCT in 
our two patients with AS was related to insufficient 
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reconstitution of the repertoire of the regulatory T-cell 
subpopulation. Further research into the dynamics of 
the clonal composition of various T-cell subpopulations, 
combined with the use of different HSCT protocols in a 
representative cohort of patients, will make it possible 
to evaluate the effectiveness of autologous HSCT as a 
method for treating severe forms of AS. 

CONCLUSIONS
HSCT is used increasingly often to treat patients with 
a severe course of autoimmune disease who fail to 
respond to the conventional therapy. We employed 
high-throughput sequencing and the cDNA barcod-
ing technique to quantify the frequency of the clono-
types of peripheral blood T cells and, for the first time, 
to track the dynamics of reconstitution of the T-lym-
phocyte clonal repertoire during 2 years after autolo-
gous HSCT in two patients with ankylosing spondylitis. 
Reconstitution of the diversity of the T-cell repertoire 
in patients with AS lasted over two years, which is 

consistent with the dynamics of repertoire reconstitu-
tion in adult patients previously reported by other re-
searchers. Two years after HSCT, up to 25% of the cells 
in the repertoire of the examined patients were rep-
resented by clonotypes from the pre-transplantation 
repertoire. We have demonstrated that almost all the 
high-abundance and a small fraction of the low-abun-
dance clonotypes in the initial repertoire survived 
HSCT. Our findings significantly broaden the database 
on the functioning of the immune system upon HSCT 
and can be applied to optimize and elaborate new effi-
cient protocols for autologous HSCT employed to treat 
severe forms of AS.  
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INTRODUCTION
Human adenoviruses (HAdV) are nonenveloped vi-
ruses, and their genome is linear nonsegmented dou-
ble-stranded DNA [1]. Adenovirus infections, which 
affect persons of all ages, are widespread and highly 
contagious. Human adenoviruses most often affect the 
mucous membranes of the respiratory tract [2, 3], eye 
[4], gastrointestinal tract [5], and genitourinary system 
[6]. The most dangerous manifestations of adenovirus 
infections occur in immunocompromised patients (re-
cipients of hematopoietic stem cell transplant, HIV-in-
fected individuals, etc.) [7, 8], in whom they can lead to 
the development of acute infectious diseases resulting 
in fatal outcomes [9].

At the moment, there are no selective chemothera-
peutic agents that are highly effective against adeno-
viral infections [10]. Typically, a broad spectrum of 
antiviral agents is used, such as interferon or interfer-
on inducers and corticosteroid medications [11]. How-
ever, interferon inducers are not effective enough, 
since adenoviruses are insensitive to interferon. The 
derivatives of acyclonucleotides, such as cidofovir, 
also display low activity; e.g., the use of (S)-1-(3-hy-

droxy-2-phosphonylmethoxypropyl) cytosine [12] is 
limited by its high nephrotoxicity [13]. Therefore, the 
development of low-toxic chemotherapy drugs that 
are effective against adenoviral infections remains 
relevant.

The purpose of our work was to study the inhibitory 
properties of new 5-amino derivatives of uracil [14] 
against human adenoviruses. Based on an analysis of 
the relationship between the structure and biological 
activity of uracil derivatives studied earlier [15], new 
5-aminouracil derivatives which can presumably in-
hibit DNA-containing viruses were constructed and 
synthesized. It was shown that these compounds are 
highly effective in suppressing the replication of hu-
man adenoviruses in vitro. In addition, we studied the 
relationships between anti-adenoviral effect and the 
presence of various substituents in the structure. For 
example, we identified the key role of the aromatic 
fragment in the potency of the anti-adenoviral activity. 
Therefore, a new type of inhibitors of human adenovi-
rus replication has been identified. The data obtained 
can contribute to the development of novel antiviral 
therapy in vivo. 
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ABSTRACT Adenovirus infections are characterized by widespread distribution. The lack of causal therapy, which 
is effective in treating this group of diseases, explains the need for new therapeutic drugs. Notably, anti-adenovi-
ral activity of [4-(phenoxy)benzyl]-5-(phenylamino)-6-azauracil, 1-[4-(phenoxy)benzyl]-5-(morpholino) uracil, 
1-[4-(4-chlorophenoxy)benzyl]-5-(morpholino) uracil, and 1-[4-(4-fluorophenoxy)-benzyl]-5-(morpholino) 
uracil was observed.
KEYWORDS Human adenovirus, 5-aminouracil derivatives, adenovirus replication, inhibitors of adenovirus 
replication.
ABBREVIATIONS HAdV – human adenovirus, HIV – human immunodeficiency virus, HMDS – hexamethyldisi-
lazane.
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EXPERIMENTAL
The 1H and 13C NMR spectra were recorded on a 
Bruker Avance 400 spectrometer (Bruker, Germany) 
(400 MHz for 1H and 100 MHz for 13C) in DMSO-D

6
, 

with tetramethylsilane as the internal standard. Thin 
layer chromatography was performed on TLS Silica gel 
60 F

254
 (Merck, Germany) plates using ethyl acetate as 

the eluent. The plates were developed using a UV lamp 
VL-6.LC (Vilber, France). Melting points were meas-
ured in glass capillaries on a Mel-Temp 3.0 instrument 
(Laboratory Devices Inc., USA).

The starting 5-(phenylamino) uracils and -6-azau-
racils were synthesized according to [16], 5-(morpho-
lino) uracil – according to [17], 4- (phenoxy)benzyl 
bromides were obtained by brominating the starting 
4-(phenoxy)toluenes with molecular bromine by irra-
diation with light in boiling chloroform in accordance 
with [14]. Synthesis of the starting 1-[ω-(phenoxy)-
alkyl]-5-bromuracils was carried out by condensing 
equimolar amounts of 2,4-bis(trimethylsilyloxy)-
5-bromopyrimidine and 1-bromo-ω-(phenoxy) alkane 
through heating to 160–170 °C for 1 hour according to 
[18].

The general method for the synthesis 
of 1-[4-(phenoxy)benzyl]-5-amino-6-
azauracil (compounds 1, 2) and -uracil 
derivatives (compounds 3 - 5).
A suspension of 4.90 mmol of 5-amino-6-azauracil or 
5-aminouracil and 0.1 g (1.87 mmol) of NH

4
Cl in 30 ml 

of hexamethyldisilazane (HMDS) was boiled for 12 
hours until a clear solution formed. Excess HMDS was 
removed under reduced pressure, the residue was dis-
solved in 50 ml of anhydrous 1,2-dichloroethane, and 
4.94 mmol of 4-(phenoxy)benzyl bromide was added to 
the solution, after which the mixture was boiled for 24 
hours while protected from air moisture. The reaction 
mass was cooled to room temperature, treated with 
10 ml of isopropyl alcohol, evaporated under reduced 
pressure, and the residue was purified by flash chro-
matography, eluting with chloroform-methanol (10:1). 
The fractions containing the product were combined 
and evaporated to dryness under reduced pressure. 
The solid residue was recrystallized from ethyl ace-
tate-hexane (2:1). 

1-[4-(Phenoxy)benzyl]-5-(phenylamino)-6-azaura-
cil (1). Yield 67%, Т

mp
 264–266°С, R

f
 0.76 (ethyl ace-

tate). 1H-NMR (DMSO-D
6
), δ, ppm: 4.95 (2H, s, CH

2
); 

6.89–7.03 (5H, m, H-2’, H-3’, H-4’, H-5’, H-6’); 7.10 
(1H, t, J = 7.1 Hz, H-4”’); 7.22 (2H, t, J = 7.6 Hz, H-3”’, 
H-5”’); 7.33 (2H, t, J = 7.7 Hz, H-3”, H-5”); 7.38 (2H, d, 
J = 8.2 Hz, H-2”, H-6”); 7.61 (2H, d, J = 7.8 Hz, H-2”’, 
H-6”’); 8.33 (1H, s, N3H); 13C-NMR (DMSO-D

6
), δ, ppm: 

52.7; 119.0; 119.1; 119.3; 122.4; 123.9; 128.9; 130.3; 130.4; 
132.5; 139.8; 140.0; 148.0; 154.7; 156.8; 157.3.

1-[4-(Phenoxy)benzyl]-5-[(3,5-dichlorophenyl)ami-
no]-6-azauracil (2). Yield 56%, Т

mp
 224.5–226°С, R

f
 0.78 

(ethyl acetate). 1H-NMR-sprectrum (DMSO
6
), δ, ppm: 

4.95 (2H, s, CH
2
); 6.93–6.98 (4H, m, H-2”’, H-4”’, H-6”’, 

NH); 7.10 (1H, t, J = 6.9 Hz, H-4’); 7.22 (2H, t, J = 7.6 
Hz, H-3’, H-5’); 7.33 (2H, d, J = 7.5 Hz, H-2’, H-6’); 7.39 
(2H, d, J = 8.2 Hz, H-3”, H-5”); 7.61 (2H, d, J = 7.8 Hz, 
H-2”, H-6”); 8.33 (1H, s, N3H); 13С-NMR-spectrum (DM-
SO-D

6
), δ, ppm: 31.1; 36.1; 40.3; 51.9; 116.9; 118.9; 120.9; 

123.8; 130.3; 130.5; 132.0; 134.2; 139.6; 142.1; 147.9; 154.3.

1-[4-(Phenoxy)benzyl]-5-(morpholino)uracil (3). Yield 
68%, Т

mp
 182–184°С, R

f
 0.41 (ethyl acetate). 1H-NMR 

(DMSO-D
6
), δ, ppm: 2.82 (4H, s, 2 × CH

2
); 3.64 (4H, t, 

J = 4.4 Hz, 2 × CH
2
); 4.82 (2H, s, CH

2
); 6.96 (2H, d, J = 8.3 

Hz, H-2’, H-6’); 6.98 (2H, d, J = 8.0 Hz, H-3”, H-5”); 7.13 
(1H, t, J = 8.0 Hz, H-4’); 7.18 (1H, s, H-6); 7.32–7.36 (4H, 
m, H-3’, H-5’, H-2”, H-6”); 11.37 (1H, s, N3H). 13C-NMR 
(DMSO-D

6
), δ, ppm: 40.3; 50.2; 50.4; 66.3; 118.9; 119.0; 

123.9; 127.2; 129.7; 130.2; 130.4; 132.3; 150.1; 156.5; 156.8; 
161.2.

1-[4-(4-Chlorophenoxy)benzyl]-5-(morpholino)uracil 
(4). Yield 81%, Т

mp
 204–206°С, R

f
 0.32 (ethyl acetate). 

1H-NMR-spectrum (DMSO-D
6
), δ, ppm: 2.82 (4H, s, 

2 × CH
2
); 3.64 (4H, s, 2 × CH

2
); 4.80 (2H, s, CH

2
); 6.80 

(2H, d, J = 7.6 Hz, H-2’, H-6’); 7.12 (2H, d, J = 7.4 Hz, 
H-3’, H-5’); 7.39 (2H, d, J = 8.2 Hz, H-3”, H-5”); 7.61 (2H, 
d, J = 7.8 Hz, H-2”, H-6”); 7.70 (1H, s, H-6); 11.42 (1H, 
s, N3H). 13С-NMR-spectrum (DMSO-D

6
), δ, ppm: 50.1; 

50.5; 67.0; 118.8; 121.1; 122.5; 123.2; 124.5; 134.0; 134.1; 
138.5; 149.8; 154.2; 160.1; 164.2.

1-[4-(4-Fluorophenoxy)benzyl]-5-(morpholino)uracil 
(5). Yield 74%, Т

mp
 220–222°С, R

f
 0.34 (ethyl acetate). 

1H-NMR-spectrum (DMSO-D
6
), δ, ppm: 2.85 (4H, s, 

2 × CH
2
); 3.66 (4H, s, 2 × CH

2
); 4.79 (2H, s, CH

2
); 6.79 

(2H, d, J = 7.9 Hz, H-2’, H-6’); 7.11 (2H, d, J = 7.4 Hz, 
H-3’, H-5’); 7.36 (2H, d, J = 8.2 Hz, H-3”, H-5”); 7.60 (2H, 
d, J = 7.9 Hz, H-2”, H-6”); 7.69 (1H, s, H-6); 11.47 (1H, 
s, N3H). 13С-NMR-spectrum (DMSO-D

6
), δ, ppm: 50.2; 

50.6; 67.0; 118.8; 121.1; 122.5; 123.2; 124.5; 134.0; 134.1; 
138.5; 149.8; 154.0; 154.2; 158.8; 160.1; 164.2.

The general method for the synthesis of 1-[ω-(phe-
noxy)alkyl]-5-(morpholino)uracil (compounds 6–8).
A mixture of 4.61 mmol of 5-bromo-1-[ω-(phenoxy)
alkyl]uracil and 1 ml (11.56 mmol) of morpholine was 
boiled in a solution of 50 ml of anhydrous ethylene 
glycol for 2 hours, cooled down to room temperature, 
250 ml of cold water was added to the mixture, and it 
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was left overnight at a temperature of 4 °C. The precip-
itate formed was filtered and recrystallized from ethyl 
acetate-hexane (3:1).

1-[3-(Phenoxy)propyl]-5-(morpholino)uracil (6). 
Yield 66%, Т

mp
 169–170°С, R

f
 0.31 (ethyl acetate). 

1H-NMR-spectum (DMSO-D
6
), δ, ppm: 2.04 (2H, q, 

J = 6.3 Hz, CH
2
); 3.77 (2H, t, J = 6.0 Hz, NCH

2
); 3.87 

(2H, t, J = 5.7 Hz, CH
2
); 2.82 (4H, c, 2 × CH

2
); 3.69 (4H, 

c, 2 × CH
2
); 6.82–6.86 (3H, m, H-2’, H-4’, H-6’); 7.19 

(2H, t, J = 8.0 Hz, H-3’, H-5’); 7.63 (1H, s, H-6); 11.37 
(1H, s, N3H). 13С-NMR-spectrum (DMSO-D

6
), δ, ppm: 

28.0; 45.4; 50.1; 50.5; 64.6; 100.9; 112.2; 122.3; 138.6; 145.8; 
151.0; 158.4; 163.9.

1-[4-(Phenoxy)butyl]-5-(morpholino)uracil (7). 
Yield 78%, Т

mp
 156–159°С, R

f
 0.65 (ethyl acetate). 

1H-NMR-spectrum (DMSO-D
6
), δ, ppm: 1.64 (4H, s, CH

2
); 

3.67 (2H, t, J = 6.2 Hz, CH
2
); 3.89 (2H, t, J = 6.2 Hz, CH

2
); 

2.85 (4H, s, 2 × CH
2
); 3.66 (4H, s, 2 × CH

2
); 6.79–6.83 (3H, 

m, H-2’, H-4’, H-6’); 7.13 (2H, t, J = 8.1 Hz, H-3’, H-5’); 
7.64 (1H, s, H-6); 11.41 (1H, s, N3H). 13С-NMR-spectrum 
(DMSO-D

6
), δ, ppm: 25.3; 25.7; 47.3; 50.4; 51.0; 66.8; 100.9; 

114.4; 120.5; 129.5; 145.7; 151.0; 158.6; 165.8.

1-[5-(Phenoxy)pentyl]-5-(morpholino)uracil (8). 
Yield 71%, Т

mp
 162–163.5°С, R

f
 0.78 (ethyl acetate). 

1H-NMR-spectrum (DMSO-D
6
), δ, ppm: 1.39 (2H, q, 

J = 5.3 Hz,  CH
2
); 1.63 (2H, q, J = 7.2 Hz, CH

2
); 1.72 (2H, 

q, J = 7.2 Hz, CH
2
); 3.67 (2H, t, J = 7.2 Hz,  CH

2
); 3.93 

(2H, t, J = 6.5 Hz, CH
2
); 2.88 (4H, s, 2 × CH

2
); 3.67 (4H, s, 

2 × CH
2
); 6.83–6.88 (3H, m, H-2’, H-4’, H-6’); 7.22 (2H, 

t, J = 8.0 Hz,  H-3’, H-5’); 7.55 (1H, s, H-6); 11.29 (1H, 
s, N3H). 13С-NMR-spectrum (DMSO-D

6
), δ, ppm: 22.9; 

28.6; 28.7; 47.8; 50.5; 51.0; 67.5; 101.2; 114.8; 120.8; 129.9; 
146.2; 151.4; 159.0; 164.3.

Viruses
A recombinant human type 5 adenovirus, expressing 
an enhanced green fluorescent protein (HAdV5-eGFP), 
was used in the study [19, 20].

Cell culture
HEK293 (human embryonic kidney) cells were used in 
the study [21]. HEK293 cells were cultivated in DMEM 
(Life Technologies UK) containing 10% fetal bovine se-
rum (Life Technologies, UK), 4 mM L-glutamine, 1 mM 
sodium pyruvate, streptomycin/penicillin at a concen-
tration of 100 μg/ml and 100 units/ml, respectively, at 
a temperature of 37 °C in an atmosphere of 5% CO

2
. 

MTT Assay
HEK293 cells were incubated in the absence (con-
trol) or presence of various concentrations of the 

test compounds. After 24–72 h, 3-[4,5-dimethylthi-
azolyl-2-el]-2,5-diphenyltetrazolium bromide (MTT) 
was added to the cells; the final concentration of MTT 
was 0.5 mg/ml. After 2 hours of incubation at 37 °C, the 
living cells reduced the yellow MTT to dark-purple 
formazan granules. The culture medium was removed. 
The formazan granules were dissolved in DMSO, the 
amount of the reduced product was measured photo-
metrically on a multi-function plate reader Synergy 2 
Multi-Mode Reader (BioTek Instruments, USA) at 540 
and 630 nm wavelengths [22].

Resazurin Assay
HEK293 cells were incubated in the absence (con-
trol) or presence of various concentrations of the test 
compounds. After 24–72 h, a resazurin dye (Sigma, 
USA) was added to the cells and was reduced by mi-
tochondrial dehydrogenases of living cells to a fluo-
rescent resarufin product (at excitation and emission 
wavelengths of 530 and 590 nm). Fluorescence inten-
sity was recorded on a multi-function plate reader 
Synergy 2 Multi-Mode Reader (BioTek Instruments, 
USA).

Determination of human adenovirus 
genome copy number
To estimate the replication of HAdV5-eGFP 24 h after 
infection, the cells were harvested by trypsinization 
and total DNA was extracted with the QIAamp DNA 
Mini Kit (QIAGEN, Germany). Real-time qPCR was 
performed according to [23] on the CFX96™ Real-Time 
PCR Detection System (Bio-Rad, USA) using the iTaq™ 
Universal Probes Supermix reagent (Bio-Rad, USA). 

Titration of progeny viruses
HEK293 cells were transduced with HAdV5-eGFP at 
multiplicities of infection of 1 and 10 PFU/cell. Three 
hours post transduction, solutions of the compounds 1 
and 3 in DMSO at a concentration of 25 μM were add-
ed. DMSO was used as the control, and its final con-
centration in the culture medium did not exceed 0.1%. 
After 48 hours, the culture medium was collected in 
microtubes and frozen at -70 °C. To destroy cells, the vi-
rus-containing medium was thawed at room tempera-
ture and again frozen at -70 °C. After repeated thawing, 
aliquots of 10-fold dilutions of virus stocks were added 
to the HEK293 cells.

Statistical analysis 
All data are presented as a mean ± standard deviation 
(SD). The statistical significance was determined using 
the GraphPad Prism 6 software (GraphPad Software, 
USA). A value of p <0.05 was considered statistically 
significant. 
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RESULTS AND DISCUSSION

Synthesis of the compounds 
In terms of chemical structure, the synthesized com-
pounds are most similar to 1-benzyl-5-(arylamino)ura-
cil derivatives [15]. These derivatives are active against 
human immunodeficiency virus type 1 (HIV-1) and the 
Epstein-Barr virus. We assumed that the 5-aminoura-
cil and 5-amino-6-azauracil derivatives containing a 
substituent on N1 and analogous to the described com-
pounds can exhibit inhibitory activity against DNA-con-
taining viruses: in particular, adenoviruses.

T h e  s y n t h e s i s  o f  1 - [ 4 - ( p h e n o x y ) b e n z y l ] -
5-(phenylamino)-6-azauracil (1) and 1-[4-(phenoxy)
benzyl]-5-[(3,5-dichlorophenyl)amino]-6-azauracil 
(2), as well as 1-[4-(phenoxy)benzyl]- (3), 1-[4-(4-chlo-
rophenoxy)benzyl]- (4) and 1-[4-(4-fluorophenoxy)
benzyl]-5-(morpholino)uracil (5) derivatives, was 
accomplished by condensation of 6-amino-3,5-
bis(trimethylsilyloxy)-1,2,4-triazine or 5-amino-2,4-
bis(trimethylsilyloxy)pyrimidine with an equimolar 
amount of the corresponding 4-(phenoxy)benzyl bro-
mides through boiling in an anhydrous 1,2-dichloro-
ethane solution in accordance with the previously de-

scribed method [24]. The yield of compounds 1–5 was 
56-81% (Fig. 1).

In order to study the relationships between the 
structure and antiviral activity, we synthesized ana-
logues of the 5-(morpholino) derivative 3 in which the 
4-(phenoxy)benzyl fragment at N1 was replaced with 
a ω-(phenoxy)alkyl substituent. The synthesis of this 
group of compounds was carried out by amination of 
5-bromo-1-[ω-(phenoxy)alkyl]uracil by morpholine 
through boiling in an ethylene glycol solution in accor-
dance with the previously described method [15]. The 
yield of the target 5-(morpholino)uracil derivatives 6–8 
was 66–78% (Fig. 2).

Cytotoxicity of the test compounds
The cytotoxicity of the compounds was assessed by in-
travital staining of the HEK293 cells with MTT or tryp-
an blue [25]. The test compounds in DMSO were added 
to the cells in a concentration range of 2.5–200 μM. The 
cells to which the appropriate amount of DMSO was 
added were used as a control. 

Intravital staining of the HEK293 cells by MTT 
was carried out 48 hours after the administration of 
the compounds. The toxicity of different doses of the 

Fig. 1. Scheme for the synthe-
sis of 1-[4-(phenoxy)benzyl]-
5-(phenylamino)-6-azauracil (1), 
1-[4-(phenoxy)benzyl]-5-[(3,5-
dichlorophenyl)amino]-6-azauracil 
(2), and 1-[4-(phenoxy)ben-
zyl]- (3), 1-[4-(4-chlorophenoxy) 
benzyl]-(4), 1-[4-(4-fluorophenoxy)
benzyl]-5-(morpholino)uracil de-
rivatives (5).(1) R

1
 = PhNH, R

2 
= H, X = N;

(2) R
1
 = 3,5-Cl

2
C

6
H

3
NH, R

2
 = H, X = N;

(3) R
1
 = morpholino, R

2
 = H, X = CH;

(4) R
1
 = morpholino, R

2
 = Cl, X = CH;

(5) R
1
 = morpholino, R

2
 = F, X = CH.

Fig. 2. Scheme for the synthesis of 5-(morpholino)uracil 
derivatives 6–8

6 n = 1;
7 n = 2;
8 n = 3.

Table 1. Anti-adenoviral activity of 5-aminouracil derivatives

Compound IC
50

, μMа TC
50

, μMb SIc

1 9.2 53.6 5.8
3 0.5 47.6 95
4 8.7 103.1 11.9
5 13.1 64.8 4.9

aConcentration of half maximal inhibition at which the rela-
tive HAdV5-eGFP genome copy number is reduced by 
50% compared to the control.
bConcentration at which the number of living cells is re-
duced by 50%.
cRatio of the compound TC

50
 to its IC

50.
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compounds was determined by the viability of the cells 
compared to the control. All compounds at concentra-
tions of up to 25 μM had no toxic effect on HEK293 
cells. In addition, a concentration at which the number 
of living cells reduced by 50% was determined for the 
compounds showing inhibitory activity against human 
adenoviruses (TC

50
). To this end, the cells selectively 

stained with trypan blue were counted 48 hours after 
the addition of the compounds. The results are shown 
in Table 1. 

Anti-adenoviral activity of 5-aminouracil derivatives 
During the evaluation of the anti-adenoviral activity 
of 5-aminouracil derivatives, the HEK293 cells were 
transduced with recombinant type 5 human adenovi-
rus expressing the enhanced green fluorescent pro-
tein HAdV5-eGFP with a multiplicity of infections of 
1 PFU/cell. The test compounds were added to the cells 
at a concentration of 25 μM 3 h post-transduction to 
give the recombinant adenovirus enough time to un-
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Fig. 3. Assessment of the relative НAdV5-eGFP ge-
nome copy number in HEK293 cells treated with the test 
compounds. The differences between experimental and 
control samples were statistically significant at * p < 0.05; 
*** p < 0.001.

Fig. 4. Anti-adenoviral activity of 5-aminouracil derivatives. TC
50

 and IC
50 

of compounds 1 (A) and 3 (B).
 
Differences be-

tween experimental and control samples were statistically significant at * p < 0.05; *** p < 0.001.
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Table 2. Progeny HAdV5-eGFP titer in HEK293 cells

Multiplicity of 
infection

Compound
DMSO 1 3

MOI 1 1 × 104 5.1 × 103 2.3 × 103

MOI 10 2.7 × 106 1.7 × 105 3.7 × 105

C
e

ll 
su

rv
iv

al
, 

%

C
e

ll 
su

rv
iv

al
, 

%
Multiplicity of infection, PFU/cell Multiplicity of infection, PFU/cell

А B

0� 10 0� 10

DMSO

1

DMSO

1

Intact HEK293 cells

3

Intact HEK293 cells

3120

100

80

60

40

20

0

120

100

80

60

40

20

0

Fig. 5. The survival of HEK293 cells transduced with HAdV5-eGFP and treated with the 5-aminouracil derivatives 1 and 
3. (A) The results were obtained using the MTT assay. 100% corresponds to optical density value of intact HEK293 cells 
(control sample). All reported values are means of three independent measurements with standard deviations. The 
differences between experimental and control samples were statistically significant in all cases (p < 0.05). (B) Data was 
obtained using the resazurin assay. One hundred percent corresponds to the fluorescence intensity of intact HEK293 
cells (control sample). All reported values are means of three independent measurements with standard deviations. The 
differences between DMSO samples and other samples were statistically significant in all cases (p < 0.05). The differ-
ences between intact cells samples and samples of group “3” were statistically insignificant.

dergo the initial stage of the replication cycle (the in-
teraction of the virus with cell surface receptors and 
penetration into the cell). DMSO was used as a negative 
control. The concentration of DMSO in all samples did 
not exceed 0.1%. To assess the inhibitory activity of the 
compounds, newly synthesized HAdV5-eGFP genomes 
were detected via real-time qPCR 24 hours later [23]. 
It has been shown that compounds 1, 3, 4 and 5 display 
marked inhibitory activity with respect to HAdV5-eG-
FP replication (Fig. 3).

A concentration corresponding to the half-maximal 
inhibition (IC

50
) at which the relative HAdV5-eGFP 

genome copy number was reduced by 50% compared 
to the control was determined for compounds 1, 3, 4 
and 5, which display inhibitory activity against human 
adenovirus. HEK293 cells were transduced by HAdV5-
eGFP with a multiplicity of infections of 1 PFU/cell. 
Three hours  post-transduction, the test compounds 
were added to the cells at concentrations of 0.5, 2.5, 5, 
10, 15 and 25 μM. The concentration of DMSO in all 
samples did not exceed 0.1%. The inhibitory activity of 
the compounds was assessed 24 hours later by the de-

termination of the HAdV5-eGFP genome copy number 
via qPCR (Fig. 4). The selectivity index (SI) was cal-
culated as the ratio of TC

50
 of the compound to its IC

50
 

(Table 1). These quantitative indices of inhibition can be 
used as a measure of the tested compounds’ effective-
ness; i.e., the degree of suppression of HAdV5-eGFP 
replication in HEK293 cells.

It has been demonstrated that the most potent anti-
viral effect is exhibited by 5-(morpholino)-derivative 
3 with IC

50
 of 0.5 μM, and SI = 95. The 6-azauracil de-

rivatives were either an order of magnitude less active 
(compound 1) or did not display any inhibitory prop-
erties at all (compound 2). It has also been shown that 
the introduction of a chlorine atom (compound 4) or a 
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the MTT assay, cell survival 48 hours post infection at a 
multiplicity of 10 PFU/cell was 74 and 59% in the pres-
ence of compounds 1 and 3, respectively, compared to 
the control. These data are consistent with the results 
obtained in a similar analysis of cell survival during ad-
enovirus infection (MOI 10 PFU/cell) using resazurin. 
For example, after exposure to compounds 1 and 3, the 
proportion of living cells did not differ significantly 
from the proportion in the control sample (Fig. 5). The 
obtained data indicate that the test compounds possess 
antiviral properties.

CONCLUSION
Thus, a new type of anti-adenoviral agents of a non-
nucleoside nature has been discovered that exhibit an 
inhibitory effect on human adenoviruses. Compounds 
of this series may be promising candidates for the de-
velopment of drugs effective against adenoviral infec-
tions.  

This work is supported by grants from the President 
of the Russian Federation for state support of young 

Russian scientists (grants MK-1746.2017.7  
and MK-2480.2017.7).

fluorine atom (compound 5) into the para-position of 
the 4-(phenoxy)benzyl moiety significantly reduces in-
hibitory activity. At the same time, the replacement of 
benzyl in the 4-(phenoxy)benzyl moiety by an aliphatic 
chain leads to compounds 6–8 which have no anti-ade-
noviral activity. This fact indicates the high importance 
of the aromatic fragment in the antiviral properties of 
series of the tested compounds.

In addition, the impact of the most effective 5-ami-
nouracil derivatives, compounds 1 and 3, on the pro-
duction of progeny infectious HAdV5-eGFP was evalu-
ated. A decrease in progeny virus titer was observed 
for these compounds (Table 2).

Based on the data presented, it can be assumed that 
the mechanism of action of the series of tested com-
pounds is associated with the inhibition of viral repli-
cation key factors, i.e. viral DNA polymerase and prod-
ucts of the E1A gene [26, 27].

During the experiment, survival of the HEK293 cells 
infected with HAdV5 at a multiplicity of infection of 
10 PFU/cell in the presence of compounds 1 and 3 was 
also assessed (Fig. 5). Three hours post infection, solu-
tions of the compounds 1 and 3 in DMSO at a concen-
tration of 25 μM were added to the cells. According to 
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INTRODUCTION
Oligopeptidase B (OpdB) [EC 3.4.21.83] is a trypsin-like 
serine peptidase belonging to the prolyl oligopeptidase 
family. OpdB is present in unicellular eukaryotes, such 
as trypanosomes Trypanosoma cruzi [1], T. brucei [2], 
and T. evansi [3], and in leishmania spp. (Leishmania 
major and L. amazonensis [4]). OpdB or the genes en-
coding this enzyme have been detected in prokary-
otes, such as Escherichia coli [5], Moraxella lacunata [6], 
Salmonella enterica serovar typhimurium [7], Yersin-
ia pestis [7], Serratia marcescens, Stenotrophomonas 
maltophilia and Rhodococcus erythropolis [8], in myco-
bacteria Mycobacterium tuberculosis and M. leprae [7], 
and in spirochetes Treponema denticola [9]. Members of 
the oligopeptidase B group are also found in some high-
er plants (e.g., Ambrosia artemisiifolia [10]). To date, 
protozoan OpdB have been the most extensively stud-
ied, and the crystal structures of OpdB from L. major 
[11] and T. brucei were determined in [12]. Neither the 
crystal structure nor the enzymological characteristics 
of most bacterial oligopeptidases B have been deter-
mined; only the nucleotide sequences of the genes cod-
ing for them are known.

Our study focused on oligopeptidase B from Serratia 
proteamaculans (PSP). The OpdB S. proteamaculans 
94 gene has been cloned, sequenced, and expressed in 
E. coli; the substrate specificity of OpdB, inhibition, and 

effect of calcium ions, pH, and temperature on enzyme 
activity have been studied [13–18].

All the previously investigated oligopeptidases B, 
both protozoan and bacterial, are characterized by 
high thermal stability [5, 19]. PSP is the first known 
psychrophilic oligopeptidase B. This enzyme is rather 
quickly inactivated at 37°C; thermal inactivation is in-
dependent of buffer nature and occurs identically in 
the phosphate, imidazole, and Tris-buffers at pH 7.5–
8.0 [17]. The intrinsic fluorescence spectra demonstrate 
that heating at 37°C forces the PSP molecule to unfold, 
which is accompanied by a reduction in enzyme activ-
ity. Calcium ions accelerate and enhance PSP inactiva-
tion [17].

When experimentally studying thermal inactiva-
tion of PSP, Mikhailova et al. [17] revealed that enzyme 
activity was restored after some enzyme samples had 
been incubated at low temperatures. In this work, we 
thoroughly investigated this phenomenon at [Ca2+] = 0 
and 50 mM.

EXPERIMENTAL
The reagents used were Nα-benzoyl-D,L-arginine 
p-nitroanilide (BAPNA) (Sigma, USA); Tris and NaCl 
(Merck, Germany), glycerol (ICN, USA); dimethyl sul-
foxide (DMSO), and p’-guanidine benzoic acid p-nitro-
phenyl ester (Fluka, Germany). 
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Wild-type PSP and point mutants expressed in 
E. coli BL21(DE3) (Novagen) were obtained and puri-
fied according to the procedure described in [17, 20].

Optical density was measured on an Eppendorf 
BioSpectrometer®kinetic spectrophotometer (Ger-
many). Protein concentration was determined by the 
Bradford protein assay using the Bio-Rad Protein As-
say reagent, with BSA used as a reference protein. 
Molarity of the enzyme solutions was measured by 
titrating active sites with p’-guanidine benzoic acid 
p-nitrophenyl ester [21].

Activity of the PSP samples was studied spectro-
photometrically at 25°C, using BAPNA (0.2 mM) as a 
substrate, in 0.1 M Tris-HCl buffer, pH 8.0, contain-
ing 50 mM CaCl

2
 and 2% DMSO. The increase in opti-

cal density at 405 nm, which took place as soon as free 
p-nitroaniline (∆ε

405 
=

 
10400 M–1cm–1) had formed, was 

measured. The initial hydrolysis rates of the substrate 
(two or three replicas for each reading; the rates dif-
fered by no more than 5–10%) were determined from 
the initial linear section of the kinetic curve (the degree 
of hydrolysis was ≤ 10%).

Investigation of the thermal stability of PSP samples
The initial activities of the wild-type enzyme and its 
mutant variants (0.05 mg/ml = 0.65 µM) were deter-
mined by diluting the stock solution of the enzyme 
heated to 25°C in the incubation buffer at the same 
temperature, collecting 5–10 µl aliquots, and mea-
suring the initial hydrolysis rate of BAPNA substrate 
(0.2 mM; total volume, 1.5 ml). The aliquots of the en-
zyme solutions (100 µl; 0.65 μM) were incubated for a 
corresponding time at a corresponding temperature: 
5–10 µl aliquots were collected in a quartz cell contain-
ing BAPNA, and residual activity was measured im-
mediately according to the procedure described above. 
The control samples of all PSP variants with the same 
concentration (0.05 mg/ml = 0.65 µM) were incubated 
at 25 and 4°C for a corresponding time according to the 
same procedure as the one used for the experimental 
specimens (except for heating), and their activity was 
determined.

RESULTS AND DISCUSSION
A typical feature of the enzymes belonging to the pro-
lyl oligopeptidase family, including OpdB, is that they 
contain the N-terminal β-propeller domain, which 
prevents penetration of bulky globular proteins into 
the active site, and the catalytic domain residing in the 
C-terminal portion of the molecule. Studies focused on 
the crystal structures of the enzymes belonging to the 
prolyl oligopeptidase family demonstrated that these 
proteins exist in the open (inactive) and closed (active) 

forms, which exist in equilibrium. The identified crys-
tal structures of protozoan OpdB from L. major [11] 
and T. brucei [12] showed that the function of these 
enzymes depends not only on the amino acid residues 
comprising the catalytic triad in its active site and the 
primary substrate-binding site, but also on five in-
ter-domain salt bridges – SB1–SB5 – that involve nine 
charged amino acid residues. The salt bridge SB1 – 
E172/179-R650/664 (trypanosomes/leishmania spp.) 
plays a crucial role: the catalytic triad is either formed 
or destroyed as the bridge closes or opens when the 
molecule conformation changes from the open inactive 
form to the closed active one, respectively, and vice 
versa. The salt bridges SB1–SB5 are strictly conserved 
in all protozoan OpdB.

The amino acid sequence of PSP is 35% homolo-
gous with respect to those of OpdB from L. major and 
T. brucei; the degree of homology is higher in the C-
terminal catalytic domain (50%).  Meanwhile, the re-
gions of the active site and the primary substrate-bind-
ing site in all these enzymes are virtually identical. It 
turned out, however, that the five functionally impor-
tant inter-domain salt bridges detected in the protozo-
an enzymes are not conserved. Only one of them (SB3) 
is found in PSP and in other known bacterial OpdB. In 
PSP and the other investigated bacterial OpdB, either 
uncharged or oppositely charged amino acid residues 
occupy positions corresponding to five out of the seven 
charged residues of OpdB from L. major and T. brucei, 
which form the salt bridges SB1, SB2, SB4, and SB5. 
The key salt bridge responsible for enzyme activity is 
also absent.

In order to elucidate the mechanism of action of 
PSP, we simulated the crystal structure of the protein 
in its closed and open forms [20].

As a result, we revealed 12 charged residues form-
ing the structure consisting of inter- and intra-domain 
salt bridges that are responsible for the structure and 
activity of PSP. Eight of those (Е75, Е96, Е125, D647, 
D649, K655, R658, and K660) were replaced with un-
charged residues by site-directed mutagenesis. The 
corresponding mutant enzymes were obtained and 
characterized; the residues listed above were shown to 
play an important role. Removal of charged a.a.r. 75, 96, 
655, and 658 resulted in enzyme inactivation, while its 
activity was enhanced after a.a.r. 125 and 649 had been 
removed. Depending on the substrate used, substitu-
tion of a.a.r. 647 and 660 resulted in either a 2- to 3-fold 
reduction or a 1.5–2 increase in enzyme activity [20].

In this study, we compared the thermal stability 
of wild-type PSP (wt), four point mutants (D647A, 
D649A, K655A, and K660A; the charged residues in 
the His652-loop of PSP being replaced with uncharged 
ones) and two point mutants (E75A and E125A; the 



RESEARCH ARTICLES

  VOL. 10  № 2 (37)  2018  | ACTA NATURAE | 67

acidic residues localized in the N-terminal β-propeller 
domain being replaced with uncharged ones) at [Ca2+] 
= 0 and 50 mM.

As we have repeatedly demonstrated earlier, activ-
ity of wild-type PSP samples [15, 17, 18] and its mutant 
variants [20] in 0.1 Tris-HCl buffer, pH 8.0, at T ≤ 25 °C 
remains virtually unchanged for an appreciably long 
time (up to 10–14 days) irrespective of whether Ca2+ 

ions are absent or present (50 mM). In this study, activi-
ty of the initial PSP samples stored at both 4°C and 25°C 
also remained constant during the entire experiment.

The data shown in Fig. 1 A,B illustrate that calci-
um ions are a destabilizing factor for all PSP variants. 
Thermal stability of the E75A and E125A mutants at 
[Ca2+] = 0 is 20–25 % higher than that of the wild-type 
enzyme, while the thermal stability of D649A, K655A, 
K660A and especially D647A mutants is 1.5–2-fold 
lower (Fig. 1A). At [Ca2+] = 50 mM, the difference in the 
thermal stability of all PSP variants was less marked, 
but the E75A mutant was the most thermally labile one 
(Fig. 1B).

According to the data on the inactivation of PSP 
and the corresponding mutant variants of this enzyme 
shown in Fig. 1, we chose to perform incubation at 37°C 
for 3 h to study the reactivation of PSP variants. Af-
ter determining the residual activity, enzyme samples 
were incubated at 25°C (0.5 and 1 h) and their activities 
were determined; the samples were then left at 4°C for 
18–20 h. The activities of the wild-type enzyme and 
all the mutant variants were found to increase (Fig. 
2A–D); for the wt, Е125A, and Е75A variants; a 1.2–
1.8-fold increase in the initial activity of OpdB was sys-
tematically observed upon cooling of the partially ther-
mally inactivated sample (Fig. 2A–C). Upon cooling, the 
activity of D649A was as high as 100–107% (Fig. 2D). 

It is even more interesting that these heating–cool-
ing cycles of an aliquot of PSP variants can be repeated 
(up to 5 times); each cycle involves a drop in activity 
observed upon heating (37°C) and a further increase 
upon cooling (25 and 4°C). Upon subsequent cycles 
(2–5), the restored activity exceeded the initial one to 
a lesser extent or was hardly higher; the activity of the 
D649A variants in cycles 4 and 5 after cooling was low-
er than its initial one (~80%) (Fig. 2D). Similar experi-
ments on the reactivation of the D647A, К655A, and 
К660A variants also revealed that activity increased 
as the partially denatured enzyme was cooled; how-
ever, reactivation in the first two cycles did not exceed 
75–80% of the initial activity of the samples or 45–50% 
in the subsequent cycles (data are not presented).

Cooling the partially inactivated samples in the pres-
ence of calcium ions also led to an increase in activity; 
however, the activity was lower than 100% of the ini-
tial value even after long-term incubation (for several 

days) at 4°C: 64% (wt), 36% (D649A), and 28% (Е125A) 
(Fig. 3).

We had previously studied the thermal stability of a 
PSP molecule by high-sensitivity differential scanning 
calorimetry (HS-DSC); the results were indicative of a 
low thermal stability for PSP. The heat capacity curve 
for the protein featured two peaks with T

d
 = 43.1°C 

(corresponding to the less stable C-terminal cata-
lytic domain) and 46.3°C (the more stable N-terminal 
β-propeller) [17].

We studied the effect of incubation at 43°C (the de-
naturation temperature of the C-terminal catalytic do-
main) for 0.5 h, followed by cooling at 37°C according to 
the experimental scheme, on the activity of PSP (wt, 
Е125A, and D649A). The residual activity after heat-
ing was a percentage of the initial value; nevertheless, 
sequential incubation at 25 and 4°C increased the ac-

Fig. 1. Inactivation of PSP (wt) and the mutant vari-
ants of the enzyme (0.65 µM) during incubation at 
37°C (0.1 M Tris-HCl buffer pH 8.0; BAPNA substrate) 
A – [Ca2+] = 0; B – [Ca2+] = 50 mM; 1 – wt; 2– Е75А; 
3 – Е125А; 4 – D647A; 5 –D649A; 6 – K655A; and 
7 – K660A. Initial activity (v

0
/[E], min-1): wt – 739; 

E75A – 200; E125A – 1846; D647A – 346; D649A – 923; 
К655А – 300; and К660А – 323.
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tivity of PSP variants by an order of magnitude (up to 
20–40%) (Fig. 4).

Incubation of wt, Е125A, and D649A for 0.5 at 46°C 
(the temperature corresponding to the melting tem-

perature of the N-terminal β-propeller domain) fully 
inactivated the enzyme; subsequent incubation result-
ed in protein reactivation at neither 25 nor 4°C (data not 
presented). 

Fig. 2. Influence of the cyclic heating/cooling on the activity of mutant PSP variants (0.65 µM) in 0.1 M Tris-HCl pH 8.0; 
A – wt; B –E125A; C – E75A; and D – D649A. 1 – initial activity; 2 – 37°C; 3 h; 3, 4 – 25°C; 0.5 and 1 h, respectively; 
5 – 4°C; 18–20 h; 6 – control: 25°C; 4 h and 4°C; 18–20 h. Initial activity (v

0
/[E], min-1): wt – 739; E75A – 200; E125A – 

1846; and D649A – 923.
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Fig. 3. Influence of heating at 37 °C and subsequent cool-
ing on the activity of PSP (wt), Е125А and D649А (0.65) in 
0.1 M Tris-HCl, pH 8.0, containing 50 mM CaCl

2
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tively.

A
ct

iv
it

y
, 

%

120

100

80

60

40

20

0
1 2 3 4 5 6 1 2 3 4 5 6 1 2 3 4 5 6

wt	 E125A	 D649A
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CONCLUSIONS
A unique property of oligopeptidase B from S. protea-
maculans (PSP) has been revealed: it can undergo re-
versible thermal inactivation at 37°C, while subsequent 
cooling results in recovery of, or even an increase in, 
enzyme activity. The process can be repeated sever-
al times (up to five cycles), with the same results. This 
effect can be attributed to the fact that heating shifts 
the equilibrium between the inactive open enzyme 
form and the active closed one towards the open form. 
Subsequent cooling causes a reverse shift towards the 
closed active form. This hypothesis relies on the results 
of X-ray diffraction and NMR studies of the nature 
of reversible transitions between different forms of 
enzymes of the prolyl oligopeptidase family [12] and 
our earlier findings about the correlation between the 
thermal inactivation of PSP at 37°C and unfolding of 
its protein molecule (according to the intrinsic fluo-
rescence spectra) [17]. Figure 5 shows the closed and 
open forms of PSP corresponding to an earlier obtained 
model of the enzyme [20]. It is clear that the inactive 
open form is an unfolded molecule (i.e., a denatured en-
zyme).

It is more difficult to explain the simultaneously oc-
curring rise in activity. The intermediate, more active 
forms of the enzyme may form during the transition. 
Indeed, Canning et al. [12] conducted NMR studies of 
human prolyl oligopeptidase to find out that numerous 
conformations of this protein exist in solution, suggest-
ing that the molecules of the enzymes of this family, 
including OpdB, are in constant movement and se-
quentially adopt a number of different conformations, 
including the completely open and completely closed 
ones.

Fig. 5. Active closed (A) and inactive open (B) PSP struc-
tures. N-terminal peptide 1–80 is shown in dark green; N-
terminal β-propeller domain 81-408 is shown in green; the 
C-terminal catalytic domain 409–677 is shown in brown.

А� B

Calcium ions impede the reverse transition to the 
closed form. The reduction in the thermal stability of 
PSP in the presence of Ca2+ can be attributed to the 
destruction of the salt bridges SB2 and SB3 that takes 
place as Ca2+ binds to the E494 and D460 residues par-
taking in bridge formation. Indeed, substitution of the 
corresponding charged amino acid residues for the un-
charged ones in OpdB from T. brucei significantly re-
duced the thermal stability of these mutants.  A conclu-
sion has been drawn [22] that the salt bridges SB2 and 
SB3 play a structural role in and are responsible for the 
stability of the OpdB molecule. 
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INTRODUCTION
Hair cells, the secondary sensory receptors of the inner 
ear, contact the afferent fibers through an amino acid 
synapse. Glutamatergic synaptic plasticity is provid-
ed by the functional cross-talk between ionotropic and 
metabotropic glutamate receptors and the modulators 
of synaptic transmission released by hair cells, nerve 
terminals, or transported with the blood flow. Nitric 
oxide is of particular interest; it is a gaseous neuromod-
ulator that functions as an intracellular and extrasyn-
aptic signal messenger. L-arginine is the precursor of 
NO in humans and animals. NO-synthase and several 
cofactors catalyze the conversion of L-arginine in NO 
and L-citrulline. In the inner ear, nitric oxide can be 
synthesized under normal conditions by the neuronal 

and endothelial NO-synthases located in hair cells, 
afferent and efferent nerve fibers [1–3]. Pathological 
processes in the inner ear (labyrinthectomy, excitotox-
icity, infections and exposure to ototoxic substances) 
are accompanied by the activation of inducible NOS, 
leading to prolonged synthesis of high NO concentra-
tions [4–9].

The important role of NO in the functioning of the 
vestibular epithelium is confirmed by clinical and ex-
perimental physiological data. The baseline synthesis of 
NO in hair cells was detected by using a NO-selective 
electrode [10, 11]. NO content was increased in response 
to the action of acetylcholine, glutamate, antibiotics, li-
posaccharides and cytokines. The effects of NO donors 
and NOS inhibitors have been revealed in the vestibular 
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ABSTRACT The synaptic plasticity of the afferent synapse of the vestibular apparatus is defined by the dynamic 
interaction of ionotropic and metabotropic glutamate receptors and the modulators of synaptic transmission. 
It was shown that nitric oxide modulates iGluR responses. In this paper, the effect of NO on the function of the 
afferent synapse mGluR was investigated. Inhibitor of nitric oxide synthase lowered the level of background 
activity but increased the amplitude of the responses of groups I and II mGluR agonist ACPD. Donor NO SNAP 
increased the level of background activity. Short-term perfusion of the synaptic region with low concentrations 
of SNAP led to a decrease in the amplitude of the answers of mGluR agonists ACPD and DHPG. The inhibito-
ry effect of the NO donor was eliminated under blockade of soluble guanylate cyclase with a specific inhibitor  
ODQ. A prolonged application of NO did not cause a statistically significant change in the amplitude of the ACPD 
response. However, SNAP at concentrations of 10 and 100 μM increased the amplitude of the mGluR agonist 
responses 30 and 15 minutes, respectively, after termination of the NO donor exposure. The obtained data show 
the multidirectional effect of NO on the function of mGluR and testify to the existence of a complex modulating 
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epithelium of amphibians. It is shown that NO decreas-
es the input resistance of vestibular afferent neuronal 
membranes, enhances the afferent resting discharge 
and increases the amplitude of the responses to ad-
equate irritation and the magnitude of iGluR agonists’ 
responses. In contrast to the effects of NO donors, NOS 
inhibitors diminish the frequency of background activ-
ity in afferent fibers and the frequency of the excitatory 
postsynaptic potentials but increase the response ampli-
tude of glutamate and its agonists, AMPA and NMDA 
[12–14]. There is a suggestion that NOS inhibitors act 
at the presynaptic level and suppress neurotransmitter 
release. We have shown the postsynaptic effect of NO 
donors and NOS inhibitors under conditions of blockade 
of the presynaptic membrane with a hypermagnesium-
hypocalcium solution [13]. Data on NO involvement in 
the afferent discharge and adaptive changes in the ves-
tibular analyzer have been published [3, 8, 9, 11, 12, 14].

According to some researchers, the mechanism of 
NO action on synaptic transmission, synaptic plasticity, 
and neurodegenerative processes is associated with the 
modulation of ion channel activity in the plasma mem-
brane [15–18]. In the vestibular epithelium of rats, us-
ing the patch-clamp method of whole and perforated 
cells, it has been shown that NO inhibits Ca2 + currents 
of the semicircular canal crista hair cells by nitrosyl-
ation of Ca2 + channels and activation of the sGCcGMP 
signaling pathway [18]. It has been shown that NO 
weakens Ca2+-oscillations in frog saccular hair cells and 
increases the amplitude of the transients required to 
evoke these oscillations. This effect is associated with 
the inhibition of Ca2+-dependent K+- and Ca2+-channels 
by the decreasing of their opening probability. Inhibi-
tion of K+-channel transients by NO donors and by the 
membrane-permeable analogue of cGMP – 8-bromo-
cGMP was observed in type I hair cells in rat semicir-
cular canals [19, 20].

It is known that iGluR and mGluR are co-localized 
on the postsynaptic membrane. Taking into account 
the synthesis of NO during activation of NMDA recep-
tors and rapid diffusion of NO along the concentration 
gradient, we hypothesized a possible effect of NO on 
the function of mGluR. Our pilot studies showed that 
the NO donor SNAP reduced the response amplitude 
of ACPD, a mGluR agonist, while the NOS inhibitor 
L-NAME had the opposite effect [21]. This work is de-
voted to a detailed study of the NO effect on the func-
tion of mGluR.

EXPERIMENTAL 

Experimental procedure
Normal and pathological synaptic processes are asso-
ciated with different concentrations of NO and differ-

ent times of its action. A physiologycally functioning 
synapse is exposed to the short-term effects of low 
NO concentrations, whereas under pathological condi-
tions a synapse is subjected to the long-term action of 
high NO concentrations. Our choice of an experimental 
model was based on data showing that the NO content 
in the utricle increases 5 min after the application of 
aminoglycoside antibiotic gentamicin [22]. Hence, we 
investigated 1) the short-term (1 min) and long-term 
(9 min) effects of NO donor SNAP (1–100 µM) on the 
response amplitude of the mGluR agonists ACPD and 
DHPG and 2) proved the specificity of the NO effect on 
the function of mGluR via blockage of sGC, the recep-
tor for NO, using a specific inhibitor, ODQ.

The frog vestibular system is a unique model that 
allows one to investigate the patterns of synaptic trans-
mission in the bouton-like synaptic terminals between 
the hair cells and the afferent nerve fibers. The carti-
lage capsule of the labyrinth was excised and placed 
for further dissection in a chamber with a solution of 
the following composition (in mM): NaCl 117; KCl 2.5; 
NaHCO

3
 1.2; NaH

2
PO

3
 • 2H

2
O 0.17; CaCl

2
 1.8; glucose 

2.5. The tested substances were dissolved in a normal 
solution at the required concentrations (pH 7.4). The 
solutions were applied through external perfusion. The 
following substances manufactured by Sigma-Aldrich 
were used in the experiments: NO-synthase inhibitor 
L-NAME; NO donor SNAP; mGluR agonists: group I 
and II – ACPD, and selective group I (mGlu1, mGluR5) 
- DHPG; and selective sGC inhibitor ODQ.

The multiple impulse activity of the afferent fibers 
contacting the hair cells of the semicircular canal was 
recorded with a suction glass electrode. The impulse 
activity was applied to an amplifier A-M Systems Inc 
3000 and converted into standard rectangular pulses of 
2 ms duration, which were recorded on a computer on-
line throughout the experiment using the original pro-
gram. The responses of the mGluR agonists ACPD and 
DHPG were estimated as the ratio of the difference be-
tween the maximum and minimum of the response  to 
the resting discharge rate (frequency, (max – min) of 
resting discharge, %). We compared the change in the 
response amplitude of the mGluR agonists ACPD and 
DHPG before, combined and after application of the 
NOS inhibitor and NO donor SNAP.

The data are presented as mean values and standard 
errors of the mean (M ± SEM). Data analysis was per-
formed using one-way ANOVA for dependent vari-
ables (Repeated measurements) followed by multiple 
pair comparisons (Post hoc test). The factor is the stage 
of the process (control answer/application/recovery).  
In the absence of sufficient material in the recovery 
stage, only two stages were compared using the t-test. 
All calculations were duplicated with the Wilcoxon 
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rank test for dependent variables. A statistical decision 
was accepted at a 5% level of significance. Estimations 
were performed using the SPSS Inc. software complex. 
Illustrations were prepared using the MS-Excel soft-
ware package.

RESULTS

The influence of NO donor SNAP on the 
background activity in afferent fibers
Perfusion of the synaptic area with a SNAP solution 
(0.01–100 µm) caused positive-negative changes in the 
frequency of the resting activity. The effect of the NO 
donor SNAP was characterized by a lack of dose-de-
pendence. The dynamics of responses varied widely 
from one experiment to another, which was reflected in 
a different ratio of amplitude and duration of positive 
and negative response waves. Prolonged exposure to 
high SNAP concentrations (100 µM) slightly increased 
firing activity, followed by a decrease in the frequency 
of afferent discharges. Reduced level of firing activity 
was not restored to its initial level after 30-min expo-
sure in a normal solution (Fig. 1).

The short-term effect of the NO donor on the 
function of metabotropic glutamate receptors
The effect of NO on the response amplitude of groups 
I and II mGluR agonist ACPD and group I mGluR ago-
nist DHPG were investigated in our work, because only 
groups I and II mGluR were revealed in the vestibular 
epithelium [23, 24].

ACPD, the agonist mGluR, increased spike frequen-
cy. To discriminate the changes in the excitatory wave 
of mGluR agonist responses from the excitatory effect 
of NO donor SNAP on the resting activity, ACPD was 
applied when a significant effect of the NO donor oc-
curred. The amplitude of the ACPD-evoked response 
during SNAP application was lower compared to the 
control answer before SNAP application. The observed 
changes were reversible after 15-min washing in a nor-
mal solution (Fig. 2).

NO donor SNAP at low concentrations had a similar 
effect on the responses of the DHPG – group I mGluR 
specific agonist. DHPG application (200 µM) was ac-
companied by an increased spike frequency in afferent 
fibers. NO donor SNAP (1 µM) significantly reduced 
the amplitude of the group I mGluR agonist DHPG 
response (Fig. 3). Thus, the short-term impact of NO 
suppressed the function of groups I and II mGluR. The 
inhibitory effect was completely reversible.

The long-term effect of NO on mGluR function
Prolonged influence of NO to mGluR function is of par-
ticular interest due to the long-term effect of a high 

concentration of NO during pathological processes in 
the inner ear. In our experiments, the mGluR agonist 
ACPD (100 µM) was initially applied (control). After 
a 15-minute washing of the vestibular with a normal 
solution, a 5-minute perfusion of the NO donor SNAP 
(0.1–100 μM) was performed, against which the mGluR 
agonist ACPD was re-applied. Recovery of ACPD re-
sponses in a normal solution was monitored 15 and 30 
minutes after cessation of the combined effect of SNAP 
and ACPD.

The long-term perfusion of the synaptic area with 
solutions of low SNAP concentration (0.1–1 µM) did not 
affect either the response value after 5-min perfusion 
or recovery of the response after 15 and 30 min. SNAP 
at a concentration of 10 µM did not change either the 
response of the mGluR agonist after a 5-min perfusion 
or the response amplitude of the mGluR agonist after 
15-min washing in a normal solution. However, the am-
plitude of the ACPD-evoked response increased sig-
nificantly 30 min after the end of SNAP (10 µM) action 
and amounted to 169.9% compared to the background 
activity. Tendencies to differences were observed be-

Fig. 1. Effects of long-term application of different con-
centrations of NO donor SNAP on the background activity 
in posterior semicircular canal nerve fibers of a frog. A – 
original recording of firing activity in the same experiment. 
Ordinate: spike frequency, imp/s; abscissa: time, s. The 
horizontal lines above the recording indicate the duration 
of drug applications. B – dose-response curves of the 
positive (1) and the negative (2) response waves for NO 
donor SNAP. N=5–6
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tween responses to combined ACPD and SNAP ex-
posure and its recovery after 15 min (Post hoc test = 
0.082) and 30 min (Post hoc test = 0.059).

A 5-min SNAP application (100 µM) did not change 
the amplitude of ACPD-evoked responces. But the 
ACPD induced response increased significantly in 15 
min washing in a normal solution. This increase in the 
response amplitude remained at that level also 30 min 
after NO exposure, although it was statistically insig-
nificant (Fig. 4).

Thus, the effect of NO on the mGluR function de-
pended on the concentration and duration of the expo-
sure. A short-term exposure to low NO concentrations 
inhibited the mGluR function. The long-term impact of 
high concentrations of the NO donor enhanced mGluR 
responses.

The effect of a specific sGC inhibitor on the 
depressive effect of NO donor SNAP
The following protocol was used to investigate the 
involvement of sGC in the modulation of the mGluR 

function. Step 1 (Fig. 5A): application of mGluR ago-
nist ACPD (control 1), washing of the vestibular ap-
paratus in a normal solution, perfusion of the synap-
tic area with a solution of SNAP (1 µM) plus ACPD 
(100 µM) (inhibitory effect, application 1), recovery 
of ACPD-evoked response after 15 min washing in a 
normal solution. Step 2 (Fig. 5B): 20-min incubation 
of vestibular in a solution of the specific sGC inhib-
itor ODQ (15 µM), then repeat stage 1 against ODQ 
perfusion [application of ACPD solution 100 µM (con-
trol 2), SNAP (1 µM) and ACPD solution (100 µM) 
(application 2), recording of the ACPD response af-
ter 15 min of washing with ODQ (recovery 2)]. Stage 
3: perfusion of the vestibular apparatus for 1 h in a 
normal solution and testing of the preservation of the 
ODQ influence on the inhibitory effect of SNAP to the 
ACPD-induced response (step 1 was repeated: control 
3, application 3, recovery 3). To investigate the ODQ 
influence on the inhibitory effect of SNAP to mGluR 
agonist, the differences in the amplitudes of ACPD-
evoked responses were estimated between control 1 
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and application 1 between control 2 and application 
2. Preservation of the ODQ effect was expressed as 
the difference between control 3 and application 3 
of stage 3. ANOVA and pairwise multiple compari-
sons revealed a significant decrease in the amplitude 
of mGluR agonist ACPD under the action of the NO 
donor SNAP (ANOVA F(2.18) = 3.9, p = 0.039, Post 
hoc test – p = 0.03) that was abolished after block-
ade of sGC with the specific inhibitor ODQ (ANOVA 
F(2.20) = 0.408, p = 0.67). The effect of ODQ persisted 
for 1 hour (Fig. 5).

DISCUSSION
The functional role of mGluR in various CNS struc-
tures was studied in detail. mGluRs play a key role in 
CNS ontogenesis [25] and participate in the long-term 
potentiation, depression, learning, and formation of 
long-term memory [26–28]. mGluRs were revealed 
on glial cell membranes and on the pre- and postsyn-
aptic membranes in the cortex, striatum, hippocam-
pus, and cerebellum [26, 29–31]. To date, eight mGluR 
subtypes have been cloned. They are subdivided into 
three groups according to structure, pharmacological  
characteristics, and the second messengers involved 
[29, 32–34]. In all cases, the activation of mGluR is 
associated with Ca2+ release from intracellular stores 
and prolongation of the excitation wave triggered by 
iGluR.

There are two types of Ca2+-channels with differ-
ent functional and pharmacological characteristics on 
endoplasmic reticulum membranes. Ryanodine recep-
tors (RyR) functionally interact with the potential-de-
pendent Ca2+-channels of the plasma membrane and 
are activated by low concentrations of ryanodine, ATP, 
heparin, and micromolar concentrations of Ca2+ cations. 
The function of the Ca2+-channels of the ryanodine re-
ceptor can be inhibited by millimolar concentrations 
of Ca2+ and ryanodine, be modulated by NO, oxidants, 
protein kinases, and intracellular proteins [35, 36]. The 
inositol trisphosphate receptors (IP3R) located on en-
doplasmic reticulum membranes are activated by IP3 
but are inhibited by calmodulin and the NO/cGMP-
activated kinase I [37].

Information on the mGluR functions and the ways 
they are modulated in the acousticolateral system is 
scarce. Only groups I and II mGluR located on the pre- 
and postsynaptic membranes have been found in the 
vestibular epithelium of amphibians. The function of 
the mGluR2 and mGluR3 subtypes has not been stud-
ied yet [23, 24]. Evidence of a direct involvement of 
mGluR I in afferent synaptic transmission in the ves-
tibular apparatus [23] and in the cochlea [38, 39] was 
obtained using methods of electrophysiology, immuno-
histochemistry, and molecular genetics.

The participation of group I mGluR in the function-
ing of glutamatergic synapses was demonstrated in 
frog semicircular canals [23, 40]. In those studies, the 
mGluR I–II agonist ACPD and mGluR I specific ago-
nist DHPG produced an increase in the afferent firing 
rates of the ampullar nerve. It was proved that acti-
vation of presynaptic mGluR facilitates glutamatergic 
transmission due to intracellular Ca2+  release from 
IP3-sensitive and ryanodine/caffeine-sensitive intra-
cellular Ca2+-stores. 

The functional relationship between group I mGluR 
and IP3R of the endoplasmic reticulum was revealed 
in the frog vestibular apparatus by immunocytochem-
istry and electrophysiology. The participation of IP3 in 
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the modulation of the resting activity and mechanically 
evoked responses has also been proved [41]. The data 
observed show that the amphibian vestibular appara-
tus contains a heterogeneous population of mGluR the 
activation of which is associated with the formation of 
IP3, the activation of IP3 and ryanodine receptors, and 
Ca2+ release from endoplasmic reticulum cisterns. It is 
important to note that the ACPD-evoked response was 
caused by the activity of mGluR but was not due to the 
activity of ionotropic receptors, since specific iGluR an-
tagonists did not change the amplitude of the ACPD 
response [23].

The afferent fibers of the vestibular epithelium pro-
duce a background activity, which reflects tonic release 
of glutamate from hair cells [42]. The sensitivity of the 
vestibular apparatus to adequate stimuli and informa-
tivity of the signal perceived by the CNS are mediated 
by the ratio between resting and evoked activity. Ac-
cording to current concepts, activation of mGluR in the 
vestibular epithelium of semicircular canals produces 
a positive feedback reinforcing the contrast between 
background and induced activity [23]. This hypothesis 
is confirmed by our data showing that application of 
the mGluR agonist ACPD increases the response am-
plitude of iGluR agonists [24].

The results of our pilot experiments and the pre-
sented data indicate that fluctuation of NO content can 
modulate the function of mGluR. In our experiments, 
NOS inhibitor L-NAME reduced afferent resting fir-
ing depending on its concentration but increased the 
response amplitude of ACPD [21]. These results con-
firm the hypothesis about the various mechanisms of 
background and evoked vestibular afferent firing [42]. 
Our data about the effect of NOS inhibitors on rest-
ing afferent nerve firing [13] are in  line with the re-
sults received in various models of the  acousticolateral 
system: L-NAME inhibits the basal spike discharge in 
lateral line cells [43]. The NOS inhibitors L-NOARG 
and L-NAME elicited a decrease in the basal discharge 
and diminished the EPSP rates of the axolotl vestibular 
system [1, 12]. Using a specific fluorescent probe, the 
synthesis of NO was shown to be decreased in the pres-
ence of L-NAME in the vestibular epithelium of the 
frog saccule [11]. This data allows us to conclude that 
a small amount of NO is synthesized in the vestibular 
epithelium under normal physiological conditions. The 
decrease in resting activity and increase in the ACPD 
response amplitude under NOS blockade with the in-
hibitor L-NAME are specific.

The inhibitory effect of low NO donor concentra-
tions on the mGluR agonists responses was studied 
with simultaneous and consecutive application of NO 
and mGluR agonists. This allowed us to separate the 
stimulating effect of mGluR agonists from the exitation 
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effect of the NO donor on basal activity and to compare 
the effect of NO donor SNAP on iGluR and mGluR. Our 
data showed that simultaneous short-term application 
of the NO donor increased the response amplitude of 
the iGluR agonists AMPA and NMDA [14] but reduced 
the response magnitude of the mGluR agonist ACPD. 
The inhibitory effect of SNAP on the ACPD-evoked 
response was dose-independent.

It was shown that NO can modify nerve cell excita-
tion through two basic mechanisms: direct interaction 
with the ion channel protein (nitrosylation reaction) 
and by activating the NO/sGC/cGMP/PKG signaling 
cascade [15, 44]. Both pathways have been found in the 
hair cells of the inner ear [18]. To study the participa-
tion of soluble guanylate cyclase, and the possible in-
volvement of the NO/sGC/cGMP signaling pathway 
in the inhibitory effect of NO on mGluR, we used the 
specific sGC blocker ODQ, since sGC is the specific cy-
tosolic receptor for NO [45].

In our experiments, the specific blocker of sGC ODQ 
eliminated the inhibitory effect of NO donor SNAP, 
suggesting an involvement of the NO-sGC-cGMP sig-
naling cascade in mGluR modulation. We failed to find 
direct data on the impact of NO on the mGluR func-
tion. However, it was found that NO can inhibit the 
G-protein-mediated signaling pathway. The possibil-
ity of IP3 receptor phosphorylation and a decrease in 
the intracellular Ca2+ concentration by the activation 
of PKG was shown in Chinese hamster ovary cells. 
In those experiments, increase in the intracellular 
Ca2+ concentration caused by the activation of the 
thrombin/G-protein/phospholipase C signaling cas-
cade was fully prevented by 8-bromo-cGMP, which 
indicates a specific effect of cGMP-stimulated kinase 
[46].

Similar data were obtained on cell cultures trans-
fected with IP3R and incubated in the presence of the 
cGKI-specific cGMP analogue 8-pCPT-cGMP. Pre-
incubation of cells expressing IP3R, the IRAG com-
plex and cGKIβ protein kinase with the specific analog 
8-pCPT-cGMP, reduced bradykinin-stimulated release 
of Ca2+ from intracellular stores. The observed effect 
was linked to the phosphorylation of the IRAG protein 
complex and reduced IP3 synthesis [37].

Different experimental models revealed cGMP-
dependent and cGMP-independent routes of NO im-
pact on sarcoplasmic reticulum receptors. It is assumed 

that NO can modify ryanodine and IP3 receptor func-
tions. These two mechanisms differ in the activation 
kinetics and NO concentrations required for modula-
tion. The NO-activated enzymatic pathway leading 
to PKG activation and inhibition of IP3 synthesis (or 
phosphorylation of IP3 receptors) is triggered by low 
NO concentrations within seconds. Nitrosylation of RyR 
is initiated by a higher concentration of NO, develops 
within several minutes, and is associated with a higher 
activity of the Ca2+-channel connected with an increase 
in the probability of RyRs opening [47, 48]. Thus, efflux 
of Ca2+ ions from intracellular stores can be modulated 
in time through various mechanisms. The long-term 
exposure to high NO concentrations can cause nitrosyl-
ating stress, leading to pathology [47, 49].

Our data support the hypothesis that NO can modify 
the mGluR function withal the modulating effect de-
pending on the concentration and time of NO action. 
Short-term exposure to low NO concentrations sup-
presses mGluR agonist responses and, consequently, 
decreases Ca2+ efflux from intracellular stores. In our 
opinion, inhibition of the mGluR function with low NO 
concentrations can be proposed as one of the mecha-
nisms of glutamatergic synaptic plasticity aimed at de-
creasing positive feedback [24]. Prolonged activation of 
the NO signaling cascade with high concentrations of a 
NO donor causes a low but statistically significant in-
crease in the amplitude of the mGluR agonist response 
that may be hypothetically associated with the activa-
tion of ryanodine receptors. These assumptions require 
more experimental confirmation.

Thus, in this paper we showed the following: 
NO affects the function of agonists of different 

mGluR groups (ACPD and DHPG).
Blocking a specific NO receptor eliminates the inhib-

itory effect of NO on the mGluR function, which sug-
gests specificity of the NO influence. (We plan to search 
for evidence of the involvement of different links in the 
NO pathway in the modulation of the mGluR function 
in further experiments.) 

The direction of the NO effect on the mGluR func-
tion is dynamic and depends on the concentration and 
time of influence. 

This study was supported by the Russian Foundation 
for Basic Research (grant No. 14-04-00409).
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INTRODUCTION
Fungi of the genus Fusarium from the class Ascomycet-
es occupy various ecological niches and occur in various 
climatic zones. In Russia, Fusarium species are ubiqui-
tous in all regions where agricultural crops, primarily 
cereals, are grown. This fungus causes significant dam-
age to the agricultural and food industries, resulting in 
several hundred million dollar losses annually. In addi-
tion, the mycotoxins produced by members of the genus 
Fusarium pose a threat to human and animal health and 
also act as pathogenicity factors for plants [1].

Trichothecene mycotoxins (TrMTs) are the most 
extensive group of toxic metabolites produced by Fu-
sarium fungi. Trichothecene mycotoxins are produced 
not only by members of the genus Fusarium, but also 
by those from the genera Myrothecium, Trichoderma, 
Cephalosporium, Verticimonosporium, and Stachy-
botrys [2]. To date, about 200 trichothecene toxins 

have been identified [3–6]. TrMTs are sesquiterpene 
compounds consisting of three rings with an epoxide 
ring at the C-12–C-13 atoms and a double bond at the 
C-9–C-10 atoms: so, the group is called 12,13-epoxy-
trichotec-9-ens. Depending on the side group struc-
ture, trichothecene toxins are divided into four types 
(A–D), with only types A and B produced by Fusarium 
fungi. More toxic members of type A trichothecenes 
include diacetoxyscirpenol (DAS), as well as toxins T-2 
and HT-2, and the main producers of these toxins are 
F. sporotrichioides and F. langsethiae. In 2015–2016, 
a new group of type A trichothecene toxins, named 
NX, was described [7, 8]. Interestingly, these com-
pounds were identified in cultures of F. graminearum, 
a traditional producer of B-type TrMTs. Type B is rep-
resented by compounds such as nivalenol (NIV), de-
oxynivalenol (DON), and their acetylated derivatives 
(3- and 15-ADON and 4,15-ANIV) that are produced 
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by F. graminearum, F. culmorum, F. cerealis, and a 
group of species known as the F. graminearum species 
complex (FGSC) [9, 10]. In addition, F. poae, F. venena-
tum, and F. equiseti are capable of producing both type 
A and type B toxins [11]. The type of toxins produced 
by a particular strain is determined by the structure 
and functions of the genes present in the trichothecene 
cluster [12, 13]. In most trichothecene-producing Fu-
sarium species, the main cluster comprises 12 genes 
that encode both of the enzymes responsible for dif-
ferent biosynthesis stages and regulatory factors, some 
of which control the expression of a large number of 
the genes associated with various aspects of the fungal 
metabolism and life activity [14]. Trichothecene toxins 
inhibit protein synthesis in eukaryotes [15], and tricho-
thecenes such as DON are important aggressiveness 
factors promoting fungal spread within host plant tis-
sues. Artificial inoculation of cereal ears with mutant 
F. graminearum strains with abolished DON synthesis 
has been shown to infect a smaller number of kernels 
compared to inoculation with wild-type strains [16].

The danger posed by Fusarium fungi and their my-
cotoxins necessitates the development of methods for 
a quick and reliable species-specific identification of 
the strains which will enable a determination of the 
spectrum of the compounds contained in a culture or 
batch of grain. At present, DNA polymorphism analysis 
methods play an important role in taxonomic studies 
of the genus Fusarium and in the identification of its 
members. Application of the molecular genetics ap-
proach has enabled a clarification of the standards and 
boundaries of species, as well as the characterization of 
several new taxa. In particular, a multilocus phyloge-
netic analysis using sequence-characterized amplified 
region (SCAR) markers [17] based on 13 housekeeping 
genes enabled the identification of 9 new species within 
the FGSC [10], which had been previously considered 
as a single-species F. graminearum. A little later, spe-
cies F. vorosii and F. gerlachii were also included in 
this complex [18]. In total, 16 phylogenetic species can 
be distinguished in the FGSC [19]. The phylogenetic 
approach was used to confirm the status of F. pseudo-
graminearum and F. culmorum as separate species [20, 
21]. In Russia, an analysis of polymorphic DNA markers 
enabled the identification of strain groups that were 
subsequently described as two new species: F. ussu-
rianum, morphologically and phenotypically similar to 
F. graminearum [22], and F. sibiricum, closely related 
to F. sporotrichioides [23]. A number of recent phyloge-
netic studies have determined an intricate structure of 
the F. equiseti–F. incarnatum species complex (FIESC) 
and identified several new species within the complex 
[24]. In addition, investigation of inter- and intraspe-
cific DNA polymorphisms has made possible the devel-

opment of several highly specific diagnostic and iden-
tification systems for the main Fusarium pathogens, 
which are primarily based on PCR and its modifica-
tions [25–29]. The use of modern molecular biological 
and bioinformatic methods, including whole genome 
sequencing [30, 31], has significantly accelerated the 
investigation of the genetic diversity of the genus Fu-
sarium and the functional characterization of genomic 
elements, but the search for effective methods of mo-
lecular typing and informative DNA barcodes still re-
mains topical [32, 33].

The genus Fusarium is different from most other 
taxa of the kingdom Fungi. The “gold standard” of 
molecular fungal taxonomy is the ribosomal DNA in-
ternal transcribed spacer (ITS) region [34]. However, 
these markers in the genome of members of the genus 
Fusarium are represented by two nonorthologous cop-
ies and do not possess a sufficient level of interspecific 
polymorphism [35]. Today, the TEF1α gene is most of-
ten used as a marker in phylogenetic and taxonomic 
studies [36, 37]. It seems promising to use the genes 
involved in mycotoxin biosynthesis as phylogenetic 
markers. For example, the trichodiene synthase gene 
(TRI5) has been used to develop species-specific primer 
systems [38] and to study intraspecific polymorphism 
in members of the F. equiseti species complex [39, 40]. 
However, the phylogenetic characteristics of the TRI5 
gene have not been compared with those of “classi-
cal” markers, such as TEF1α. Among other genes that 
comprise the trichothecene cluster and are used in 
phylogenetic studies, it is necessary to emphasize the 
role of TRI1 encoding cytochrome P450 monooxygen-
ase and TRI12 encoding a trichothecene efflux pump 
[41]. A phylogenetic analysis of the TRI1 gene helped 
to identify a group of F. graminearum strains capable 
of producing the NX-2 toxin [7]. TRI12 polymorphism 
was used to design primers for the detection of type 
B TrMT-producing strains based on their chemotype 
(3/15-ADON, NIV) [42]. The trichothecene cluster also 
includes a number of genes that have not been char-
acterized either structurally or functionally; e.g., TRI9 
and TRI14 [43].

Fusarium strains from Russian national collections, 
which are potentially capable of producing TrMTs and 
represent different climatic and geographic regions of 
Russia, have not been characterized by molecular ge-
netic methods. Therefore, the main objectives of this 
study were as follows: (1) a SCAR marker-based analy-
sis of the  accuracy  of the taxonomic identification of 
the trichothecene-producing Fusarium strains depos-
ited in Russian national collections; (2) an investigation 
of the molecular genetic diversity of strains of differ-
ent geographical origin, isolated in different years and 
from different sources; (3) determination of the inter- 
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and intraspecific polymorphism of the TRI14 gene, one 
of the least studied genes of the trichothecene cluster; 
and (4) determination of chemotypes of type B TrMT-
producing strains using specific PCR primers, with 
verification of the data by HPLC.

EXPERIMENTAL

Fungal strains
We analyzed 60 strains of 12 Fusarium genus species de-
posited in Russian national collections and presumably 
possessing ability for TrMT biosynthesis. The choice of 
the strains was based on maximum coverage of various 
natural and geographical zones of Russia. In addition, 
the study included strains from a number of neighboring 
countries, as well as from Moldova and Germany. We 
also studied the F. graminearum strain F-892 (VKPM) 
deposited in the StrainInfo database (http://www.
straininfo.net; ATCC 36015). The list of strains with in-
dication of their geographical origin, host plant species, 
year of isolation, and the particular collection are giv-
en in Table 1. In addition, the morphological features of 
several strains the initial identification of which had not 
been confirmed by molecular methods were determined 
using a MIKMED 6 laboratory microscope (Lomo, Rus-
sia). For the microscopic analysis, the fungal strains were 
grown on carnation leaf agar (CLA) and synthetic nutri-
ent deficient agar (SNA; Nirenberg) for 10–14 days.

DNA isolation
Prior to DNA isolation, monospore cultures of fun-
gi were grown on potato sucrose agar (PSA) at room 
temperature for 10 days, until abundant mycelium was 
obtained. DNA was isolated from monospore fungal 
cultures by a method based on the use of cetyltrimeth-
ylammonium bromide as a detergent, with allowance 
for the modifications described earlier [28]. The con-
centration and purity of DNA samples were evaluated 
using a NanoVue spectrophotometer (GE HealthCare, 
USA).

Design of universal primers, PCR, and sequencing
To amplify partial sequences of the TEF1α, TRI5, 
and TRI14 genes, we constructed the following 
primer pairs: TEF50F (5’-CGACTCTGGCAA-
GTCGACCAC-3’) and TEF590R (5’-CTCGGCT-
TTGAGCTTGTCAAG-3’);  TRI5F (5’-ACACT-
G G T T C T G G A C G A C A G C A - 3 ’ )  a n d  T R I 5 R 
(5’-CCATCCAGTTCTCCATCTGAG-3’); TRI14F 
(5’-GAAGCTGCCTCGACATGGCTC-3’) and TRI14R 
(5’-AATAATATTATGGGGAACAATCAT-3’).

The primers were designed using the ClustalW algo-
rithm [44]. The physicochemical properties of the prim-
ers were evaluated using the Oligo 6.71 software.

PCR was performed using the following amplifica-
tion programs.

Primers TEF50F–590R: 93°C, 90 s; 93°C, 20 s; 64°C, 
5 s; 67°C, 5 s (5 cycles); 93°C, 1 s; 64°C, 5 s; 67°C, 5 s 
(40 cycles).

Primers TRI5F–R and TRI14F–R: 93°C, 90 s; 93°C, 
10 s; 55°C, 15 s; 72°C, 10 s (40 cycles).

PCR and electrophoretic analysis were performed 
according to [27, 28].

PCR products were cloned using an InstA Clone 
PCR cloning kit (Fermentas, Lithuania) according to 
the manufacturer’s protocol. DNA was sequenced at 
the Evrogen JSC using an ABI PRISM BigDye Termi-
nator v.3.1 kit, followed by an analysis of the reaction 
products on an ABI PRISM 3730 automatic sequencer 
(Applied Biosystems).

The nucleotide sequences characterized in the pres-
ent work are deposited in the NCBI GenBank under 
the accession numbers MG989711-989751 (TEF1α), 
MH001611-001651 (TRI5), and MH001652-001692 
(TRI14).

Phylogenetic analysis
DNA markers with a characterized nucleotide se-
quence were compared with sequences deposited in 
the NCBI GenBank and Fusarium MLST databases 
(http://www.westerdijkinstitute.nl/fusarium/) using 
the BLAST algorithm. Phylogenetic trees were con-
structed with the maximum likelihood (ML) method 
and GTR+G (General Time Reversible) nucleotide 
substitution model [45] using the MEGA5.1 software 
[46]. In addition to the studied strains, several se-
quences of the appropriate genes of typical strains 
from international collections deposited in databases 
were used in the phylogenetic analysis. The reliabil-
ity of phylogenetic tree topologies was confirmed by 
bootstrap analysis from 1,000 replicates. Insertions 
and deletions were omitted from the analysis. The 
number of variable, parsimony informative nucleo-
tides and haplotypes for each marker was calculated 
with the DnaSP v6 software [47] using a sample of 41 
strains. 

Molecular typing of type B TrMT producers
To determine the chemotypes of the type B TrMT pro-
ducers, we analyzed F. graminearum, F. culmorum, F. 
cerealis, and F. ussurianum strains. Chemotype-specific 
PCR was performed using three primer sets: two sets 
of primers for the polymorphic regions of the TRI12 
gene [42] (the set is denoted as 12-1), [48] (12-2), and 
a pair of primers for the amplification of TRI13 gene 
fragments with different lengths, depending on the 
chemotype [49] (13-1). The structure of primers and 
their melting temperatures are presented in Table 2. 
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Table 1. Fusarium fungal strains used in the study.

No. Accession number Species Origin Source Year of isolation
1 M-99-43* F. culmorum Moscow Region Wheat 1999
2 09-1/7* F. culmorum Moscow Region Wheat 2009
3 M-99-9* F. culmorum Moscow Region Wheat 1999
4 M-10-1* F. culmorum Moscow Region Wheat 2010
5 BR-03-19* F. culmorum Bryansk Region Wheat 2003
6 BR-0453* F. culmorum Bryansk Region Wheat 2004
7 OM-0233* F. culmorum Omsk Region Wheat 2002
8 OR-02-37* F. culmorum Orel Region Wheat 2002
9 CM-9864* F. culmorum Smolensk region Wheat 1998

10 KP-1136-66* F. culmorum Kirov region Wheat 1995
11 KP-1599-25/3* F. culmorum Kirov Region Wheat 1996
12 KS-1384-1* F. culmorum Kirov Region Wheat 2007
13 M-05-111* F. culmorum Moscow Region Wheat 2005
14 KC-1716-8* F. culmorum Kirov Region Wheat 1997
15 58801** F. culmorum Moscow Region Wheat 2004
16 Kz-27* F. culmorum Kostanay Region, Kazakhstan Unknown 2014
17 74007** F. culmorum Arkhangelsk Region Potato Unknown
18 58030** F. culmorum Rostov Region Cirsium 2004
19 70505** F. culmorum Belarus Wheat 2003
20 50106** F. culmorum Leningrad Region Cirsium 2006
21 64722** F. cerealis Khabarovsk Region Wheat 2006
22 39295** F. cerealis Heilongjiang province, China Wheat 2003
23 37032** F. cerealis Heilongjiang Province, China Wheat 2003
24 39142** F. cerealis Heilongjiang Province, China Wheat 2003
25 37031** F. cerealis Heilongjiang Province, China Wheat 2003
26 41727** F. cerealis North Ossetia Cirsium 2004
27 G.8-8** F. graminearum Germany Wheat 1998
28 41806** F. graminearum North Ossetia Wheat 2004
29 48702** F. graminearum Tula Region Wheat Unknown
30 58033** F. graminearum Leningrad Region Wheat 2002
31 70725** F. graminearum Orel Region Wheat 2006
32 58212** F. ussurianum1 Primorsky Krai Wheat Unknown
33 29813** F. ussurianum Jewish Autonomous Oblast Wheat 2002
34 MM-7* F. sporotrichioides Moscow Region Wheat 2010
35 KG-9744* F. sporotrichioides Kirov Region Wheat Unknown
36 78105** F. sporotrichioides Orel Region Wheat 2006
37 SK-1506* F. sporotrichioides North Ossetia Wheat 2010
38 64706** F. sporotrichioides Primorsky Krai Barley 2006
39 33100** F. sporotrichioides Primorsky Krai Wheat 2003
40 74006** F. sporotrichioides Leningrad Region Barley 2006
41 11007** F. sibiricum Krasnoyarsk Region Barley 2000
42 11014** F. sibiricum Amur Region Oat 2001
43 55201** F. langsethiae Kaliningrad Region Oat 2005
44 82901** F. langsethiae Orel Region Oat 2003
45 47401** F. poae Moscow Region Wheat 2004
46 61701** F. poae Saratov Region Wheat 2005
47 58242** F. venenatum Germany Unknown Unknown
48 58514** F. venenatum Leningrad Region Oat 2013
49 58455** F. venenatum Novgorod Region Wheat 2001
50 F-842*** F. sambucinum Kiev region, Ukraine Potato 1965
51 F-3966*** F. sambucinum2 Tula Region Soil 2006
52 F-4360*** F. sambucinum2 Buryatia Wood 2005
53 64414** F. equiseti Kaliningrad Region Barley 2006
54 65901** F. equiseti Leningrad Region Barley 2006
55 97001** F. equiseti North Ossetia Wheat 2007
56 F-3549*** F. equiseti4 Negev Desert, Israel Soil 1995
57 F-2681*** F. incarnatum Moscow Region Unknown 1966
58 F-846*** F. sp3 Moldova Melon 1958
59 F-892 (ATCC36015)**** F. graminearum USA Unknown 1977
60 F-900**** F. sambucinum2 Krasnoyarsk Region Larix sibirica Unknown

* – strains from the collection of the All-Russian Research Institute of Phytopathology; ** – strains from the collection of the All-Russian Institute of Plant 
Protection; *** – strains from the All-Russian Collection of Microorganisms; **** – strains from the All-Russian Collection of Industrial Microorganisms.
1 – initially identified as F. graminearum;
2 – initial identification was not confirmed;
3 – initially identified as F. poae.
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In the case of system 12-2, the analysis was performed 
with each pair of primers separately, not in a multiplex 
PCR [48] format, to increase analysis specificity and 
avoid the formation of nonspecific amplicons.

The obtained results were confirmed by quantitative 
PCR (qPCR) with primer pairs from systems 12-1 and 
12-2. In addition to standard components, 1.5 μL of 20× 
EvaGreen dye (Biotium, USA) was added to the reac-
tion mixture. Amplification and fluorescent signal de-
tection were performed in a DT-96-detecting amplifier 
(DNA-Technology, Russia). The PCR results were ex-
pressed as quantification cycles (C

q
, [50]). Each sample 

was analyzed in two independent replicates.

HPLC analysis of toxin production by 
type B TrMT-producing strains
To determine the type of TrMTs produced by the stud-
ied strains, fungal cultures were grown on a MYRO 
liquid medium [51] at 25 °C and 220 rpm for 5 days. 
The ability of isolates to produce DON and its mon-
oacetylated derivatives was determined by reverse 
phase high pressure liquid chromatography of the cul-
ture filtrate supernatant separated from the mycelium 
by centrifugation [52, 53]. An 8 mL aliquot of the cul-
ture liquid supernatant was diluted with a acetonitrile 
: water (1 : 1) mixture to 10 mL and passed through a 
0.22 μm Millipore membrane filter; 10 μL of the sam-
ple was introduced into the injector of a Waters 1525 
Breeze HPLC system equipped with a Waters 2487 UV 
detector (Waters, USA). Separation was carried out on 
a Symmetry C18 (150 × 4.6 mm) column thermostat-
ed at 27°C. Mycotoxins were eluted with an acetoni-
trile : methanol : water (1 : 1 : 8 v/v/v – mobile phase) 

mixture at a flow rate of 0.5 mL/min and detected at 
254 nm. Commercial DON, 3-AcDON, and 15-AcDON 
(Sigma-Aldrich, USA) were used as standards; as a 
control, we used the filtrate of the MYRO uninoculated 
medium that was incubated simultaneously with culti-
vation of submerged fungal cultures under the above 
conditions.

RESULTS
Phylogenetic properties of genes, analysis of their 
partial sequences using the BLAST algorithm, 
and microscopic analysis of the morphology 
of strains with controversial identification
The main phylogenetic properties of the analyzed 
genes are given in Table 3. The DNA of all strains was 
amplified with a TEF50F–590R primer pair, which 
resulted in a single 452 to 483 bp amplification prod-
uct containing two 80 to 100 and 236 to 254 bp introns. 
Except for the insertions and deletions omitted in the 
evaluation of the phylogenetic properties, the length 
of the analyzed sequences was 392 bp, including 129 
(32.9%) variable nucleotides. The number of parsimo-
ny informative characters was 115 (29.3%), and the 
number of haplotypes was 17. An analysis of the TEF1α 
gene sequences using the BLAST algorithm confirmed 
the initial species identification for 54 strains. Of the six 
strains without confirmed identification, three were in-
itially classified as F. sambucinum. The TEF1α sequenc-
es of strains F-3966 (No. 51, Table 1), NRRL 52726 re-
lating to the F. tricinctum species complex, and NRRL 
52727 (F. avenaceum) were shown to be 99.3% similar. 
Similarity for the strain F-4360 (No. 52) to the F. acumi-
natum strain, NRRL 52789 was 99.545%. The TEF1α 

Table 2. Primers used for the chemotyping of type B trichothecene-producing strains.

Primer 
set Sequence Product 

length, bp T
m, 

о
С

Chemotype Reference

12-1

12CON (univ.): 5’-CATGAGCATGGTGATGTC- 3’

[48]
12 NF: 5’-TCTCCTCGTTGTATCTGG-3’ 840 60 NIV

12-15F: 5’-TACAGCGGTCGCAACTTC-3’ 670 60 15-ADON
12-3F: 5’-CTTTGGCAAGCCCGTGCA-3’ 410 60 3-ADON

12-2

3ADONf: 5’-AACATGATCGGTGAGGTATCGA-3’
3ADONr: 5’-CCATGGCGCTGGGAGTT-3’ 60 60 3-ADON

[42]15ADONf: 5’-GTTTCGATATTCATTGGAAAGCTAC-3’
15ADONr: 5’-CAAATAAGTATCGTCTGAAATTGGAAA-5’

57 60 15-ADON

NIVf: 5’-GCCCATATTCGCGACAATGT-5’
NIVr: 5’-GGCGAACTGATGAGTAACAAAACC-3’

77 60 NIV

13-1 Tri13P1: 5’-CTCSACCGCATCGAAGASTCTC-3’
Tri13P2: 5’-GAASGTCGCARGACCTTGTTTC-3’

859
644
583

62
15-ADON
3-ADON

NIV
[49]

un. – universal primer
T

m
 – melting temperature
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gene sequence from the F-900 strain (No. 60) was 100% 
similar to a fragment of this gene from the F. commune 
strain NRRL 52764. The initial morphological species 
identification of strain F-3549 (No. 56) as F. equiseti 
was not confirmed: the BLAST analysis revealed 99% 
similarity to the sequence of strain NRRL 34033 from 
a relatively rare species, F. brachygibbosum. The strain 
58212 (No. 32), initially identified as F. graminearum, 
had 100% similarity of the TEF1α sequence to that of 
CBS 123751–123745 strains typical of F. ussurianum. 
The most interesting result was obtained through a 
marker sequence analysis of the strain F-846 initially 
identified as F. poae. Comparison with the TEF1α se-
quences of typical strains deposited in databases did 
not reveal 100% similarity to any of them. The closest 
sequence was that from the F. polyphialidicum strain 
F-0016 (DQ295144, 97% similarity).

TRI5F-R primer pair provided DNA amplification 
for all studied strains except for Nos. 51, 52, 56, and 60. 
An amplification product of the TRI5 gene was 431–
440 bp long and contained one intron of 52–61 bp in 
length. The length of the analyzed sequences was 379 
bp, including 141 (37.2%) variable sites and 137 (36.1%) 
parsimony informative sites; the number of haplotypes 
was 13. The BLAST-based sequence analysis confirmed 
the accuracy of species identification for 54 strains. A 
DNA amplification product of the strain 58212 had 99% 
similarity with a TRI5 gene fragment from F. asiaticum 
(strains NRRL 26156 and 28720). It should be noted that 
none of the databases contained records of complete or 
partial structures of this gene in F. ussurianum strains, 
but given the close relationship between F. asiati-
cum and F. ussurianum [7], this result seems reliable. 
A DNA amplification product of the strain F-846 was 
98% similar to a partial TRI5 gene sequence from the F. 
langsethiae strain KF2640 (JF966259).

PCR with the TRI14F-R primer pair revealed no 
DNA amplification products in samples Nos. 51, 52, 56, 
and 60 (as in the case of the TRI5F-R pair), as well as 

No. 58 (F-846). The DNA of the other strains was am-
plified with the formation of 698 to 705 bp products 
containing a single 50- to 59-bp intron. The analyzed 
sequence length (without insertions and deletions) was 
650 bp, of which 239 bp (36.8%) were variable, and 224 
bp (34.5%) were parsimony informative; the number of 
haplotypes was 23. The search for similar sequences in 
the GenBank and Fusarium MLST databases showed 
that the studied strains of F. graminearum constitute 
two groups: the first group comprising Nos. 30 and 
58 showed 100% similarity with the TRI14 sequence 
of strain CBS 138562 (KU572434.1), while the second 
group (Nos. 27–29, 31) was completely identical to the 
sequence of strain CBS 138561 (KU572429.1), with the 
sequence similarity in these two groups being 97%.

We performed a microscopic analysis of the main 
morphological structures of strains whose initial iden-
tification was not confirmed by the marker sequence 
analysis. In strains F-3966 and F-4360 growing on CLA, 
elongated curved macroconidia with three to four septa 
typical of F. avenaceum, F. tricinctum, and F. acumina-
tum [54] were revealed. The strain F-900 also formed 
curved macroconidia with four septa and oval microco-
nidia about 10 μm in size – features typical of the spe-
cies F. commune [55]. In the strain F-846, thick-walled 
microconidia with four to five septa, as well as oval and 
clavate microconidia, were found. This result confirms 
the suggestion about erroneous initial identification of 
the strain as F. poae, because this species is character-
ized by spherical or spinulose microconidia and rarely 
forms macroconidia, usually with three septa [54].

Analysis of phylogenetic tree topology
The phylogenetic trees generated on the basis of the 
structures of the three studied genes were character-
ized by both similarity and several significant topolog-
ical differences. The TEF1α gene dendrogram (Fig. 1) 
comprises four large clusters supported by high boot-
strap values (98 to 99%). Each cluster includes strains 

Table 3. Phylogenetic characteristics of analyzed sequences.

Locus SL, bp GC, % VS, % PIS, % HT H
d

P
i

TEF1α 392 53.2 32.9 29.3 17 0.933 0.08872
TRI5 379 48.5 37.2 36.1 13 0.907 0.13586

TRI14 650 49.1 36.7 34.5 23 0.96 0.13510

TEF1α+TRI5+TRI14 1421 50 35.9 33.5 28 0.976 0.1233

SL – sequence length
VS – variable sites
PIS – parsimony informative sites 
HT –haplotypes
H

d
 – haplotype diversity

P
i 
– nucleotide diversity
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Fig. 1. Phylogenetic 
tree constructed 
based on the align-
ment of partial TEF1α 
gene sequences of 
trichothecene-pro-
ducing species 
using the maximum 
likelihood method 
(74 sequences). Only 
bootstrap values 
higher than 50% from 
1,000 replicates are 
shown. 21 sequenc-
es from the NCBI 
GenBank are also 
included.

Fig. 2. Phylogenetic tree constructed based on the align-
ment of partial TRI5 gene sequences of trichothecene-pro-
ducing species using the maximum likelihood method (60 
sequences). Only bootstrap values higher than 50% from 
1,000 replicates are shown. 18 sequences from the NCBI 
GenBank are also included.
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of species characterized by similar spectra of the pro-
duced mycotoxins. Cluster I (bootstrap support of 
98%) is represented by type B TrMT-producing spe-
cies (including F. pseudograminearum CBS109954, No. 
KM434220); cluster II (99%) is formed by type A TrMT 
producers; cluster III (98%) is represented by species 
producing both TrMT types; and cluster IV (99%) is 
represented by the species F. equiseti and F. incarna-
tum that are also capable of producing both type A 
and B toxins; however, unlike F. poae and closely re-
lated species, they also possess the ability to produce 
zearalenone and some other mycotoxins. It should be 
noted that clusters I–III and IV form separate groups 
supported by high bootstrap values (99%), and “F. sp.” 
(Fusarium sp. strain F-846) located in an intermedi-
ate position between these two groups. Clusters I and 
II include two subgroups: the first subgroup of clus-
ter I (support 99%) comprises strains of the species 
F. culmorum and F. cerealis, and the second subgroup 
(98%) contains F. graminearum and F. ussurianum. 
Subgroups of cluster II are represented by the spe-
cies F. langsethiae and F. sporotrichioides/F. sibiricum 
(bootstrap support of 99% each). Cluster IV is the most 
heterogeneous and represented by F. equiseti and F. in-
carnatum species. Two typical strains of F. incarnatum 
(NRRL 22244 and NRRL 34059) form a separate group 
supported by a bootstrap value of 59%, which, howev-
er, does not include the F-2681 strain investigated in 
this study. The F. equiseti strain 97001, together with 
strains H2-2-5B (JF496575) and 10393 (LN901566), 
forms a subgroup (90%), and strains 65901 and 64414 
are included in another subgroup (99%) that also com-
prises strains VI01095 (AJ543560), VI01070 (AJ543562), 
and 10675 (LN901573).

On the TRI5 gene dendrogram (Fig. 2), the boot-
strap support of the main clusters corresponding to the 
toxigenic profiles of the studied species ranges from 94 
(cluster III) to 100% (clusters I, II, and IV). In contrast 
to the TEF1α gene dendrogram, “F. sp.” is located in 
an intermediate position between clusters II and III. In 
addition, F. sporotrichioides strains do not form a single 
group but are distributed within cluster II; in particu-
lar, the strain 33100 belongs to the same subgroup as 
F. sibiricum strains (support of 98%). Cluster I lacks the 
F. graminearum-ussurianum subgroup characteristic 
of the TEF1α dendrogram. On the TRI14 gene phyloge-
netic tree (Fig. 3), F. ussurianum strains, together with 
F. cerealis strains, form a subgroup (bootstrap sup-
port of 95%), while F. graminearum strains are divided 
into two subgroups supported by bootstrap values of 
99 and 100%, respectively. Cluster II includes the sub-
groups F. langsethiae (98%) and F. sporotrichioides/
sibiricum (91%); therefore, the topology of this cluster 
on the TRI14 dendrogram corresponds to the topology 

of TEF1α rather than the TRI5 dendrogram. It should 
be noted that in cluster IV, the F. equiseti strains 64414 
and 65901 and F. incarnatum strain F-2681, on the one 
hand, and the F. equiseti strain 97001, on the other, 
form separate branches on the dendrograms of both 
TRI genes.

The structure of a phylogenetic tree generated 
based on the analysis of the combined sequence of the 
genes TEF1α, TRI5, and TRI14 (Fig. 4) involves four 
large clusters supported by 100% bootstrap values. Of 
particular interest is a common group comprising clus-
ters II and III (bootstrap support of 96%).

Chemotyping of type B TrMT-producing strains 
and determination of mycotoxins by HPLC
Table 4 presents the results of the analysis of 33 type B 
TrMT-producing strains using qPCR with the primer 
sets 12-1 and 12-2. During the study, we decided to ex-
clude set 13-1 from the use because an electrophoretic 
analysis of amplification products revealed two specific 
bands in all samples (data not shown): i.e., it was not 
possible to separate 3-ADON and 15-ADON chemo-
types in F. graminearum. According to the chemotyp-
ing results, all analyzed F. culmorum and F. ussuria-
num strains belong to the 3-ADON chemotype, and the 
F. graminearum strains 58033 and 70725 also belong 
to it. The DNA of the F. graminearum strains G.8-8, 
41806, and 48702 was amplified using a pair of 12CON–
12-15F primers, indicating that they belong to the 15-
ADON chemotype (however, minor bands were also 
detected in samples of F. graminearum 14-17, which 
was probably related to PCR conditions).

An HPLC-based analysis of strains for the toxin-
forming ability confirmed the molecular typing data 
for most samples (Table 4). In most cultures, DON 
quantitatively predominated over acetylated deriva-
tives; no derivatives were detected in strains F. gra-
minearum G.8-8, F. culmorum KP-1599-25/3 and 
KS-1384-1, and F. ussurianum 58212. Figure 5 shows 
an example chromatogram of the culture liquid of the 
F. ussurianum strain 29813, with peaks corresponding 
to DON (retention time, 4.453 min) and 3-ADON (re-
tention time, 5.483 min).

DISCUSSION
The main objective of this work was to study the ge-
netic diversity and toxigenic characteristics of Fusar-
ium fungal strains potentially capable of producing 
TrMTs, which were isolated in different regions of 
Russia and deposited in Russian national collections. 
Another important aspect of the study was to extend 
information about the structural features of the tricho-
thecene cluster genes associated with the synthesis of 
the toxins and pathogenic properties of fungi.
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Fig. 3. Phylogenetic tree constructed based on the 
alignment of partial TRI14 gene sequences of trichoth-
ecene-producing species using the maximum likelihood 
method (45 sequences). Only bootstrap values higher 
than 50% from 1,000 replicates are shown. 4 sequences 
from the NCBI GenBank are also included.
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Fig. 4. Phylogenetic tree constructed based on the 
alignment of combined (TEF1α+TRI5+TRI14) sequences 
of trichothecene-producing species using the maximum 
likelihood method (41 sequences). Only bootstrap values 
higher than 50% from 1,000 replicates are shown.

Because the TEF1α gene is now considered to be the 
most studied and phylogenetically informative SCAR 
marker of genus Fusarium members, an analysis of 
its sequences has become the basis for verification of 
the taxonomic status of collection strains. The initial 
identification of six out of the 60 samples was not con-
firmed. The use of a combination of molecular genetic 
and morphological approaches enabled a highly reli-
able species identification for “controversial” strains. 
The strain 58212 (initially F. graminearum) was identi-
fied as F. ussurianum, and this fact correlates well with 
its geographic origin (Primorye region) and with the 

fact that species F. graminearum and F. ussurianum 
are almost indistinguishable by morphological features. 
Strains F-3966 and F-4360 deposited in collections as 
F. sambucinum were identified as F. avenaceum and 
F. acuminatum, respectively. Species F. acuminatum 
and F. avenaceum do not produce trichothecene my-
cotoxins; however, according to their ecological niches 
and growth pattern on potato sucrose agar, they are 
similar to F. sambucinum. There are no data on simi-
lar errors, but it is argued that F. torulosum, closely 
related to these two species, has been misidentified 
as F. sambucinum [54]. The strain F-900 isolated from 
forest tree nursery soil in the Krasnoyarsk region 
was identified as F. commune based on the results of 
a comprehensive study. The species F. commune de-
scribed in 2003 [55] has not been detected to date in 
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Russia. According to the available data, F. commune 
can be both a soil saprophyte and a pathogen of vari-
ous plants, including economically important crops. F. 
commune is considered to be taxonomically close to the 
F. oxysporum species complex, but it is incapable of 
producing TrMTs [56], which is confirmed by the ab-
sence of PCR amplification products with primer pairs 
to the TRI5 and TRI14 genes. Based on an analysis of 
TEF1α and TRI5 gene sequences, the strain F-846 iso-
lated from melon (Moldova, 1958), which was referred 
to as F. poae according to the Russian National Collec-
tion of Microorganisms, had no 100% similarity with 

any of the sequences deposited in databases. According 
to its marker gene structure, the strain was most close 
to the strains F. polyphialidicum F-0016 (TEF1α) and 
F. langsethiae F2640 (TRI5). The relationship between 
F-846 and F. polyphialidicum was not confirmed by 
an analysis of their morphological structures. Regard-
ing the strain F2640 deposited in the GenBank, there 
are doubts about the accuracy of its identification as F. 
langsethiae, which are confirmed by significant differ-
ences in the TRI5 gene structure between this strain 
and typical strains of F. langsethiae. On dendrograms 
of the TEF1α and TRI5 genes, F-846 was located in an 

 Table 4. Results of qPCR with primer sets 12-1 and 12-2 for 33 strains of trichothecene B-producing Fusarium species. 
«?» - minor bands on electrophoresis gel or minor amplification on last cycles are detected; «n/a» - not analyzed.   

Strain 3-ADON 15-ADON NIV HPLC
Primer set 12-1 12-2 12-1 12-2 12-1 12-2

F. culmorum M-99-43 + + - - - - 3-ADON
F. culmorum 09-1/7 + + - - - - 3-ADON
F. culmorum М-99-9 + + - ? - - 3-ADON
F. culmorum M-10-1 + + - - - - n/a

F. culmorum BR-03-19 + + - - - - n/a
F. culmorum BR-0453 + + - - - - n/a
F. culmorum OM-0233 + + - - - - n/a
F. culmorum OR-02-37 + + - - - - 3-ADON
F. culmorum CM-9864 + + - - - - 3-ADON

F. culmorum KP-1136-66 + + - - - - n/a
F. culmorum KP-1599-25/3 + + - - - - DON

F. culmorum KS-1384-1 + + - - - - DON
F. culmorum M-05-111 + + - - - - 3-ADON

F. culmorum KC-1716-8 + + - - - - n/a
F. culmorum 58801 + + - - - - 3-ADON
F. culmorum Kz-27 + + - - - - n/a
F. culmorum 74007 + + - - - - 3-ADON
F. culmorum 58030 + + - - - - 3-ADON
F. culmorum 70505 + + - - - - 3-ADON
F. culmorum 50106 + + - - - - 3-ADON

F. cerealis 64722 - - - - + + n/a
F. cerealis 39295 - - - - + + n/a
F. cerealis 37032 - - - - + + n/a
F. cerealis 39142 - - - - + + n/a
F. cerealis 37031 - - - - + + n/a
F. cerealis 41727 - - - - + + n/a

F. graminearum G.8-8 - - + + - - DON
F. graminearum 41806 ? ? + + - - 15-ADON
F. graminearum 48702 - ? + + - - 15-ADON
F. graminearum 58033 + + - - - - 3-ADON
F. graminearum 70725 + + - - - - 3-ADON
F. ussurianum 58212 + + - - - - DON
F. ussurianum 29813 + + - - - - 3-ADON
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intermediate position and was not assigned to any of 
the large clusters. We may tentatively suggest that the 
strain F-846 is a separate phylogenetic species; howev-
er, confirmation of this suggestion requires additional 
analysis using a broader spectrum of DNA markers, 
investigation of its toxin-producing ability, and addi-
tional morphological and physiological data.

In recent years, the species F. equiseti, together with 
the closely related F. incarnatum, has been shown to 
have a complex phylogenetic structure, forming a het-
erogeneous group called the F. incarnatum-equiseti 
species complex (FIESC). F. equiseti strains from North-
ern and Southern Europe form two different groups 
named type I and II [57]. In the present study, marker 
sequences of the TEF1α gene of strains from different 
regions of Russia were compared with sequences of this 
gene from strains VI01070 and VI01095 belonging to 
type I, strain H2-2-5B belonging to type II, and strains 
10675 and 10393 analyzed in [40]. Sequence comparison 
and phylogenetic analysis of TEF1α demonstrated that 
the strain 97001 appears to belong to type II (Southern 
Europe), which correlates with its geographic origin 
(North Ossetia), while strains 64414 and 65901 (Kalin-
ingrad and Leningrad Region, respectively) belong to 
the North European type I. An exception to this rule 
was the strain 10675 (LN901573) isolated from wheat 
in Spain in 2009, assigned, however, according to the 
constructed tree topology, to type I. The F. incarnatum 
strain F-2681 also belonged to type I.

The use of structures of the genes responsible for 
various stages of mycotoxin biosynthesis in phyloge-
netic studies has been a controversial issue, because 
most of these genes have been acquired through hori-
zontal transfer. Usually, a comparative analysis of these 
markers does not correctly reflect the evolutionary re-
lationships among taxa, but it may be useful in identi-
fying the features of toxin formation or the pathogenic 
properties of the strains. In this study, we investigat-
ed the partial structures of two trichothecene cluster 
genes: TRI5 encoding trichodiene synthase responsible 
for the first stage of TrMT biosynthesis, and TRI14 the 
exact function of which is unknown but is presumably 
associated with the regulation of DON biosynthesis or 
its transport beyond the cell during the development 
of the fungus in infected plant tissues [16]. The infor-
mation on the sequences of the trichothecene cluster 
genes presented in databases is rather limited. For ex-
ample, one TRI5 gene sequence from F. venenatum and 
F. incarnatum and two gene copies from F. sambuci-
num are deposited. There are only three TRI14 gene 
annotations for F. sporotrichioides, one annotation for 
F. pseudograminearum, and seven and four annotations 
among complete sequences of the trichothecene clus-
ter of F. graminearum and F. culmorum, respectively. 
Therefore, for the first time, partial sequences of the 
TRI14 gene for 9 of 12 examined species were deter-
mined and deposited in the GenBank database. A char-
acteristic feature of the TRI5 and TRI14 genes is the 
fact that a significant portion of the variable sites in the 
genes is located in the coding part, which is reflected in 
the differences in the amino acid sequences of appro-
priate proteins among and within species. The reverse 
is observed for the TEF1α gene, in which all variable 
sites occur in introns, and the coding part is highly con-
served. We believe that these differences may reflect 
the different evolutionary history of these genes and 
also the fact that the translation elongation factor does 
not belong to proteins specific to the genus Fusarium, 
while the polymorphism of the amino acid sequences 
of the proteins encoded by the TRI genes has an im-
portant adaptive value. This may also explain the dif-
ferences in topology of phylogenetic trees constructed 
based on TEF1α, TRI5, and TRI14. One of the differ-
ences is common branches formed by clusters II (type 
A TrMT producers) and III (TrMT A+B) on the den-
drograms of the TRI5 and TRI14 genes, respectively, 
and supported by high bootstrap values (90 and 75%). 
In turn, on the TEF1α gene dendrogram, cluster II, 
along with cluster I (type B TrMT producers), forms a 
common branch, although the bootstrap support of this 
branch is low (less than 50%). Also, on dendrograms of 
the TRI5 and TRI14 genes, F. ussurianum strains form 
common clusters with strains of the species F. culmo-

Fig. 5. An HPLC chromatogram of a liquid culture medi-
um of F. ussurianum 29813. DON has a retention time of 
4.453 min; 3-ADON has a retention time of 5.483 min.
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rum and F. cerealis; this contradicts the evolutionary 
data according to which F. ussurianum is most close to 
the species F. graminearum [22], which is confirmed by 
a phylogenetic analysis of TEF1α. On the TRI14 gene 
dendrogram, the studied strains of F. graminearum 
were divided into two clusters with high bootstrap sup-
port, but we could not refer this grouping either to the 
chemotype of the strains or to their geographical ori-
gin. We could assume a relationship between the TRI14 
gene polymorphism and differences in the aggressive-
ness of different strains with respect to the host plant. 
However, similar studies were not performed in the 
present work. For the TRI5 gene, no correlation be-
tween F. graminearum chemotypes (3/15-ADON) and 
the species’ phylogenetic structure was found. In addi-
tion, none of the analyzed F. graminearum and F. cul-
morum strains contained an 8-nucleotide deletion (TG-
GAACAA), a marker for weakly toxigenic strains of 
these species [58].

Despite an approximately identical content of vari-
able and phylogenetically informative sites, as well 
as haplotypic diversity of the three genes, an analysis 
of TEF1α more accurately reflected the phylogenetic 
structure and presumable evolutionary development 
of a group of Fusarium genus species TrMT producers. 
This result agrees with the data in an earlier study of 
the polymorphism of other genes involved in mycotoxin 
biosynthesis, e.g. TRI1 [7], or the gene of enniatin syn-
thetase (Esyn1), a key enzyme of enniatin biosynthesis 
in F. avenaceum and closely related species [28, 59].

The belonging to a particular chemotype is a specific 
feature of a B-trichothecene producing strain. In recent 
years, studies have been published on the occurrence of 
chemotypes of B-trichothecene producers (primarily 
F. graminearum) in various regions of the world, e.g., 
in South America [60], Africa [61], and Europe [62, 63]. 
In 2016, the results of an extensive study conducted 
by experts from 17 European countries, including Rus-
sia, were published [64], which led to the creation of a 
European database (www.catalogueeu.luxmcc.lu). This 
database contains information on 187 strains isolated 
on the territory of Russia; however, it lacks informa-
tion about strains from several regions, such as West-
ern Siberia and the Volga-Vyatka Region, as well as 
information on the chemotypes of collection samples 
isolated in previous years. In the present study, the 
TrMT type was analyzed using a combined approach 
involving chemotyping with the chemotype-specific 
primers described earlier (see Molecular typing of type 
B TrMT producers) and an analysis of the culture flu-
ids of some strains by HPLC. By using sets of primers 
(12-1 and 12-2) specific to the polymorphic regions of 
the TRI12 gene, we identified the chemotypes of the 
strains of four type BTrMT-producing species. It was 

demonstrated that the F. culmorum and F. ussurianum 
strains belong to the 3-ADON chemotypes, the F. ce-
realis strains belong to the NIV chemotype, and that 
there were both 3-ADON and 15-ADON producers 
among F. graminearum strains. It should be taken into 
account that PCR analysis data in some cases may not 
coincide with the actual toxigenic profile of a strain, 
which emphasizes the need to confirm genetic data by 
chemical methods [65]. HPLC confirmed the results 
of chemotyping for 16 out of 20 strains selected for 
chromatographic analysis. The culture liquids of four 
strains contained only DON, and acetylated derivatives 
were absent. The data published in recent years have 
demonstrated that 3-ADON producers predominate 
among F. graminearum strains of different geographi-
cal origins, which is mainly related to their higher ag-
gressiveness compared to that of 15-ADON and NIV 
producers [66, 67]. An analysis of European strains of 
F. graminearum has demonstrated that the 3-ADON 
chemotype is common in Northern Europe, while the 
15-ADON chemotype is more common in Central and 
Southern Europe [62–64]. Of the three studied F. gra-
minearum strains with the 15-ADON chemotype, two 
may be assigned to the Central European group (G.8-
8 – Germany, 48702 – Tula Region), and one may be 
assigned to the South European group (41806 – North 
Ossetia). 3-ADON chemotype strains may be assigned 
to the North European (58033 – Leningrad Region) and 
Central European (70725 – Orel Region) groups. All the 
studied cultures of the species F. culmorum were as-
signed to the 3-ADON chemotype. It is believed that 
only two of the three known B chemotypes, 3-ADON 
and NIV, are characteristic of F. culmorum, with 
3-ADON being much more ubiquitous [61, 64], which 
was confirmed in the present study. The F. ussurianum 
strain 29813 representing the 3-ADON chemotype pro-
duced the largest amount of DON among all the ana-
lyzed cultures. The relation of F. cerealis strains to the 
NIV chemotype is also in line with the data in [68]. We 
believe that the results obtained in the present study 
can partially compensate for information absent in the 
European database on the chemotypes of strains from 
certain regions of Russia. For example, strains from the 
Volga-Vyatka Region (No. 10–12), as well as Western 
Siberia and its neighboring Kostanay Region of Ka-
zakhstan (No. 7, 16), were characterized for the first 
time.

CONCLUSION
The findings in this study have both a basic and applied 
significance. The fundamental significance is associated 
with the great expansion of information on the molecu-
lar genetic diversity of trichothecene-producing strains 
of the genus Fusarium, which have different origins 
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and represent different regions of Russia. The use of 
a complex approach combining the classical study of 
morphological structures with the analysis of highly in-
formative DNA markers made it possible to verify and 
clarify species identification for a number of collection 
samples, in particular, to discover the first F. commune 
strain on the territory of Russia. For the first time, the 
TRI14 gene was used for phylogenetic studies; the gene 
analysis revealed, on the one hand, a high level of inter- 
and intraspecific polymorphism and, on the other hand, 
the need for further investigations of its structure and 
functions, which would provide better understanding 
of its role in pathogenesis and mycotoxin biosynthesis. 
The applied significance of this study is related to the 
possibility of using the studied markers for developing 
monitoring systems for food contamination by TrMT 
producers. A combined study of the relation of type B 

TrMT producers to the main chemotypes using specific 
PCR and HPLC enabled an evaluation of their occur-
rence in Russia, including regions where TrMT produc-
ers had not been previously found. 
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INTRODUCTION
ATP reduces the amplitude of multiquantal endplate 
currents (EPCs) in the neuromuscular junction by ac-
tivating presynaptic P2Y receptors [1]. The inhibito-
ry activity of ATP on the amplitude of postsynaptic 
currents is a presynaptic effect and can be caused by 
changes in the activity of calcium channels, the input 
of calcium (Ca2+) through which exocytosis of synaptic 
vesicles is triggered. Indeed, ATP reversibly reduc-
es the Ca2+ current in the perisynaptic region of axon 
[2] and decreases the amplitude of Ca2+ transient re-
corded in various regions of a frog nerve terminal [3]. 
A change in the transient amplitude reflects changes 
in the concentration of free Ca2+ ions in the terminal 
[4, 5], while its decrease in association with ATP ac-
tion may be indicative of the effect of this purine on 
the activity of presynaptic calcium channels. There 
are several types of voltage-gated calcium channels 
that function in a frog nerve terminal [4]. It remains 
unknown the activity of which type of channels is al-
tered by ATP. The data regarding the effect of ATP 
on L-type voltage-gated calcium channels are quite 

contradictory. It has been shown on various objects 
that ATP is capable of both enhancing the entry of 
calcium ions through L-type channels [6] and inhibit-
ing these channels [7]. In this study, we used the flu-
orescent method of recording Ca2+ transient in a frog 
nerve terminal to find whether or not presynaptic 
L-type voltage-gated calcium channels are involved 
in ATP-induced reduction of the Ca2+ transient ampli-
tude. It was established that the decrease in the tran-
sient amplitude upon activation of purine receptors is 
partially due to a reduction in the entry of Ca2+ ions 
through L-type calcium channels.

EXPERIMENTAL SECTION
The study was performed using an isolated neuromus-
cular specimen of the m. cutaneus pectoris obtained 
from the frog Rana ridibunda. The relative change in 
the Ca2+ level in the nerve terminal (Ca2+ transient) was 
evaluated using the Oregon Green Bapta 1 fluorescent 
dye. The technique of dye loading through the nerve 
stump and the protocols of recording and processing 
fluorescent signals were described in detail in [8]. The 
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experimental protocol was as follows. After the fluo-
rescent dye was loaded into the nerve terminals, the 
specimen was placed in a 3-ml reservoir through which 
a perfusion solution was fed at a rate of 3 ml/min. In 
order to prevent contractions of muscle fibers upon 
motor nerve stimulation, a Ringer’s solution with a re-
duced content of Ca2+ ions and increased concentration 
of Mg2+ ions (113.0 mM NaCl, 2.5 mM KCl, 3.0 mM NaH-
CO

3
, 6.0 mM MgCl

2
, 0.9 mM CaCl

2
; pH 7.2–7.3; temper-

ature, 20.0 ± 0.3°C) was used. The experiments were 
conducted in accordance with the ethical principles 
and guidelines recommended by the European Science 
Foundation (ESF) and the Declaration on Animal Wel-
fare. A total of 6–21 synapses obtained from 3–5 ani-
mals were used in each series of experiments.

Stimulation of the motor nerve with rectangular 
pulses 0.2 ms long, with a frequency of 0.5 imp/s, was 
performed by a stimulator (A-M Systems 2100) using a 
suction electrode. A total of 60 consecutive fluorescent 
signals were recorded along the entire length of the 
selected nerve terminal under control conditions; the 
test substance was then added to the perfusion solu-
tion. Registration of 60 signals from the same terminal 
as the one used in the control was initiated 20–25 min 
after substance application. If necessary, the next test 
substance was added to the perfusion solution in the 
presence of the first substance, and all signals from the 
same nerve terminal were recorded again 20–25 min 
later. Preliminary experiments were conducted; the re-
sults indicated that the amplitude-time parameters of 
the fluorescent signal in response to infrequent stimu-
lation of the motor nerve do not undergo any changes 
for a period of 3–4 h.

Fluorescent signals in response to a nerve stimulus 
were recorded using a photometric unit based on an 
Olympus BX-51 microscope with a 60× water immer-
sion lens and the Turbo-SM software. A Polychrome 
V monochromator (Till Photonics, Munich, Germany), 
tuned to the excitation wavelength of the dye, 488 nm, 
was used as a source of illumination. The fluorescent 
signal was isolated using the following set of filters: 
505DCXT dichroic mirror, E520LP emission (Chroma). 
The area of illumination was restricted by a diaphragm 
in order to reduce background illumination. The data 
were analyzed using a Neuro CCD camera and the 
ImageJ software. The terminal and background areas 
were defined using the ImageJ software. Background 
fluorescence was subtracted from all the fluorescence 
values of the terminal area. The data are represented 
as a (ΔF / F

0
 – 1) × 100% ratio, where ΔF is the fluores-

cence intensity in response to the stimulus and F
0
 is the 

fluorescence intensity at rest. F
0
 was registered before 

each recording of fluorescent signals in response to a 
nerve stimulus.

The statistical significance of the differences be-
tween the samples was estimated using the Student’s 
t-test and the Mann–Whitney U test. Differences be-
tween the samples were considered statistically sig-
nificant at р = 0.05 (where n is the number of studied 
synapses).

RESULTS AND DISCUSSION
Exogenous ATP at a concentration of 10 μM decreased 
the amplitude of Ca2+ transient in response to a nerve 
stimulus by an average of 13.2 ± 1.9% (р = 0.0003, n = 8; 
Fig. 1A,C). An increase in ATP concentration to 100 μM 
did not affect the intensity of this effect: the Ca2+ 
transient was decreased by 13.6 ± 1.4% (р = 0.000003, 
n = 21) relative to the reference values (Fig. 1C).

Suramin, a non-selective P2 receptor antagonist, at a 
dose of 300 μM increased the Ca2+ transient value by an 
average of 20.5 ± 9.0% (р = 0.037, n = 8; Fig. 1C) relative 
to the control values. Addition of 100 μM ATP to the 
medium containing suramin did not significantly alter 
the Ca2+ transient, which was equal only to 103.4 ± 3.1% 
(р = 0.27, n = 5; Fig. 1B,C). Thus, the effect of ATP on 
the amplitude of Ca2+ transient is associated with the 
activation of P2 receptors.

A specific L-type calcium channel blocker, nitren-
dipine, at a concentration of 5 μM reduced the am-
plitude of Ca2+ transient by 12.4 ± 3.6% (р = 0.0003, 
n = 12; Fig. 2), indicative of the contribution of L-type 
channels to the overall calcium current caused by the 
action potential (see also [4]). The change in the Ca2+ 
transient amplitude caused by ATP under L-type cal-
cium channel blockade was only 4.2 ± 1.1% (р = 0.016, 
n = 7; Fig. 2), which is much less than the effect of in-
trinsic ATP (Mann–Whitney U test, р = 0.011). Thus, 
the blockade of L-type calcium channels alleviated the 
decrease in the Ca2+ transient amplitude through ATP 
action. One can assume that activation of purine recep-
tors by ATP leads to the suppression of L-type calcium 
channels. If this assumption is true, then a decrease in 
the transient amplitude induced by nitrendipine should 
be less pronounced in the presence of ATP. Indeed, ni-
trendipine did not affect the Ca2+ transient amplitude 
after preliminary ATP application: the amplitude only 
changed by 2.0 ± 1.9% (n = 6; Fig. 2).

We have showed earlier that exogenous ATP at a 
concentration of 100 μM reduces the Ca2+ transient 
amplitude equally in different regions of the extended 
nerve terminal of a frog [3]. The reduction in the tran-
sient caused by ATP corresponds to a decrease in the 
amplitude of induced EPC at normal calcium content 
[1] and the quantal content of EPC at reduced Ca2+ ion 
concentration in solution [9]. The data on the ATP-in-
duced decrease in the input of Ca2+ ions into the termi-
nal in response to a nerve impulse are consistent with 
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the results reported in [2], where ATP was shown to 
cause a reversible decrease in the presynaptic calcium 
current.

Exogenous ATP reduced the amplitude of EPC as a 
result of the activation of presynaptic P2Y receptors, 
since the effect was prevented by preliminary incuba-
tion of the specimen in suramin [1]. In our experiments, 
the ATP-induced decrease in the Ca2+ transient am-
plitude was also prevented by suramin (Fig. 1B,C). At 
the same time, suramin per se enhanced Ca2+ transient 
(Fig. 1). This effect can be associated with the possibili-

ty of increasing the concentration of Ca2+ ions in the cy-
toplasm as a result of its release from the sarcoplasmic 
reticulum [10]. It is shown that suramin increases not 
only the probability of an open state, but conductance 
of single ryanodine-sensitive channels as well [11]. The 
suramin-induced elevation of the Ca2+ transient ampli-
tude is consistent with the data on the increase in the 
quantal content of EPC observed upon blockade of P2 
receptors [12].

The data on the effect of ATP on L-type voltage-
gated calcium channels are quite contradictory. In mi-
cromolar concentrations, ATP is capable of suppressing 
the current through the L-type Ca2+ channels in cardio-
myocytes in a reversible, dose-dependent manner [7]. 
Meanwhile, activation of purine receptors can enhance 
the entry of Ca2+ ions through the L-type channels 
in the perisynaptic glial cells of a frog [6]. Our results 
demonstrate that ATP-induced decrease in the Ca2+ 
transient amplitude is influenced by a suppression of 
the L-type Ca2+ channel activity. This is evidenced by a 
significant decrease in the effect of ATP on Ca2+ tran-
sient in the presence of nitrendipine, a specific blocker 
of L-type channels (Fig. 2). An additional confirmation 
to the fact that L-type Ca2+ channels contribute to the 
ATP action is that their specific blocker, nitrendipine, 
does not affect the transient amplitude after the pre-

Fig. 1. ATP reduces the amplitude of calcium transient op-
erating via P2 receptors. A – The effect of 10 µM ATP on 
Ca2+ transient. B – The absence of ATP effect on transient 
in the presence of suramin. A, B – the averaging of 60 
fluorescence signals. C – Effect of ATP (10 and 100 µM), 
suramin (Sur), and ATP in the presence of suramin on the 
amplitude of Ca2+ transient. The averaged changes in 
the Ca2+ transient amplitude for ATP and suramin (Sur) 
are expressed as a percentage of related calcium signal 
amplitudes under control conditions. In the case of com-
bined action of suramin and ATP (Sur+ATP), the ampli-
tude of Ca2+ transient under suramin was taken as 100%. 
* p < 0.05
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Fig. 2. ATP-induced reduction in the calcium transient am-
plitude is associated with blockade of presynaptic L-type 
voltage-gated calcium channels. The depressing effect of 
ATP is attenuated after the preliminary blocking of L-type 
calcium channels by nitrendipine (Nitr+ATP). Nitrendipine 
per se decreases the amplitude of Ca2+ transient (Nitr). 
Nitrendipine does not alter the amplitude of transient 
under conditions when P2 receptors are activated by ATP 
(ATP+Nitr). * p < 0.05
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liminary action of ATP (Fig. 2). Under these conditions, 
when the activity of L-type Ca2+ channels has been al-
ready reduced by ATP, nitrendipine does not have any 
target for action.

Our results demonstrate that the activity of L-type 
voltage-gated calcium channels plays a crucial role in the 

inhibitory effect of ATP on the Ca2+ entry into the nerve 
terminal of a frog in response to a nerve stimulus. 

This work was partially supported by the 
Russian Foundation for Basic Research 

(grant № 16-04-01051 A).
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ABSTRACT  Epithelial Sodium Channels (ENaCs) are expressed in different organs and tissues, particularly 
in the cortical collecting duct (CCD) in the kidney, where they fine tune sodium reabsorption. Dynamic re-
arrangements of the cytoskeleton are one of the common mechanisms of ENaC activity regulation. In our 
previous studies, we showed that the actin-binding proteins cortactin and Arp2/3 complex are involved in the 
cytoskeleton-dependent regulation of ENaC and that their cooperative work decreases a channel’s probability 
of remaining open; however, the specific mechanism of interaction between actin-binding proteins and ENaC 
is unclear. In this study, we propose a new component for the protein machinery involved in the regulation of 
ENaC, the missing-in-metastasis (MIM) protein. The MIM protein contains an IMD domain (for interaction with 
PIP2-rich plasma membrane regions and Rac GTPases; this domain also possesses F-actin bundling activity), a 
PRD domain (for interaction with cortactin), and a WH2 domain (interaction with G-actin). The patch-clamp 
electrophysiological technique in whole-cell configuration was used to test the involvement of MIM in the ac-
tin-dependent regulation of ENaC. Co-transfection of ENaC subunits with the wild-type MIM protein (or its 
mutant forms) caused a significant reduction in ENaC-mediated integral ion currents. The analysis of the F-ac-
tin structure after the transfection of MIM plasmids showed the important role played by the domains PRD and 
WH2 of the MIM protein in cytoskeletal rearrangements. These results suggest that the MIM protein may be a 
part of the complex of actin-binding proteins which is responsible for the actin-dependent regulation of ENaC 
in the CCD.
KEYWORDS ENaC, MIM, cortactin, Arp2/3 complex, cytoskeleton.
ABBREVIATIONS ENaC – epithelial sodium channel; mENaC – mouse epithelial sodium channel; MIM (miss-
ing-in-metastasis) – adaptor protein; mtss1 – gene encoding MIM protein.

INTRODUCTION
In epithelial cells, microfilaments (MF, fibrillar actin, or 
F-actin) are involved in the regulation of cell contacts, 
the formation of lamellipodia and filopodia, modulation 
of ion channel activity, and other processes [1, 2]. The 
cytoskeleton is directly or indirectly (with involvement 
of actin-binding proteins) associated with the cytoplas-
mic regions of ion channels and regulates their gating 
properties, incorporation, internalization, etc. [3–11]. 
Direct interaction between the cytoskeleton and epi-
thelial sodium channels (ENaC) [11–14], aquaporin-2 
(AQP2) water channels [15–17], CFTR channels [18–

20], etc. has been shown. Cytoskeletal reorganization 
has an impact on the activity of ion channels [7, 21–24]. 
The effect of cytochalasin D leads to an increase in the 
ENaC open-state probability (P

o
) [10]. It is assumed that 

it is rather short microfilaments – but not globular ac-
tin (G-actin)or the long fibrils of F-actin – that regulate 
the activity of various ion channels [5, 10, 25, 26].

ENaCs belong to the DEG/ENaC (degenerin/epithe-
lial sodium channels) superfamily. These channels are 
expressed in various organs and tissues in humans and 
animals (epithelium of the kidneys, lungs, intestines, 
etc.) and are responsible for sodium ions transport into 
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the cell. A distinctive feature of DEG/ENaC channels is 
that they are inhibited by a nanomolar concentration of 
a diuretic amiloride [27]. According to current concepts, 
functional ENaC channels consist of three subunits: α, 
β, and γ, the ratio being 1 : 1 : 1 [28, 29]. In the kidneys, 
ENaC is expressed in the epithelial cells of the CCD, 
where it mediates the reabsorption of sodium ions and 
plays an important role in maintaining salt-water ho-
meostasis and regulating blood pressure [30, 31]. ENaCs 
were found to co-localize with actin filaments [14, 32] 
and actin-binding proteins (ankyrin, spectrin, etc. [33]). 
Interaction of the channel with the α-spectrin SH3 
domain via the proline-rich site at the C-terminus of 
the ENaC α-subunit has been shown [25, 33, 34]. The 
existing model of ENaC regulation is being constantly 
supplemented with new data: it was recently estab-
lished that the cytoskeleton-binding protein ankyrin-G 
participates in the delivery of ENaC to the cell’s api-
cal membrane in CCD [35]. We have proposed a model 
where cortactin (with involvement of the Arp2/3 com-
plex) is the link between the channel and the cytoskel-
eton of CCD cells in mouse kidneys [36]. The interaction 
between ENaC and the cytoskeleton through adaptor 
proteins plays an important functional role in the regu-
lation of the reabsorption of sodium in distal nephron.

The adapter protein MIM (missing-in-metastasis), 
which is encoded by the mtss1 (metastasis suppressor 
1) gene, was discovered in 2002. MIM, which was origi-
nally thought to be an actin-binding protein [37], is a 
significant element in the metastasis of several types 
of malignant neoplasms. MIM has been determined as 
a transcript absent in metastatic SKBR3 breast cancer 
cells and metastatic prostatic adenocarcinoma cell lines 
(LNCaP and PC3) [37–39]. MIM was assumed to func-
tion as a suppressor of metastasis [37]. However, there 
is still no definitive opinion on this point [40, 41]. An in-
crease in MIM expression levels has been found to cor-
relate with certain types of malignant transformations: 
for instance, in melanoma and head and neck squamous 
cell carcinoma [42, 43]. An increase in MIM expression 
also correlates with hepatocarcinoma progression [44]. 
MIM includes several important domains, which appear 
to play a key role in interactions with other proteins 
(see Fig. 1). For instance, the N-terminal domain of IMD 
(IRSp53-MIM homology domain) binds actin filaments, 
PIP

2
-rich membrane regions, small Rac GTPases and 

participates in protein dimerization. The SRD domain 
(serine-rich domain) contains tyrosine phosphorylation 
sites; the PRD domain (proline-rich domain) binds to 
cortactin and tyrosine phosphatase delta; the C-ter-
minal domain WH2 (WASP homology domain 2) binds 
G-actin. MIM is presumably involved in cytoskeleton 
regulation through two independent actin-binding do-
mains: IMD and WH2 [37, 39]. Co-localization of MIM 

with cortactin has been shown, as well as their apparent 
interaction with the proline-rich domain (PRD) of MIM 
[45]. MIM is involved in cytoskeleton rearrangements 
[38, 45, 46]: increased expression of MIM is accompanied 
by the formation of actin-rich protrusions resembling 
ruffles and microspikes [47]. In mouse kidney epithe-
lial cells, MIM is co-localized with the Arp2/3 complex, 
where it can mediate the assembly of actin filaments 
[48, 49]. Apparently, the functionally active protein 
is assembled into homodimers, with the IMD domain 
playing an important role in this process [50]. MIM is 
expressed in the kidneys of mouse embryos in the re-
gion of branching-collecting ducts, tubules, and glom-
eruli [51]. A significant expression level of MIM has been 
found in the cortical layer of newborn mouse kidneys, 
while a low MIM expression level has been shown in the 
brain area. Mice with a knockout mtss1 gene (MIM-/-) 
were born healthy: however, about half of the animals 
developed large and numerous cysts in their kidneys 
by the age of 5, with signs of an autosomal-dominant 
polycystic kidney disease in [51]. MIM modulates the 
interaction between the cytoskeleton and the plasma 
membrane and facilitates maintenance of cellular con-
tacts in renal epithelium [52]. Taking into account the 
important role of the MIM protein in the functioning 
of renal epithelial cells, a question arises regarding the 
involvement of this protein in the regulation of ENaC 
activity. The aim of our work was to study the involve-
ment of the MIM protein in the actin-dependent regula-
tion of ENaC and extend the model to ENaC regulation 
by actin-binding proteins.

EXPERIMENTAL

Cell lines
CHO (Chinese Hamster Ovary cells) cells of an immor-
talized line derived from Chinese hamster ovary epi-

N C

IMD

SRD PRD

WH2
1 254

242 363 612 730

731 748

Fig. 1. Domain structure of the mouse MIM protein (en-
coded by mtss1, UniProt Q8R1S4). The IMD domain can 
bind to F-actin, PIP2 rich membrane areas and Rac GTPas-
es, and also plays an essential role in the dimerization of 
MIM. The SRD domain contains sites of Tyr phosphoryla-
tion. The PRD domain interacts with cortactin and tyrosine 
phosphatase delta. The WH2 domain binds G-actin
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thelial cells (CHO-K1, American collection of cell cul-
tures) were used in the study. The cells were cultured 
in Petri dishes in a DMEM medium supplemented with 
10% fetal bovine serum and 80 μg/ml of gentamicin.

Transient transfection
Plasmids encoding the α, β, and γ subunits of mENaC 
[36, 53] and various forms of the mouse MIM protein 
(provided by Dr. Lappalainen and Dr. Zhao [45, 49, 54]) 
were used in the study. MIM full is the full-length pro-
tein; MIM PH is a chimeric protein containing an inac-
tivated IMD domain conjugated to the PH (pleckstrin 
homology) domain of phospholipase C delta 1 (PLCD1) 
with impaired dimerization ability; MIM ΔPRD is a 
protein lacking the PRD domain (Δ617–727), which 
does not interact with cortactin; MIM ΔWH2 is a pro-
tein lacking the WH2 domain (Δ746–759), which does 
not polymerize G-actin; MIM/IMD-L is a plasmid that 
only encodes the long splice variant of the IMD domain, 
which is incapable of interacting with Rac GTPases 
(the rest of the protein is absent). All of the MIM plas-
mids encode the mouse protein and are based on the 
pEGFP-N5 vector. All information on plasmid design 
is contained in previously published articles [49, 54]. 
Reorganization of the cytoskeleton was analyzed us-
ing transient transfection of cells with various plasmids 
encoding the MIM protein and its mutant forms, with 
GFP transfection serving as a control. For electrophysi-
ological experiments, cells were passaged on 4 × 4 mm 
coverslips with a density reaching 50–60% confluency 
on the day of transfection. The cells were co-transfect-
ed with the α, β, and γ subunits of mENaC (1: 1: 1 ratio) 
and various forms of the MIM protein 24 h prior to the 
experiments. The weight ratio of plasmid DNA is as fol-
lows: α-mENaC, 0.33 μg; β-mENaC, 0.33 μg; γ-mENaC, 
0.33 μg (total amount of mENaC-encoding plasmids, 1 
μg); GFP in the control sample, 1 μg; MIM (with each 
of the forms carrying the GFP label), 1 μg. A total of 2 
μg of plasmid DNA was used per transient transfection. 
All experiments were performed on CHO cells with 
the use of the PolyFect transfection reagent (Qiagen). 
GFP-encoding plasmid served as a marker of success-
ful transfection in the control sample.

Imaging of the cytoskeleton of fixed cells
Fixation and staining of the transfected CHO cells was 
performed according to a standard protocol [36]. Cells 
were passaged on the coverslips (12 × 12 mm), washed 
with PBS the next day, and then fixed with 3.7% form-
aldehyde for 10 minutes at room temperature. Then, 
the cells were perforated with 0.1% Triton X-100 (5 
min, room temperature) and incubated in a 2 μM rho-
damine-phalloidin solution (Sigma-Aldrich) for 15 min 
at 37 °C. Nuclei were stained with a Hoechst-33342 dye 

(5 μg/ml, 5-min incubation, room temperature) and 
fixed on a slide using a Vectashield medium (Vector 
Laboratories). Addition of each reagent (pre-dissolved 
in PBS) was followed by washing with PBS. Imaging 
was carried out using a Nikon A-1R confocal micro-
scope, ×100 lens, digital zoom. Lasers with excitation 

GFP MIM full MIM PH

MIM ΔPRD MIM ΔWH2 MIM/IMD-L

Fig. 2. Actin cytoskeleton arrangement after transfection 
with different types of the MIM protein. Images of the 
actin cytoskeleton acquired with a confocal microscope 
(typical micrographs from 3 independent experiments) in 
fixed CHO cells after transient transfection with plasmids 
encoding different forms of the MIM protein (each plasmid 
based on pEGFP vector). GFP – control transfection; 
MIM full – full-length protein; MIM PH – chimeric protein, 
where the inactive IMD domain is conjugated with the PH 
domain of PLCD1, which leads to MIM’s inability to dimer-
ize); MIM ∆PRD – the PRD domain (∆617-727) of MIM is 
removed, and the protein cannot interact with cortactin; 
MIM ∆WH2 – the WH2 domain (∆746-759) of MIM is re-
moved, and this form of MIM cannot polymerize G-actin; 
MIM/IMD-L – an isolated long splice variant of the IMD 
domain (the rest of the MIM protein is absent), which can-
not interact with Rac GTPases. I –rhodamine-phalloidine 
emission (red). II – magnified images of selected areas: 
upper panel – rhodamine-phalloidine emission, lower pan-
el – merged image. III – merged image of GFP (green), 
rhodamine-phalloidine (red) and Hoechst-33342 (nuclear 
acids dye, blue) emissions
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wavelengths of 405 nm (Hoechst-33342, emission maxi-
mum at 461 nm), 488 nm (GFP, emission maximum at 
509 nm), and 561 nm (rhodamine-phalloidin, emission 
maximum at 565 nm) were used. Image analysis and 
processing were performed using the ImageJ software.

Electrophysiology
Integral currents were recorded using the patch-clamp 
technique in the whole-cell configuration. In order to 
determine the maximum value of the ENaC-mediated 
integral current, the experiments were performed un-
der fluid shear-stress conditions; for the determination 
of the minimum value at the end of the experiment, the 
ENaC-mediated integral current was inhibited by the 
addition of amiloride (10 μM). An Axopatch 200B am-
plifier (Molecular Devices, Sunnyvale, CA, USA) con-
nected via a Digidata 1440A A/D converter to a com-
puter with installed pClamp 10.2 software (Molecular 
Devices) was used in the study. A Bessel filter (1 kHz) 
was used during the experiments. The currents were 
recorded at a fixed voltage using the previously de-
scribed protocol [36] (schematic illustration of the volt-
age potential supply is shown in Fig. 3C): the potential 
was first held at +40 mV, followed by linear change 
from +60 mV to -100 mV (ramp, 500 ms duration). 
ENaC activity was defined as the current density value 
(current normalized to the cell capacitance) at -80 mV. 
Cells with a capacitance value in the range of 6÷10 pF 
were used for the analysis (the electrical capacitance of 
the cells was compensated prior to the experiment). Co-
transfection with α-, β-, and γ-ENaC and a GFP-en-

coding plasmid (based on the pEGFP vector) was used 
as a negative control. The weight ratio of plasmid DNA 
was as follows: 1 μg of α-, β-, and γ-mENaC; 1 μg of 
GFP. Intracellular solution composition was as follows 
(mM): 120 CsCl, 5 NaCl, 5 EGTA, 2 MgCl

2
, 2 Mg-АТР, 

40 HEPES/Tris; pH 7.4. Extracellular solution composi-
tion was as follows (mM): 140 LiCl, 2 MgCl

2
, 10 HEPES/

Tris, pH 7.4.

Statistical analysis
All results are presented as a mean ± standard error of 
the mean. Unpaired Student test calculated using the 
Microcal Origin 6.1 software (Microcal Software) was 
used for the analysis. Differences with p < 0.05 were 
considered statistically significant.

RESULTS AND DISCUSSION

The effect of various mutant forms of the MIM 
protein on the structure of the cytoskeleton 
We have studied the effect of the MIM protein (the do-
main structure of the protein is presented in Fig. 1) on 
cytoskeletal organization and ENaC activity. The ef-
fect of the MIM protein and its mutants on the cyto-
skeleton was analyzed in fixed CHO cells stained with 
rhodamine-phalloidin. The structure of the cytoskel-
eton in cells transfected with full-length MIM protein 
(Fig. 2, MIM full) was altered compared to the control 
transfection with GFP (Fig. 2, GFP): thickened ac-
tin filaments and formation of protrusions of the cell 
membrane (microspikes) in the sub-membrane region 

Fig. 3. Effect of different forms of 
MIM on the amiloride-sensitive ENaC 
current density. A – summarized 
histogram of amiloride-sensitive 
current densities taken from electro-
physiological experiments (patch-
clamp in whole-cell configuration). 
CHO cells were co-transfected with 
mENaC plasmids, together with GFP 
(control), or mENaC with different 
types of the MIM protein (n – num-
ber of independent experiments; 
* – p < 0.05) B – representative 
traces of typical ENaC-mediated 
integral currents (ENaC – current 
magnitude, A – amiloride applica-
tion at the end of the experiment 
(10 µM)). C – Schematic illustration 
of the experimental protocol
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were observed. Transfection with the chimeric protein 
(Fig. 2, MIM PH) resulted in similar changes in the cy-
toskeleton structure, whereas transfection with the 
protein lacking the proline-rich domain (which does 
not interact with cortactin; Fig. 2, MIM ΔPRD) or the 
protein lacking the WH2 domain (which is not capable 
of polymerizing G-actin; Fig. 2, MIM ΔWH2) did not 
cause such changes. Transfection with the long splice 
variant of the IMD domain only (which is incapable of 
interacting with Rac GTPases; Fig. 2, MIM/IMD-L) 
led to an uneven distribution of the cytoskeleton com-
pared to transfection with a full-length protein. Our 
results are consistent with the data obtained using 3T3 
fibroblast cells [38], where transfection with MIM-GFP 
resulted in the appearance of abnormal worm-like ac-
tin structures and a reduction in stress fibers. Similar 
rearrangements of the cytoskeleton were observed 
after transfection with MIM/IMD-L (long variant of 
the IMD domain only) in a study of the IMD domain in 
U2OS cells [49]. A suggestion has been made that this 
results from the deformation of the plasma membrane. 
Thus, the cytoskeleton reorganizations identified in our 
study are associated with the PRD and WH2 domains 
of the MIM protein. Since MIM interacts with cortactin 
via the proline-rich domain (PRD), it can be assumed 
that MIM modulates cortactin-dependent and Arp2/3-
mediated actin polymerization [52], which is important 
for various cellular functions, including the formation 
of cellular protuberances [49].

Effect of the MIM protein on the ENaC-
mediated integral current
Dynamic rearrangements in the cytoskeleton are one 
of the mechanisms of ENaC activity regulation [14, 32]. 
According to data obtained by us using mouse kidney 
epithelial cells, the acting-binding proteins cortactin 
and Arp2/3 complex are involved in ENaC regulation 
[36]. MIM protein expression was detected in the kid-
ney region expressing ENaC; its co-localization with 
cortactin and the proteins that form the Arp2/3 com-
plex has been established [45, 52]. 

The following density values of the integral ENaC-
mediated current were obtained in electrophysiological 
experiments (pA/pF): control, 271.2 ± 18.3; co-trans-
fection with MIM full, 69.6 ± 11.9; MIM PH, 48.9 ± 7.8; 
MIM ΔPRD, 178.0 ± 19.3; MIM ΔWH2, 146.0 ± 19.4; 
MIM/IMD-L, 82.7 ± 19.8. The summary diagram and 
representative current recordings are shown in Fig. 
3A,B. As seen in Fig. 3A, the ENaC-mediated current 
was significantly lower upon co-transfection of channel 
subunits with full MIM protein. In addition, we showed 
that all of the tested mutants significantly reduce 
channel activity compared to the control values when 
channel subunits are expressed without MIM proteins. 

However, mutant forms of MIM (ΔPRD and ΔWH2) 
had the weakest effect on the integral current density. 
Thus, we can assume that the MIM protein (alongside 
the actin-binding proteins cortactin and Arp2/3 com-
plex) is involved in the actin-mediated regulation of 
ENaC. Based on the obtained data, a hypothesis (Fig. 4) 
has been proposed according to which a multifunction-
al adapter protein MIM is involved in the cytoskeleton-
mediated regulation of ENaC.

CONCLUSION
Blood pressure in the body directly depends on the 
homeostasis of sodium ions (Na+). This process is reg-
ulated by kidneys through the re-absorption of Na+ 
and water via various ion channels and transporters, 
including the epithelial sodium channels (ENaC) in the 
aldosterone-sensitive distal nephron. The decrease in 
the ENaC open probability, as shown earlier [36], may 
be due to a cortactin-dependent and Arp2/3-mediat-
ed reorganization of the cytoskeleton. However, the 
exact mechanism of ENaC activity regulation by the 
cytoskeleton and adaptor proteins is not yet fully un-
derstood. The MIM adaptor protein can be a new ac-
tor in the multicomponent model of ENaC regulation. 
We established that MIM is involved in the cytoskele-
ton-mediated regulation of ENaC activity and showed 
the important role played by the PRD and WH2 do-
mains using the patch-clamp electrophysiological tech-
nique. The resulting images of the cytoskeleton confirm 
the participation of the MIM protein in the processes 
of cytoskeleton organization. Thus, it is apparent that 
the activity of ENaC is regulated by cytoskeleton re-
arrangements with the participation of a multi-protein 

Fig. 4. Suggested scheme of actin-dependent regulation 
of ENaC by the actin-binding proteins MIM, cortactin, and 
the Arp2/3 complex
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complex which, alongside cortactin and the Arp2/3 
complex, may also include MIM (Fig. 4). Studying the 
fine-tuning of this complex is important for under-
standing the molecular mechanisms that may underlie 
many pathophysiological conditions. 
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