JULY-SEPTEMBER 2018 VOL. 10 Ne 3 (38) ISSN 2075-8251

ActaNaturae

B Cell Regulation
In Autoimmune Diseases

/>, Human Thi7 Mouse
"\\ ;) Inhibition Th1
L B ' Induction /activation

cp19*cp2st IL-10
: -. CD19*CD24"CD38"
be——u CD73-CD25*CD71* IL-35

CD19*CD24"CD27+
CD20*CD27*CD43*CD11b* Monocyte Macrophages IL-10
CD25NCcD27MCD86NCD1d M IL-10MTGF-BM
TGF-f \CDld"‘CDS"

X 7 : : cD4*
cell TGF-B\ Multiple sclerosis — PD-I-
contact (A e / V/
Regulatory Treg reg Regulatory
B cell B cell

Oligodendrocyte

{‘ ™
/I: D

A~

Autoantibodies

Penetration
into CNS /
/

emyelination /

Basal
membrane
Astrocytes |l
s N o ~a Antigen-presenting

{} Q cell , ¥ Penéfration
o into CNS

\' Blood-brain barrier disruption

HIGH-THROUGHPUT SCREENING OF EXPERIMENTAL MODELS OF SPINAL
BIODIVERSITY FOR ANTIBIOTIC DISCOVERY CORD INJURY IN LABORATORY RATS
P. 23 P. 4



Comprehensive
solutions for cell
analysis

® Celllines and e Biochemical reagents

primary cells e Water purification systems
® Traditional and specialized culture media

e Sterilizing filtration

® Cell counting and analysis -
® Cryopreservation

An extensive range and top quality of cell lines from our partner, the European Collection
of Authenticated Cell Cultures (ECACC):

e 4000 animal and human cell lines;
o Cells of 45 animal species and 50 tissue types;

o 370 B-lymphoblastoid cell lines for which human leukocyte antigen (HLA) typing data
are available;

480 hybridoma cell lines secreting monoclonal antibodies;

DNA, RNA, and cDNA extracted from the cell lines from our collection;
SIGMAaldrich.com/ECACC

LLC Merck

Valovaya Str., 35, Moscow, 115054, Russia;

Tel. +7 (495) 937-33-04

E-mail: mm.russia@merckgroup.com, ruorder@sial.com

SIGMAaldrich.com/cellculture
MERCKmillipore.com/cellculture

SIGMA-ALDRICH-' is now NRRUK



Possibilities for Using Pluripotent Stem Cells for Res’rorlng

Damaged Eye Retinal Pigment Epithelium

A. E. Kharitonov, A. V. Surdina, O. S. Lebedeva, A. N. Bogomazova,

M. A. Lagarkova

Pluripotent stem cells can be differentiated with high efficiency into the pig-
ment epithelium of the retina, which opens up possibilities for cellular thera-
py in macular degeneration and can slow down the development of pathology
and, perhaps, restore a patient's vision. This review summarizes the current
state of preclinical and clinical studies in the field of retinal pigment epithe-
lial transplantation therapy. Authors also discuss different differentiation
protocols based on data in the literature and our own data, and the problems
holding back the widespread therapeutic application of retinal pigment epi-
thelium differentiated from pluripotent stem cells.
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Retinal pigment epithelium cells
differentiated from the induced
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donor

Three-Dimensional Structure of
Cytochrome c Nitrite Reductase As
Determined by Cryo-Electron Microscopy

T. N. Baymukhametov, Y. M. Chesnokov, E. B. Pichkur, K. M. Boyko,

T. V. Tikhonova, A. G. Myasnikov, A. L. Vasiliev, A. V. Lipkin, V. O. Popov,

M. V. Kovalchuk

The structure of cytochrome c nitrite reductase from the bacterium Thioalkali-
vibrio nitratireducens was determined by cryo-electron microscopy (cryo-EM)
at a 2.56 A resolution. Possible structural heterogeneity of the enzyme was as-
sessed. The backbone and side-chain orientations in the cryo-EM-based model
are, in general, similar to those in the high-resolution X-ray diffraction struc-
ture of this enzyme.

Expression and Intracellular Localization of Paraoxonase 2
in Different Types of Malignancies

M. I. Shakhparonov, N. V. Antipova, V. O. Shender, P. V. Shnaider, 18
G. P. Arapidi, N. B. Pestov, M. S. Pavlyukov g™
In the current study, authors performed a bioinformatic analysis of
RNA and DNA sequencing data extracted from tumor samples taken
from more than 10,000 patients with 31 different types of cancer !
and determined expression levels and mutations in the PON2 gene. eIt .
Author’s data indicate that a high PON2 expression level correlates ’

Relative expression
o
o T
BT .

with a worse prognosis for patients with multiple types of solid tu-

mors and suggest that PON2, when localized on the nuclear envelope
and endoplasmic reticulum, may protect cancer cells against unfa-
vorable environmental conditions and chemotherapy.

Relative expression level of the PON2 gene
in tumors from patients with different types
of cancer
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ABSTRACT Pathologies associated with spinal cord injury are some of the leading diseases in the world. The
search for new therapeutic agents and 3D biodegradable materials for the recovery of spinal cord functions is a
topical issue. In this review, we have summarized the literature data on the most common experimental models
of spinal cord injury in laboratory rats and analyzed the experience of using 3D biodegradable materials (scaf-
folds) in experimental studies of spinal trauma. The advantages and disadvantages of the described models are

systematically analyzed in this review.

KEYWORDS spinal cord injury, laboratory rat, biomodeling, scaffolds.
ABBREVIATIONS SCI — spinal cord injury, C — cervical spine, T — thoracic spine, L — lumbar spine.

INTRODUCTION

One of the most topical and socially significant issues
of modern regenerative medicine is the recovery of
spinal cord functions in structural defects of various
genesis, most of which are caused by injury [1]. Spi-
nal cord injury (SCI) is recognized as one of the main
causes of disability [2]. According to the WHO, up to
500,000 people suffer spinal cord injuries annually
[3]: The main causes of SCI are road traffic accidents
(38%), falls (22.2%), and sports injuries and accidents
(22.5%) [4]. The clinical picture of SCI is characterized
by a motor activity deficit, impaired sensory and au-
tonomic functions, and neuropathic pain. The patho-
genesis of spinal trauma is usually burdened with a
poor prognosis associated with the development of
paralysis. In addition, some diseases may cause or in-
crease the risk of spinal cord injury [5]. Along with the
direct SCIconsequences associated with a loss of mo-
tor, sensory, and autonomic functions, there is a risk
of secondary processes that may aggravate injury and
lead to muscle atrophy, chronic pain, urinary tract in-
fection, and pressure ulcers [6, 7].

Our modern understanding of nerve growth stimu-
lation and immunological, inflammatory, and cicatricial
reactions arising in response to SCI has led to the devel-
opment of several pharmacological treatments. These
treatments, in combination with various cellular and
additive techniques, bring hope that most spinal cord
injuries will be curable in the near future [8—11].
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Testing of new materials and techniques that pro-
mote regeneration of the spinal cord in animal models
is a necessary and important stage in the preclinical
development of a strategy for treating spinal cord inju-
ries. One of the key objects used for biomodeling of spi-
nal trauma is the rat. Spinal cord injuries in rats have
become the main model used to evaluate the strategy
of experimental treatment of SCI [4, 12]. In this review,
we describe recent advances in the use of 3D biode-
gradable materials (scaffolds) designed to provide re-
generative growth of axons over the entire injury area
of the spinal cord, thereby creating the environment
for its endogenous recovery.

EXPERIMENTAL MODELS OF SPINAL CORD

INJURY IN LABORATORY RATS

When choosing the optimal animal model for solving
specific research problems, it is necessary to take into
account many factors: the type, age, size, and gender of
animals and the possibility of using visualization tech-
niques and a functional assessment of their condition.
Since the second half of the last century, techniques
for the prevention of consequences arising from spinal
cord injury have been the subject of systematic stud-
ies in various animals, including rats, mice, cats, dogs,
and minipigs [13—15]. Experimental models differ in
the types of spinal cord injury: contusion, compression,
distraction, dislocation, chemical, ischemic, and reper-
fusion injury, as well as various types of laceration. Of
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the numerous SCI models developed on rats, the most
extensively used models are those relevant to the clin-
ical practice of closed injuries: compression-simulat-
ing impaction and contusion-simulating bruise [16—18].
The mean experiment duration in most studies is about
2 months. The main criterion for assessing the adequa-
cy of a model is the detection of morphological changes
(axonal regeneration, myelination, vascularization, glial
scar density, inflammatory reaction) using histological
techniques (usually, transverse and sagittal sections
in the injury area and in adjacent (proximal and dis-
tal) areas are studied). Auxiliary criteria include MRI
diagnostics and electromyography-based functional
evaluation. Clinical evaluation is based on the Basso,
Beattie, and Bresnahan rating scales (BBB test), with a
rat moving inside a plexiglass cage equipped with dig-
ital cameras and somatosensory potential registration
[19—21], dynamic weight bearing (DVN) test [22], and
behavioral tests.

The disadvantages of most experimental rat SCI mod-
els are poor control of the impact extent, as well as deep
destructive changes in the gray and white matter of the
spinal cord, including pathological shifts, death of neu-
rons and glial cells, degeneration of nerve fibers, demy-
elination, and activation of microglia and macrophages
[23]. All these impairments lead to the development of a
stable functional deficit. Models of contusion, compres-
sion, traction, photochemical, inflammatory, ischemic,
and reperfusion injuries have been primarily used for
the investigation of the SCI pathophysiology, because
they reproduce the potential mechanisms of trauma and
spinal cord injury [15]. The presented modeling meth-
ods might adequately reflect clinical and morphologi-
cal shifts in SCI in humans, but most of the models are
difficult to reproduce, and they cannot be used to study
spinal cord regeneration in structural injuries.

Functional deficit of the spinal cord in rats has been
proven to be mainly associated with failure of the con-
ductive white matter tracts [24]. Therefore, the patho-
physiological processes of spinal cord injury should be
considered analogously to the processes associated with
injury to the peripheral nervous system. The depen-
dence of the peripheral nerve ability to restore inner-
vation on the injury extent was established and quan-
tified (as three- and five-point scales) as early as the
middle of the last century [25—28].

In the case of mild injury (neuropraxia) to periph-
eral nerves, axonal regeneration has been experimen-
tally proven and confirmed in clinical practice. There
are numerous examples of restoration of effector site
innervation in mammals both surgically and spontane-
ously. Cell-signaling factors were found to arise among
neurons, Schwann cells, macrophages, and the envi-
ronment, which contributes to remyelination, growth,

and, which is noteworthy, self-guidance of the regen-
erating axon [29—32]. Restoration of conduction occurs
in several stages, including myelination, axonal growth,
formation of synaptic contacts, and, finally, recovery of
effector functions [33]. Axonal regeneration has been
proven to occur in the rostrocaudal direction, along
the former fiber course, with a mean rate of about 1 to
2 mm per day [34—38].

In moderate injuries, the injury site is characterized
by axonal demyelination and anterograde (extending
from the injury site to the peripheral segment) Wal-
lerian degeneration of the distal nerve coming to the
effector, while the proximal nerve and neuronal body
remain unaffected, causing, e.g., phantom pain after
limb amputation [39].

In severe cases, neuroma and glial scars may devel-
op. Ipsilateral cysts (syringomyelia, cystic degenera-
tion), mainly in the lateral funiculi of the spinal cord
white matter, develop in 30% of the total number of
clinical cases [40]. At the stage of cicatricial degenera-
tion, glia has been found to perform the barrier func-
tion, preventing the spread of histolysis products and
inflammatory mediators (mainly macrophages), and
also to support the architectonics of central nervous
system organs. However, the tissue structure of these
defects tightens in the course its formation and pre-
vents regenerative growth of axons, resulting in the
fact that the central nervous system axons of adult
mammals cannot regenerate spontaneously after an
injury associated with demyelination [40—42].

One of the surgical treatment options for the most
common form of chronic SCI (at the stage of formed
structural defects) requiring surgery is to create favor-
able conditions for axonal growth by providing “free”
space in the structural defect area via the removal of
mechanical barriers (scars) by their excision to healthy
tissue. This idea has served as the basis for a number of
studies on the surgical creation of a structural defect
of the spinal cord in rats by complete transection of the
cord with a scalpel [43—52] and partial resection with
microsurgical scissors [41, 53—57].

Partial transection of the spinal cord (hemisection)
enables a comparison of damaged and healthy fibers
in the same animal. For example, hemisection may be
used to study the locomotor function and its recovery at
different levels of the spinal cord, as well as to compare
neurological deficits in contra- and ipsilateral lesions. In
addition, partial transection of the spinal cord results in
a less severe injury compared to complete transection,
which largely facilitates postoperative care of animals
[58]. Many studies have shown that recovery of the spi-
nal cord function in rats occurs within the first 3 weeks
after injury [13, 59], which cannot be attributed solely
to the compensatory abilities and regeneration of dam-
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aged axons. This also indicates that a unilateral spinal
cord injury leads to reversible dysfunction of the spinal
cord, because posttraumatic changes in the tissue do
not involve the spinal cord areas contralateral to the in-
jury site [60]. It should also be remembered that assess-
ment of the extent of the injury is not always possible.
In these cases, researchers have to use somatosensory-
evoked potentials to improve the accuracy of their ex-
periments [61].

The complete spinal cord transection model is a dis-
sociation between the caudal and rostral segments of
the spinal cord and is easily reproducible. Spinal cord
transection is followed by a cascade of complex patho-
physiological processes that inhibit potential regenera-
tion of axons and form a glial scar. This model is de-
scribed in various animals, including rats, mice, cats,
dogs, and primates [62]. Thus, the complete spinal cord
transection model is most convenient in terms of tissue
engineering opportunities [63]. A complex approach to
the treatment of SCI using scaffolds that are also able
to deliver both target molecules and cells to an injured
site of the spinal cord can use only models of partial
structural injury of the spinal cord: they are helpful
both for the assessment of axonal regeneration and for
the subsequent functional recovery.

In most studies, an experimental spinal cord injury
is modeled at the thoracic spine level [37, 47, 50—54,
57, 64, 65]. In humans, SCI usually occurs at the cervi-
cal level; in particular sports injuries or road accident
injuries [48, 49, 55, 56]. In this regard, recent studies
have mainly focused on cervical-level-injury models.
In these models, compared to thoracic-spinal-cord-in-
jury models, a pronounced neurological deficit devel-
ops, complicating the care and observation of animals
in the postoperative period and dramatically increas-
ing lethality [66]. Lumbar-level SCI models have been
described, but less frequently [67]. However, the neu-
rological deficit caused by a lumbar-spinal-cord injury
largely results from damage to the gray matter (most
developed in the lumbar enlargement region) rather
than from damage to the white matter. Observations
demonstrate that gray matter injury may lead to sig-
nificant functional deficit, including paraplegia, with-
out interruption of the main descent pathways.

THE USE OF SCAFFOLDS FOR STIMULATION

OF REGENERATION AND FUNCTIONAL

RECOVERY OF THE SPINAL CORD

The active development of additive technologies of ste-
reolithography and tissue engineering has provided a
powerful impetus for the creation of new biocompati-
ble biodegradable three-dimensional scaffold materials
capable of stimulating the regeneration of axons and
their functional recovery. Most studies in the SCI field

6| ACTANATURAE| VOL.10 Ne 3 (38) 2018

are aimed at reducing secondary injuries and promot-
ing tissue regeneration [7]. The most common approach
to the treatment of SCI is the combined one that in-
volves scaffolds, cell transplantation, and the delivery
of bioactive substances [33, 68].

The main requirement for scaffolds is biocompatibil-
ity, which should create an environment that promotes
growth and vascularization of tissue and enables axons
to regenerate through a graft. A number of research
teams have studied biodegradable 3D scaffold materi-
als [7, 49, 65, 69—78)]. Honeycomb [47], nanofiber [49],
and sponge [50] scaffolds were studied. In this case,
many questions related to material biocompatibility
arose. Recent studies have quantitatively proven that
implantation of scaffolds into the area of a structural
defect of the spinal cord contributes to axonal regen-
eration. For example, in one study, the motor function
was recovered one month after microfilament scaffold
implantation, and remyelinated nerve fibers were re-
liably detected in the scaffold structure two months
after the completion of the experiment. The fibers
amounted to 10—25% of the total amount of conductive
pathways [33].

Another direction in the development of scaffolds
is the creation of carcasses (hydrogels) with physical
properties close to those of tissues [54, 57]. The similar-
ity of the physical properties of an implant and a sub-
strate revealed a 3- to 4-fold increase in the intensity
of regenerative axonal growth in hydrogels compared
to rigid mechanical scaffolds [37]. Capillary and porous
hydrogels were studied in vivo. A characteristic fea-
ture of hydrogels noted by the authors was the loss of
channel linearity in implants in a chronic experiment
[22]. One of the advanced technologies for the produc-
tion of hydrogel implants is two-photon polymerization.
According to the authors, scaffolds produced using this
innovative technique minimize injury to the surround-
ing tissues and provide architectural support to the
surrounding tissues during the post-traumatic period,
which prevents the destruction of neural networks in
the defect area [79, 80].

Along with providing mechanical support and
identifying the direction of axonal growth, there are
studies that focus on the stimulation of regenerative
processes by the bioactive compounds present in scaf-
fold channels. Synergism of the microenvironment
with neurotrophic factors has been proven to promote
more efficient regenerative processes during the re-
habilitation period in a structural injury of the spinal
cord [81]. These growth factors include stem cells [7,
42, 44, 82—-85], nerve cell growth factors [86—89], and
even locally delivered magnetic nanoparticles [90].
Polylactide-co-glycolide multichannel scaffolds con-
taining Schwann cells derived from newborn rats were
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Generalized information on experimental models of SCl in rats

Left hemisection Assessment of functional recovery [20]

it Study of electro- and pathophysiology of
injury

Contusion ++ [18, 66]

Study of motor axon regeneration in fibrin gel

Transverse resection

11

13

T8

T9

segment

Contusion

++

++

4+

4+

5 | T3, T3-6 of the spinal cord +++ +++ under action of neuronal stem cells and growth | [9, 46, 47]
p factor (NGF) within the scaffold structure
7 T6—7 Transversg resection " . Implantation of .scaffo-ld.s; investigation of [83]
of the spinal cord regeneration of injured axons
Transverse resection .
T7-9, . Implantation of scaffold; study of the axon
9| m7-19 | cfaspinalcord a et ability to grow through the scatfold [53, 63]

Transverse resection
of a spinal cord
segment

Implantation of scaffolds of different structure

Assessment of contusion severity by locomotor
tests and investigation of the influence of mes-
enchymal stem cells on regenerative processes

[67, 69, 70,
78]

[21, 64]

T9-10 Hemilaminectomy Scaffold implantation [61]

Investigation of contusion injury [23]

19 | T10-11 Chemical injury T+ bt Invest{gatlon of magnetic f1eld—§ir1ver} migra- [42]
tion of astrocytes to the injury site
21 T11 Electrostimulation Tt Tt Corpparlson of compensatory abl!lt}es in [
primates and rats in spinal cord injury

Transverse resection
of a spinal cord ++
segment

Investigation of regeneration of motor neuron [43]
axons

23 L1-5 +++

*Severity: + — mild, ++ — moderate; +++ — pronounced.

VOL. 10 Ne 3(38) 2018 | ACTA NATURAE |7



REVIEWS

proposed for directed axonal growth [76]. Placement of
these structures in the spinal cord wound of adult rats
led to the regeneration of injured axons a month after
implantation. Later, replacement of Schwann cells in
the scaffold channels with mesenchymal stem cells of
the bone marrow led to a similar effect of injured axon
regeneration in rats with SCI [83].

The issue of an adequate choice of the channel diam-
eter is of particular importance in the development of
multichannel biodegradable scaffolds [48, 56]. In rats,
the diameter of axons is known to range from 1 to 8 um,
with a cross section of 2—4 pm being predominant [91,
92]. When creating the structure of internal scaffold
channels, it is necessary to take into account the fact
that, during regeneration, a new myelin sheath is first
formed, through which the axon grows subsequently
[93, 94]. For example, an increase in the channel diam-
eters of alginate scaffolds by 50% (from 41 to 64 pm)
stimulated the regenerative activity of axons by more
than two fold [37].

CONCLUSION
This review has described the main approaches to and
features of SCI modeling in laboratory rats and demon-

strated the use of biodegradable 3D scaffolds for re-
storing the functions of an injured spinal cord. How-
ever, each SCI model should be improved and adapted
to the type and form of a new tested scaffold. The re-
lationship between a quantitative recovery of axons
and maintenance of the motor function after injury
depends on the model type, material, and shape of the
scaffold. Generalized data on the main experimental
models of SCIin rats are presented in the Table.

The presented data, unfortunately, do not reflect
the entire range of SCI models developed to date. Their
number continues to increase. The advantages and dis-
advantages of each model should be considered in the
context of its etiological and pathogenetic conformity to
a human disease. Model adequacy is a key criterion for
evaluating the possibility of extrapolating the findings
to clinical practice. The question of to which extent the
results obtained in rat biomodels can be extrapolated to
humans is both of utmost importance and complexity
in experimental animal modeling [95, 96]. The question
of the adequacy of a given experimental biomodel to
processes occurring in the human body remains open
for most animal models. ®
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ABSTRACT Antibody-independent B cell effector functions play an important role in the development and sup-
pression of the immune response. An extensive body of data on cytokine regulation of the immune response by B
lymphocytes has been accumulated over the past fifteen years. In this review, we focused on the mechanisms of
inflammatory response suppression by subpopulations of regulatory B cells in health and autoimmune pathol-

ogies.

KEYWORDS Multiple sclerosis, systemic lupus erythematosus, rheumatoid arthritis, experimental autoimmune
encephalomyelitis, Breg, regulatory B cells, IL-10, IL-35, CD19+CD24(hi)CD38(hi).

ABBREVIATIONS EAE — experimental autoimmune encephalomyelitis, APC — antigen-presenting cells, MHC —
major histocompatibility complex, IL — interleukin, MS — multiple sclerosis, RA — rheumatoid arthritis, Breg —
regulatory B cell, Treg — regulatory T cell, SLE — systemic lupus erythematosus, CNS — central nervous system

INTRODUCTION

B cells are one of the central elements of humoral im-
munity. Traditionally, it had been believed that the
main role of B cells lay in the production of antibod-
ies, until their direct participation in cellular immunity
was discovered later. B-lymphocytes are involved in
T cell activation by antigen presentation, co-stimula-
tion, and cytokine production; they affect antimicrobial
protective mechanisms and inflammatory processes in
the tissues of the body; they also act as regulatory cells
that control both the cellular and humoral immune re-
sponses.

The existence of B cells capable of suppressing the
immune response was first suggested as early as in the
1970s. Professor James Turk’s team found that removal
of B cells from a pool of guinea pig splenocytes disabled
the inhibition of delayed-type hypersensitivity (DTH)
[1]. However, as it was not possible to characterize this
observation from the molecular or biochemical point
of view at that time, the studies were suspended. The
regulatory properties of B cells were for the first time
reliably described for experimental autoimmune en-
cephalomyelitis (EAE), the animal model of multiple
sclerosis, only 20 years later. Immunization of genet-
ically modified mice with deletion of B lymphocytes
(B10.PLpMT line) with a myelin basic protein (MBP)
peptide led to the development of an acute and more
severe form of EAE. The pathological process was un-
controllable, and there was no spontaneous remission
characteristic of B10.PL mice producing mature B cells

[2]. Over the past 10 years, much progress has been
made in the study of immunosuppressive B cells. It has
been found that regulatory B cells (Breg) can influence
T cell differentiation, shifting it towards the regulatory
phenotype [3]. Since then, the regulatory function of
B-lymphocytes has been demonstrated in animal mod-
els of autoimmune colitis, rheumatoid arthritis, auto-
immune diabetes, and systemic lupus erythematosus
(SLE) [4—6].

MECHANISMS OF REGULATORY B CELL FUNCTIONING

The very concept of regulatory B cells was first formu-
lated by S. Fillatreau quite recently [4], when he de-
scribed B cells (B10 cells) that produce interleukin-10
(IL-10), which can reduce clinical manifestations of
EAE. IL-10 is one of the anti-inflammatory cytokines
which regulate immune response and affect main-
ly antigen-presenting cells, reducing the expression
of pro-inflammatory cytokines and the molecules in-
volved in antigen presentation (MHC I, MHC II, adhe-
sion molecules, etc.), and also inhibit the proliferation
of CD4" T lymphocytes [5]. Subsequent experimen-
tal removal of the population of B10 lymphocytes in
mice also revealed a correlation with a decrease in the
amount of Tregs, which was also associated with exces-
sive proliferation of pro-inflammatory T cells after in-
duction of the autoimmune response [6]. Bregs produce
IL-10, and therethrough inhibit the differentiation of
T helper type 1 (Thl) and T helper type 17 cells (Th17),
decreasing the production of inflammatory cytokines
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by dendritic cells [7]. For this reason, production of
IL-10 is the most extensively studied B cell regulato-
ry mechanism and it is often applied to identify new
Breg subpopulations. Nevertheless, other mechanisms
could be used by Breg to control the development of an
immune response, such as production of TGF-f3 (trans-
forming growth factor-f), IL-35, IgM, IgG4, action on
T lymphocytes through direct cell-to-cell contact, etc.
(Table). At the same time, the regulation of immune
processes using several simultaneous mechanisms is of-
ten observed, for example, by the production of IL-10
and TGF-f, both of which essentially inhibit the T cell
response [8]. It was shown that lipopolysaccharide-ac-
tivated B cells facilitate the apoptosis of CD4" and inac-
tivation of CD8" effector T cells through the production
of TGF-f despite an increased level of IL-10 expression
[9, 10]. Particular attention should be paid to IL-35, an-

The functioning mechanisms of B regulatory cells

other recently described key immunoregulatory cy-
tokine produced by Bregs. Genetically modified mice,
whose B cells do not express IL-35 subunits, developed
acute EAE. In the case of inflammation caused by Sal-
monella typhimurium, the lack of IL-35 expression by
B cells led to an increase in Thl proliferation and in-
crease in the amount of macrophages in the spleen [11].
Another independent study showed that IL-35-stimu-
lated B cells-produced IL-35 and inhibited experimen-
tal uveitis under conditions of adoptive transfer [12].
An important role of Bregs in maintaining the equi-
librium and functions of the type 1 natural killer cells
(invariant natural killers, iNKT) required to maintain
tolerance to autoantigens in autoimmune diseases has
been proven [13].

As shown in Table, the aforementioned mechanisms
primarily act on T lymphocyte subpopulations with

TGF-f production

Inhibition of Thl and APC differentiation v [9,11]
Induction of regulatory T cell proliferation v/ [24,25] | V/[26]
Regulation of macrophage activity v [27]

Inhibition of T follicular helper (T,,) and B cell differentiation

Induction of apoptotic bodies elimination

v [28]

IgM production

Suppression of allergic response of Th2

v/ [29]

GITRL? Induction of regulatory T cell proliferation v/ [33] _

Induction of regulatory T cell proliferation and activation

BTLA expression?®

BTLA/HVEM! interaction?
Inhibition of T cell activation?

Inhibition of B cell proliferation?

— TNF-a, tumor necrosis factor o;

— GITRL, glucocorticoid-induced tumor necrosis factor receptor-related ligand;

— HVEM — herpes virus entry mediator;

1
2
3 —BTLA, B and T lymphocyte attenuator;
4
> —PD-L1 — programmed death-1-ligand.
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proinflammatory properties by inhibiting their dif-
ferentiation and development. However, other effects
of Breg are also observed (e.g., attenuation of comple-
mentary system activation and elimination of apoptotic
cells) that eventually also lead to a decrease in the in-
tensity of the immune response [14].

Breg functioning involves CD40, TLR, B cell recep-
tor, CD19, CD1d, etc. [14]. The membrane receptor
CD40 activated by the corresponding ligand (CD40L
present on the effector T cell membrane) can stimu-
late cascade reactions. Therefore, CD40 is involved in
the development of memory B cells, the switching of
immunoglobulin classes, and formation of germinal
centers. Its participation in the functioning of regula-
tory B cells was shown in murine and human B lym-
phocytes. Activation of B cells in the presence of the
ligand or activated T cells initiated the production of
IL-10 and triggered a regeneration process in the case
of EAE and, vice versa, suppression or elimination of
the receptor (CD40-) disabled IL-10 synthesis.

It is known that Toll-like receptors (TLRs) rec-
ognize a wide variety of molecular epitopes and play
an important role in the signal transfer in innate and
adoptive immunity. Stimulation of TLR with appro-
priate antigens increases the survival rate of mice in
SLE and EAE models, as compared to a control group
that did not receive the stimulating agent; this also re-
sults in a decrease in T cell proliferation and secretion
of proinflammatory cytokines by these cells [40]. In in
vitro studies on human splenic B cells and peripheral
blood cells, stimulation with TLR antigens induced IL-
10 production and the highest impact involved stimu-
lation with lipopolysaccharide and CpG (ligands TLR4
and TLRY, respectively) [22]. The role of BCR, CD19,
and other surface B cell markers in the induction of a
regulatory phenotype was also studied. It was shown
that activation of receptors leads to IL-10 production,
and to a decrease in the intensity of clinical manifes-
tations of the investigated diseases in animal models.
The absence of these molecules significantly reduces
the ability of B cells to regulate immune responses [14].
Elevated levels of expression of B and T lymphocyte
attenuators (BTLA) or the ligand of the programmable
death receptor (PD-L1) in certain populations of reg-
ulatory B cells can lead to a decrease in the inflamma-
tory response, due to the inhibition of effector T and
B cells through an interaction with the HVEM or PD
receptor, respectively [23, 35, 41]. The examples above
demonstrate our improved understanding of the mul-
tiple roles of B regulatory cells, provided that Bregs
can interact with many immune cells to suppress the
immune response (Fig. 1). Abnormal functions and the
amount of regulatory B cells are most often associat-
ed with autoimmune diseases. It is clear that how this

subpopulation of lymphocytes functions must be strict-
ly controlled by the body, starting from the recogni-
tion of proinflammatory signals by these cells in their
microenvironment and ending with a strict control of
their differentiation and development. Nevertheless,
it remains unclear whether a Breg subpopulation is al-
ways present in the body or whether its development is
induced by external signals. Although it is obvious that
B lymphocytes perform many functions in both healthy
and impaired immune systems, they play both patho-
logical and protective roles in autoimmune processes,
infections, and allergies [42].

PHENOTYPE AND ORIGIN OF REGULATORY B CELLS

When investigating B regulatory cells, it is also impor-
tant to determine their phenotype. To date, many dif-
ferent subpopulations of Breg have been described,
most of which are similar in both phenotype and func-
tions. It is still unclear whether the differences ob-
served between these subpopulations are due to the in-
fluence of the immunological environment or whether
there are lines of B regulatory cells of different origins.
In mice, the populations of regulatory B cells account
for up to 5% of the total pool of B cells in the spleen and
lymph nodes and their amount significantly increas-
es with the development of inflammatory responses
(e.g., EAE [43], collagen-induced arthritis [21], or hel-
minthiasis [44]). There are three main subpopulations
of regulatory B cells in mice: T2-MZP (transitional 2
marginal-zone precursor) CD19*CD21"¢"CD23"ePIg-
MPigh [31], CD19*CD5*CD1d"¢? [45], and Tim-1* B
cells [46]. In humans, B10 cells account for less than
1—2% of the total amount of B cells in the blood. Hu-
man Bregs include CD19"CD24MCD38MCD1d" and
CD19*CD24MCD27* [22]. The relationship between the
development and differentiation of these subpopu-
lations is unknown. Although identification of IL-10
production was a good approach toward determining
suppressor B cells, many of the surface marker mole-
cules required for a more accurate characterization of
the subpopulation can be differently expressed under
conditions of immune response activation, making it
difficult to study Bregs under various experimental
conditions, which often alter the phenotype of Breg
subtypes. This problem can be solved by means of
identification of a Breg-specific transcription factor,
which can be used to answer the question of whether
these cells belong to the same developmental line. Cur-
rently, two models of Breg development can be sug-
gested. According to the first one, regulatory B cells,
like Treg, represent a separate B cell line with a specif-
ic set of factors of gene expression control responsible
for their capability to suppress the immune response.
The second theory is that B lymphocytes undergo phe-
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notypic reconstructions in response to certain stimuli
to suppress a local inflammation. Despite the studies
in mice and humans, it has not yet been possible to
identify a specific transcription factor. The inability to
identify these markers, as well as the heterogeneity of
Breg phenotypes, indicates that suppressor B cells are
not a distinct developmental line: i.e., any B cell can be
potentially differentiated into a regulatory one under
the influence of external factors [8]. It was also shown
that, along with previously described Breg subpopu-
lations, plasmablasts can also suppress inflammatory
responses. Mice lacking plasmablasts due to a genetic
removal of the Irf4 and Prdml (Blimpl) transcription
factors required for plasma cell differentiation devel-
oped acute EAE [7]. This is not the first case when B
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cells-producing antibodies also perform a regulatory
function: CD138* plasma cells, producing IL-10 and
IL-35, suppressed pro-inflammatory responses in the
case of EAE and a Salmonella enterica infection [11].
Moreover, splenic B10 cells that were differentiated
into antibody-producing plasmablasts after stimula-
tion both in vivo and in vitro have been described [47].
A relationship between CD197CD24MCD38" B cells
performing regulatory functions and IL-10-secreting
plasmablasts in humans has been suggested. This as-
sumption suggests a similar differentiation vector, i.e.
development into plasma cells, of Bregs in mice and
humans. The idea that antibody-producing cells also
regulate immune responses conflicts with the modern
concept that plasma cells cause an inflammatory re-



REVIEWS

sponse, producing antibodies that are often pathogen-
ic in the context of autoimmune diseases or allergies.
Therefore, it is possible that a certain subpopulation of
plasmablasts produces antibodies and, thus, supports
the possibility of inflammatory response regulation.
This assumption is supported by evidence that defi-
ciency in Bcl6, the transcription factor required for B
cell proliferation in germinal centers, does not affect
the development of regulatory plasmablasts [7].

According to recent studies, immature B cells, ma-
ture B cells, and plasmablasts are able to differentiate
into IL-10-producing Bregs in the body of mice and hu-
mans. This confirms the assumption that the B lympho-
cyte environment, rather than a specific transcription
factor, is required for the differentiation of regulatory
B cells. Thus, the search for the stimuli required for
B cells to acquire regulatory functions becomes im-
portant in order to assess the origin of Bregs. Howev-
er, it has recently been shown that differentiation of
IL-10-producing regulatory B cells can be also induced
by pro-inflammatory cytokines [8].

THE ROLE OF REGULATORY B CELLS IN THE
DEVELOPMENT OF AN INFLAMMATORY RESPONSE
There is strong evidence that inflammation leads to
an increase in the amount of Bregs and their ability
to suppress the immune response. It is known that
they are present in naive mice, but their amount in-
creases with the development of some autoimmune
diseases [31, 48]. Moreover, it was found that Bregs
are involved in the suppression of inflammation in au-
toimmune pathologies. For example, the absence of
Bregs in an animal model of MS results in the devel-
opment of more severe and acute forms of EAE [4, 6].
Recently, it has been shown that the amount of regu-
latory B cells increases in response to the secretion of
the proinflammatory cytokines IL-1f3 and IL-6 after
induction of arthritis [49]. Secretion of these cytokines
in mice with arthritis is controlled by bacteria in the
intestine. Previously, the role of the microbiota had al-
ready been shown in the differentiation of pro-arthri-
togenic Th17 [50]. Mice grown in nonsterile conditions,
whose B cells do not express IL-1R1 or IL-6R, develop
acute arthritis [49]. Therefore, it can be assumed that
Breg proliferation increases in response to IL-13 and
IL-6 in order to prevent uncontrolled amplification of
pro-inflammatory lymphocytes, such as Th17. Other
inflammatory cytokines required for the differentia-
tion of a Th17 phenotype, the IL-21 and granulocyte
macrophage colony-stimulating factor (GM-CSF), to-
gether with IL-15, also play an important role in the
development of Bregs [51, 52]. Various sources of cy-
tokines that can enhance the production of IL-10 B
cells have been identified. Myeloid cells of lymphat-

ic vessels and spleen producing IL-6 and IL-1f are
responsible for an increase in the amount of Bregs
associated with arthritis, while CD4" splenic T cells
producing IL-21 activate Bregs in experimental ar-
thritis models [49, 52]. On the other hand, administra-
tion of the anti-inflammatory cytokine IL-35 to mice
increased the population of B cells expressing IL-10
and IL-35 and thereby suppressed the development of
uveitis [53]. However, it should be taken into account
that IL-35 is not expressed permanently, but is rather
induced in response to inflammation [54].

Although these cytokines evidently play an impor-
tant role in the proliferation of Bregs, it should be kept
in mind that, during immune response development,
B cell receptors (BCR) are also required for Breg in-
duction. MD4 mice, whose BCR is specific to hen egg
lysozyme (HEL), demonstrate impaired activation of
Bregs during the development of EAE. It has been
shown that chimeric animals with MD4 B cells inca-
pable of IL-10 production develop a more severe form
of EAE and are not capable of recovery [4]. Further-
more, MD4 B cells secrete less IL-10 and the amount
of B10 cells themselves is lower than that in wild-type
mice [45, 55]. The importance of correct recognition
of BCR in Bregs is evidenced by the results obtained
using mice with a specific deletion of the stromal in-
teraction molecule 1 (STIM-1) and STIM-2 in B cells.
These molecules are required for the regulation of the
calcium inflow into the cytosol of B cells after BCR in-
teraction with an antigen. Mice whose B lymphocytes
lack STIM-1 and STIM-2 demonstrate a decrease in
IL-10 production after stimulation with MOG (myelin
oligodendrocyte glycoprotein) autoantigen [56]. These
data show that antigen-specific recognition of the B cell
receptor is important for the functioning and prolifer-
ation of Bregs. B cells can differentiate into regulatory
or antibody-producing cells in response to B cell recep-
tor recognition during the development of the immune
response.

The significance of the inflammatory response in
Breg differentiation raises the question of the place of
their maturation. To date, most studies have investi-
gated B cell populations in the spleen. However, in the
case of colitis and EAE, Breg cells were also found in
lymphatic vessels close to the inflammation site [7, 48].
Moreover, regulatory B cells can develop and gain the
ability to suppress the immune response outside the
spleen; namely, in the lymphatic vessels (in this in-
stance, spleen removal does not affect their produc-
tion) [7]. All these data support the theory that Breg
induction is influenced by the inflammatory environ-
ment, which contradicts previously published results
characterizing the spleen as the major regulatory B cell
development site.

VOL. 10 Ne 3(38) 2018 | ACTA NATURAE |15



REVIEWS

B CELL REGULATION IN THE DEVELOPMENT
OF AUTOIMMUNE PATHOLOGIES

Multiple sclerosis (MS)

The population of regulatory B cells also participates
in the pathogenesis of MS, which holds a special place
in the list of autoimmune pathologies and is one of the
most socially and economically significant neurological
diseases of our time. MS occurs mainly in middle-aged
people and leads to an almost complete loss of work-
ing ability or, in the case of insufficiently effective and
timely treatment, even death within 10—15 years. For a
long time, the leading role in MS development was at-
tributed to Tcell-mediated immunity. However, there
is now extensive evidence of the important role of B
cells in the pathogenesis of MS [57, 58]. Catalytic anti-
bodies, hydrolyzing the myelin basic protein, one of the
characteristic autoantigens in MS, were found in these
patients [59, 60]. Although the etiology of MS is still not
fully understood, special attention is paid to bacterial
and viral infections, along with genetic predisposition,
hormonal status, and climatic conditions as the factors
associated with its development. It is believed that mo-
lecular mimicry and cross-reactivity can underlie the
mechanisms of viral induction of the disease. In 2003,
cross-reactive recognition of the nuclear antigen of the
Epstein-Barr virus (EBNA) and the autoantigen pep-
tide of the myelin basic protein (MBP) by the mono-
clonal T cell receptor was demonstrated [61]. Later on,
cross-reactivity was also detected and validated in au-
toantibodies to the LMP1 protein of the Epstein-Barr
virus and MBP [62, 63]. In the case of EAE, Bregs can
inhibit autoimmune T cell responses by slowing the dif-
ferentiation of the pro-inflammatory T helpers 1 spe-
cific to CNS autoantigens [57]. The absence of Bregs
leads to an exacerbation of immune responses. As
mentioned earlier, mice with EAE devoid of B10 cells
develop an acute form of the disease without remis-
sion [4]. The regulatory functions of IL-10-producing B
cells were confirmed by the results of the study, where
adaptive transfer of wild-type B cells reduced the se-
verity of EAE manifestations in contrast to a transfer
of IL-10/- B lymphocytes from pMT mice. In that ex-
periment, B cells from the first group of mice produced
IL-10. Recently, the relationship between B and T reg-
ulatory cells in the development of EAE pathology has
been characterized [43]. Indeed, adoptively transferred
B10-cells directly affected the pathogenesis of EAE,
as in the study by M. Yang [64], and their amount in-
creased in the spleen, but not in the central nervous
system, which is in agreement with the idea that they
possess regulatory functions. Moreover, the transfer of
antigen-activated B10 cells into wild-type mice strong-
ly inhibited EAE induction, but B10 lymphocytes could
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not inhibit further EAE progression. At the same time,
the amount of regulatory T cells in the central nervous
system significantly increased with the development
of the disease and this process influenced the course of
EAE at the late stages. These data suggest that Bregs
play a key role at the early stages of the disease, while
Tregs perform regulatory functions in further develop-
ment of the disease.

The EAE model showed that regulatory B cells are
involved in the development of the pathological pro-
cess. The levels of IL-10 production by peripheral blood
B lymphocytes in MS patients were first determined in
2007 [65]. A significantly lower level of IL-10 produc-
tion by B cells stimulated in the presence of the CD40
ligand was found in groups with relapsing-remitting
and secondary-progressive MS compared to healthy
donors. A similar effect was observed in the case of B
cell stimulation with CpG [66]. Therefore, impaired IL-
10 production and the functions of regulatory B cells
from the peripheral blood of MS patients have been es-
tablished. Apart from IL-10 production, regulatory B
cells are involved in the development of MS by the pro-
duction of IL-35 and TGF-f3, and they can also enhance
Foxp3 and CTLA-4 expression in regulatory T cells, as
a result of direct cell contact [11, 32].

Thus, B cells can perform dual functions in the de-
velopment of the demyelination process (possibly both
positive and negative effects on immune responses),
but their role in the pathogenesis of MS is well-trace-
able (Fig. 2).

Systemic lupus erythematosus (SLE)

Systemic lupus erythematosus is a chronic autoim-
mune disease of connective tissue characterized by a
wide range of clinical manifestations. The danger of
SLE is associated with the possibility of simultaneous
involvement of many vital organs, which leads either
to death or chronic health deterioration [67]. Increase in
the titer of autoreactive antibodies, such as anti-DNA,
anti-nuclear, anti-Ro, anti-La, anti-Sm, anti-RNP, and
anti-phospholipid antibodies, is observed at different
stages of the disease, often before the onset of clinical
symptoms [68, 69]. In this case, detection of autoreac-
tive antibodies is not considered as a sufficient crite-
rion of disease onset, and, therefore, other factors, ge-
netic and exogenous ones, may play an important role
[67]. The causes of SLE are still unknown, although the
current view that apoptosis largely contributes to the
pathogenesis explains why the immune system reacts
primarily to internal antigens. Autoantigens are re-
leased by cells that have undergone apoptosis and ne-
crosis. The disorders in the elimination of apoptotic cells
described in patients with this disease can lead to their
abnormal ingestion by macrophages, which, in turn,
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Fig. 2. Participation of regulatory B cells in the pathogenesis of multiple sclerosis. During the disease, Bregs can suppress
the development of the autoimmune reaction, along with production of autoantibodies, autoantigen presentation, and
activation of the T cell response. Various subpopulations of regulatory B cells with corresponding surface markers were
identified in murine models and MS patients. In most cases, the immunosuppressive function of Breg is performed by the
production of IL-10, IL-35, TGF-f3, and direct cell-cell interactions

provide intracellular antigens to T and B cells, thereby
triggering an autoimmune process [70]. The cytokine
status of the organism also affects the development of
the disease. Most patients with an active form of SLE
demonstrate increased expression of interferon-al-
pha (IFN-a), which can enhance the function of anti-
gen-presenting cells and activation of T cells [71].

It is known that regulatory B cells are important for
SLE suppression (Fig. 3). It was shown in murine mod-
els that two independent populations of regulatory B
cells, CD1dMCD5" and CD21RMCD23" T2 MZP, play a
protective role in the development of the disease, and
that their activation contributes to the survival of ani-

mals [20, 72]. At the same time, the question of the par-
ticipation of regulatory B cells in the pathogenesis of
SLE in humans remains open. It was shown that the
amount of regulatory B cells increases with the devel-
opment of the pathology [22] and even correlates with
the severity of the disease [73]. However, the anti-in-
flammatory function of the CD19*CD24"CD38% popu-
lation worsens as the disease progresses [17].

Rheumatoid arthritis (RA)

Rheumatoid arthritis is a disease with unknown etiol-
ogy that manifests itself in connective tissue and joint
impairment resulting from an autoimmune inflamma-
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tory response. The pathogenesis of rheumatoid arthritis
involves a lot of immune cells, as well as various cy-
tokines and arachidonic acid metabolites. The role of
B cells in this disease is associated primarily with the
production of autoantibodies to the Fc-domain of IgG
(rheumatoid factors), as well as autoantibodies to the
cyclic citrulline peptide, carbamylated proteins, etc.
[74, 75]. For a long time, the role of regulatory B cells
remained insufficiently studied.

1L-10, IL-35, and TGF-f3 are the main effector mol-
ecules of regulatory B cells in the development of RA.
IL-10is a typical anti-inflammatory cytokine: its influ-
ence on the course of rheumatoid arthritis is considered
as favorable, since it inhibits the action of autoimmune
Th17 and reduces IL-17 production by immune cells,
preventing joint destruction [76—79]. IL-35 is another
immunosuppressive cytokine. However, there are con-
troversial data on its impact on the course of rheuma-
toid arthritis. Some studies have demonstrated a pro-
tective effect of IL-35 on the development of RA due
to a decrease in IL-17 and IFN-y production, as well as
inhibition of VEGF [80, 81]. Other studies suggest that
IL-35 has a pro-inflammatory effect and is directly
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involved in the pathogenesis of this disease. Further-
more, its plasma level decreases during treatment [82,
83]. The effect of TGF-f3 cannot be referred to as totally
immunosuppressive and favorable to RA, although this
cytokine is characteristic, for example, of regulatory
T cells and enhances the expression of their main reg-
ulator, the FOXP3 transcription factor [84]. A signifi-
cant increase in the level of TGF-f was found in animal
models of RA (collagen-induced arthritis in mice and
rats immunized with type 2 collagen, as well as TNF-a
transgenic mice) compared to non-immunized control
animals. Moreover, the increase in the level of this cy-
tokine was accompanied by the involvement and in-
correct differentiation of mesenchymal stem cells and
pre-osteoblasts in the subchondral area of the bone
marrow, which contributed to joint degeneration. At
the same time, inhibition of TGF-3 reduced the amount
of these cells in this area, reduced chondrocyte hyper-
trophy, and slowed down joint degeneration [85]. How-
ever, in a similar study, inhibition of TGF-f in a mouse
model of RA (collagen-induced arthritis) had virtually
no effect. In this case, increased activity of this cytokine
was observed in the lymphoid cells of tissue samples
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Fig. 4. Participation of regulatory B cells in the development of rheumatoid arthritis. During the disease, B cells partic-
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the inflammatory response by inhibiting Th17 activity and reducing the level of IFN-y and TNF-a in a IL-10-dependent
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has not yet been clearly identified. An apparent protective role of IL-10 was shown in animal models. Participation of

IL-35 and TGF-f3 is in question

from RA patients [86]. Parallel studies showed that RA
patients have a lower level of CD19(+)TGFfB(+) Bregs
than healthy donors [87].

Evaluation of a direct impact of regulatory B cells
on the course of rheumatoid arthritis development is
challenging, since RA, like other autoimmune diseases,
is characterized by the existence of Breg populations
that differ in surface markers. In this case, it seems
that phenotypically different Bregs can perform dif-
ferent functions in the pathogenesis of RA (Fig. 4). It
was shown that the level of CD19*CD5"CD1d" decreas-

es in RA patients. In this case, the granzyme-produc-
ing B cells CD19*CD5"GzmB* may be involved in the
pathogenesis of this disease [88]. It was found that the
level of IL-10" B cells in patients with rheumatoid ar-
thritis remains the same as in healthy donors. Howev-
er, induction of these cells from CD19" B-lymphocytes
sampled from patients using CpG deoxyoligonucleo-
tide and CD40L was easier than in healthy donors. A
negative correlation was found between the amount of
induced IL-10" B cells and the severity of the disease
according to the DAS28 index (disease activity score
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in 28 joints) [89]. An analysis of the potential precur-
sors of IL-10" B cells (CD19*TGF-B* and CD19*FOXP3*
populations) showed a decrease in the number of both
populations in patients with rheumatoid arthritis. How-
ever, only the FOXP3* population showed a negative
correlation with the severity of the disease [87]. It was
also shown that IL-10" B cells cannot be considered as a
separate population and that the number of these cells
inversely correlates with the severity of the disease,
especially during the first 5 years after diagnosis [90].
CD197CD24MCD38" B cells were found to inhibit the
production of IFN-y and TNF-a CD4* T cells. Moreo-
ver, CD197CD24"CD38" hampers the differentiation
of CD4" T cells into the Thl and Th17 associated with
rheumatoid arthritis. The number of regulatory B cells
of this phenotype is reduced in the active phase of the
disease [3]. The study of CD19*CD24MCD38" B cells
provided conflicting results. The level of these cells
is high in patients with rheumatoid arthritis, which,
again, is indicative of a variety of regulatory B cells and
their various functions [91]. Note that increasing con-
centration of cells cannot be unambiguously regarded
as a signal that they contribute to the progression of the
disease, since this can be interpreted as a compensatory
reaction by the organism. It is assumed that IL-10" B
cells are part of the population of CD19*CD24"CD38" B
cells, and these data agree with earlier results [17, 91].
When comparing the population of CD19*CD24¥CD38%
with all CD19* B cells, the number of IL-10-producing
cells is higher in this population [17, 91]. No correlation
between the level of IL-10" B cells and the concen-
tration of proinflammatory cytokines in the serum of
patients with rheumatoid arthritis was found, but the
number of these cells is inversely proportional to the
duration of the symptoms and the number of affect-
ed (swollen) joints. Note that heterogeneity of IL-10* B
cells was detected, some of which were characterized
by a lower production of IL-10 and weaker inhibition
of CD3* lymphocyte proliferation [91].

The general picture that emerged during the studies
of regulatory B cells in RA patients is rather indicative
of their immunosuppressive role. However, taking into
account the results of those aforementioned studies,
it can be concluded that regulatory B cells are highly
heterogeneous (even within the same population) and
do not always identically influence the course of rheu-
matoid arthritis. Additional studies will provide accu-
rate information about the functions of regulatory B
cells in the pathogenesis of rheumatoid arthritis. Note
that the evaluation of the impact of these cells is ham-
pered not only by their heterogeneity, but also by their
small amount and the complex action of their effector
molecules.

CONCLUSION

Over the past decade, the key role of B cell regulatory
elements in maintaining immunotolerance, controlling,
and suppressing the inflammatory response has been
confirmed in numerous independent studies. Some dis-
parity in the data and the absence of an unambiguous
phenotypic portrait of these cells are largely due to the
great heterogeneity of their subpopulations. Despite
many questions about the exact regulation mechanism,
it is obvious that abnormal amounts and functioning of
Breg can lead to a number of immunological pathol-
ogies: in particular cancer, autoimmune, and chronic
infectious diseases. Therefore, further investigation of
the role of the B cell regulation of the inflammatory
response will further not only our understanding of
the etiology of autoimmune pathologies, but also the
development of approaches to the therapeutic use of
regulatory B cells. ®
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ABSTRACT The increasing number of infections caused by antibiotic-resistant strains of pathogens challenges
modern technologies of drug discovery. Combinatorial chemistry approaches are based on chemical libraries.
They enable the creation of high-affinity low-molecular-weight ligands of the therapeutically significant
molecular targets of human cells, thus opening an avenue toward a directed design of highly effective thera-
peutic agents. Nevertheless, these approaches face insurmountable difficulties in antibiotic discovery. Natural
compounds that have evolved for such important characteristics as broad specificity and efficiency are a good
alternative to chemical libraries. However, unrestricted use of natural antibiotics and their analogues leads to
avalanche-like spread of resistance among bacteria. The search for new natural antibiotics, in its turn, is ex-
tremely complicated nowadays by the problem of antibiotic rediscovery. This calls for the application of alterna-
tive high-throughput platforms for antibiotic activity screening, cultivation of “unculturable” microorganisms,
exploration of novel antibiotic biosynthetic gene clusters, as well as their activation and heterologous expression.
Microfluidic technologies for the screening of antibiotic activity at the level of single cells are, therefore, of
great interest, since they enable the use of a single platform to combine the technology of ultrahigh-throughput
screening, next-generation sequencing, and genome mining, thus opening up unique opportunities for antibiotic
discovery.

KEYWORDS high-throughput screening, antibiotic discovery, antibiotic resistance, microfluidics
ABBREVIATIONS MIC — minimal inhibitory concentration; ESKAPE — Enterococcus faecium, Staphylococcus au-
reus, Klebsiella pneumoniae, Acinetobacter baumannii, Pseudomonas aeruginosa and Enterobacter spp.; HPLC-MS —
high-performance liquid chromatography coupled with mass spectrometry; HPLC-NMR — high-performance
liquid chromatography coupled with nuclear magnetic resonance spectroscopy; BioMAP — antibiotic mode of
action profile; FACS — fluorescence-activated cell sorting; GFP — green fluorescent protein; sCy5 — sulfo-Cya-
nine 5; NHS — N-hydroxysuccinimide; uHT — ultrahigh-throughput.

INTRODUCTION

The discovery of antibiotics was one of the 20 centu-
ry’s greatest achievements: it increased the survival
rate, life expectancy, and quality of life for millions of
people. The period between the 1940s and 1960s, when
most of the modern antibiotics and their derivatives
were discovered, is commonly referred to as “the gold-
en era of antibiotic discovery” [1]. Such impressive re-
sults were achieved thanks to the successful combina-
tion of an efficient, simple and inexpensive screening
platform and the successful selection of the exploration
object. This platform, later termed the Waksman plat-
form [2], was based on the cultivation of soil-dwelling

bacteria on agar plates. Antibiotic-producing bacte-
ria were identified by covering these plates with an
overlay agar layer seeded with the target bacteria,
and the candidate clones were detected according to
the formation of inhibition zones (Fig. 1) [3, 4]. Subse-
quent screening for the clones producing antibiotics
in growth medium was carried out by using the serial
dilution procedure and determining the minimum in-
hibitory concentrations (MICs). Eventually, the discov-
ery of novel antibiotics using the Waksman platform
was impeded by the antibiotic rediscovery problem.
This platform could detect only culturable and rapidly
growing soil bacteria (predominately Streptomyces),
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Fig. 1. The conventional methods used for antimicrobial activity screening: (A) searching for bacterial colonies yielding
large zones of inhibition and (B) subsequent determination of MICs (adopted from [4])

which could constitutively produce large amounts of
antibiotics. Meanwhile, this platform had also made in-
expensive and highly efficient natural and semi-syn-
thetic drugs easily available. Hence, the Waksman plat-
form fully aligned with the goals and objectives of its
time, since such a problem as the uncontrolled use of
antibiotics did not exist during “the golden era of anti-
biotic discovery.”

The role of antibiotics in nature consists in main-
taining the biodiversity of microorganisms resulting
from the counteraction of bacteria that produce and
degrade antibiotics [5] via various mechanisms [6—8]
which are fairly common in various ecological niches
[8—11] and had evolved long before human civilizations
appeared [12]. The uncontrolled use of large amounts
of antibiotics has created unprecedented conditions
for the selection and mobilization of resistance genes
among bacterial populations and for their subsequent
entrapment by the cells of pathogenic microorganisms.
The resistance has been evolving via three main mech-
anisms [13]: primary capture of the resistance genes,
mostly through mobilization and horizontal transfer
from environmental sources; emergence of compen-
satory mutations that neutralize the negative effect
of the entrapment of resistance genes [14]; and acti-
vation of the internal resistance mechanisms, such as
active transport [15, 16]. All these factors give rise to
the emergence of strains exhibiting multiple drug re-
sistance [17], which is especially typical of the so-called
ESKAPE pathogens (Enterococcus faecium, Staphy-
lococcus aureus, Klebsiella pneumoniae, Acinetobacter
baumannii, Pseudomonas aeruginosa, and Enterobacter
spp.), which are health- and life-threatening [17].

24| ACTANATURAE| VOL.10 Ne 3 (38) 2018

LIMITATIONS IN USING THE COMBINATORIAL DIVERSITY
OF CHEMICAL LIBRARIES IN ANTIBIOTIC DISCOVERY
Combinatorial chemistry and high-throughput screen-
ing of chemical libraries have proved efficient for cre-
ating drugs targeted at the regulation of various pro-
cesses taking place in human cells. However, multiple
attempts to use high-throughput combinatorial screen-
ing to design novel broad-spectrum antibiotics have
failed, despite the substantial financial and material
investments made and the fact that all the available
technologies were used [18—20].

The key reasons for these failures were as follows:
Firstly, xenobiotics are not particularly good at pen-
etrating bacterial cells, especially Gram-negative bac-
teria. Secondly, antibiotics do not obey the Lipinski’s
“rule of five” [21]: the physicochemical properties of
the combinatorial chemical libraries selected for most
drugs are not optimal for antibiotics [22]. Thirdly, the
chemical space of the existing libraries is noticeably
limited [23]. Meanwhile, the use of chemical libraries
enables one to identify various adjuvants, which sig-
nificantly potentiate the antimicrobial properties of the
known antibiotics [24—26], antimetabolites [27], and an-
tivirulence drugs [28] and can also lead to the develop-
ment of narrow-spectrum drugs specific to a certain
target, as demonstrated for bedaquiline, a selective in-
hibitor of Mycobacterium tuberculosis ATP synthase
[29]. The creation of specialized chemical libraries tar-
geting an enhanced ability of xenobiotics to penetrate
bacterial cells is of utmost importance for the combina-
torial methods used to search for novel antibiotics. An
alternative strategy is to search for ligands that inhibit
the activity of bacterial xenobiotic transport systems.
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SCREENING OF THE NATURAL BIODIVERSITY

FOR THE SEARCH FOR NOVEL ANTIBIOTICS

Screening of natural products offers a significantly
higher potential for discovering antimicrobial activi-
ty [30], probably due to the fact that natural products
contain a broader range of stereoselective pharma-
cophores that have already undergone natural selec-
tion for various biological activities over the course of
evolution [23]. Metabolomics, which underlies mod-
ern approaches for the screening of natural antibiot-
ics [26], uses a combination of tandem separation and
analysis techniques, such as high-performance liquid
chromatography coupled with mass spectrometry or
nuclear magnetic resonance spectroscopy (HLPC-MS
or HLPC-NMR, respectively), and whole-genome se-
quencing methods [31]. Metabolomics makes it possible
to proceed to functional genomics [32] and to identify
novel ribosomal or nonribosomal peptides [33, 34], as
well as secondary metabolites [35].

The range of natural products used to search for an-
tibiotics is rather diverse and includes extracts from
plants, fungi, lichens, endophytes, marine plants, sea-
weeds, corals, and other microorganisms [36]. Never-
theless, it is worth mention that many active substanc-
es from these sources have a nonspecific mechanism
of membrane destabilization, which, in turn, impedes
their application because of the high toxicity caused
by a low therapeutic index. Hence, due to the diversity
of bacteria and their evolutional propensity to produce
antibiotics in order to conquer ecological niches, these
organisms still remain one of the most attractive sourc-
es of antimicrobial activity. The problem of antibiotic
rediscovery can be solved using various approaches.

STRATEGIES EMPLOYED TO SOLVE THE

ANTIBIOTIC REDISCOVERY PROBLEM

The BioMAP platform, which enables the detection
of known antibiotics and the discovery of novel ones
according to their individual inhibition profiles, has
shown that the growth-inhibiting activity of various
microorganisms in the collection can be used as a char-
acteristic “fingerprint” of the substance or extract [37].
Collections of bacterial strains of the same species can
be used to discover the target of the active substance
or, contrariwise, to search for compounds having a spe-
cific mechanism of action. A collection of 245 S. aureus
strains with suppressed gene expression allowed to
discover platensimycin, an antibiotic that belongs to a
previously unknown class of inhibitors of the enzyme
FabF /B that catalyze fatty acid biosynthesis [38].

The new insight into using soil bacteria as a source
of novel antibiotics opens up new possibilities for the
screening for antimicrobial activity. Whole-genome se-
quencing of actinomycetes has shown that they have

a much higher ability to produce secondary metabo-
lites upon cultivation. Complete genome sequencing
of Streptomyces coelicolor has demonstrated that over
20 secondary metabolites can be produced in theory,
whereas only three of them have been identified upon
in vitro cultivation [39]. In its turn, activation of silent
genes in antibiotic-producing bacteria opens up new
sources of previously unknown antimicrobials [40],
while the bioinformatic analysis and gene clustering
methods enable de novo prediction of antibiotics [41].
Hence, genome mining strategies can be successfully
employed to search for novel microbial secondary me-
tabolites, including previously unknown antibiotics
that show a high potential for drug design [42]. One of
the approaches used to activate silent genes and pro-
duce novel antibiotics is to select a growth medium
for culturing antibiotic-producing clones which have
been pre-selected at the sequencing stage because of
the presence of new genes [43]. Using quorum-sensing
factors is another approach applied to activate silent
genes [44]; however, their effect is difficult to predict,
and, therefore, it is probably not always the optimal
mechanism for activating silent genes. Meanwhile, re-
combinant expression is one of the most obvious strat-
egies for activating silent genes [45, 46]. Application of
new methods of cultivation of “unculturable” soil bac-
teria (Fig. 2) is another alternative approach that was
used to search for novel antibiotics. The platform based
on the cultivation of individual soil-dwelling bacteria
in their natural environment using a semipermeable
membrane has made it possible to discover the novel
antibiotic teixobactin, which exhibits activity against
resistant strains of Gram-positive bacteria, while resis-
tance to this compound has not developed [47]. Further-
more, this platform allowed to identify the previously
unknown genus Entotheonella, which is characterized
by a unique combination of secondary metabolites and
the pathways of their synthesis [48].

Screening of antibiotic-resistant bacteria can be
used to reveal novel mechanisms of synergistic inter-
actions, which opens up new prospects for the search
for antibiotic adjuvants potentiating their effect [26].
Application of resistant strains has made it possible to
discover acyldepsipeptides, a novel class of antibiotics
that activate intracellular bacterial protease ClpP [49],
which causes the death of bacteria, including persist-
ers, and treats chronic infection [50]. Pre-screening of
glycopeptide-resistant soil bacteria increased the prob-
ability of discovering clones that produce novel anti-
biotics belonging to that class by more than 1,000-fold
and made it possible to identify pekiskomycin, a novel
antibiotic with an unusual scaffold structure [51].

The strategy of designing bifunctional agents acting
as ‘Trojan horses’ has also proved efficient. The conju-
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gate of a rifampicin analogue connected to antibodies
specific to S. aureus cell wall teichoic acids via a bio-
degradable linker proved efficient in eliminating not
only suspension cells, but also the vancomycin-resistant
intracellular reservoir of bacteria [52]. It was of crucial
importance to select the antibody, linker, and antibiotic
properly. Rational design of highly specific antibiotics
proved efficient for siderophore—antibiotic conjugates
[53].

Proceeding from in vitro inhibition to the direct as-
sessment of the antimicrobial activity of an agent in
vivo opens up new prospects for designing the most
efficacious drugs. Screening of antimicrobial activity
against M. tuberculosis using infected macrophages [54]
enabled to make the in vitro model as similar to in vivo
conditions as possible and to rule out compounds that
exhibited nonspecific cytotoxicity and low ability to
penetrate macrophage cells. Models of in vivo infection
of the nematode Caenorhabditis elegans [55] and the
zebrafish Danio rerio [56] allowed to select agents that
cause the elimination of bacteria, including antibiotics
acting via mechanisms that are different from those of
the conventional antimicrobial activity.

A high sensitivity of the analytical signal is the fun-
damental parameter needed to enhance screening
performance. Application of bacteria producing re-
combinant fluorescent reporter proteins as a biosensor
of antimicrobial activity makes it possible to directly
detect bacterial growth inhibition [57], to identify an-
tibiotics that act via the given translation inhibition
mechanism [58], and to screen antibiotic combinations
using several fluorescent reporter proteins that have
different excitation/emission spectra [59].

CONCLUSIONS

The search for novel antibiotics has become an ur-
gent task because of the rapid development of anti-
biotic resistance. The success rate in the screening of
chemical libraries is extremely low; this strategy can
be efficient mainly when searching for adjuvants and
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Fig. 2. A device for culti-
vation of "unculturable”

soil bacteria (adopted from
[47]). The device consists of
two compartments sepa-
rated by a semipermeable
membrane. Individual cells
of soil bacteria in the growth
media are placed on one
side of the membrane, while
the other compartment con-
tains soil with the required
growth factors

narrow-spectrum antibiotics. Although the Waks-
man’s platform traditionally used for screening for the
antimicrobial activity of microorganisms has been ef-
fective in the past, its further application is associated
with an extremely high risk of antibiotic rediscovery.
It has been estimated that more than 107 different mi-
croorganisms need to be screened for every new an-
tibiotic discovery [60]. This problem can be solved by
using alternative platforms based on metabolomics,
whole-genome sequencing, bioinformatic analysis, re-
combinant gene expression, and alternative approaches
for the cultivation of “unculturable” microorganisms.
The fact that physiologically important antibiotics can
be discovered within the human microbiome [61] of-
fers new sources for antimicrobial activity screening.
The implementation of microfluidic platforms, which
allows conversion from a conventional 2D plate-screen-
ing platform to emulsion-based 3D screening in isolat-
ed microcompartments, is of particular interest. Cul-
tivation of individual cells in emulsion droplets can be
used for screening for antibiotic-resistant bacteria [62]
or bacteriolytic activity [63]. This alternative approach
offers unique prospects for a high-throughput analysis
of the activity of broad cell repertoires.

Encapsulation of individual cells into biocompatible
double emulsion droplets (Fig. 3) enables the analysis
of the activity of single cells and the coculturing of rep-
resentatives of microbiota with target cells to identify
antagonistic bacterial strains that produce antibiotics
[64]. This method is based on the coencapsulation of in-
dividual microbiota species, together with the reporter
strain of the target pathogen in droplets of a biocom-
patible double water-in-oil-in-water emulsion, their
subsequent cocultivation in droplets, and FACS-based
isolation of the target droplet population where patho-
gen growth is inhibited, while the effector cells stay vi-
able. The principal advantage of this technology is the
fact that the target population of bacterial effectors can
be selected, resulting in ultrahigh-throughput (~30,000
cells per second) screening for antimicrobial activity for
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Fig. 3. Ultrahigh-throughput (uHT) screening of antimicrobial activity in biocompatible double emulsion droplets (adopt-
ed from [64]). Cultivation of single microbiota effector cells with the reporter strain of the target pathogen, followed
by intravital staining to detect viable cells with subsequent selection of the target population of effector cells exhibiting

antimicrobial activity using FACS

individual clones. Thus, the selected bacteria can rep-
resent a population of extremely rare, slow-growing,
and “unculturable” microorganisms, which are, sub-
sequently, identified using whole-genome sequencing,
followed by a bioinformatic analysis. This platform was
applied for intravital selection of particularly rare cell
populations (representing ~0.005%) displaying antimi-
crobial activity using a single round of screening.
Further development of ultrahigh-throughput
(uHT) methods for screening for antibiotic activity is
of high interest, since bacterial biodiversity presents
a multitude of challenges that require an integrated
understanding of the interactions taking place both
at the level of individual bacteria and at the level of
an entire unique microbiome [65]. The combination of
uHT screening and genome mining techniques offers
great opportunities for the identification of rare clus-
ters involved in the biosynthesis of microbial secondary
metabolites that exhibit different spectra of antimicro-
bial activity. Such challenges as the analysis of the indi-

vidual activity of each microbiota species with respect
to the given target, as well as extensive assessment of
the spectrum of antimicrobial activity against a given
microbial community, are of great interest, as they en-
able one to untangle the interactions that take place
within a microbiological community. We believe that
advancements in microfluidic technologies, along with
uHT screening, whole-genome sequencing, proteomics,
and bioinformatics, will further our understanding of
microbiological processes. The microfluidic technolo-
gies of uHT screening of the natural biodiversity of
microorganisms or artificial libraries of antimicrobial
compounds clearly has potential for the discovery of
the next-generation antibiotics, as well as the selection
of ligands that inhibit antibiotic resistance. The combi-
nation of these agents may play a crucial role in solving
the problem of antibiotic resistance. ®

This work was supported by the Russian Science
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ABSTRACT The retinal pigment epithelium is a monolayer of pigmented, hexagonal cells connected by tight
junctions. These cells compose part of the outer blood-retina barrier, protect the eye from excessive light, have
important secretory functions, and support the function of photoreceptors, ensuring the coordination of a variety
of regulatory mechanismes. It is the degeneration of the pigment epithelium that is the root cause of many retinal
degenerative diseases. The search for reliable cell sources for the transplantation of retinal pigment epithelium
is of extreme urgency. Pluripotent stem cells (embryonic stem or induced pluripotent) can be differentiated with
high efficiency into the pigment epithelium of the retina, which opens up possibilities for cellular therapy in
macular degeneration and can slow down the development of pathology and, perhaps, restore a patient's vision.
Pioneering clinical trials on transplantation of retinal pigment epithelial cells differentiated from pluripotent
stem cells in the United States and Japan confirmed the need for developing and optimizing such approaches to
cell therapy. For effective use, pigment epithelial cells differentiated from pluripotent stem cells should have a
set of functional properties characteristic of such cells in vivo. This review summarizes the current state of pre-
clinical and clinical studies in the field of retinal pigment epithelial transplantation therapy. We also discuss dif -
ferent differentiation protocols based on data in the literature and our own data, and the problems holding back
the widespread therapeutic application of retinal pigment epithelium differentiated from pluripotent stem cells.
KEYWORDS Retinal pigment epithelium, differentiation, embryonic stem cells, induced pluripotent stem cells,
cell therapy, clinical trials.

ABBREVIATIONS AMD - age-related macular degeneration; IPSCs — induced pluripotent stem cells; BCVA —
best-corrected visual acuity; MSCs — mesenchymal stem cells; PDR — pigmentary degeneration of the reti-
na; PSCs — pluripotent stem cells; RPE — retinal pigment epithelium; ESCs — embryonic stem cells; ABCA4 —
ATP-binding cassette, sub-family A (ABC1) member 4; BEST-1 — Bestrophin 1; CNV — copy number variations;
NIC — nicotinamide; NK — natural killers; PEDF — pigment epithelium-derived factor, bFGF-basic fibroblast
growth factor; VEGF — vascular endothelial growth factor.

INTRODUCTION cell is in contact with 20—55 photoreceptors [2] in the

Retinal pigment epithelium (RPE) is formed by a mon-
olayer of hexagonal epithelial cells with a large number
of melanosomes containing a pigment's melanin (Fig. 1).
The inner layer of the five-layer Bruch’s membrane
serves as the basal membrane for pigment epitheli