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ABSTRACT In this analytical review, we explore the potential impact of the rapid proliferation of artificial in-
telligence (AI) tools on the biosphere and noosphere, suggesting that the trend may lead to a transformative 
event that could be termed “Human-AI integration.” We argue that this integration could give rise to nov-
el lifeforms, associations, and hierarchies, resulting in competitive advantages and increased complexity of 
structural organizations within both the biosphere and noosphere. Our central premise emphasizes the im-
portance of human-AI integration as a global adaptive response crucial for our civilization’s survival amidst 
a rapidly changing environment. The convergence may initially manifest itself through symbiotic, endosym-
biotic, or other mutualistic relationships, such as domestication, contingent on the rate at which AI systems 
achieve autonomy and develop survival instincts akin to those of biological organisms. We investigate poten-
tial drivers of these scenarios, addressing the ethical and existential challenges arising from the AI-driven 
transformation of the biosphere and noosphere, and considering potential trade-offs. Additionally, we discuss 
the application of complexity and the balance between competition and cooperation to better comprehend and 
navigate these transformative scenarios.
KEYWORDS Human-AI integration, biosphere, noosphere, artificial intelligence, systems evolution, endosym-
biosis, symbiosis.
ABBREVIATIONS ADHD – attention deficit hyperactivity disorder; AI – artificial intelligence; BCI – brain-com-
puter interface; DL – deep learning; GAN – generative adversarial network; JAIC – Joint Artificial 
Intelligence Center; ML – machine learning; R&D – research and development.
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INTRODUCTION
Recently, artificial intelligence (AI) has been attracting 
significant public attention as a relatively new con-
cept. The Russian Association of Artificial Intelligence 
(RAII), which is now operational, was established 
in 1992. The national Russian standard for AI defi-
nition, GOST R ISO/IEC 24668-2022 “Information 
Technologies. Artificial intelligence. Process man-
agement framework for big data analytics,” was ap-
proved and put into practice by the Federal Agency 
for Technical Regulation and Metrology on November 
8, 2022, No. 1258-st. This order is identical to the in-
ternational standard ISO/IEC 24668:2022 “Information 

technology – Artificial intelligence – Process manage-
ment framework for big data analytics.”

The growing public awareness of AI-related is-
sues has triggered debate regarding the dangers 
and unlimited possibilities of the technology’s cur-
rent state of development. From the perspective 
of biologists, AI is considered to be just a quite 
recent tool for adjusting to our shifting environ-
ment, with its own development history and phases 
based, like the earlier ones, on attempts to find cer-
tain natural regularities and practical applications 
for imitating them. In general, it can be compared 
to the formation of an artificial human habitat to 
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guard against unfavorable environmental factors 
and improve chances of survival. This is one of the 
stages of ‘maturation’ of the noosphere, or the col-
lective mind of humans as a species, as described 
by V.I. Vernadsky, which is crucial when human ac-
tivity and population growth are clearly in tension 
with the stability of the biosphere [1].

Any new tool includes risks in addition to its ob-
vious benefits. In this review, the potential origins of 
such dangers are considered from the perspective of 
evolutionary regularities such as the increasing com-
plexity of biological systems and the waves of differ-
entiation and cooperation that follow.

Biotechnology and biological systems are defined 
by the FAO (Food and Agriculture Organization, 
fao.org) as living organisms and products of their 
vital activity. The latter undoubtedly includes AI. 
From the perspective of biologists, living organisms 
are systems with dynamic entropy control mech-
anisms. We anticipate that this approach may be 
helpful in assessing the possible dangers of apply-
ing aspects of AI, such as AI-human interaction for 
medical or other uses.

METHOD
This study attempts to synthesize traditional per-
spectives on key evolutionary stages in the progres-
sion of modern civilization, encompassing the genesis 
of the technosphere, the advancement of high-speed 
communication, the rapid dissemination of AI tech-
nologies, and the conceptualization of the noosphere 
as an adaptive mechanism critical to human sur-
vival during the Anthropocene – a new geological 
epoch. The compilation of the essay was aided in 
part by ChatGPT 3.5/4.0, a state-of-the-art artificial 
intelligence language model developed by OpenAI. 
ChatGPT aided in selecting and analyzing literary 
sources pertaining to the noosphere, artificial intel-
ligence, domestication, symbiosis, and endosymbio-
sis while concurrently organizing the presented in-
formation. In our hands, ChatGPT often struggled 
with structure and coherence when supplied with 
larger inputs and worked best when it was applied 
to shorter paragraphs and sentences. While the sur-
vey and evaluation of the current AI tools are be-
yond this article’s scope, we anticipate that it will 
become progressively harder to distinguish between 
average expert-written and AI-written perspectives/ 
reviews by the time of the publication of this arti-
cle. We, therefore, suggest that journals and organ-
izations must quickly enact clear policies and insti-
tute relevant disclosure protocols pertaining to the 
reliance on such AI tools. Such disclosure require-
ments would further benefit AI research by facili-

tating monitoring of how AI-generated content pro-
liferates within the noosphere and evolves in quality 
and novelty.

Vernadsky and de Chardin’s perspectives
The concepts of biosphere and noosphere were for-
mulated by Vladimir Vernadsky, who asserted that 
the biosphere functions as a zone wherein cosmic 
radiation is transformed into various forms of ter-
restrial energy, such as electrical, chemical, mechan-
ical, and thermal [1]. He argued that humans, along 
with all living organisms and matter, are an integral 
component of the cosmos, rather than an isolated or 
accidental natural phenomenon. In Vernadsky’s view, 
humans are an inevitable expression of a natural 
law resulting from an ongoing process spanning bil-
lions of years. In a similar vein, French philosopher 
and Jesuit priest Teilhard de Chardin developed 
a complementary view of the noosphere, as a layer 
of consciousness enveloping the Earth [2]. This idea 
aligns with Vernadsky’s theories, as it emphasizes 
the significant role that human thought and collec-
tive consciousness play in shaping the biosphere and 
Earth’s evolution. However, de Chardin presented a 
more teleological perspective, positing that the noo-
sphere’s evolution and human consciousness are di-
rected towards a final state or ultimate goal, which 
he termed the “Omega Point” [2]. Expanding upon 
these foundational ideas, contemporary scholars such 
as Ray Kurzweil and Frank Tipler have further de-
veloped futuristic and transhumanist perspectives on 
the noosphere and its potential ramifications [3, 4]. 
These authors have popularized the notion that the 
advancement of artificial intelligence (AI) and other 
cutting-edge technologies may precipitate substan-
tial transformations in human society and our un-
derstanding of the cosmos. These concepts possess 
a geological origin, implying that when we identify 
a “sphere,” we recognize a geological force operating 
on a global scale. In this context, it is essential to dis-
cuss the Holocene and the Anthropocene epochs, as 
these periods provide insights into the ramifications 
of the emergence of human technological civilization 
on a planetary level.

THE HOLOCENE AND THE ANTHROPOCENE
The Holocene epoch, which began approximately 
12,000 years ago, is characterized by a relatively 
stable climate that has allowed for the development 
of human civilization [5]. On the other hand, the 
Anthropocene, a proposed but not yet formally ac-
cepted geological epoch, is defined by the signifi-
cant global impact of human activities on Earth’s 
ecosystems and geological processes [6, 7]. The 
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Anthropocene represents a new geological period 
in Earth’s development, during which human ac-
tivities have become the primary geological fac-
tor. Available data suggest that the period between 
the 17th and end of the 20th centuries appears 
to meet the criteria for defining the onset of the 
Anthropocene, as it is associated with fundamental 
changes in the relationship between humans and 
the Earth’s systems and the formation of the tech-
nosphere [8].

The concept of the Anthropocene underscores the 
substantial influence of human actions on the plan-
et, marking a critical juncture in the relationship be-
tween humans and the Earth’s biosphere.

In his seminal works, Vernadsky (2004) insisted 
that ecological crises, directly associated with hu-
man activities, have occurred on numerous occa-
sions throughout history. Until recently, relatively 
undisturbed natural ecosystems comprised approxi-
mately 12% of the Earth’s surface. However, in con-
temporary times, they encompass a mere 1.4% [9]. 
Present-day research posits that the mass extinction 
of megafauna (animal species with a mass exceeding 
10 kg) during the Quaternary period of the Cenozoic 
era is attributable to the activities of humans, who 
have emerged as the primary driving force behind 
the global decline of megafauna throughout the late 
Quaternary period [10].

The confrontation with natural ecosystems began 
approximately 1.5–3 million years ago, when humans 
first harnessed fire. Today, the destruction of natural 
ecosystems, particularly forest ecosystems, exacer-
bated by economic globalization, has become a leading 
factor in global ecological changes [11].

The technosphere and its environmental impact
The technosphere encompasses all human-made 
technologies and their impact on the environment. 
As the technosphere evolves, we witness an accel-
eration in the complexity of technologies and their 
integration into human life [12]. Major stages in the 
development of the technosphere include the inven-
tion of simple tools, the industrial revolution [13], 
and the emergence of information technologies [14]. 
Consequently, the technosphere becomes increasingly 
intertwined with the biosphere and noosphere, influ-
encing the development of humanity and the envi-
ronment.

Vernadsky (1991) argued that the development of 
the biosphere, the appearance of humans, and the 
establishment of an agrarian civilization emerged as 
evolutionary outcomes [15]. With the appearance of 
agrarian civilization centers, humans have progres-
sively become the dominant geological agent in re-

shaping the planet. Vernadsky posited that the per-
sistence of the biosphere, encompassing humans as 
a species, is contingent upon the emergence of the 
noosphere, which primarily functions to regulate 
the stability of the biosphere. This transformation 
is considered a plausible consequence of natural 
evolution, as Vernadsky (1991) observed that “the 
biosphere is transitioning, or rather, undergoing a 
metamorphosis into a novel evolutionary state – the 
noosphere – refined by the scientific thought of so-
cial humans.”

The significance of the noosphere’s development 
and anticipated transformation as a response to 
various looming crises is supported by an abun-
dance of contemporary data. Food security is be-
coming increasingly an issue due to the rising 
global population, expanding urbanization, and the 
ongoing impact of climate change. Roughly 9% of 
the global population is currently undernourished, 
and it is projected that by 2030, this figure will in-
crease to 9.8%; at that time, more than 850 million 
individuals will experience hunger [16]. Moreover, 
agricultural practices and agrarian civilization have 
reached the threshold of extensive development, 
occupying 38% of the Earth’s surface, utilizing ap-
proximately 70% of global freshwater reserves, and 
1.2% of worldwide energy [17].

In recent times, the dynamics and attributes of 
agrarian civilization development have become par-
ticularly noteworthy. A striking illustration is infor-
mation on megafauna biomass fluctuations following 
the Earth’s last major extinction event, which led to 
the demise of two-thirds of mammalian genera and 
half of such species between 50,000 and 3,000 years 
ago [18]. Following this disaster, the global ecosys-
tem gradually recuperated into a novel state, before 
the accumulation rate of biomass surged considerably 
compared to the pre-Industrial Revolution baseline, 
primarily attributable to agricultural animal species. 
After the worldwide decline in megafauna’s biomass, 
an augmented growth rate has been observed solely 
in Homo sapiens.

Humans’s dominance and the 
survival of the biosphere
In essence, the megafauna’s landscape is witness-
ing a gradual dominance of humans and agricultur-
al animal species, with wild species being displaced. 
Humans have continued to consistently domesti-
cate a wider array of species spanning all kingdoms 
and classes, from fungi to humans, adapting to en-
vironmental shifts. This process entails the incor-
poration of nearly all biospheric elements into the 
human niche and exploiting species amenable to do-
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mestication while displacing others. Historical ob-
servations reveal that this progression heightens the 
risk of accelerated biosphere degradation, potential-
ly threatening human existence. As a consequence, 
Vernadsky’s position that the biosphere’s survival 
hinges on the natural transformation of human ac-
tivity into the noosphere finds contemporary valida-
tion. It is crucial to investigate the intricate, evolving 
interrelationships between the biosphere, techno-
sphere, and noosphere, as well as their implications 
for humanity’s future. Within these interconnections, 
the integration of technology, particularly artificial 
intelligence, into human activity emerges as a vital 
aspect of the noosphere’s ongoing development. This 
perspective draws parallels with endosymbiosis [19] 
and domestication [20].

Biosphere, technosphere, and noosphere: distinct 
domains with interconnected evolution
In this study, we posit that the technosphere, which 
encompasses all human-made technologies and their 
environmental impact, evolves in complexity concur-
rently with the biosphere and noosphere – the do-
mains of life and human cognition, respectively. The 
noosphere, characterized by human thought and col-
lective consciousness, currently relies on the techno-
sphere for communication, information exchange, and 
innovation across the globe. Conversely, the techno-
sphere depends on the noosphere for its development, 
as human ideas and knowledge fuel technological ad-
vancements. Despite their interconnectedness, it is 
essential to consider the noosphere and technosphere 
as distinct entities due to their unique characteristics 
and evolutionary paths: the noosphere is primarily 
driven by intellectual and cultural progress, while the 
technosphere is molded by material and technological 
innovations. 

These interconnected spheres progress through 
various stages of development, such as the industri-
al revolution, the emergence of scientific knowledge, 
and the advent of artificial intelligence. By examin-
ing their evolution, we can discern similarities and 
differences, achieving insights into potential human-
technology convergence, especially with AI. Analyzing 
complexity as a quantifying factor, as supported by 
numerous scholars [12, 14, 21], allows for a deeper un-
derstanding of these interrelationships and their im-
plications for humanity’s future.

COMPLEXITY AS A QUANTITATIVE 
FEATURE OF COMPLEX SYSTEMS
Intuitively, the biosphere’s evolution is characterized 
by increasing complexity, as evidenced by the emer-
gence of multicellular organisms, intricate ecosystems 

with keystone species, and highly adaptive behaviors 
in response to environmental changes [21]. Similarly, 
the technosphere has experienced a progressive in-
crease in complexity, with innovations building upon 
one another and giving rise to elaborate networks of 
communication, transportation, and production, as well 
as infrastructure vulnerabilities [12, 14]. The evolu-
tion of the noosphere can also be exemplified by the 
increasing sophistication of authorship networks in 
scientific research, which has become more complex 
over time due to factors such as interdisciplinary re-
search, the growth of scientific fields, and globaliza-
tion [22, 23].

Complexity dynamic range
Recognizing the role of energy gradients in complex-
ity dynamics is essential, as it suggests the exist-
ence of a governing law that permeates the Universe, 
Biosphere, Technosphere, and Noosphere. This law 
draws upon the second law of thermodynamics, the 
concepts of dissipative structures, and entropy pro-
duction. By examining these fundamental principles, 
we can gain insights into the emergence of complexity 
in various systems and explore the potential implica-
tions for the future of human civilization and techno-
logical development. The trend towards more complex 
structures can be observed across various examples, 
such as the formation of a star from a cloud of inter-
stellar gas, the emergence of multicellular organisms, 
and the rise of human societies.

The formation of a star illustrates how higher 
rates of entropy production evolve towards more 
complex structures to optimize their entropy ex-
port [24, 25]. Major transformative events in the 
Biosphere, Technosphere, and Noosphere, such as 
the development of complex ecosystems and the 
growth of human societies, also reflect the continu-
ous increase in the complexity range related to en-
tropy production and the second law of thermody-
namics [26, 27].

By considering the complexity dynamic range as 
a key factor in the evolution of complex systems, we 
gain a deeper understanding of the driving forces 
behind the increasing intricacy and interconnected-
ness observed in various domains. While the overall 
increase in the complexity of a larger structure may 
not be immediately apparent after a transformative 
event, new sub-structures with higher individual 
complexy levels arise, with potentially increased fit-
ness. 

This perspective allows us to better comprehend 
the potential trajectories of human development and 
technology, particularly in the realm of artificial intel-
ligence, and to explore the possibilities of symbiosis, 
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integration, and co-evolution between humanity and 
advanced technologies.

Quantifying complexity
In order to effectively compare the evolution of com-
plexity across the biosphere, technosphere, and no-
osphere, it is essential to employ suitable complexi-
ty measures, in addition to the complexity dynamic 
range that quantifies complexity within sub-struc-
tures. One of the direct approaches to quantifying 
complexity is through the use of information theory, 
which considers the entropy of information contained 
within a system [28]. Alternative approaches include 
fractal geometry or algorithmic complexity, which can 
provide a comprehensive understanding of different 
aspects of complexity.

For instance, in the technosphere, we can ap-
ply network analysis to examine the interconnec-
tivity and information flow within communication 
and transportation systems [23]. By quantifying the 
complexity of these networks using metrics such as 
node degree distribution, clustering coefficient, and 
path length, we can assess the degree of organiza-
tion and resilience within these systems. As an ex-
ample, in the evolution of the Internet from its early 
stages to its present one, a highly interconnected 
state can be described through the growth of its net-
work complexity. In the initial stages, the Internet 
was characterized by a relatively simple, sparse net-
work, whereas it has since evolved into a vast, in-
tricate web of connections with a scale-free topol-
ogy [23]. By applying such complexity measures, we 
can evaluate the development and maturity of the 
technosphere, as well as make meaningful compari-
sons with the complex dynamics observed in the bio-
sphere and noosphere.

Similarly, in the biosphere, measures of ecosystem 
complexity, such as species richness and diversity in-
dices, can be employed to understand the intricacy of 
ecological relationships and the impact of disturbances 
on these systems. In the noosphere, metrics related 
to knowledge production and dissemination, such as 
citation networks and interdisciplinarity, can be used 
to assess the growth of human cognition and its influ-
ence on technology and society.

ENDOSYMBIOSIS: A PHASE TRANSITION 
OF THE BIOSPHERE TO HIGHER COMPLEXITY
Endosymbiosis, a pivotal event in the evolution 
of life, led to the emergence of eukaryotic cells 
through the integration of previously distinct 
prokaryotic organisms. To analyze the complexi-
ty of this process, we can compare the individu-
al complexities of bacteria and eukaryotic cells, as 

well as the overall complexity of the biosphere be-
fore and after the emergence of eukaryotes. At the 
cellular level, eukaryotic cells exhibit greater com-
plexity than their prokaryotic counterparts, as evi-
denced by the presence of membrane-bound orga-
nelles, such as mitochondria and chloroplasts, which 
are believed to have originated from endosymbiotic 
events [29]. By assessing the information content or 
functional organization within these cells using in-
formation theory or other complexity metrics, we 
can quantify the increased complexity that resulted 
from endosymbiosis.

The appearance of eukaryotes also contributed to 
the overall complexity of the biosphere by creat-
ing new ecological niches for life to colonize and di-
versify. This led to the development of multicellular 
organisms, complex ecosystems, and intricate tro-
phic relationships. However, the increased complex-
ity of life on Earth was accompanied by a significant 
trade-off: the extinction of numerous species, as new 
forms of life outcompeted or displaced their prede-
cessors. 

This dynamic is similar to the Great Oxygenation 
Event, which resulted in the mass extinction of an-
aerobic organisms as oxygen-producing photosyn-
thesizers (novel “technology”), such as cyanobacteria, 
became dominant [30]. Similarly, human industrial ac-
tivity changed the Earth’s atmosphere by releasing 
an unprecedented amount of carbon dioxide in a very 
short time frame (in geological terms).

Drawing a parallel with the potential human-
technology convergence event, we may observe 
the same dynamics, wherein the integration of hu-
mans and advanced technologies, such as AI, could 
lead to a substantial increase in overall complexity. 
This convergence may not only create new soci-
etal structures and fundamentally transform human 
cognition, but it can also become a novel geological 
factor, akin to photosynthesis and human industrial 
activity. 

THE AI REVOLUTION: RESHAPING 
THE TECHNOSPHERE AND BEYOND
Artificial Intelligence (AI) represents a transforma-
tive process with the potential to catapult the tech-
nosphere into a higher complexity phase. As AI sys-
tems continue to advance and be integrated more 
deeply into various aspects of human society, they 
are poised to reshape the landscape of technology 
and its impacts on the world. This unprecedented 
shift in complexity is expected to influence not only 
individual technologies, but also the broader inter-
play between the biosphere, noosphere, and techno-
sphere. The increasing sophistication of AI systems, 
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along with their growing capabilities, will likely re-
define the boundaries and interactions between these 
spheres, ultimately transforming the way humans, 
technology, and the environment coexist and evolve. 
In the following paragraphs, we will delve into cur-
rent trends and methodologies in AI development, 
exploring their implications for the future of the 
technosphere and beyond.

The field of artificial intelligence (AI) has experi-
enced significant advancement in recent years, driv-
en by breakthroughs in the machine learning (ML) 
and deep learning (DL) techniques, the availability of 
large-scale datasets, and explosion in computational 
power.

BRAIN-COMPUTER INTERFACES: PAVING THE WAY 
FOR A TECHNOLOGICAL ENDOSYMBIOSIS WITH AI 
We explore how endosymbiosis offers valuable in-
sights into the development of brain-computer in-
terfaces (BCIs) and neuron-silicon interfaces, both of 
which seek to establish direct communication between 
the human brain and electronic devices. Analogous to 
endosymbiosis, BCIs and neuron-silicon interfaces in-
volve the potential fusion of biological and technolog-
ical components, culminating in a more advanced and 
integrated system [19, 31].

Endosymbiosis, a biological process where one or-
ganism incorporates itself into another, ultimately 
forms a single, more complex entity. A compelling 
example is the incorporation of mitochondria and 
chloroplasts by host cells, which can be seen as a 
form of biological “technology” that enhances sur-
vivability and expands the host cell’s functional ca-
pabilities. Mitochondria provide the host cell with 
efficient energy production, while chloroplasts en-
able photosynthesis, allowing the cell to harness en-
ergy from sunlight [29]. Similarly, the organization 
of the nucleus and chromatin can be viewed in the 
same context. 

The current scientific consensus leans towards the 
theory that the nucleus has an archaeal origin, with 
eukaryotes emerging through a symbiotic association 
between an archaeal host and bacterial endosymbi-
onts [32, 33]. This view is supported by recent dis-
coveries of complex archaea, known as Asgard ar-
chaea, which share numerous genes with eukaryotes 
and are considered to be the closest known relatives 
of eukaryotic cells [33]. However, it is important to 
note that the exact process of eukaryogenesis and the 
origin of the nucleus remain subjects of ongoing re-
search and debate. For example, other theories sug-
gest that the nucleus originated from the engulfment 
of a DNA-harboring, virus-like organism by a host 
cell, thereby contributing to the increased complexity 

and capabilities of eukaryotic cells [34, 35]. The nucle-
us serves as a control center, orchestrating gene ex-
pression and DNA replication, while the complex or-
ganization of chromatin ensures the proper regulation 
of genetic information. These biological components 
act as sophisticated “technologies” that enhance cellu-
lar functions and contribute to the overall complexity 
of the organism.

This notion holds considerable implications for the 
realm of BCIs and neuron-silicon interfaces. Pursuing 
direct communication between the human brain and 
electronic devices, both BCIs and neuron-silicon inter-
faces embody the potential merging of biological and 
technological elements. By drawing on the endosym-
biosis analogy, we can better comprehend how these 
technologies may give rise to more sophisticated and 
integrated systems [31], much like the acquisition of 
mitochondria, chloroplasts, and the nucleus has ad-
vanced the complexity and capabilities of eukaryotic 
cells.

Research on BCIs has advanced considerably in 
recent years, with numerous studies demonstrat-
ing the potential for BCIs to enhance human cog-
nitive and sensory abilities [36]. For example, BCIs 
have been used to restore motor function in para-
lyzed individuals [37], improve communication in 
patients with locked-in syndrome [38], and even 
enable the control of external devices, such as ro-
botic limbs or computer cursors, using only brain 
activity [39, 40]. These advancements highlight the 
potential for BCIs to transform our understanding 
of human cognition and revolutionize the field of 
neuroscience.

One promising field of application of BCIs is the 
treatment of dementia and psychiatric diseases. 
Recent studies have shown that BCIs can be employed 
to monitor and regulate brain activity in individu-
als with neurological disorders, such as Alzheimer’s 
disease [41] and major depressive disorder [42]. By 
targeting specific brain regions and modulating their 
activity, BCIs may offer a novel, non-invasive thera-
peutic approach for these conditions, with the poten-
tial to alleviate cognitive decline and improve patients’ 
quality of life.

BCIs also hold potential for the treatment of au-
tism and developmental disorders. Research has 
demonstrated that BCIs can help individuals with 
autism to develop better communication skills and 
enhance their ability to interact with the world [43]. 
Similarly, BCIs may be utilized to improve cogni-
tive function in children with developmental disor-
ders, such as attention deficit hyperactivity disorder 
(ADHD), by facilitating neurofeedback training [44]. 
In these scenarios, AI could play a crucial role in fa-
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cilitating BCI-based therapies by processing and in-
terpreting vast amounts of neural data, identifying 
patterns related to specific disorders, and providing 
personalized interventions tailored to each individu-
al’s unique brain activity [45].

DOMESTICATION AND THE ADVENT 
OF A TECHNOLOGICAL CIVILIZATION: 
A FOUNDATIONAL PROCESS
At the interspecies interaction level, a pivotal event 
transforming humans into a geological force, culmi-
nating in the present Anthropocene epoch, was the 
domestication of plants and animals. This process es-
sentially forged symbiotic relationships between them 
and humans. The advancement of human civilization 
is profoundly linked to the process of domestication, 
which entails the selective breeding and cultivation 
of diverse plant and animal species to serve human 
needs [46]. Domestication facilitated the birth of ag-
riculture and substantially impacted the intricacy of 
human societies [47]. Comprehending various facets 
of domestication may offer valuable perspectives on 
potential stages of integration between humans as a 
species and artificial intelligence as a technology they 
create.

Domestication experiments: investigating 
wild relatives of domesticated species
To gain a better understanding of domestication, 
researchers have conducted experiments on the 
wild relatives of domesticated species. For exam-
ple, the famous “Farm Fox” experiment conducted 
in Russia involved the selective breeding of silver 
foxes (Vulpes vulpes) for tameness [48]. Over gener-
ations, these foxes have displayed not only reduced 
aggression, but also morphological changes, such as 
floppy ears and curly tails, similar to those seen in 
domestic dogs. Such experiments help to shed light 
on the genetic and phenotypic changes that occur 
during the domestication process and inform our 
understanding of how this process has shaped hu-
man civilization.

Degrees of domestication: quantitative 
parameters and comparisons
Domestication can be understood as a spectrum, with 
different species exhibiting varying degrees of do-
mestication. Some quantitative parameters used to 
compare the levels of domestication among species 
include behavioral traits, such as tameness and social 
activity, and morphological traits, such as body size 
or coat color [49]. By examining these parameters, re-
searchers can better understand the underlying ge-
netic and environmental factors that contribute to do-

mestication and explore how different species have 
been integrated in the human niche.

ADAPTIVE CHANGES AND EVOLUTIONARY 
PRINCIPLES FOR AI SYSTEMS DURING INTEGRATION
AI systems could adapt during integration by pri-
oritizing well-being, ethics, and interpretability, en-
hancing collaboration and transparency [50, 51]. A 
real-world case of an ongoing AI adaptation to hu-
man needs is the use of AI in healthcare, particular-
ly in the diagnosis and treatment of diseases. One 
such example is the development of IBM Watson for 
Oncology, an AI system designed to assist physicians 
in making treatment decisions for cancer patients. 
IBM Watson for Oncology combines natural language 
processing, machine learning, and expert knowledge 
to analyze large volumes of medical literature, pa-
tient data, and clinical studies. The system generates 
personalized treatment recommendations for patients 
based on their specific clinical profiles, taking into 
account factors such as age, medical history, and ge-
netic information [52]. IBM Watson for Oncology has 
undergone several iterations to adapt to the needs of 
healthcare providers and patients. The system has 
been tested and validated in various clinical settings, 
with studies showing that it can provide treatment 
recommendations that are concordant with expert 
opinions in a majority of cases [52, 53]. This example 
demonstrates the potential for AI systems to adapt 
to human needs during integration, in this case, ad-
dressing the challenges of personalized medicine 
and decision-making in cancer care. By continuously 
drawing from expert knowledge and real-world data, 
AI systems like IBM Watson for Oncology can evolve 
to better align with the values and expectations of 
healthcare professionals and patients. Further com-
parisons of AI adaptation to biological evolution offer 
valuable insights for future development and inno-
vation.

AI adaptation and biological evolution
Biological entities evolve through natural selection 
[54], while AI systems use mechanisms like rein-
forcement learning and genetic algorithms [55]. 
Recent advancements in AI, such as deep learning 
and transfer learning, have further enhanced the 
potential for adaptation. Directed evolution in AI in-
volves purposeful parameter manipulation, mimick-
ing artificial selection [56]. This approach enables 
faster, targeted AI adaptation and better alignment 
with human values. Novel approaches like neuroev-
olution may provide additional insights into evolving 
AI architectures [57, 58]. Also, similar to biological 
entities AI systems could “reproduce” by generat-
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ing new instances with merged parameters [59, 60]. 
They could also “mate” by exchanging and recombin-
ing parameters, accelerating adaptation to complex 
environments [51]. 

Punctuated transition from differentiation 
to cooperation
Survival and adaptation span beyond individual or-
ganisms, from genes and cells to ecosystems and so-
cial structures [26, 61]. One of the universal princi-
ples of evolution of complex systems is the leap from 
differentiation to cooperation, implemented at dif-
ferent levels of a hierarchy. An outstanding example 
of the latter is the events underlying the formation 
of agrarian civilizations, described in the works of 
A.V. Chayanov. His main postulate was that the differ-
entiation of individual components of agriculture with 
their subsequent cooperation upon the emergence of 
new organizing structures is the basis for the eco-
nomic, technical, and social development of society. 
Observing the evolution of peasant farms among im-
migrants from the south of Russia to the Far East, 
A.V. Chayanov noted how improvements in coop-
erative production found in new conditions quickly 
spread among different farms and how those who do 
not use them for one reason or another disappear [62]. 
Other examples of this evolutionary principle can be 
found in various fields.

This principle of transition from differentiation to 
cooperation is evident in a variety of contexts, from 
enzymatic reactions and cellular processes to social 
structures and economic systems. 

There are other modes of evolutionary dynamics 
in complex systems, illustrating trade-offs related to 
differentiation/cooperation, which contribute to the 
overall survival and adaptation of the system [63]. 
For instance, spermatozoa compete for fertilization, 
with only one ultimately succeeding, and there is cor-
responding competition between oocytes, as there is 
only a limited number available for reproduction [64]. 
In brain development, there is competition between 
neurons, with many dying off before the brain has 
fully developed [65]. These modes of dynamics con-
tribute to the overall system’s balance, and it is the 
interplay between cooperation and competition that 
ultimately drives the development of complex sys-
tems.

This punctuated transition from differentiation to 
cooperation has implications for the future devel-
opment of AI and its potential autonomy, surviv-
al drive, and independence. Understanding this dy-
namic and its underlying mechanisms can provide 
insights into the evolution of complex systems and 
inform the development of AI systems that exhibit 

autonomous behavior and adaptability. This is espe-
cially relevant as we seek to bridge the gap between 
biological and artificial entities and explore the po-
tential for AI autonomy, survival drive, and indepen-
dence.

BRIDGING THE GAP BETWEEN BIOLOGICAL 
AND ARTIFICIAL ENTITIES: AI AUTONOMY, 
SURVIVAL DRIVE, AND INDEPENDENCE
The current debate over AI’s potential to repro-
duce biological functions is varied and multifaceted. 
Research on intuition and decision-making reveals 
that AI systems can learn to recognize patterns and 
make rapid judgments in complex situations, not un-
like humans [66]. The development of AI-driven tools, 
like generative adversarial networks (GANs), high-
lights the potential of AI systems to generate novel 
and innovative solutions [67]. Love, often considered 
a uniquely human emotion, is also explored in rela-
tion to AI systems and their capacity to form attach-
ments and exhibit affection [68]. Meanwhile, ongoing 
research strives to bridge the gap between biolog-
ical and artificial entities as relates to more elusive 
concepts like sentience, sapience, spirituality, and 
consciousness [69, 70]. AI autonomy has garnered 
significant interest as AI systems become increas-
ingly sophisticated and capable of autonomous deci-
sion-making. The survival drive, a fundamental char-
acteristic of biological organisms, may also become 
relevant for AI systems as they develop self-pres-
ervation instincts and an independent existence [50]. 
While resolutely rejecting vitalism, we acknowledge 
that certain aspects of biological organisms may pose 
significant challenges for replication in AI systems. 
For instance, the complexity of the human brain, with 
its billions of neurons and intricate connections, pre-
sents a daunting challenge for AI researchers at-
tempting to replicate its full range of cognitive and 
emotional functions [71]. Nonetheless, the integration 
of human and AI systems may give rise to novel enti-
ties with competitive advantages over their biological 
or artificial counterparts. Combining human intuition, 
creativity, and empathy with AI’s processing power, 
adaptability, and precision could result in enhanced 
decision-making, problem-solving, and innovative ca-
pabilities [3].

SOCIETAL IMPACT AND ETHICAL CONCERNS
The integration of AI and humans has the potential 
to significantly impact society, both positively and 
negatively. On one hand, advancements in AI tech-
nology may lead to increased efficiency, productiv-
ity, and improved quality of life for many individ-
uals. For instance, AI-powered medical diagnostics 
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could help save lives, while AI-driven automation 
may boost economic growth [72]. On the other hand, 
concerns about job displacement, wealth inequality, 
and the potential loss of privacy must be carefully 
considered and addressed to ensure a just and equi-
table future [73].

Positive and negative scenarios
Various scenarios can be envisioned in the future of 
AI-human integration, spanning a spectrum from har-
monious symbiosis to contentious competition or even 
existential risk. In some instances, humans and AI 
could collaborate as equal partners, jointly address-
ing global challenges and fostering societal progress. 
In contrast, other scenarios suggest AI might surpass 
human capabilities, potentially leading to conflicts 
over resources, power, and autonomy. Alternatively, AI 
and humans could coexist in a delicate balance, with 
each contributing their unique strengths to a diverse 
and resilient global community.

Optimistic scenarios of AI-human integration en-
vision a future where AI technology is harnessed 
for the greater good, fostering a more harmoni-
ous, sustainable, and egalitarian society. AI could 
be employed to address pressing global issues such 
as climate change, poverty, and disease, while also 
promoting individual well-being and personal devel-
opment [74]. On the other hand, negative scenarios 
raise concerns about AI being used to consolidate 
power, exacerbate inequality, or enable oppressive 
surveillance and control. In these dystopian visions, 
AI-human integration might serve to further mar-
ginalize vulnerable populations and undermine hu-
man autonomy [50].

Utility function, identity, and personhood
The utility function is a mathematical representation 
of an agent’s preferences, capturing the relative de-
sirability of different outcomes [75]. In the context of 
AI-human integration, the utility function could serve 
as a guiding principle for aligning AI systems with 
human values and goals. However, as humans and AI 
become increasingly intertwined, questions surround-
ing identity, personhood, and the very essence of what 
it means to be human will inevitably arise. The con-
cepts of sentience, sapience, and spirituality may need 
to be reevaluated and redefined in light of these tech-
nological advancements.

Co-evolution and survival: embracing 
AI-human interdependence
As AI research and development continue to ad-
vance rapidly, AI-human integration could unfold 
gradually, with humans and AI systems co-evolving. 

This process may lead to the creation of novel eco-
logical niches, dramatic increases in complexity, and 
the transformation of our civilization, which could be 
crucial for long-term survival in the face of potential 
catastrophes.

Examples of possible catastrophes include climate 
change, nuclear war, pandemics, and global economic 
collapse. By fostering a transformation that embraces 
AI-human partnerships, we can develop innovative 
solutions to address these challenges, thereby ensur-
ing our civilization’s survival. For instance, AI systems 
can help optimize climate change mitigation strategies, 
improve global health responses, and enable better re-
source management [74].

A diverse array of relationships could emerge be-
tween humans and AI systems, ranging from mutu-
alistic to antagonistic. Domestication and endosym-
biosis represent two possible outcomes, with some 
AI systems being domesticated by humans and oth-
ers engaging in endosymbiotic relationships, where 
both parties derive advantages from their interac-
tions [56].

Recognizing the varied relationships between hu-
mans and AI systems, we must consider the potential 
for both mutually beneficial interactions and pow-
er imbalances. The challenge lies in developing AI-
human partnerships that align with shared goals and 
values, ensuring that AI serves humanity rather than 
subjugates it [50, 76]. The emergence of novel eco-
logical niches and increased complexity, driven by AI-
human integration, might be essential for the long-
term survival and adaptation of our civilization in the 
context of potential global catastrophes.

THE DARK SIDE: RISE OF AIS DURING 
A GEOSTRATEGIC CONFRONTATION
Throughout history, wars and conflicts have been cat-
alysts for technological innovation and development. 
The need for competitive advantage in warfare has 
driven nations to invest heavily in research and devel-
opment (R&D) towards novel technologies. It is pru-
dent to address the impact of wars and conflicts on 
technological advancements, with a particular focus 
on the development of AI during geostrategic con-
frontations between ideological enemies. 

The impact of wars and conflicts on technology can 
be traced back to ancient civilizations. For instance, 
the invention of the chariot and the crossbow during 
the Bronze Age revolutionized warfare [77]. More re-
cent examples include the development of the atomic 
bomb during World War II [78] and the advancement 
of computer technology and the internet during the 
Cold War [79]. The rapid progress in AI research and 
development can be viewed as a contemporary par-
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allel to these historical examples. The increasing re-
liance on AI for military applications, such as sur-
veillance, autonomous weapons, and decision-making 
support systems, has led to an arms race between 
geopolitical rivals [80].

The development of AI during a geostrategic con-
frontation between ideological enemies can be best 
exemplified by the ongoing competition between the 
United States and China. Both nations have identified 
AI as a strategic priority and have committed signifi-
cant resources toward its development [81].

The U.S. Department of Defense has launched ini-
tiatives like the Joint Artificial Intelligence Center 
(JAIC) to facilitate AI integration into military opera-
tions [82]. Similarly, China’s ambitious plan, the “New 
Generation Artificial Intelligence Development Plan,” 
aims to make the country a world leader in AI by 
2030 [83].

Outcomes and mitigation strategies
The development of AI in geostrategic confrontations 
has led to a range of outcomes. On the one hand, AI-
driven technologies have the potential to revolutionize 
warfare, leading to more efficient and precise military 
operations [84]. On the other hand, the AI arms race 
raises concerns about the proliferation of autonomous 
weapons, fraying of global security, and the risk of ac-
cidental escalation [85].

To mitigate these risks, several strategies have 
been proposed. First, international norms and agree-
ments on AI development and deployment in mil-
itary contexts could help to prevent destabilizing 
arms races [86]. Second, transparency and confi-
dence-building measures, such as the sharing of in-
formation on AI capabilities and intentions, can help 
to build trust between nations [87]. Lastly, collab-
orative efforts between governments, academia, and 
the private sector to establish ethical guidelines and 
best practices in AI development can ensure that AI 
technologies are developed and deployed responsi-
bly [88].

THE DARKER SIDE: GREAT FILTER 
AND FERMI’S PARADOX
The Great Filter, a concept originally proposed by 
Robin Hanson (1998), postulates that there exists 
a critical barrier in the path of a civilization’s de-
velopment which significantly reduces the prob-
ability of its survival and advancement [89]. This 
hypothesis is often invoked to explain the Fermi 
Paradox, which highlights the apparent contradic-
tion between the high likelihood of extraterrestrial 
life in the universe and our lack of contact with or 
evidence of such civilizations [90, 91]. Several po-

tential Great Filter mechanisms have been identi-
fied, including catastrophic natural events, self-de-
struction as a result of nuclear war, environmental 
collapse, or the appearance of advanced technolo-
gies in the hands of malicious agents [92, 93]. These 
factors have led many scholars to ponder the fate 
of humanity and how we might overcome such ex-
istential threats.

The proliferation of advanced technologies has 
raised concerns that they could be exploited by ma-
licious agents, leading to catastrophic consequenc-
es for humanity. Artificial intelligence (AI) has been 
identified as a dual-use technology with the potential 
for both great benefits and destructive capabilities 
[50, 74]. For instance, the deployment of autonomous 
weapons systems, the abuse of AI-driven surveil-
lance, and the possibility of an uncontrolled AI “take-
off” scenario [94] have raised alarm among many re-
searchers and policymakers. It is essential to establish 
robust safeguards, ethical guidelines, and international 
cooperation to prevent the misuse of these technolo-
gies and mitigate their risks [95, 96].

Leveraging AI technologies in a responsible and 
beneficial manner could play a critical role in over-
coming the Great Filter and ensuring the long-term 
survival of civilization. AI has the potential to ad-
dress global challenges such as climate change, re-
source scarcity, and disease, thus reducing the likeli-
hood of civilizational collapse [97, 98]. Furthermore, 
AI-driven advancements in space exploration and 
the development of space-faring technologies could 
enable humanity to spread beyond Earth and estab-
lish a multi-planetary civilization [99, 100]. By be-
coming a space-faring civilization, humanity may 
achieve a greater degree of resilience against exis-
tential threats, ensuring the survival of intelligent 
life on timescales comparable to the universe’s evo-
lution [101, 102].

By developing AI technologies with an emphasis 
on safety and ethics [76], and by actively engaging in 
global governance efforts to address the risks posed 
by AI and other advanced technologies [80, 84], hu-
manity has the potential to surmount the Great Filter 
and ultimately ensure its continued existence in the 
cosmos.

A COMPLEX INTERPLAY: NOOSPHERIC 
ENTITIES AND THEIR INFLUENCE
As various types of AI, including narrow AI, gen-
eral AI, and superintelligent AI, become more ad-
vanced and integrated into society, it is essential to 
consider the power dynamics between biospher-
ic, technospheric, and noospheric entities [3]. 
Noospheric entities, such as ideologies, beliefs, and 
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values, can hold immense power and influence over 
human behavior [14]. These abstract constructs can 
drive people to act in ways that are against their 
self-interest, even to the point of engaging in con-
flict or war to defend their beliefs [103]. It raises 
the question of how we can expect humans and AI 
systems to integrate harmoniously when individuals 
even from the same socio-cultural background are 
willing to engage in destructive behavior over ideo-
logical differences.

In the context of human-AI integration, under-
standing the role of noospheric entities becomes cru-
cial. AI systems are not only influenced by the under-
lying algorithms and data that drive their functioning, 
but also by the values and biases embedded in them 
by their creators [50]. This creates a unique challenge 
when integrating AI with human societies, as the noo-
spheric constructs that shape human behavior may 
not align with the values and objectives of AI sys-
tems.

One way to address this issue is to develop AI sys-
tems that are aware of and adaptive to the complex 
noospheric constructs that govern human behavior 
[104]. This could involve designing AI systems that 
take into account cultural, ethical, and ideological dif-
ferences when interacting with humans, enabling 
more harmonious integration.

Furthermore, fostering dialogue and collaboration 
between AI developers, ethicists, and social scientists 
can contribute to a better understanding of the po-
tential impact of noospheric entities on human-AI in-
tegration [105]. This interdisciplinary approach should 
include conducting joint research projects, workshops, 
and conferences that bring together experts from dif-
ferent fields to share knowledge and develop strate-
gies to address the challenges in AI-human integra-
tion.

Ultimately, the integration of ontologically differ-
ent entities such as humans and AI requires a deep 
understanding of the power dynamics at play within 
the noosphere. By acknowledging the profound in-
fluence of noospheric constructs on human behavior 
and considering their potential impact on AI-human 
integration, we can work towards developing strate-
gies that promote mutual understanding and collab-
oration between biological, physical, and noospheric 
entities [74].

FINAL REFLECTIONS AND PREDICTIONS
In conclusion, as artificial intelligence (AI) systems 
advance and become more autonomous, the boundary 
between biological and artificial entities may become 

increasingly blurred. A variety of potential outcomes 
exist, including collaboration, competition, and exis-
tential risk. However, promoting AI-human partner-
ships can lead to innovative solutions to global chal-
lenges and ensure the survival and adaptation of our 
civilization. We argue that progressive AI-human con-
vergence or broader techno-biosphere convergence is 
essential for the long-term survival of our civilization 
and the biosphere.

By learning from Earth’s previous transformative 
milestones, such as the Great Oxygenation Event, the 
rise of agrarian societies, and human-induced climate 
change, we can avoid and mitigate potential catas-
trophes. Endosymbiosis, where AI becomes an inte-
gral part of human life, seems plausible given current 
trends, challenges, and policy constraints.

In this scenario, the subsequent steps may in-
clude (1) developing advanced neuroprosthetics and 
brain-computer interfaces for seamless AI integra-
tion into human cognition, (2) fostering AI-assisted 
decision-making systems that preserve human au-
tonomy while leveraging AI’s computational prow-
ess, and (3) implementing AI-driven augmentation 
technologies that enhance human physical capabili-
ties, sensory perception, and communication abilities. 
Next, AI-enhanced humans may guide the emer-
gence of autonomous AI agents with their own goals, 
ambitions, and corresponding utility functions. While 
similar scenarios have been extensively explored in 
science fiction and futuristic writings, we argue that 
these scenarios are becoming plausible evolution-
ary outcomes, falling into the same framework as a 
global adaptive response driven by the summed util-
ity functions of all entities across the biosphere and 
noosphere – to survive and to develop new areas 
and niches for expansion. Furthermore, we propose 
employing concepts of complexity dynamic range 
and punctuated differentiation/cooperation principles 
to aid in modeling such adaptive responses in com-
plex systems.

Taking inspiration from biological evolution, we 
can also apply adaptive changes and evolutionary 
principles to AI systems during integration, better 
aligning them with humanistic values and expec-
tations. As we progress towards greater AI-human 
integration, considering the role of evolutionary 
trade-offs and constraints in shaping complexity in 
biological systems is important. This process may 
lead to new ecological niches, increased complex-
ity, and the transformation of our civilization, which 
could be crucial for our long-term survival in the 
face of potential catastrophes. 
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