Letter from the Editors

Dear friends,

We would like to bring you this seventeenth volume of our journal. As usual, the volume begins with review articles on promising aspects of life sciences. A review by V.A. Stepanov focuses on predicting one’s susceptibility to various diseases based on knowledge of one’s genome structure and ethnicity. Studies in this direction will establish a basis for personalized medicine, which is set to become a major component of the healthcare system in a decade. A review by A.P. Sokolenko addresses the situation around breast and ovary cancer in Russia, emphasizing the role of hereditary factors. This appears to be a major problem, since a considerable level of mortality is associated with these two types of cancers in women. Two review articles are dedicated to the molecular genetics of eukaryotes. These include an article by E.V. Dementyeva and S.M. Zakiyan on the dose-dependent compensation of genes in sex chromosomes and a review by E.P. Galimov dedicated to oxidative stress and apoptosis.

As always, the experimental articles in this volume cover a wide range of topics in both fundamental physico-chemical biology (M.V. Zagoskin et al., R.V. Reshetnikov et al., K.V. Tchernorizov and V.K. Jvedas) and biomedicine (A. N. Glushkov et al., A.V. Maksimenko et al., L.E. Salnikova et al.). In our opinion, a particularly interesting article is S.S. Shishkin’s Proteomics of Prostate Cancer Database, which is a description of an open database created by the authors. This database will be useful to a broad audience, including specialists in proteomics and cell biology, as well as practicing oncologists.

In the present volume, the Forum section is dedicated to the development of national technological platforms, whose launch was announced recently by the Ministry of Science and Education of the Russian Federation. The ideology here is that these platforms would bring together scientists, representatives of the business community, and the state in order to foster a coordinated innovative development in key economic areas. An article by I. Sterligov sums up the experience of the EU, where similar platforms have already been created and are now substantially contributing to technological progress. An article by M. Muravieva contains elaborate comments on the Russian Federation government’s initiative and sheds light on how the platforms work. The article offers useful guidelines for the reader to find his niche within the structure of the platform. Particular examples of the integration of the efforts of science, business, and the state can be found in the article by E. Novoselova. This article describes the formation of so-called “pharmaceutical clusters,” which were discussed at the International Forum “Innovative Drug Research and Development in Russia” (Moscow, November 17-18).

We are pleased to inform our contributors and readers that our journal has now evolved into its fully fledged form. We have finally succeeded in signing a contract with PubMed. The database is currently being replenished, and hopefully, our articles will soon be trackable online. The primary goal now is increasing the scientific quality of the published articles in order to increase impact in the future. This is not an easy task, but we hope that, together, we will succeed.

Good luck in 2011,
The Editorial board
Decking approaches are further improved by implementing new algorithms of the computational search and new scoring functions that evaluate the energetic terms of protein-ligand binding. Docking programs may include additional constraints of molecular interactions (e.g., hydrophobic and hydrophilic interactions). In this work we studied stacking interactions, which usually are not properly taken into account in widely used scoring functions.

THE PARAMETERS OF STACKING INTERACTIONS

Of all the various types of interaction in transmembrane complexes (such as hydrogen bonds, salt bridges, etc.), the stacking of aromatic moieties shows special attention. Most efforts include accurate fragments in their chemical structures, and stacking often plays a notable role in their recognition by protein targets. We have recently shown that an enlightening amount of stacking in scoring functions increases the efficiency of ATP docking (16). The aromatic interactions were illustrated by the mutual orientations of two tyrosine derivatives by geometric parameters: the height h and displacement did an angle relative to each other, and the angle between their planes (Fig. 1).

However, the range of parameters, which correspond to the presence or absence of stacking interaction, is still not very well defined and usually taken as arbitrary (17). Defining it more accurately would assist in developing more efficient scoring functions and would increase the prediction quality of the spatial structures of protein-ligand complexes by more reliable methods. With this aim in view, we performed an analysis of the spatial orientation of aromatic ligands determined experimentally with atomic resolution where ligands contained aromatic or hetero aromatic interactions.

One well-known example of stacking interactions is the parallel packing of purine and pyrimidine nucleobases in DNA (18). Some aromatic compounds tend to form planar geometry to similar aromatic compounds in the same (19), as has been shown for aromatic acids in proteins (1). Here we present systems of aromatic amino acids (histidine and tyrosine) (11–14).

Besides, such aromatic domains participate in various interactions, where a positively charged group interacts with the negatively charged head of aniline in chlorophyll (20–21).

Taking all this into account, we analyzed the distribution of geometric parameters k, l, and n in the context of aromatic amino acid residues of ligands with the aromatic side chains of transmembrane proteins. Phe, Tyr, Trp, and His, as well as with the positively charged group of Arg and Lys of the miter, are the most prominent for geometric parameters k and n in the classes of interaction (Fig. 1).

It can be seen that two distinct orientations are typical for the parallel and perpendicular to the plane plane of L, which is 4.5 and 4.3 Å for the two types of contacts. Mentally, they nearly differ to the value of height L, which is 4.5 for parallel L and 4.3 Å for perpendicular orientations. Similar distributions were related for the Tyr, Trp, and His, though the data are scattered in these cases. However, the Trp orientation is not as typical for Tyr, Trp, and His as it is for the Phe.

Fig. 1. Geometrical parameters used to describe stacking interactions between aromatic rings. Displacement (d) and height (h) are calculated for the center of one aromatic ring relative to another ring’s plane. Angle φ is calculated as the angle between the normal vectors of both rings.
K. A. Chernorizov, V. K. Švedas

**Modeling of the Full-Size 3D Structure of Human Chaperone hsp70 and Study of Its Interdomain Interactions**

Hsp70 is a chaperone protein that participates in the folding of de novo synthesized proteins, protection of the hydrophobic regions of denaturated proteins, the regulation of apoptosis, the immune response, and several other cellular processes. Several probable full-size models of human Hsp70 have been constructed based on the structures of individual domains and their components from different organisms and using molecular modeling methodology. As a result of such an analysis, the most adequate model was selected. Based on the performed molecular modeling, the scheme of the mechanism triggering ATP hydrolysis and leading to the separation of ATPase and the substrate-binding domains was proposed.

---

R. V. Reshetnikov, A. M. Kopylov, A. V. Golovin

**Classification of G-Quadruplex DNA on the Basis of the Quadruplex Twist Angle and Planarity of G-Quartets**

The present work is devoted to the analysis of the G-quadruplex DNA structure using the bioinformatics method. The interest towards quadruplex DNAs is determined by their involvement in the functioning of telomeres and onco-promoters, as well as by the possibility to create on their basis aptamers and nanostuctures. Here, we present an algorithm for a general analysis of the polymorphism of the G-quadruplex structure from the data bank PDB, using original parameters. 74 structures were grouped according to the following parameters: the number of DNA strands, the number of G-quartets, and the location and orientation of the connecting loops. Hence, the correlation between the twist angle and the tension in the structure of quadruplex DNA is revealed.

---


**Association Study of Xenobiotic Detoxication and Repair Genes with Malignant Brain Tumors in Children**

This study presents the results of research on DNA polymorphism in children with malignant brain tumors (172 patients, 183 in the control group). Genotyping was performed using an allele-specific tetraprimer reaction for the genes of the first (CYP1A1 (2 sites)) and second phases of xenobiotic detoxication (GSTM1, GSTT1, GSTP1, GSTM3), DNA repair genes XRCC1, XPD (2 sites), OGG1, as well as NOSI and MTHFR. The increased risk of disease is associated with a minor variant of CYP1A1 (606G) (p = 0.009; OR = 1.50) and a deletion variant of GSTT1, (p = 0.013, OR = 1.96). Maximum disease risk was observed in carriers of double deletions in GSTT1-GSTM1 (p = 0.017, OR = 2.42).
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Technology Platforms: Joining Forces, Establishing Dialogue

Marina Muravieva

The Russian government has begun creating a series of Technology Platforms (TPs). These platforms are meant to serve as a tool that should help close the gap between science and industry, encourage innovation at enterprises, and allow the government to focus its financial resources on the type of research and development that is of interest to business. The Ministry of Economic Development has issued a request for applications from initiators of TP development, and the government will determine the number of TPs based on the results of a selection process led by experts.

Nominaly, the workgroup of the Governmental Commission on High Technologies and Innovations headed by Andrey Klepach, the deputy minister of economic development, is responsible for the formation of the federal panel of Technology Platforms. The idea of establishing a federal panel of TP was borrowed from the European Union, where such platforms have been in existence for several years. The Russian Ministry of Education and Science and the Ministry of Economic Development are responsible for the regulatory aspects of the process, and the Ministry of Industry and Trade actively participates in the preparation of the panel. The Russian government sees the TPs as the tool that will help link the efforts of the state, business, and science in addressing innovation challenges, as well as in setting and pursuing long-term scientific and technological priorities across different sectors of the economy, at the junction of different industries.

The term “Technology Platform” has, therefore, been a permanent fixture in documents of the European Commission for quite some time. Experts say that the fact that Russia has decided to create something similar should be welcomed and supported. It is necessary to bring representatives of business and researchers onto one platform in order to encourage a dialogue between them and identify what they have in common and their interests. That was the thinking behind the creation of TPs in the European Union. As a result, the thrust of many scientific research groups in Europe has been toward satisfying the needs of their domestic consumer markets.

Andrey Klepach, the deputy minister for economic development, said during a governmental commission in early August that the TPs should help solve several important tasks in Russia, the first of which is to bolster innovation at enterprises. The creation of the TP is a logical step in the development of a private-public partnership in research and development, innovation, and high technology. The TPs will gauge the interest future users (consumers) might show for the created technologies, making it easier to raise funds from private sources. Another goal, which should be taken up by the government using the TPs, is to channel government resources toward research and development, which are both in demand by business. This is extremely important, because the framework of the national innovative effort is unbalanced. The state is the main customer and the purveyor of funds for innovative development; it contributes about 70% of investments, while the private sector only contributes 30%. To reverse the situation, the government is launching a process of “necessity of innovation,” requiring private companies (so far only those in which the state has a stake) to plan their innovative development. It is likely that the TPs that are in the TP federal register will be linked to these plans.

REFERENCE:
The Government assumes that “Technology Platforms” are a communicative tool for enhancing efforts in:
- the creation of promising commercial technologies, novel products/services,
- the attraction of additional resources for research and developments involving all interested participants (business, science, government, civil society)
- improving the legal framework in the field of scientific-technological and innovation development.

STATE BUDGETARY FUNDING — THROUGH PLATFORMS

The new government initiative to create TPs has sparked a great interest in the professional community. This is easy to explain; it is assumed that after a while serious budgetary funding will only be allocated through TPs.

“TPs are considered by the government to be an important element in the reform of the scientific and applied sectors,” says Alexey...
Khokhlov, vice-rector in charge of innovation at Moscow State University. In particular, it is assumed that the bulk of funding to be allocated through grants will be channeled through the TPs. TPs should be regarded as a global expert platform that will determine the direction favored by business and the scientific community. What these TPs will do is help scientists formalize their projects and describe them using language that is clear to business. “If Russian TPs are made similar to European ones, then they could be the platforms that provide a certain set of documents, foresight, certain proposals, and plans. These platforms will be advisory. This is a great collective intellectual resource,” says Vladimir Popov, director of the Bach Institute of Biochemistry, Russian Academies of Science.

There will be many TPs, and each one will compete for funding in certain fields. The state has identified certain areas of priority, whereas the remaining fields would receive funding only if self-organized communities of experts are sufficiently representative and able to convincingly lobby their interests.

“I still do not understand the work of TPs very well,” said Academician Vsevolod Tkachuk, dean of the Department of Fundamental Medicine, MSU, “but I think success would depend on the business and research teams involved.” The question is whether a TP can gain credibility and influence the competition for project funding. In previous years, calls for competition were opened by another mechanism, and it was sometimes unclear as to why the government believed one area to be more important than others. Now the government has explained that the chosen area is proposed by the TP, not an individual. And every scientist that is a TP participant is able to convince his colleagues that the call should be opened for the given field. I believe that this would be another important mechanism supporting scientific projects.”

There will be a transitional period that will last about a year or two until the platforms are fully formed. For now, another particular tool will be used in the allocation of funds.

HOW TO SET PRIORITIES
Given the European experience, one can distinguish three stages in the development of a platform. A concept is to be developed in the first stage, explaining why the TP is necessary in a given field. In Europe, they are all initiated by big business. The strategic plan for research and development that needs to be developed is determined in the second stage. The methods for transforming research and development, and the probable results that could be achieved after 3-7 years of work on the projects supported by the TP, are to be determined in the third stage.

The main issue generating much controversy in the discussion of TPs for Russia is associated with the choice of priorities. Deputy Head of the Department of Priority Projects in Science and Technology at the Ministry of Education of the Russian Federation Mikhail Puchkov believes that it is important not to focus on solving small-scale industry problems. In economics, the boundaries between industries are increasingly blurred; therefore, the focus of the TPs should be on interdisciplinary problems. The question is: What are these problems?

“I see the technology platforms as a giant funnel involving a huge amount of resources, thus depriving them of other interesting programs,

REFERENCE:
Goals of Russian TPs:
- Technological modernization of the economy,
- Increasing the competitiveness of particular industries,
- Reducing resources consumption in primary-good production
- Solving social problems (health care, safety, ecology, education, culture),
- Stimulating the development of a new high-tech market and new ventures in these areas.
says Alexander Smirnov, general director of the Association of Military-Industrial Complex Manufacturers of Medical Devices and Equipment. “Could it occur that Russia, while engaged in the creation of TPs, will fall behind in many strategically important areas, only because promising developments would be out of the scope of the platforms?”

The experts and initiators of the first TPs agree that such risks always exist when setting priorities. However, they are certain that the implication of partners from the business community should at least halve the risks. Besides, expert TP groups should be carefully built – this will be the first stage in the TP creation. This process must be approached carefully. The experts have to determine which basic technologies would underline the TPs. This strictly limited list will be recorded in the passport of the platform. The competent and coordinated work of the platform experts will help avoid the duplication of studies that are funded from different sources.

**FIRST INITIATIVES**

Basic Principles of technology platform:

- Clear direction toward serving the interests of society, business, the state;
- Significant representation of business (a minimum of 50 percent);
- Middle- and long-term oriented projects;
- Formation of educational programs for staff training and retraining;
- Orientation on the expansion of cooperation; openness, publicity.

The Lomonosov Moscow State University made a focal point for the creation of four TPs within the limits of the development program for the innovative framework, which has been developed according to Government Regulation 219. The work at the university was launched as early as this spring. Alexey Khokhlov has stressed that MSU only plays the role of a coordinator; however, there are no “major” or “minor” participants. All participants are equal. A TP represents a voluntary association of organizations of any ownership type, governmental or nongovernmental agencies, professional associations, and professionals who share the goals and objectives of the platform. The issue of organizations joining a platform has not been formalized on legal grounds yet. Besides, the creation of a TP is a dynamic process, and the lists of participants remain open or will be created.

The first-proposed TP is “Strategic Information Technologies.” Several large areas are determined in the framework of this platform. One of them is devoted to the creation of new computer architectures for exaflop generation calculators (the next generation of computing power). The second is devoted to hybrid architectures; the third, to engineering calculations, such as the design of various mechanisms. Other directions are associated with distinct industrial branches, particularly with pharmacology (development of physiologically active substances), the oil and gas industry, and materials (prediction/calculations of material characteristics based on their molecular structure).

The second TP is “Nanomaterials for Energy Efficiency.” This refers to solar panels, fuel cells, new types of batteries and energy storage, “smart home” materials, and polymer nanocomposites for transport that will make electric cars or planes lighter.

**FORUM**

Alexey Konov, Executive Director, The Bioprocess Group.

*My opinion is that everybody looks at the TPs based on their own point of view: employees of the Russian Academy of Sciences (RAS) and universities understand it to be a new source of funding, like the Federal Target Program; officials in the ministries see it as a mixture between foresight and an attempt to woo business, etc. In actuality, the TP, in my opinion, is an attempt to outline a "set of possibilities," or "window" for tomorrow and provide steps for "entering it" in time. As for the TP "Post-genomic and Cell Technologies in Biology and Medicine," there are some simple things it could do:*

- Determine the direction of development in biotechnology on a global scale in the next 20 years and the choice of priorities for Russia;
- Determine the best existing core competencies in Russia, as well as missing or poorly developed ones;

**Generate proposals for supporting the best of the selected core competencies, as well as proposals for changing, enhancing, or closing the weak ones and, if necessary, developing new ones from scratch;**

**Generate proposals for improving the legislative and regulatory framework, and ensure that promotion of the selected competencies is free and transparent;**

**Help with the formation of the best competencies into distinct projects, help in linking projects to investors, support of projects after investment, and lobbying for the supported projects;**

**Identifying the competencies (persons, scientific groups) that cannot be packaged as projects but are advanced scientifically and can yield breakthroughs in a few years.**

**Assistance for such projects is possible through the formation of an environment with the most favorable conditions – financial (grants, non-performing loans, etc.) and organizational support (establishment of laboratories under project leaders at the Institutions of the RAS, RAMS, Universities).**
In addition, two other platforms are associated with biology, an area that is on the rise and is growing rapidly.

The idea only emerged two months ago on creating a platform for “Post-genomic and Cell Technologies in Biology and Medicine.” Since this time, much work has been done. The Action Team conducted a survey of experts who recommended participants in the TP and identified the main problems. A memorandum has been prepared, and it was signed by 20 companies. The goals of this TP are scientific- and it was signed by 20 companies. A memorandum has been prepared, and it was signed by 20 companies. The goals of this TP are scientific-technological and innovative development of post-genomic and cell technologies for appropriate development of the Russian economy; improvement of the normative-legal regulation in this area; and consolidation of the Russian medical and biotechnological community to lobby its interests. The goal for the near future is to be included on the list of Russian TPs.

The “Industrial Biotechnologies and Bioenergetics” TP was initiated by the public corporation Ros-technologies. Its importance was stated by Vladimir Popov in these words: “While the rest of the world is focused on the creation of a bio economy, which is set to define the XXI century, Russia lacks any official high-level documents governing the development of biotechnologies. Biotechnologies will account for up to 3% of total GDP in developed countries, according to experts.”

“Russia lost its biotechnological economy during the last 20 years, although it had been second only to the U.S. prior to the advent of Perestroika,” Popov said. Now Russia lags far behind on the international market, with a tiny market worth 2 billion dollars (which is 0.2% of the world market).

“The participants in the technology platform aim to steer development in this direction. Our aim is to consolidate the biotechnological community and lobby its interests at all levels of government,” Popov says. At present, about 30 organizations are on the list of this TP. A memorandum has been developed. The next steps are expanding the list of participants, identifying possible sources of funding, preparing the conception of development, and being included in the Russian Federal TPs.

Alexander Gabibov, professor, corresponding member of RAS:
The creation of novel structures or new “communication tools” makes sense only if old ones operate poorly or require radical improvement. It is obvious that the new form, virtually developed rather recently in the Western world, can result in the creation of novel products, but only until three main components, i.e., science, production, and management, adopt equally competent approaches in solving problems. Only equal development of these three components can provide stable growth of the economy; otherwise, the idea of platforms will lose its shine. Unfortunately, prerequisites exist for such a pessimistic forecast. While the level of scientific research in Russia, which is constantly under criticism, can be evaluated in each particular case using internationally accepted benchmarks, the evaluation of the two other components is substantially more difficult. Our biotechnology business is extremely backward, and the quality of management doesn’t stand scrutiny at all. The results of scientific research can be chosen quite consciously. However, those who moved into the biotechnological business are mostly former academic misfits who lack advanced training and are poorly equipped to work with staff. Unfortunately, this is obvious at various scientific and practical conferences, seminars, forums, and exhibitions. People are involved in promoting well-known products which can hardly be characterized as innovative. Only competent staff able to solve problems relating to the training of production managers, biotechnology engineers, and biotechnological production managers competent in manufacturing can make the TP program a reality.
National Technology Platforms: The European Experience

Ivan Sterligov

The Ministry of Education of the Russian Federation has announced the start of the formation of national technology platforms to ensure coordinated development of innovation in key economic areas. The mechanism of the platforms is borrowed from that of the EU.

Coordinating the work of members of the scientific community and technological progress is a fundamental problem. The life of a society improves or diversifies only when scientific ideas are transformed into technology and have an application. Normally, science, development, and technology can be likened to a swan, a pike, and a crab, respectively: the odds that all will move in the same direction are very small. Scientists, engineers, and managers pursue different goals and use different ways to measure their accomplishments. To ensure progress, it is necessary to coordinate the work of all three groups.

Modern economic theory describes such coordination using the concept of National Innovation System (NIS) developed in the late 1980s by an Englishman, Christopher Freeman, and a Dutchman, Bengt-Åke Lundvall. NIS theory is, in fact, the underlying component of the entire development strategy of the European Union, and Freeman and Lundvall themselves were among the masterminds of the famous Lisbon EU strategy.

According to Freeman’s definition, NIS is the network of institutions in the public and private sectors whose activities and interactions initiate, import, modify and diffuse new technologies. Since most EU economies are of a mixed, socialist-capitalist type, the role of government in the European model of NIS is particularly big. The EU is a key customer and consumer of this research and development, financing such research through their framework programs.

The current Seventh Framework Program (FP7) is designed for the years 2007-2013. The ten areas of thematic priority are highlighted in it as the most general tool for coordination, just as in the Russian programs. Most of the money is allocated to IT, health, transport, and nanotechnology.

The main instrument of coordination amongst all the players in the field of R&D has become the European Technology Platforms. Formally, they are not included in FP7, but they are closely linked to it. There are 36 such platforms, the first of which was created in 2002.

Each platform is designed around a specific group of commercially and socially important technologies, such as Photovoltaics, Water Supply and Sanitation Technologies, Industrial Safety, and Textiles and Clothing of the Future. The EU has adopted the opinion that the platform is formed from the bottom up, “But, in fact, business, investment and finance, research and community organizations put them into close contact with government agencies and services.”

Such technology platforms do not have a legal status; they are open organization networks that formalize the industrial NIS. Their existence is subject to three phases:

1. Interested participants form a common vision for the development of subject fields, in meetings and discussions;
2. Jointly, but under the industry’s leadership, a Strategic research plan is formed. In this regard, the needs for both medium- and long-term research and development are laid out;
3. The implementation of the strategic plan is carried out, involving private and public investors (example, through FP7 and national ministries and foundations).

One of the main objectives of these platforms is to help EU officials shape the subject contest in the FP7. At the same time, the EU is only funding the work of the platform secretariat, and the basic organizational costs are borne by the participants. Additionally, the EU ensures that the platform concepts are not eroded. The corresponding status of the “European Platform” is assigned only to the cohesive and motivated associations that have emerged around breakthrough technology trends.

For example, let us turn to the strategic plan for the technology platform “European Research Council in the Field of Road Transport.” Here are some points of the plan:
In the years 2020-2025, working trials will be held to test automated traffic control, simultaneous braking and acceleration of vehicles, as well as keeping the distance between vehicles. In 2010-2015, experiments will be done to evaluate the possibility of direct measurement for the friction of tires. In 2010–2015, a full-fledged system of networked communications between vehicles, as well as vehicles and infrastructure, will be developed.

Long before the formal adoption, the plan will be posted on the platform’s website, where it is freely available for discussion. The platform includes more than a dozen core business associations (the Asphalt Association, Association of Automotive Components Suppliers, amongst others), several universities and nonprofit foundations, countries – members of the EU, the European Commission as a whole and its individual committees. A special role is played by such corporations as Bosch, Renault, Volvo, and others.

Over all, an executive board of five members manages the platform, led by Wolfgang Steiger, the director of new technologies for the Volkswagen Group. The Council meets about once a month, and the more illustrative meetings are linked to specialized exhibitions and conferences. These Platforms are at different stages of development. A separate group is composed of the most advanced initiative associations, demanding particularly complex and expensive research. Joint technology initiatives (JTI) are specifically developed for them in FP7. To date, there are five such initiatives, and they all work in partnership with the “parent” platforms: Fuel Cells and Hydrogen Energy, Nanotechnology, Innovative Medicines, Embedded Electronic Systems, and Aeronautics and Air Transport.

Legally, these are public-private partnerships, each of which works between the European Commission, the countries concerned, and representatives of private business. The EU allocates 1-2 billion euro to each JTI on average for the period ending in the year 2013, a matching amount is provided by business. An open competition is used to select projects for funding, bringing together research centers, small businesses, and corporations. The main criterion for selection is scientific excellence. The first projects were selected in late 2008, but so far it is too early to judge the effectiveness of JTI.

However, there are sufficient monitoring results for the conventional technology platforms. In 2008, a survey of 950 organizations showed that in general there is greater coordination and harmonization of policies in organizations participating in such platforms. Does participation in the platform give access to financial resources? The respondents consent, but the degree of optimism on this matter is much higher for civil servants than for corporate managers, university professors, and especially, owners of small innovative firms.

There are problems in integration with FP7. The representatives of some platforms are happy with how their proposals are presented in the program competitions, while others believe that their proposals are being completely ignored. There are complaints that the efforts to establish and promote a strategic research plan do not correspond to success in FP7, and that contests are won by the same small group of applicants as always.

EU experts were faced with great difficulties when trying to obtain information about the activities in individual platforms. Sometimes their secretariats worked poorly, and the members rarely met to discuss.

Finally, the expectation that the platform will build and develop vocational education was not met. In this area there has been practically no activity. But in general, 93% of respondents reported that they would not have changed their decision to join the platform had they known in advance about their development. A study in 2009 confirmed the fact of the usefulness of such platforms, but it emphasized the low degree of participants’ involvement in their work. Due to the informal nature of the platforms, the specific economic and statistical effects of their existence are not recorded.

The moderate success of technology platforms is combined with the overall modest achievements of European research and innovation policies. A key objective of the Lisbon strategy was to bring spending on science up to 3% of GDP by 2010, and this goal remains unfulfilled. Now experts are creating a new European Commission strategy. Technology platforms will be maintained, but they are encouraged to merge into a “technological innovation platform,” organized in the cluster form. In addition to the strategic plans, the participants are now instructed to develop and present “Plans for Innovative Actions” to the European Commission, and conduct studies consistent with the EC forecasts. They will have to assess themselves joining high-risk projects and implement their own “program innovation.” Only time will tell how the strategy of such enhancement of the platforms was justified. The EU is not planning on giving up, and European officials insist that this mechanism has enormous potential, referring to the platforms as the “Flagship of Europe.”
Pharmaceutical Clusters: Remedy for Regional Economies

Elena Novoselova

The idea of pharmaceutical clusters is being actively pursued in Russia. Several projects have already been implemented, while others are in the pipeline. There are optimistic reports about regions setting up manufacturing, improving the level of education, and creating jobs, and about pharmaceutical companies receiving infrastructure and tax incentives. Is there reason to expect innovation with pharmaceutical clusters as well? That issue, along with others, was taken up at the International Forum “Innovative Drug Research and Development in Russia” organized by the Adam Smith Institute on November 17–18, 2010, in Moscow.

A cluster is a voluntary regional industrial association of businesses in active collaboration with research and social institutions and local governments, aimed at making their products more competitive and promoting economic development in the region.

More and more such clusters are currently being created in Russia in mechanical engineering, metal works, aerospace engineering, shipbuilding, IT, optoelectronics, instrument engineering, wood processing, agriculture and the agro industry, pharmaceuticals, etc. The creation of pharmaceutical clusters has been announced in St. Petersburg, Moscow and the Moscow region, Yaroslavl, Kaluga and the Sverdlovsk regions, Siberia, Stavropol Territory, and Tatarstan.

The effort continues to face a number of issues on this path: are the regions ready for pharmaceutical clusters? Will they be able to find companies willing to settle in the clusters? What kind of production should be developed (own brands of drugs, generics, or simply drug packaging)? How to lead innovative research and educational programmes? Will the pharmaceutical clusters help replace imported drugs? What is the legal framework? How will the efficiency of the cluster be assessed? And how many pharmaceutical clusters does Russia need?

The idea is that the entire chain of drug development and production will be implemented on the territory of a pharmaceutical cluster. Only few regions can claim to have created full-cycle clusters, including personnel training, research and development (R&D), and manufacturing. In Russia, it is rather more accurate to speak of the existence of special economic zones, which attract drugs manufacturers by the attractiveness of their pharmaceutical markets (which continued to grow even during the recent crisis) and active government support (the Pharma-2020 Strategy).

Apparently, Russia does not have enough companies to populate the mooted pharmaceutical clusters. In addition, attracting foreign companies is important for technology transfer and personnel training in drug manufacturing, as well as R&D. However, it is encouraging that big international pharmaceutical companies have joined the pharmaceutical clusters project. The Yaroslavl cluster for the pharmaceutical industry and innovative medicine meets all the criteria for a pharmaceutical cluster, and it has already attracted some serious players. One of the residents of that pharmaceutical cluster is the Swiss drug maker Novartis Pharma. On 7 September 2010, Hari Sven Krishnan, Director of Novartis Pharma Russia, and Sergey Vakhrukov, governor of Yaroslavl region, signed a Memorandum of Understanding between the Government of Yaroslavl region and Novartis Pharma for cooperation in healthcare and medical science. According to the Memorandum, the two main thrust of the cooperation will be to provide additional personnel development in healthcare and carry out research in innovative drugs, particularly including staff training for carrying out more clinical tests. In 2011, Novartis Pharma plans to create a Centre for Clinical Studies at Yaroslavl State Medical Academy. The collaboration in clinical research has been ongoing in the Yaroslavl region for 7 years; leading academic institutions and hospitals in the region, in partnership with Novartis Pharma, have participated in 17 international clinical studies of 14 parameters.

An inter-institutional research and educational innovative center connecting leading educational institutions is under development in the region. It will provide specialists for innovative R&D in pharmacology and medicine. In addition, special personnel training programmes for pharmaceutical companies are being set up at educational institutions. For instance, Novartis Pharma has started a joint educational programme with Yaroslavl State Medical Academy comprising special personnel training modules in medicine and pharmaceuticals with internships at the company’s plants, as well as teaching staff training modules. Nycomed, together with Yaroslavl State Medical Academy and Yaroslavl Technical University, based at the Chemical Engineering school, has launched a technical personnel-training programme for the...
pharmaceutical industry. On September 1, 2010, the first group of 25 students began studies in 3 professional programmes.

In June 2010, Nycomed also started construction of a plant in the Yaroslavl region for manufacturing drugs for the treatment and prevention of neurological and cardiological diseases. The company has invested 75 million euro in the construction and plans to begin production as early as 2014. R-Pharm and ChemRar high-tech Centers have announced the construction of a plant for producing drug active ingredients in Yaroslavl region. The project, known as Pharmosavl, is aimed at making healthcare in Russia less dependent not only on the import of drugs, but also on the import of drug ingredients.

The first production of nanotechnological flu vaccines in Russia will begin at the Yaroslavl pharmaceutical cluster, with Rusnano and NT Pharma Ltd. as investors. The creation of the new entity, NT Pharma, instead of investment in the existing Immapharma, helped streamline financial audit and ensure Rusnano’s 49% participation in the project. Rusnano has invested 1.5 billion rubles initially, and additional funding will be obtained by reinvesting part of the profits from swine flu nanovaccine sales.

The Kaluga pharmaceutical cluster is another example of a regional association of educational, research, and industrial organisations in pharmaceutics.

In 2006, Hemofarm, a member of the German STADA group, built a plant in the city of Obninsk (Kaluga region) with maximum annual capacity of 2.5 billion tablets, with 32 million euro invested in construction. Novo Nordisk has announced the construction of an insulin plant in the region. According to the Memorandum of Intent between Novo Nordisk and the government of Kaluga region, $80–100 million will be invested in construction. The agreement sets the partners’ responsibilities for creating the necessary infrastructure (power, gas, water supply, roads, etc.) and provides general guidelines for land lot purchase. Berlin-Chemie AG, a member of the Menarini Group, has also signed an agreement on establishing production in Kaluga region. In the first stage of the project, with an investment of 30 million Euro, a packaging line will begin operating in Kaluga in 2013, and drug production will begin in 2014.

In September 2010, two Russian pharmaceutical companies, Pharm-Synthesis and NIARMEDIC PLUS, announced plans to establish production in Kaluga region. Pharm-Synthesis will build a full-cycle production and packaging facility for oncological drugs and diagnostic products made from proprietary ingredients. The project is scheduled for completion in summer 2011. The company will invest about 10 million Euro by 2012. NIARMEDIC PLUS will create a full-cycle production facility for the company’s two key products: an antiviral interferon inductor and a collagen material used in surgery, trauma treatment, and orthopaedic care.

The Russian venture company Seed Fund is invested in shaping the pharmaceutical cluster of the Kaluga region. The Fund has committed its first investment into local projects proposed by the regional enterprises: the Cardiomarker myocardial infarction diagnostic system (Obninsk Pharmaceutical Company Ltd.) and a renal carcinoma drug (OncoMax Ltd.).

For the move from industrial parks to regional clusters to be successful, designing educational programs, training personnel, localizing R&D in the cluster region, and creating clinical test centres are very important. Thus, a few years ago, in the framework of the Kaluga region pharmaceutical cluster, a Department of Medicine was established at Obninsk State Technical University of Nuclear Energy (subsidiary of the National Research Nuclear University MEPhI).

A personnel training centre for the pharmaceutical industry has been created in the Kaluga region in collaboration with the Berlin Centre of Professional Training, a center that specializes in the pharmaceutical and chemical industries, as well as with People’s Friendship University of Russia and the International Pharmaceutical Federation. On September 1, 2011, 300 students will begin studying in more than 20 educational programmes.

In his speech at the “Innovative Drug Research and Development in Russia” forum, Ruslan A. Zalivatskiy, the minister of economic development of Kaluga region, said that the Kaluga region government had created all necessary conditions for the success of investment projects. Thus, the industrial parks created provide companies with a complete engineering and logistic infrastructure; there are land plots for lease and sale, as well as ready-to-use production facilities available for long-term lease. This philosophy of the regional government has already yielded 56 active investment projects, with 5 more that were to be launched by the end of 2010.

On April 22, 2010, the St. Petersburg region government approved the concept of the St. Petersburg pharmaceutical cluster. St. Petersburg has all that is needed for a successful development of an innovative pharmaceutical industry: scientific and production staff, research institutes, drug developers, 11 academic institutions specialized in chemistry and medicine, and a broad clinical base. Currently, a dozen large and middle-size enterprises manufacture a wide range of drugs in St. Petersburg. Valentina Matvienko, the mayor of the St. Petersburg region, says that pharmaceutical projects will become a priority for the city’s economy and will be supported by the government. An inter-institutional research centre incorporating the St. Petersburg State University of Technology, Pavlov St. Peters-
The shaping of the St. Petersburg pharmaceutical cluster began with the creation of the Neudorf special economic zone; the Novooolovskaya special economic zone will follow, and then the Pushkinskaya industrial zone. The first enterprises to join the new cluster were the Russian companies Geropharm Ltd. (injection drugs, up to 55 million vials, 1.3 billion rubles invested), Biocad (original and copied onco- logical, neurological, urological, and gynaecological drugs, 1.07 billion rubles invested), Neon Ltd. (medical and pharmaceutical equipment, pharmaceuticals, 910 million rubles invested), and Samson-Med Ltd. (drugs based on natural active ingredients, 1.5 billion rubles invested).

On October 27, 2010, the St. Petersburg Legislature approved a draft law On Amendments to the St. Petersburg Law On Tax Exemptions. The profit tax rate for investors will be reduced to 13.5%, and investors will be exempt from property tax. Until now, the profit tax rate, which varied depending on the invested amount, could reach up to 15.5%. In addition, the new law sets the uniform threshold investment for an organization to qualify for tax exemptions at 800 million rubles. Under existing legislation, only organizations investing 3 billion rubles and more can enjoy the 13.5% profit tax rate. The new law also extends the exemption term from 3 to 5 years; at the same time, the investor will now have to invest funds during 3 years, instead of 1, as is the case now. The law also sets some requirements for investors in the high-tech sector. For example, profit tax deductions start at a 50-million-ruble investment.

These are just a few examples of the implementation of the pharmaceutical cluster concept. Will the clusters meet the expectations of business, the state, and regional players, and how will one be able to assess the efficiency of a cluster? Should one rely on the number of participants (plants and research centres), the number of registered and produced drugs, the amount of money invested, or annual production volumes?

Regional governments are striving to create a favourable investment climate in the clusters, not only for manufacturing but also to spur innovation. The federal government supports the idea of creating pharmaceutical clusters, since the clusters are seen both as a tool for an innovative economy and for addressing social issues such as unemployment and education. Naturally, the legal landscape needs adjustment to facilitate the trend. The companies involved in pharmaceutical clusters argue for organizing an Association of Russian Pharmaceutical Clusters, in order to lobby the interests of those in the clusters. In October 2010, the Committee on Entrepreneurship in the Healthcare Industry at the Chamber of Commerce and Industry proposed the idea of preparing an independent Development Concept of pharmaceutical clusters in Russia. Following the initiative, a workgroup will be created with the participation of representatives of the ministries of Economic Development, Industrial Trade, Healthcare and Social Development, the Russian Patent Bureau, as well as other agencies, regional governments, the scientific community, entrepreneurs associations, and the business community. The Committee also recommended that the Chamber propose that the Federal Government create a special chapter called Development of Pharmaceutical Clusters in Russia in the Federal target programme Development of the Pharmaceutical and Medical industries in Russia until 2020.

Moreover, some do not understand what the purpose of building a cluster in the region is. Is it to create jobs, develop the pharmaceutical industry, and provide people with affordable drugs? Otherwise, to promote scientific development and create innovative drugs? Or perhaps to further someone’s political ambition? Indeed, the purposes of a pharmaceutical cluster should be in line with government contracts. This means that the pharmaceutical clusters should lead to lower diseases and death rate, a higher quality of life—these are the main indices of health care. I can point to a couple of promising projects with clear goals, scientific potential, a manufacturing base, qualified personnel, good infrastructure, investors, etc. With such inputs a pharmaceutical cluster will really be able to function properly. Thus, St. Petersburg is perfectly positioned to make a pharmaceutical cluster a success. They have scientific potential, educational facilities, manufacturing capabilities, companies willing to invest in pharmaceutical production, and investors. The level of scientific development in St. Petersburg makes me hopeful that the cluster will pursue innovation and not follow in someone else’s steps. Everything is ready for the creation of new drugs. Yaroslavl and Kaluga are other good examples.
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SUMMARY This review discusses the progress of ethnic genetics, the genetics of common diseases, and the concepts of personalized medicine. We show the relationship between the structure of genetic diversity in human populations and the varying frequencies of Mendelian and multifactor diseases. We also examine the population basis of pharmacogenetics and evaluate the effectiveness of pharmacotherapy, along with a review of new achievements and prospects in personalized genomics.


PERSONALIZED MEDICINE
The concept of personalized medicine, which puts the individual patient, with all of his specific peculiarities, into the center of attention, is not new. The 19th-century Russian physicians M.Y. Mudrov and N.I. Pirogov were well aware of this principle. “A doctor treats the patient, not the disease... Each patient needs special treatment depending on his physical constitution, even if the disease is the same,” wrote Mudrov. The great medical practitioners of the past also acknowledged the prophylactic value of personalized medicine – “Healthy people should be kept in hand... they should be advised on keeping to a healthy lifestyle” [1] and “a disease is easier to prevent than to treat” [2]. A new appreciation and the real potential for personalized medicine have reappeared in the age of molecular genetics. By the end of the 1990s, a new concept of genomic medicine had started to take form [3, 4], and this concept involved “the routine use of genotyping methods, usually in the form of DNA-testing, for improving the quality of healthcare” [3]. The modern understanding of personalized medicine is based on the principles of preventive medicine, which were postulated by Nobel-prize laureate Jean Dausset [5]. The outlines of this concept are eloquently described by the 4P medicine principle or system medicine, which was suggested by Leroy Hood [6–8]. This principle states that “reactive” medicine (which reacts to a disease and fights its symptoms) must turn into predictive, preventive, personalized, and participatory medicine; namely, medicine that will be aimed at predicting the disease before it manifests itself through symptoms, take into account any individual (mainly genetic) traits of the patient, as well as involve the active help of the patient in identifying his or her genetic traits and in determining preventive measures.

In Russia, ideas related to personalized medicine based on the advances in molecular genetics are being actively pursued at several genetic schools. One school, headed by RAMS full member V.P. Puzyrev [9-11], is developing the concept of genomic medicine. Another, headed by RAMS corresponding member V.S. Baranov [12-14], is developing the concept of genetic passports.

ETHNIC GENETICS
The geographical region, ethnic group, and population largely determine the genetic traits of an individual. Setting aside the issues of the substance, the terminological and meaningful differences in the geographic, ethnic and population levels of gene-pool organization, we shall review these terms in the context of personalized medicine in which they are essentially synonymous – they reflect the individual traits of a human that are dependent on his genetic origins.

It is agreed that a detailed understanding of genetic diversity in human populations is crucial for determining the genetic basis of most common diseases [15].
Approaches aimed at identifying genetic similarities between various ethnic groups and populations, and which involve the study of polymorphic genetic markers, have been used in evolutionary and population genetics since the middle of the 1950s. Initially, protein polymorphisms played the role of genetic markers [16–18]. However, as molecular genetic techniques improved, population studies were reoriented toward various classes of DNA markers, with non-recombinant lineages of mtDNA and Y-chromosomes being the most widely used [19–21, etc.]. These studies allowed researchers to form an understanding of the main stages of population spread and of the ethnic divergence of modern humans. This also resulted in the appearance of a new scientific field: ethnogenetics. According to Balanovsky and Rychkov [22], ethnogenetics is a branch of population genetics which “pays special attention to the ethnic structure of populations and attempts to identify the genetic results of the ethno-historic and ecological development of human populations.”

Currently, the most useful tools for describing genetic variability in various ethnic groups and populations are genome-wide sets of single nucleotide polymorphisms (SNPs), which are sometimes complemented by copy number variability (CNV) data [23–26, etc.]. A promising method that is sure to be used in years to come is the re-sequencing of complete genomes in representative cohorts from different populations.

Studies in ethnogenetics are among the most productive areas of genetic science in Russia, and such studies are being actively pursued in a number of research facilities [27–31].

The importance of population genetics for personalized medicine also derives from the fact that knowledge of the role of genetic variability in the pathogenesis of common diseases can only be obtained by a detailed analysis of the associations between genetic markers and diseases on large cohorts of patients and healthy people from various populations. Specifically, one of the most productive approaches for association analysis, the so-called Genome-wide Association Study (GWAS), requires the testing of hundreds, if not thousands, of individuals and replication of the discovered associations in other populations.

The cooperative development of ethnic genetics, the genetics of common diseases, and the concept of personalized medicine spawns a number of key questions. Answers to these questions will determine to what use and how quickly genetics will be adopted in predictive medicine:

- How marked are interethnic differences in disease incidence and disease susceptibility gene frequencies?
- What are the evolitional mechanisms behind the differences in disease gene frequencies?

Do racial, ethnic or geographical origins influence the impact of distinct genetic variants on the course of a disease?

To what degree does genetic diversity account for the differences in the spread and outcome of diseases between racial and ethnic groups?

Is there any need for information on the racial/ethnic origin of patients for medical research?

Drawing up a picture of the current understanding of the answers to these questions is the main aim of this article.

**STRUCTURE OF GENETIC VARIABILITY IN HUMAN POPULATIONS**

How different are human populations genetically? Human population genetics give a precise answer to this question – interpopulation differences in a global sense (comparing the populations of different continents) are responsible for 10–15% of the genetic variability in humans (Table 1).

In other words, the Wright Fixation Index ($F_{st}$) is 0.10–0.15

<table>
<thead>
<tr>
<th>Marker type</th>
<th>Populations</th>
<th>$F_{st}$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Classical markers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Blood types</td>
<td>World</td>
<td>0.16</td>
<td>[40]</td>
</tr>
<tr>
<td>Protein polymorphism</td>
<td>World</td>
<td>0.11</td>
<td>[40]</td>
</tr>
<tr>
<td>DNA-markers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RFLP</td>
<td></td>
<td>0.11</td>
<td>[21]</td>
</tr>
<tr>
<td>dinucleotide</td>
<td></td>
<td>0.11</td>
<td>[41]</td>
</tr>
<tr>
<td>trinucleotide</td>
<td></td>
<td>0.04</td>
<td>[42]</td>
</tr>
<tr>
<td>tetranucleotide</td>
<td></td>
<td>0.04</td>
<td>[21, 43]</td>
</tr>
<tr>
<td>Microsatellites and RFLP</td>
<td></td>
<td>0.15</td>
<td>[44]</td>
</tr>
<tr>
<td>Alu-repeats</td>
<td></td>
<td>0.12</td>
<td>[45]</td>
</tr>
<tr>
<td>Alu-repeats</td>
<td></td>
<td>0.10</td>
<td>[46]</td>
</tr>
<tr>
<td>mtDNA HVSI</td>
<td></td>
<td>0.14</td>
<td>[47]</td>
</tr>
<tr>
<td>Y-chromosome, haplogroups</td>
<td>North Eurasia</td>
<td>0.19</td>
<td>[28]</td>
</tr>
<tr>
<td>Y-chromosome STR</td>
<td></td>
<td>0.19</td>
<td>[28]</td>
</tr>
<tr>
<td>Genome-wide marker sets</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>600K SNP</td>
<td>YRI, CEU, JPT, CHB</td>
<td>0.12</td>
<td>[48]</td>
</tr>
<tr>
<td>1 million SNP</td>
<td>YRI, CEU, JPT, CHB</td>
<td>0.10</td>
<td>[48]</td>
</tr>
<tr>
<td>1 million</td>
<td>YRI, CEU, JPT, CHB</td>
<td>0.13</td>
<td>[49]</td>
</tr>
<tr>
<td>440K SNP</td>
<td>World</td>
<td>0.05</td>
<td>[26]</td>
</tr>
<tr>
<td>50K SNP</td>
<td>Asia</td>
<td>0.06</td>
<td>[25]</td>
</tr>
<tr>
<td>2.8 million</td>
<td>YRI, CEU, JPT, CHB</td>
<td>0.11</td>
<td>[50]</td>
</tr>
<tr>
<td>244K SNP</td>
<td>World</td>
<td>0.12</td>
<td>[51]</td>
</tr>
<tr>
<td>200K SNP</td>
<td>World</td>
<td>0.13</td>
<td>[33]</td>
</tr>
<tr>
<td>67 CNV</td>
<td>World</td>
<td>0.11</td>
<td>[52]</td>
</tr>
</tbody>
</table>
when estimating the global level of genetic differentiation in human populations. This interval includes values obtained for most systems of genetic markers in classical and molecular population genetics of humans -- blood type, protein polymorphism, RFLP, Alu-repeats, hypervariable segments of mtDNA [28, 32]. Exceptions are the highly mutable microsatellites (STR), whose level of genetic differentiation is much lower (4–5%), and the Y-chromosome, whose variants differ (20-30%) between populations more than other marker systems. These two types of markers are so distinctly different because of specific evolutionary, population, and social mechanisms we will not discuss in this work (see [28]).

A relatively low level of genetic subdivision in human populations can be observed in the most representative and complete sets of markers – on large and random datasets of autosomal polymorphisms, including genome-wide sets of hundreds of thousands of SNPs. Li et al. [24] analyzed data for 650,000 SNPs in 51 populations obtained from the Human Genome Diversity Project (HGDP) and found that interpopulation differences accounted for 11% of overall genetic diversity. Recent work by us yielded another estimate of the genetic differentiation in 36 populations (32 Eurasian populations and 4 HapMap populations) for 200,000 SNPs, the result being 13.4% [33]. Somewhat smaller genetic differences were observed during the analysis of a lower number of continental groups. The level of genetic differentiation between populations in Asia is 5.9% according to data from the Panasian SNP Consortium [25], while the population differentiation in East Asia, South Asia, Europe, and Mexico is 5.2% [26].

The low level of genetic differentiation in human populations as compared to related species (chimpanzees ($F_{ST} = 0.32$) [34] and gorillas ($F_{ST} = 0.38$) [35]), despite the much larger population area, indicates that the human population originated relatively recently from a small number of ancestors.

The most general distribution pattern of human population diversity is its strict geographical struc-
ture, namely the clustering of geographically adjacent populations. On a worldwide scale, populations can be grouped into racial-continental groups for any set of markers. These groups are African Negroids, Caucasoids (which are divided into the Middle Eastern, European, and Indian sub-clusters), Asian Mongoloids, Austronesians, and American Indians [24, 25, 36] (Fig. 1). This pattern can also be observed on a smaller scale - for continental and subcontinental groups of populations [23, 37]. The projection of genetic differences between representative population datasets onto a space of major components or factors always yields a geographical map at first approximation. The cause of such a distribution is the evolutionary history of genetic diversity, which resulted mainly from migration and genetic drift during the spread of modern humans.

The population of Russia is not exempt from this pattern. Russian populations cluster into several large ethnogeographical groups: Slavs, Northern Caucasus populations, Finno-Ugric peoples of the North European and Volga-Ural regions, the populations of South Siberia and Central Asia, and the populations of Eastern Siberia and North Asia [28, 33]. The geographical structure of the Russian gene pool can be observed for all of the genetic markers – lineages of mtDNA, Y-chromosomes, X-chromosomes, and autosomal markers, including complete genomic sets of SNPs.

It is probable that the only major exception to the “geographical pattern” is the Indian subcontinent, in which the genetic diversity is better correlated to the language group, rather than the geographical origin. This is due to the complex ethnic and social structure of the population, caste hierarchy of large ethnic groups, and the presence of numerous small clan/tribe groups [38, 39].

**How different are human populations in terms of disease incidence and disease gene frequency?**

If we assume that the question of general interpopulation genetic diversity in humans has been answered, then the following questions arise: To what degree is genetic variation correlated with phenotypic variation, especially for clinical phenotypes (diseases)? To what degree are the differences in disease gene frequencies responsible for the interethnic and interpopulation differences in disease incidence? The first question can be answered using data on genetic epidemiology and medical statistics, while the second question needs special approaches.

**Ethnic component of monogenic diseases**

Genetic epidemiology has collected a large set of data on the frequency of Mendelian (monogenic) diseases in various populations. The overall load of hereditary diseases (HD) (the summed frequencies of autosomal dominant, autosomal recessive and X-linked diseases) in stable populations is relatively low and varies in a narrow range from 1.5 to 3.5 cases per 1,000 (Fig. 2). For

![Fig. 2. Cumulative frequency of monogenic diseases in several populations in Russia and neighboring countries.](image-url)
instance, 10 Russian populations including Slav, Finno-Ugric, and North Caucasus populations vary in their summed HD load from 1.59 per 1,000 in the cities of the Kirovsk region to 3.5 per 1,000 in rural Mari populations [53]. A similar variability of HD loads is observed in the native populations of Siberia [54, 55]. However, some forms of HD can vary in much wider intervals. For instance, the incidence of cystic fibrosis can vary up to 10-fold in different regions of Siberia [56].

In the case of HD, differences in disease incidence are directly linked to differences in the allele frequencies in the population. The main factors behind population dynamics, which form the overall picture of interpopulation differences in an HD load, are genetic drift and the founder effect [53]. Drift plays a leading role even when the size of the population is stable, and its effect is compounded by rapid changes in the effective population size (population waves). Overall, the role of natural selection in the HD gene differentiation of populations is small, since mutations that lead to HD lower the fitness of individuals, irrespective of ethnicity or geographical origins.

However, there are several interesting exceptions to this rule. The most well-known is the high number of individuals that are heterozygous for sickle-cell anemia and β-thalassemia in subtropical and tropical regions, such as the Mediterranean. Regions where these erythrocyte diseases occur frequently are virtually identical to those where malaria incidence is high [57]. Heterozygous carriers of the mutant alleles have a selective advantage due to their higher level of resistance to malaria, and the high frequency of heterozygotes is supported by balancing selection.

Another common hereditary disease, cystic fibrosis, occurs frequently among Europeans and is much less common in other geographical regions. The wide spread of the main mutation (ΔF508) across all of Europe and its rarity in other parts of the world indicate that this mutation appeared a long time ago, sometime after the migration of modern humans from Africa. Direct estimates of the mutation’s age using various methods suggest the opposite: namely that the mutation appeared relatively recently, about 10 thousand years ago [58, 59]. The likely reason for the wide spread of this mutation in Europe, just as for the erythrocyte diseases, is the lower susceptibility of ΔF508 heterozygotes to dehydration during typhoid and cholera, which remained a common menace in Europe until recently.

Local adaptation of populations to dietary products can also lead to differentiation for certain diseases. Thus, the high incidence of the celiac disease in Northern Europe, especially in Scandinavian countries, and low incidence in Southern Europe are likely connected to the longer history of agriculture, specifically cereal plant cultivation, in the south of Europe and the prevalence of game as the main source of food for the Scandinavian population, which would mean that there were virtually no cereals in their diet.

The role of genetic drift and the founder effect in the spread of HD can be illustrated well by the accumulation of certain forms of hereditary pathologies in some populations. Well-known examples of such populations are the Finns, Ashkenazi Jews, French Canadians and the Amish peoples. More than 20 so-called “Finnish” diseases have been documented - these are HD (mostly autosomal recessive), whose incidence among Finns is much higher than among other populations [60, 61]. The phenomenon of HD accumulation in the Finnish population is due to effective drift, long-term genetic isolation, and high occurrence of inbreeding. The same population mechanisms were probably the reason behind the accumulation of certain HD genes among the Ashkenazi Jews. They were also observed to have an extremely high incidence of more than 20 diseases (the most common among these being the Tay–Sachs disease and Type I Gaucher’s disease) [62].

In Russian populations, the phenomenon of ethnic-specific diseases is most often seen in Yakuts (Table 2). As many as 6 diseases can be termed “Yakut,” since the frequency of these diseases is above mean global frequencies by as much as several ten-fold. These diseases include two types of dwarfism which have been documented only recently [63, 64]. The population mechanism behind this accumulation of HD in Yakut groups is the founder effect, which coincided with some of the waves of expansion and migration of the Yakut people.

Overall, some Mendelian HD can exhibit considerable interethnic frequency differences, which are due to differences in the frequency and type of mutations. These traits must, of course, be taken (and are taken) into account during medico-genetic counseling, DNA-diagnostics, and screening programs. In this context, DNA-diagnostics of HD can be considered as the first real use of personalized genomic medicine.

**Genetic diversity and complex diseases. GWAS**

Interpopulation comparisons of the frequencies of common multi-factor diseases (MFD), also known as complex diseases, are complicated by the absence of homogenous medical statistics for global populations and the considerable clinical and genetic heterogeneity of MFD. However, there is a considerable amount of data on the interpopulation differences in the occurrence of MFDs, such as cardio-vascular diseases [68, 69], diabetes [70], some types of cancer [71], glaucoma [72], and nephropathies [73].

The U.S. population can act as a good model for comparing the incidence of complex diseases: it is a multira-
cial country with a highly developed healthcare system and thorough medical statistics. Table 3 shows mortality data from the National Center of Statistics in Healthcare for the four main ethno-racial groups of the U.S. population - white Americans, African Americans, Hispanics from Latin America, and Asian Americans [74]. Since the overall mortality per 100,000 varies considerably (this value is twice higher for African Americans as compared to Latino Americans and Asians, while the mortality of the white population is intermediate), we recalculated these data as fractions of the overall value for each cause of death in each ethnic group. The right-hand side of the table lists ratios between the mortalities from various causes in three minor ethnic groups and white Americans. These data allow us to conclude that the two main causes of death in the U.S., namely cardiovascular and oncological diseases, which are responsible for half of the mortality rate, do not display any significant interracial differences. Other disease groups sometimes display considerable racial differences. Thus, the relative mortality due to diabetes is about 1.5 times higher for African Americans as compared to white Americans, while the mortality due to IHD (ischemic heart disease), chronic lung, and kid-

Table 2. Ethno-specific diseases in Yakuts

<table>
<thead>
<tr>
<th>Diseases (OMIM number)</th>
<th>World prevalence (1 per 100,000)</th>
<th>Prevalence in Yakuts (1 per 100,000)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spinocerebellar ataxia type 1 (164400)</td>
<td>1.0</td>
<td>38.6</td>
<td>[65]</td>
</tr>
<tr>
<td>Myotonic dystrophy (160900)</td>
<td>4.0-5.0</td>
<td>21.3</td>
<td>[66]</td>
</tr>
<tr>
<td>Inherited enzymopenic methaemoglobinaemia (250800)</td>
<td>1.0</td>
<td>5.7</td>
<td>[67]</td>
</tr>
<tr>
<td>Oculopharingeal muscular dystrophy (164300)</td>
<td>1.0</td>
<td>11.1</td>
<td>[63, 64]</td>
</tr>
<tr>
<td>3M syndrome (Yakut short stature syndrome) (273750)</td>
<td>25 cases</td>
<td>12.72</td>
<td>[64]</td>
</tr>
<tr>
<td>Syndrome of short stature with cone dysfunction, optic atrophy, and Pelger-Huet anomaly (SCOP) (not present in OMIM)</td>
<td>Not described</td>
<td>9.95</td>
<td>[64]</td>
</tr>
</tbody>
</table>

Table 3. Mortality rates in 4 major racial groups in U.S.¹

<table>
<thead>
<tr>
<th>Cause of Death</th>
<th>Relative share in overall mortality inside the racial group</th>
<th>Mortality relative to White Americans²</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Whites</td>
<td>African Americans</td>
</tr>
<tr>
<td>Heart disease</td>
<td>27</td>
<td>26.6</td>
</tr>
<tr>
<td>Coronary heart disease</td>
<td>17.6</td>
<td>139</td>
</tr>
<tr>
<td>Stroke</td>
<td>52</td>
<td>6</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary diseases</td>
<td>4.9</td>
<td>26</td>
</tr>
<tr>
<td>Cancer</td>
<td>268</td>
<td>23.3</td>
</tr>
<tr>
<td>Pneumonia / Influenza</td>
<td>2.8</td>
<td>2.5</td>
</tr>
<tr>
<td>Liver diseases / Cirrhosis</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>Diabetes</td>
<td>2.7</td>
<td>4.2</td>
</tr>
<tr>
<td>HIV infection</td>
<td>0.6</td>
<td>3</td>
</tr>
<tr>
<td>External causes</td>
<td>10.4</td>
<td>9.9</td>
</tr>
<tr>
<td>All causes (per 100000)</td>
<td>450.4</td>
<td>690.9</td>
</tr>
</tbody>
</table>

Notes.
¹According to National Center for Health Statistics [74].
²Mortality rate in White Americans is taken as 1.
ney diseases is much lower for African Americans. The relative mortality due to diabetes and kidney diseases among Hispanic Americans is more than twice as high compared with white Americans, while the mortality due to chronic lung diseases is twice as low. Asians die from strokes and pneumonia much more often than do white Americans; however, mortality due to COPD (Chronic Obstructive Pulmonary Disease) and kidney diseases is half as common in Asians as it is in white Americans.

To what extent can such differences be attributed to interethnic genetic differentiation? Important information on this subject can be obtained by analyzing the associations of genetic markers with complex diseases, including genome-wide association searches.

Ioannides et al. [75] compared the frequencies of genetic markers and their effects on diseases in the European, Asian, and African populations. They conducted a meta-analysis of 135 gene-disease associations, 45 of which proved to be statistically significant either on the level of a general meta-analysis (32 associations), or at least at the level of a single racial group (11 associations). The data of 45 meaningful meta-analyses encompassed 697 individual association studies with a combined cohort size of 300,000 individuals. The authors detected a statistically significant heterogeneity of the disease-associated allele frequencies (i.e. meaningful interpopulation differences) for 58% of the gene-disease associations. Significant differences in OR (odds ratio, a measure of the genetic risk of disease incidence) were detected only in 14% of the meta-analyses. Notably, interracial comparisons did not yield any significant associations with opposite effects in different populations.

These data indicate that the differences in susceptibility gene frequencies may be one of the causes behind the interethnic differences in MFD incidence. However, the biological effect of the associated alleles is unidirectional, irrespective of the racial/ethnic origins, even though the relative share of the marker in the disease or susceptibility can vary. This is most probably due to the genotype (haplotype) surroundings, as well as gene-gene and gene-environment interactions.

In recent years, the main source of new data concerning MFD susceptibility genes has been genome-wide association studies (GWAS). GWAS requires high-throughput analysis, which is achieved by using large cohorts (several hundreds or thousands) representative of the population, and a large number (hundreds of thousands) of tested polymorphisms, which are representative of the genomic diversity. A catalog of published GWAS is supported by the U.S. National Institute of Genomic Research and includes GWAS which were performed under very strict criteria: no fewer than 100,000 SNP must be analyzed, and the level of significance of a SNP–trait association must be no lower than 0.00001 [76]. As of the end of March 2010, the catalog contains 527 published studies and 2,516 SNP that are reliably associated with complex phenotypes.

A major part of these GWAS have been conducted on European populations, and no reliable estimations of the interethnic differentiation of disease-associated genome regions can be made using GWAS data alone. Adeyemo and Rotimi [77] managed to skirt this problem by analyzing the genetic heterogeneity of markers chosen from the GWAS catalog in populations from the HapMap project. The HapMap project (a map of human haplotypes) currently contains data on the polymorphism of several million SNP and the level of linkage disequilibrium across the whole genome for 11 populations of various ethnic origins, which are representative of the world population (Europeans, Asians, Africans, Indians, and Latin Americans). Adeyemo and Rotimi chose 621 SNPs from the GWAS catalog, which were associated with 26 complex diseases, including Alzheimer’s disease, hypertension, obesity, schizophrenia, type I and type II diabetes, rheumatoid arthritis, certain types of cancer, etc. The allelic frequencies of the chosen SNPs varied across the populations in a relatively wide range – differences of up to 20 to 40-fold were observed between some pairs of population groups. The interpopulation genetic diversity ratio ($F_{ST}$) also varied considerably from marker to marker (such as, from 0.02 to 0.2 for type II diabetes or from 0.006 to 0.52 for the level of lipids). The mean level of interpopulation differentiation was 10.5%; i.e., it did not significantly differ from the differentiation level observed for conditionally neutral or genome-wide datasets of markers.

These data suggest that the level of interpopulation and interethnic differences for genes associated with MFD does not differ from the general level of differentiation in the gene-pool, and that the risk of developing a disease associated with a genetic marker can vary significantly between population groups, depending on the frequencies of the associated marker and the modulating effects of other genes and environmental factors.

The role of gene-gene and gene-environment interactions is usually hard to differentiate; however, their overall effect in the modification of disease risk associated with a certain gene or marker can be very significant and has population specificity. As an example, we can examine data for the role of the ε4 allele of the APOE gene in Alzheimer’s disease (AD). Reliable association of this marker with AD has been observed for all of the tested race groups; however, the frequency of the allele differs considerably (9% among the Japanese population, 14% among white Americans, 19% among
African Americans). Homozygosity for the ε4 allele increases the risk of AD 33-fold for Japanese, 15-fold for white Americans, and only 6-fold for African Americans. For heterozygous individuals these values are correspondingly 5.6–3–1.1.

Thus, even if the risk of complex disease development is reliably associated with distinct genetic markers in all populations and these markers have unidirectional effects, the magnitude of the effect or the severity of the risk still greatly depends on ethnicity and population-specific factors of genetic and probably non-genetic nature. So, data on ethnic origins can provide additional information in making personalized medical prognoses.

ETHNOGENETICS AND PHARMACOGENOMICS

One of the main advantages of personalized medicine is the individualization of drug therapy. Response to a drug, choice of the optimal drug class, dosage, and usage schedules can, at least partially, be determined using genetic factors. Information on individual genetic markers can help a clinician select the appropriate drug strategy. Based on these principles, pharmacogeneticists attempt to identify the genes and gene variants that influence the efficiency of drug therapy and lower the risk of side effects. It has been shown that the most widely used drugs are only effective in 25–60% of patients, and there have been 2 million cases of side effects per year in the U.S. alone, including more than a 100,000 deaths [78].

Pharmacogenomics studies have collected considerable data on the association of genetic markers with the effectiveness of certain drugs. During the last 20 years there have been approximately 2,000 studies on this subject, and hundreds of genes associated with drug therapy efficiency have been identified [79]. Most of these pharmacogenetics studies concern cardiovascular, oncological, and neurological diseases.

The FDA (Food and Drug Administration) of the U.S. Ministry of Healthcare has approved the addition of genetic marker information into the annotations of about 30 drugs, including warfarin, abacavir, imatinib, atorvastatin, etc. [80]. The list of biomarkers which were appended into these annotations includes genes that encode cytochromes, a low density lipoprotein receptor, N-acetyltransferases, epidermal growth factor receptor, etc. The effects of drug therapy that depend on the genotypes for these markers include the clinical response to therapy, risk of side effects, choice of optimal dosage, sensitivity or resistance towards the drug, and polymorphism of drug targets.

Most of the relevant pharmacogenetic data has been collected on Caucasoids - more than 80% of the published research has been conducted on the European and U.S. populations [80], which is why there is little information on the interethnic differences of drug efficiency and on the role of genetic factors. As an example, we can note the decreased effectiveness of enalapril, weakened effect of the vasodilator sodium nitroprusside (an antihypertension vasodilator), and decreased effect of propranolol and atenolol (adrenoreceptor blockers) during hypertension therapy for African Americans as compared to Caucasians [81]. In some cases, the interethnic differences can be associated with frequency differences for a specific marker. Thus, the difference in propranolol and atenolol efficiency is due to the higher frequency of one of the missense mutations of the β1 adrenoceptor gene in white Americans (72%) as compared to African Americans (57%).

We can surmise that interracial and interethnic differences in the effectiveness of drug therapy can be as common as interpopulation differences in MFD frequencies, since the genetic variability of genes that metabolize therapeutic drugs is the same as that of complex disease susceptibility genes [82, 83]. For instance, there is a 10-fold difference in the frequency of slow metabolizing variants of cytochrome CYP2D6 between Caucasians and Asians (10% for Caucasians and 1% for Japanese). This enzyme is involved in the metabolism of over 40 drugs, such as the widely used β-blockers and tricyclic antidepressants. The frequency of extremely fast metabolizing alleles of this enzyme exhibits a 10-fold difference even inside Europe - about 1–2% in Spain and up to 10% in Sweden. Our data also indicate a considerable variability within Russian populations in terms of drug metabolizing genes. For instance, the frequency of the CYP2C9*2 allele of one of the cytochrome genes is 12% for Russians, which is within the variability interval observed for Europeans (10–17%), while the allele is not present in Eastern Asian populations and occurs in the native populations of Siberia with a frequency of 1 to 6% [83]. The overall level of genetic differentiation for cytochrome genes is relatively low ($F_{st} = 0.021$) in Russian populations; however, it is tightly correlated with the geographical layout, as are most other marker systems (Fig. 3).

FROM THE HUMAN GENOME TO THE INDIVIDUAL GENOME

Re-sequencing of complete individual genomes provides new data on the genetic variability of humans and can help create individual health prognoses in the future. The first personal genome to be sequenced was the genome of Craig Venter, one of the key figures in the study of the human genome. Venter’s genome sequence was completed in October 2007 [84]. Data on the second sequenced genome (of Nobel Laureate James Watson) were published half a year later [85]. Currently (from...
In the middle of 2010, there are data on 20 re-sequenced genomes (Table 4), which include those of Craig Venter, James Watson, archbishop Desmond Tutu, the twice-sequenced genome of a Yoruba individual, a Chinese genome, two Koreans, several Europeans, an ancient Eskimo, a Russian, and an Indian [84–99].

Apart from the complete genomes of unrelated healthy people of various descents and renown, researchers have also obtained complete sequences of patients with monogenic diseases: these include four genomes of a family quartet in which the children suffer from Miller syndrome (primary ciliary dyskinesia in a lung form, which is phenotypically similar to cystic fibrosis) [98], as well as a genome of a type I Charcot–Marie–Tooth disease patient [97]. No less than 7 complete tumor cell genomes have been published for cancers of various localizations: acute myeloid leucosis, malignant melanoma, glioblastoma, etc. [86, 100–105].

Progress in sequencing technology has been colossal in terms of speed and cost reduction. The sequencing of Venter’s genome, which was conducted on first generation sequencers, cost his company about 2 million U.S. dollars. Genomes which are sequenced on second-generation machines (Illumina Genome Analyzer and Applied Biosystems Solid System) cost about 200–500,000, while the most recent studies involving the re-sequencing of complete genomes cost no more than 1,500 U.S. dollars. So, Francis Colins’ [106] prognosis in 2001 that the cost of sequencing a genome would fall to 1,000 dollars by 2030 has come to pass 20 years ahead of time!

The “1,000 genomes” project is aimed at obtaining complete and accurate genome sequences of 2,000 individuals from different populations of the main geographical regions of the world (Africa, Europe, Asia, and the Americas) [107]. During the first phase of the project, 180 samples from four HapMap populations (CEU, YRI, CHB, and JPT) were sequenced, albeit with only a few repetitions (2–8).

What new knowledge do personal genomes add to the understanding of human genetic variability and what is their use in personalized medicine? First of all, researchers discover new genetic variants – each genome has about 2.5–4 million SNPs, several thousands of insertions/deletions and several hundreds or thousands of CNVs (Table 2). Most of these variants are being described for the first time. Re-sequencing data from complete genomes confirms the level of individual variability observed for the genomes sequenced in the “Human Genome” project - on average 3 million SNP
<table>
<thead>
<tr>
<th>Date of publication (submission)</th>
<th>Person</th>
<th>Journal</th>
<th>Institution (country)</th>
<th>Platform</th>
<th>Coverage of SNPs (millions)</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>7. 2009, June (1 February 2009)</td>
<td>Yoruba (NA18507) (m)</td>
<td>Genome Research [90]</td>
<td>Life Technologies (U.S.)</td>
<td>ABI SOLiD</td>
<td>17.9</td>
<td>3.87</td>
</tr>
<tr>
<td>9. 2009, August (10 June 2009)</td>
<td>Steven Quake, Caucasian USA, P0 (m)</td>
<td>Nature Biotechnology [92]</td>
<td>Stanford University (U.S.)</td>
<td>Helicos SMS Heliscope</td>
<td>28</td>
<td>2.81</td>
</tr>
<tr>
<td>10. 2009, December</td>
<td>Russian with kidney cancer (m)</td>
<td>Acta Naturae, [93]</td>
<td>RNC Kurchatov’s Institute (Russia)</td>
<td>Illumina/ABI SOLiD</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>11. 2010, January (3 September 2009)</td>
<td>Caucasian (NA07022) (m)</td>
<td>Science [94]</td>
<td>Complete Genomics (USA)</td>
<td>Complete Genomics DNA nanoarray</td>
<td>87</td>
<td>3.08</td>
</tr>
<tr>
<td>14. 2010, February (30 November 2009)</td>
<td>Paleo-Eskimo, Saqqaq (m)</td>
<td>Nature [95]</td>
<td>University of Copenhagen / Beijing Genomic Institute (Denmark / China)</td>
<td>Illumina</td>
<td>20</td>
<td>2.19</td>
</tr>
<tr>
<td>15. 2010, February (11 August 2009)</td>
<td>Khoisan, KB1 (m)</td>
<td>Nature [96]</td>
<td>Pennsylvania State University (U.S.)</td>
<td>Roche / 454 / Illumina</td>
<td>33.4</td>
<td>4.05</td>
</tr>
<tr>
<td>17. 2010, March</td>
<td>Caucasian, CMT1 patient (m)</td>
<td>New Eng J Med [97]</td>
<td>Baylor College of Medicine (U.S)</td>
<td>ABI SOLiD</td>
<td>29.9</td>
<td>3.42</td>
</tr>
</tbody>
</table>
from a 3 billion base genome yield differences in 1 nucleotide in a thousand.

The genomes of two individuals overlap for about half of the SNPs (Table 5). The degree of relation between the genomes is correlated with the genetic differentiation between the populations to which these genomes belong. The Yoruba genome is the farthest removed from others (38–45% overlapping SNPs), while the most related genomes are those of a Chinese and Korean (60–67% overlapping SNPs).

“Overlaying” the variable positions in complete genomes onto the data obtained in large-scale population projects (such as HapMap) allows us to glimpse at the genetic origins of an individual. For instance, by comparing SNPs in the Venter, Watson, and YH Chinese genomes with four HapMap populations (Fig. 4), based on the marker distributions in populations CEU, YRI, CHB, and JPT, researchers can estimate the level of cross-breeding between the main racial and ethnic components observed in these genomes. Thus, the shares of Caucasoid, Negroid, and Mongoloid components in Venter’s genome were estimated at 93.3, 5.1, and 1.6% respectively. The genome of the Nobel-prize winner Watson had a lower share of Caucasoid SNP (73.0%) due to the increased amount of Negroid markers (25.6%).

A personal genome sequence provides complete information on whether the individual carries any alleles associated with clinical phenotypes and is thus extremely valuable for individual health prognoses and for estimating MFD risks. The precision and relevance of the genetic health prognosis are thus unlimited by the technical possibilities of genome study but depend on the amount of knowledge on a phenome and its genetic determinants.

Data on complete genomes are insufficient at the moment in order to systematize the layout of interpopulation differences on a genome-wide scale; however, the existence of interindividual and interracial differences in the number of MFD-associated markers is obvious. Thus, Venter’s genome has about 50 SNPs which are associated with alcoholism. The sequenced Yoruba genome has 30, Watson - 25, and the Mongoloids (Chinese, Korean, and ancient Eskimo) have less than 20. Venter is also a record-holder in terms of SNPs associated with tobacco addiction (about 40 SNPs). The Chinese and ancient Greenlander have about 20 of these markers, while Watson’s genome, as well as the Korean and Yoruba genomes, has none.

---

Table 5. Characteristics of six individual genomes

<table>
<thead>
<tr>
<th>Genome</th>
<th>Ethnic origin, Country</th>
<th>Number of SNPs</th>
<th>Overlapping with other genomes by common (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HuRef (Venter)</td>
<td>White American, U.S.</td>
<td>3075858</td>
<td>100, 55.8, 52.9, 51.6, 56.4, 34.2</td>
</tr>
<tr>
<td>Watson</td>
<td>White American, U.S.</td>
<td>3321942</td>
<td>51.6, 100, 50.8, 49.9, 54.9, 36</td>
</tr>
<tr>
<td>NA18507</td>
<td>Yoruba, Nigeria</td>
<td>4189457</td>
<td>38.8, 40.3, 100, 42.1, 45.8, 27</td>
</tr>
<tr>
<td>YH</td>
<td>Chinese, China</td>
<td>3074097</td>
<td>51.6, 54, 57.3, 100, 67.3, 38.2</td>
</tr>
<tr>
<td>SJK</td>
<td>Korean, South Korea</td>
<td>3439107</td>
<td>50.5, 53, 55.8, 60.1, 100, 39</td>
</tr>
<tr>
<td>Saqqaq</td>
<td>Paleo-Eskimo, Greenland</td>
<td>2193396</td>
<td>47.9, 33.9, 32.5, 53.5, 61.1, 100</td>
</tr>
</tbody>
</table>

---

Fig. 4. Individual genomes of Venter, Watson, and a Chinese individual (YH) on the tree of HapMap individuals (according to [88], with alterations).
The most complete approach to using genome-scale information for making individual health prognoses was demonstrated in the recent work of Ashley et al. [108]. In order to estimate the risk of a certain disease, they proposed the use of a so-called pretest risk as a baseline. This pretest risk is an epidemiological risk estimate, which can in its simplest form be the incidence of this disease in the appropriate ethnic and age group. The individual genome was then tested for SNPs, which are reliably associated with the disease according to GWAS data. Based on these data, the researchers calculated post-test risk, which views each marker as an independent risk factor. An example calculation of the individual risk of myocardial infarction is shown in Table 6. The risk was estimated for a healthy 40-year-old white American, whose genome was sequenced in study [92]. The DNA donor had a family history of cardio-vascular diseases and some cases of sudden death among relatives. His biochemical and electrocardiogram parameters were normal. The pretest risk was estimated at 2%. The individual’s genome contained 7 SNPs which were reliably associated with myocardial infarction according to GWAS data. The OR (genetic risk estimate) values of the individual’s genotypes varied from 0.75 to 2.86. The overall risk of myocardial infarction (product of the pretest risk and OR of each marker) was 8.9%. In this case, the genetic composition of the tested individual increased the overall risk by 4.5-fold as compared with the pretest risk.

### CONCLUSION

Humans display a relatively low level of genetic variability (both at the level of population differentiation and at the level of individual genomes), which is set on a background of high phenotypic variability and strict geographical structure of the genetic variation, which is manifested in the clustering of geographically adjacent populations. The spatial nature of the genetic variability distribution of modern humans can be observed at different levels of population structure and in various groups of markers, including the genes associated with MFD development. Genetic differences between human populations are responsible for only 10–15% of the genetic variability in humans. However, these differences prove significant in the field of personalized medicine in terms of diagnosing monogenic diseases, estimating the susceptibility to common diseases, and making health prognoses, and the efficiency of drug therapy.

Returning to the issues stated in the introduction, let’s sum up our current knowledge. Genetic differentiation in populations for disease genes is as large as the overall level of interpopulation diversity on a genome-wide scale. Observed interethnic differences in the incidence of human diseases can be almost completely (for Mendelian diseases) or to a significant degree (for MFD) explained by the different frequencies of disease-associated genes. The general “geographical pattern” of genetic diversity took shape during the spread of modern humans through migrations, genetic drift, and sudden changes in the effective size of populations. However, natural selection could have played a significant role in the development of the variability of some regions of the genome both on a global scale (such as the immune response or skin pigmentation gene) or at the level of population adaptations to the local environment (such as genes for metabolizing compounds present in the diet). The biological effects of distinct genetic variants (mutations of polymorphisms) in relation to disease are usually stable and do not depend on the racial, ethnic, or geographic context. However, the magnitude of the effects (the relative role of the marker in the disease itself or in the risk of disease development) can exhibit strong variation at the population and individual levels due to the different genetic (haplotypic) environment and modifying gene-gene and gene-environment interactions.

Undoubtedly, the “ethnic factor” must be taken into account during medical studies, especially those concerning personalized genomic medicine. The long history of discussions on this issue in medical and genetic literature continues (see [36, 109–111]). However, the professional community of researchers who work in the field of personal genomics devotes considerable attention to population aspects both at the stage of data collection (such as the GWAS or pharmacogenomic studies) and at the data-interpretation stage of individual genetic testing or genetic screening at the population level [110].

### Table 6. Individual calculation of myocardial infarction risk based on genomic data (according to [108])

<table>
<thead>
<tr>
<th>Gene</th>
<th>SNP</th>
<th>Genotype</th>
<th>OR</th>
<th>Risk, %</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Pretest</td>
</tr>
<tr>
<td>LPA</td>
<td>rs3798220</td>
<td>CT</td>
<td>1.86</td>
<td>3.7</td>
</tr>
<tr>
<td>THBS2</td>
<td>rs8089</td>
<td>AC</td>
<td>1.09</td>
<td>4.0</td>
</tr>
<tr>
<td>LDLR</td>
<td>rs14158</td>
<td>GG</td>
<td>2.88</td>
<td>10.6</td>
</tr>
<tr>
<td>LIPC</td>
<td>rs11630220</td>
<td>AG</td>
<td>1.15</td>
<td>12.0</td>
</tr>
<tr>
<td>ESR2</td>
<td>rs1271572</td>
<td>CC</td>
<td>0.73</td>
<td>9.1</td>
</tr>
<tr>
<td>ESR2</td>
<td>rs35410698</td>
<td>GG</td>
<td>1.03</td>
<td>9.4</td>
</tr>
<tr>
<td>FXN</td>
<td>rs3793456</td>
<td>AA</td>
<td>0.94</td>
<td>8.9</td>
</tr>
</tbody>
</table>
Integration of genomics and phenomics in the framework of system biology, novel powerful instruments for describing and analyzing genetic diversity – sequencing individual genomes and genome-wide analysis of SNP on microarrays, the HapMap and “1000 genomes” projects – all of these new happenings give hope as to fast progress in the categorization of genetic diversity associated with the risk of common diseases, the efficiency of drug therapy, and the establishment of a tight link between basic scientific results and proven recommendations for personalized medicine.
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ABSTRACT Hereditary breast-ovarian cancer syndrome contributes to as much as 5–7% of breast cancer (BC) and 10–15% of ovarian cancer (OC) incidence. Mutations in the “canonical” genes BRCA1 and BRCA2 occur in 20–30% of affected pedigrees. In addition to BRCA1 and BRCA2 mutations, germ-line lesions in the CHEK2, NBS1, and PALB2 genes also contribute to familial BC clustering. The epidemiology of hereditary breast-ovarian cancer in Russia has some specific features. The impact of the “founder” effect is surprisingly remarkable: a single mutation, BRCA1 5382insC, accounts for the vast majority of BRCA1 defects across the country. In addition, there are two other recurrent BRCA1 alleles: BRCA1 4153delA and BRCA1 185delAG. Besides BRCA1, in Russia breast cancer is often caused by germ-line alterations in the CHEK2 and NBS1 genes. In contrast to BRCA1 and BRCA2, the CHEK2 and NBS1 heterozygosity does not significantly increase the OC risk. Several Russian breast cancer clinics recently started to investigate the efficacy of cisplatin in the therapy of BRCA1-related cancers; initial results show a unique sensitivity of BRCA1-associated tumours to this compound.
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INTRODUCTION
Breast cancer (BC) and ovarian cancer (OC) contribute significantly to cancer incidence and mortality. BC is the most frequent malignant pathology in women, with the lifetime risk reaching approximately 10%. In some cases, BC can be easily diagnosed at early stages and ultimately cured. Unfortunately, even with the implementation of total population screening, the BC related mortality rate has not decreased significantly, due to insufficient sensitivity of available diagnostic methods, as well as the high metastatic potential of some BC forms [1]. OC is a much rarer disease than BC, being found only in 1.5% of women around the world; however, it is almost always diagnosed at late (incurable) stages. Early ovarian tumours do not cause symptoms and are often missed by ultrasound examination and CA-125 biomarker assay [2]. Both BC and OC are diseases of the reproductive system; therefore, their hormonal, metabolic, and behavioural risk factors are common to a certain extent. Interestingly, these two diseases are the main components of the most frequent genetic disease – hereditary breast-ovarian cancer (HBOC) syndrome [3].

HBOC has been intensively studied since the early 1990s. In 1994, the first gene associated with this syndrome was discovered and named BRCA1 (BReast CAncer 1) [4], and the second gene, BRCA2, was discovered a year later [5]. Although BRCA1 and BRCA2 code for different proteins, their products play a key role in preserving genome integrity by participating in DNA repair [6]. Notably, BRCA1 or BRCA2 mutations occur only in 20–30% of familial BC/OC cases. There has been an active search for other hereditary BC/OC genes. The effort has already helped to identify several new relevant genes, e.g. CHEK2, NBS1, PALB2 etc. [7].

The first studies on the contribution of the BRCA1 and BRCA2 genes in BC and OC incidence were performed on European and North American women. The mutations in these genes are very diverse [8], which complicates BRCA diagnostics. Indeed, to perform the
complete analysis of BRCA1 and BRCA2, one needs not only to perform full sequencing of these long genes, but also to find rearrangements using the MLPA method (multiplex ligation-dependent probe amplification). In the mid-1990s, it was established that the so-called “founder effect” was present in some small isolated ethnic groups. For example, in females Ashkenazi Jew nearly all BRCA1 and BRCA2 mutations are represented by only 3 recurrent alleles, i.e. BRCA1 185delAG, BRCA1 5382insC, BRCA2 6174delT; BRCA2 999del5 is a prevailing mutation in Icelandic females [9, 10]. Population-specific distribution of hereditary cancer mutations may significantly affect the design of genetic studies. In countries without a strong founder effect, only cancer cases with a high probability of detecting the mutation are usually taken into the analysis; they include oncological patients with a proven cancer history in their family and/or patients with multiple primary tumours and/or young women with BC or OC. The presence of the founder effect greatly simplifies the DNA testing procedure, enabling comprehensive studies, such as revealing the influence of hereditary cancer gene mutations on the overall BC/OC incidence rate, as well as analyzing the gene mutations in healthy women [11].

EPIDEMIOLOGY OF THE BRCA1, BRCA2, CHEK2 AND NBS1 MUTATIONS IN RUSSIA

In Russia, the studies of the HBOC syndrome were initiated later than in the U.S. and Europe but they produced rather unexpected results. The first paper published in 1997 reported on the results obtained in patients with familial OC living in Moscow and several other regions of the former Soviet Union [12], the main result being the extremely high frequency of the BRCA1 5382insC mutation. As was mentioned above, this mutation had been first found in Jewish women; therefore, it had been for many years considered in the context of that particular ethnic group [13]. However, it appeared that the BRCA1 5382insC mutation was not of Jewish origin. This mutation is found not only in females living in various regions of Russia, but also in native populations of Poland, Lithuania, Latvia, and Belarus [14–17]. It is perhaps more accurate to say that the BRCA1 5382insC mutation is of Slavic origin, and that the relatively high frequency of this mutation in Ashkenazi Jews observed mostly in Eastern Europe is likely due to the long coexistence of the Slavic and Jewish peoples in the Baltic region and adjacent territories.

The epidemiology of the BRCA1 5382insC mutation is surprising, to say the least, since it contradicts the stereotype of the multinational culture in the Russian Empire and the Soviet Union. BRCA1 5382insC accounts for up to 90% of all BRCA1 mutations in women living in distant regions of Russia, ranging from Moscow to St. Petersburg, Krasnodar, Tomsk, etc. [12, 18–20, 22–24, 26]. Moreover, this mutation is dominant in neighboring countries with a mostly Slavic population such as Poland, Belarus, Latvia, and Lithuania [14–17]. Notably, the relative genetic homogeneity of the Slavs is in accordance with the results of general population studies on the genetic diversity of people living in Russia [31]. The BRCA1 5382insC allele frequency in healthy women is approximately 0.1%. This variant accounts for approximately 2–5% of total BC cancer incidence. Among the high-risk patients (familial cancers, bilateral breast tumours, or early onset cancers), this mutation is observed in 10% of patients. The BRCA1 5382insC contribution to the OC rate is even bigger: this mutation is found in 10–15% of patients (Table). It is important to note that in contrast to the BC, the BRCA1 5382insC distribution in women with OC is independent of age, family history, and the number of primary tumours [26]. Therefore, while DNA testing of BC patients can be restricted by high-risk cases, all OC patients have to undergo BRCA testing.

In the pioneering report [12], the relatively frequent BRCA1 4153delA (4154delA) mutation was described. The mutation was found not only in Russian patients, but also in those from other neighboring Slavic countries [14–17]. The BRCA1 4153delA frequency in Russian patients, however, is an order of magnitude lower than that of the BRCA1 5382insC mutation, which complicates the study of the BRCA1 4153delA epide-miology. Polish scientists had reported on the preferential association of BRCA1 4153delA with OC [14, 32]; however, their observations could not be confirmed in later studies [21].

A number of Russian studies indicate that there is a relatively high frequency of the “Jewish” BRCA1 185delAG allele in Russian patients [20, 23, 24, 26]. In contrast to the BRCA1 5382insC mutation, however, this mutation is not dominant and could be better explained by interethic marriages.

The BRCA1 gene mutations in familial BC/OC patients have been repeatedly analyzed by sequencing of all coding sections, with similar results obtained in Moscow, St. Petersburg, and Tomsk. It has been shown that non-founder mutations are much rarer in Russia than in Europe and North America [12, 18–20, 23, 33]. Given the rapidly falling costs of DNA analysis, it is logical to expect an increase in the use of BRCA1 sequencing even for the patients with low probability of cancer genetic predisposition. So far, there has been only one study on gross rearrangements of the BRCA1 gene, and the data indicate a low frequency of such mutations in Russian patients with hereditary BC/OC [33].
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While the BRCA1 gene has been systematically analyzed, data on the BRCA2 mutations in Russia are scarce. In Siberia, there have been several reported cases of BRCA2 being inactivated in hereditary BC/OC patients [18]; at the same time, studies performed in Moscow revealed no connection between this gene and hereditary BC/OR in the European part of Russia [23]. Polish scientists performed comprehensive studies showing that the BRCA2 mutations contributed very little to BC and OC aetiology in Slavs [34].

Another interesting feature of Russian patients is the frequent occurrence of CHEK2 mutations. This gene, as BRCA1 and BRCA2, participates in the maintaining of genomic integrity. Heterozygous CHEK2 mutations are frequent in Finland, the Netherlands, Poland, and several other countries [14, 35]. In Russia, CHEK2 mutations are found in fewer than 2% of “random” BC patients, and in up to 5% of hereditary cancer patients [27]. In contrast to the situation with BRCA1 and BRCA2, heterozygous inactivation of CHEK2 does not increase the risk of OC [21, 26].

Another important gene for Russia is NBS1 (NBN). Homozygous defects of this gene were found in patients with serious immunodeficiency, the so-called Nijmegen breakage syndrome [36]. Heterozygous NBS1 mutations are observed mostly in Slavs, and they are associated with an increased BC risk [30, 37, 38]. No increased frequency of this gene defect is observed in OC patients [26]. Nevertheless, in the only reported case of combined germ-line heterozygosity for BRCA1 and NBS1 genes in ovarian tumor, there was somatic inactivation of the NBS1 gene, whereas the BRCA1 gene remained intact [39]. This observation may be an argument speaking in favor of the involvement of the NBS1 gene in the degree of OC risk.

MEDICAL ASPECTS OF HEREDITARY BC AND OC IN RUSSIA

The main goal of hereditary cancer syndrome diagnostics is to find healthy women with corresponding mutations. It is believed that timely detection of the genetic defect can help to avoid fatal cancer outcome. Women with heterozygous BRCA1 and BRCA2 genes are under regular observation for early BC/OC diagnostics. In addition, preventive surgical removal of target tissues is recommended [40] to women with a BRCA mutation [40].

Healthy carriers of hereditary cancer genes are usually found during the examination of relatives of BC or OC patients with the genetic defect. According to current ethical standards, the patient herself should encourage her relatives to undergo DNA analysis. Our experience shows that very few relatives of the BRCA mutation carriers undergo DNA testing. This could be because either hereditary cancer patients conceal their condition to their relatives or the healthy women avoid medical procedures aimed at determining cancer risk. Even more surprising is the fact that the majority of healthy women with BRCA mutations monitored by us are extremely careless when it comes to undergoing preventive screening. Preventive surgery presents the biggest challenge. While it has become a routine clinical practice in the U.S., Canada, Western and Eastern Europe, Israel, Australia, South Africa, Japan, Korea and other countries, yet in Russia the discussion of such an option is suppressed or distorted not only by ordinary people but even by the medical community.

While preventive measures for BRCA carriers are frequently neglected, many doctors are enthusiastic to try novel therapeutic schemes for HBOC patients. In 2009, Polish scientists published the results of clinical studies showing the unique sensitivity of BRCA1-associated tumors to cisplatin [41]. This is possible because of unique therapeutic window. In tumors of the BRCA1 mutation carriers, complete inactivation of this gene is observed. It causes a homologous recombination defect. BRCA1-deficient cells are extremely vulnerable to cisplatin, a well-known DNA crosslinking compound causing double-strand breaks. It is important that normal tissues, in contrast to neoplasms, retain heterozygous BRCA1 status, the presence of a single func-

Table. Hereditary breast-ovarian cancer genes in Russia

<table>
<thead>
<tr>
<th>Gene</th>
<th>Major mutations</th>
<th>Frequency in healthy subjects</th>
<th>Frequency in “high-risk” (familial and/or bilateral and/or young-onset) breast cancer patients</th>
<th>Frequency in non-selected breast cancer patients</th>
<th>Frequency in ovarian cancer patients</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>BRCA1</td>
<td>5382insC, 4153delA, 185delAG</td>
<td>~ 0.1%</td>
<td>~ 10%</td>
<td>2–4%</td>
<td>&gt; 10%</td>
<td>[18–26]</td>
</tr>
<tr>
<td>CHEK2</td>
<td>1100delC, IVS2+1G&gt;A</td>
<td>&lt; 1%</td>
<td>~ 5%</td>
<td>~ 2%</td>
<td>&lt;1%</td>
<td>[26–29]</td>
</tr>
<tr>
<td>NBS1</td>
<td>657del5</td>
<td>0.5%</td>
<td>~ 1%</td>
<td>0.7%</td>
<td>&lt;1%</td>
<td>[29, 30]</td>
</tr>
</tbody>
</table>
tional copy of the gene being sufficient for performing its functions. Russian scientists were the first to provide independent confirmation of the results of Byrski et al. [42]. Cisplatin is now commonly used for the therapy of BRCA1-associated tumors in several Russian clinics.
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**ABSTRACT** Sex chromosome evolution is accompanied by significant divergence in morphology and gene content and results in most genes of one of the sex chromosomes being present in two dosages in one sex and in one dosage in the other. To eliminate the difference in the expression levels of these genes between sexes and to restore equal expression levels of the genes between sex chromosomes and autosomes, mechanisms of dosage compensation have appeared. Studies of three classical objects, *Drosophila melanogaster*, *Caenorhabditis elegans*, and mammals, have shown that dosage compensation of X-linked genes can be achieved through completely different chromosome-wide mechanisms. New data on sex chromosome gene expression demonstrating that many sex chromosome genes can be expressed at different levels in males and females were recently obtained from birds and butterflies. In this review, dosage compensation mechanisms in *D. melanogaster*, *C. elegans*, and mammals are considered and the data on sex chromosome gene expression in birds and butterflies, and their influence on our view of dosage compensation, are discussed.
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**COEVOLUTION OF SEX CHROMOSOMES AND DOSAGE COMPENSATION MECHANISMS**

In a variety of organisms, sex correlates with a distinct sex chromosome set. In particular, in *Drosophila melanogaster*, as well as in most mammals, females have two X-chromosomes, while males are heterogametic with two different sex chromosomes, X and Y. Nonetheless, the systems determining sex in *D. melanogaster* and mammals are completely different. In *D. melanogaster*, sex depends on the ratio between doses of X-linked and autosomal genes [1], whereas in mammals the presence of the Y-chromosome, rather the *Sry* gene responsible for male sex determination, is crucial [2]. In contrast, in birds, butterflies, and some reptiles, females are heterogametic (chromosomes Z and W), while males have two Z-chromosomes. The sex chromosomes X and Y, as well as Z and W, considerably differ from each other in size, morphology, and gene content (Fig. 1). The chromosomes Y and W are heterochromatinized and mainly composed of tandem DNA repeats, and their gene content is poor in comparison with that of X- and Z-chromosomes.

It is thought that X- and Y-chromosomes appeared independently in different taxa and originated from a pair of homologous autosomes. The first step in sex chromosome evolution was the development of a genetic system of sex determination in a population of hermaphrodites or individuals whose sex is determined by temperature. The most consistent is an order of events with initial mutation leading to the appearance of a recessive gene of male sterility on the future X-chromosome, followed by the appearance of a dominant gene of female sterility on the future Y-chromosome. This resulted in the suppression of recombination between the X- and Y-chromosomes at the loci, which enabled the linkage of the genes responsible for male or female sex determination. The following step was the accumulation of genes beneficial to males (but decreasing the female’s fitness) on the Y-chromosome. The necessity of a tight linkage between these genes
and the Y-chromosome resulted in the suppression of recombination between the X- and Y-chromosomes in new loci and gradual expansion of the nonrecombining region. Suppression of recombination led to the accumulation of mutations and deletions in Y-linked genes, which are not associated with the formation of male features, thereby resulting in their degradation. Finally, the entire Y-chromosome could be lost, which probably occurred in Caenorhabditis elegans males that only possess the X-chromosome. A similar process is likely to have resulted in the divergence of Z- and W-chromosomes [3, 4].

To compensate for such an essential loss of genes on the Y-chromosome, natural selection might have favored mechanisms that elevated the expression of X-linked genes in males [5]. Up-regulation of the genes localized on the single X-chromosome in males has been known for a long time and is well-studied in D. melanogaster [6]. A similar path of restoring the X-linked gene expression level (dosage compensation) was proposed for mammals and C. elegans, but convincing arguments took a long time to emerge. A hypothesis on X-chromosome up-regulation in mammal and C. elegans males was recently confirmed thanks to the development of microarray techniques. This method allowed to determine the mean expression level of autosomal and X-linked genes, which was found to be equal in males of both mammals and C. elegans [7–9].

An increase in the transcription level of X-linked genes might result in an excess of their products in females. However, studies on gene expression using microarray have shown that X-linked genes are expressed in females of D. melanogaster, C. elegans, and mammals at the same level as autosomal genes [7–9]. Hence, females should also possess the mechanism(s) supporting the transcription balance between the X-linked and autosomal genes, as well as an equal expression level of the X-linked genes in both sexes. Despite the fact that it has a similar origin, dosage compensation of X-linked genes occurs in different ways in D. melanogaster, C. elegans, and mammals (Fig. 2). In D. melanogaster, dosage compensation only occurs in males, while in females the expression levels of genes localized on the autosomes and both X-chromosomes are equal [7]. In C. elegans, the single X-chromosome in males and both X-chromosomes in hermaphrodites are up-regulated. The restoration of the transcription balance in hermaphrodites is achieved by a specific mechanism that partially down-regulates gene expression on both X-chromosomes [7]. In mammals, gene expression is up-regulated on the X-chromosome in males and one of the two X-chromosomes in females. On the second X-chromosome, transcription of most genes is completely repressed; i.e., this X-chromosome undergoes inactivation [7, 8]. The mechanisms underlying these processes deserve a more detailed examination.

**DOSAGE COMPENSATION OF X-LINKED GENES IN D. melanogaster**

The elevated level of expression of X-linked genes in D. melanogaster males is supported by a complex composed of six proteins: MSL1 (male-specific lethal 1), MSL2, MSL3, MOF (males absent on the first), MLe (maleless), and JIL1 (Janus kinase 1), and two noncoding RNAs: roX1 and roX2 (RNA on the X). The key element for the assembly of this complex is MSL2, which is only synthesized in males. The MSL2 protein is absent in females, so other components cannot form the dosage compensation complex. According to the generally accepted model, MSL2 stabilizes MSL1 by direct interaction, thus forming a platform for further assembly of the dosage compensation complex [10]. The proteins MOF and JIL1 are responsible for the activation of X-linked gene transcription in males. The MOF protein acetylates histone H4 at Lys16 (H4K16). This modification is characteristic of the transcriptionally active chromatin and specific for the male X-chromosome [11, 12]. However, recent data suggest that MOF can acetylate H4K16 not only on the X-chromosome, but also on the autosomes of both sexes [13]. MOF has been found to interact not only with the MSL complex, but also with the so-called NSL (nonspecific lethal) complex that binds to promoters of transcriptionally active autosomal genes in males as well as autosomal and sex-
chromosomal genes in females. Hence, MOF, via interaction with different protein complexes, is implicated in two processes: dosage compensation of X-linked genes in males and general regulation of gene transcription in D. melanogaster [14, 15]. Moreover, homologues of MOF and the NSL complex exist in mammals, in which they play the same role in the histone H4 acetylation [16, 17]. These facts suggest that the mechanism of dosage compensation in D. melanogaster did not appear de novo but was formed on the basis of existing proteins which could retain their initial functions. JIL1 kinase is freely formed on the basis of existing proteins which could retain their initial functions. JIL1 kinase is freely associated with the MSL complex and phosphorylates histone H3 at Ser10. This modification is also implicated in the formation of transcriptionally active chromatin, likely counteracting the binding of the heterochromatin protein HP1 [18, 19]. Thus, up-regulation of X-linked genes in D. melanogaster is achieved through the creation of an “open” incompact chromatin structure accessible to transcription factors [20]. RNA-DNA-helicase MLe is thought to promote the integration of roX1 and roX2 RNAs into the dosage compensation complex [10]. These RNAs are interchangeable and essential for the binding of the dosage compensation complex with the X-chromosome [21]. Interestingly, the human homologue of the MSL complex does not contain the roX1 and roX2 RNAs. So, the recruitment of these noncoding RNAs into the MSL complex might be the turning point in the formation of the dosage compensation mechanism in D. melanogaster [22].

The X-chromosome of D. melanogaster has no less than 150 specific sites, called chromatin entry sites, which contain MSL recognition elements for the binding of the dosage compensation complex. Following the binding of these sites, the MSL complex spreads along the X-chromosome and interacts with actively transcribed genes [23]. Epigenetic features, such as trimethylated H3K36 (a characteristic of transcribed genes), rather than nucleotide sequences, are most likely significant at this stage [24]. Nevertheless, not all transcriptionally active genes of the D. melanogaster male X-chromosome bind the dosage compensation complex. Moreover, binding of the MSL complex not always leads to exactly a twofold increase in the X-linked gene expression level. In some cases, the level of transcription remains virtually unchanged [25–27]. Therefore, the mechanism controlling the expression level of individual X-linked genes in D. melanogaster males has yet to be identified.

The mechanism underlying up-regulation of X-linked genes in mammalian and C. elegans males remains unknown. It is likely to be supported by epigenetic mechanisms as in D. melanogaster. However, it is worth noting that no significant difference has been found between the chromatin structures of the X-chromosome and autosomes. So, the X-chromosome up-regulation in males may be a result of alterations in the nucleotide sequences of the gene regulatory regions that took shape during evolution [8, 28]. Besides, there is another possible way of enhancing X-linked gene expression in mammals. The fact is that the genes of the active and inactive X-chromosomes differ in methylation patterns. The alleles of the inactive X-chromosome are hypermethylated at the CpG-dinucleotides of promoter regions, which matches their inactivation. At the same time, the alleles of the active X-chromosome in females and genes of the X-chromosome in males are hypermethylated at the CpG-dinucleotides of gene bodies [29]. However, it remains absolutely unclear how methylation of gene bodies can lead to elevated expression of X-linked genes in mammals.

**Dosage Compensation of X-Linked Genes in C. elegans**

As mentioned above, dosage compensation of the C. elegans X-linked genes includes two processes: X-linked gene up-regulation in males and partial repression of the genes localized on both X-chromosomes in hermaphrodites. While the mechanism of the first process is absolutely unknown, the complex of dosage compensation composed of nine proteins SDC-1, SDC-2, SDC-3, DPY-21, DPY-26, DPY-27, DPY-28, DPY-30, and MIX1 has been characterized in C. elegans hermaphrodites [30]. Three proteins (DPY-26, DPY-27, and DPY-28) closely resemble the proteins of the 13S condensin complex responsible for chromosome compaction in mitosis and meiosis not only in C. elegans, but also in other eukaryotes. Another protein, MIX1 (mitosis and X-associated protein 1), is common to both complexes [31–34]. However, not only MIX1 has a dual function. The protein DPY-28 controls the number and distribution of crossovers between homologous chromosomes in meiosis [35]. DPY-30 is part of a complex that is homologous to the yeast complex Set1/COMPASS methylating histone H3. DPY-30 is likely implicated in both dosage compensation and the general regulation of gene transcription in C. elegans males and hermaphrodites [36, 37]. An important role in the assembly and function of the dosage compensation complex is played by the protein SDC-2 (sex determination and dosage compensation 2). Unlike other proteins, SDC-2 is only expressed in hermaphrodites and seems to be responsible for the specific impact of the dosage compensation complex on the X-chromosome, because it can bind to the X-chromosome independently of other components of the complex [38]. The complex assembly begins with the interaction between SDC-2, SDC-3, and DPY-30, which creates a platform for the binding of all other
proteins to the X-chromosome [39–41]. Interestingly, the same complex (except for DPY-21) is implicated in a 20-fold transcription repression of the autosomal gene her-1 (hermaphrodization of X0 animals), which is responsible for male sex determination [38, 41]; i.e. this complex participates not only in the dosage compensation of X-linked genes, but also in the sex determination system.

To bind to the dosage compensation complex there are specific nucleotide sequences on the C. elegans X-chromosome, but their density is significantly lower than that on the D. melanogaster X-chromosome (~40 and 150, respectively). These sequences are divided into two types: the rex- and dox-sites. Rex (recruitment elements on X)–sites can bind to the dosage compensation complex regardless of whether they are localized on the X-chromosome or autosomes and are most likely responsible for the primary recognition of the complex. Dox (dependent on X)–sites only interact with the dosage compensation complex when localized on the X-chromosome, and they are mainly implicated in the spreading of the complex along the X-chromosomes of C. elegans hermaphrodites [42].

The mechanism of dosage compensation complex-dependent partial repression of X-linked gene expression in hermaphrodites is not yet known; however, a certain similitude between the C. elegans dosage compensation and the 13S condensin complexes allows to assume that the same principle underlies both the transcription repression of X-linked genes and the chromosome condensation in mitosis and meiosis [37]. The similarity to the 13S condensin complex and the dual function of some proteins of the dosage compensation complex suggest that in both C. elegans and D. melanogaster dosage compensation appeared due to the acquisition of novel functions by existing proteins, rather than the development of an absolutely new mechanism. Which X-linked genes are subjects to dosage compensation in C. elegans hermaphrodites (and to what extent) remains unknown.

**DOSAGE COMPENSATION OF X-LINKED GENES IN MAMMALS**

Like C. elegans, mammals demonstrate up-regulation of X-linked genes in both sexes. The restoration of the gene transcription balance in females is achieved by transcription repression (inactivation) of the majority of genes localized on one of the two X-chromosomes [43]. X-inactivation may be either random or imprinted [28]. When X-inactivation is imprinted, the paternally inherited X-chromosome is predominantly inactivated. This variant of inactivation occurs in marsupials as well as in the extraembryonic tissues of some eutherians. When the inactivation is random, the chances of the paternal and maternal X-chromosomes being inactivated are equal. This type of X-inactivation takes place in somatic tissues of eutherians.

The eutherian X-chromosome has a specific locus called the X-inactivation center. One gene from this locus, Xist, is the key gene in the initiation of the X-inactivation process. It encodes a noncoding RNA, which then spreads along the further inactive X-chromosome, which leads to a series of epigenetic changes [28, 44–46]. As a result, RNA polymerase II is excluded from the inactive X-chromosome, and chromatin-modifying complexes appear. Consequently, the inactive X-chromosome loses modifications that are characteristic of transcriptionally active chromatin, such as histone H3 dimethylated at Lys4 (H3K4) and acetylated histones H3 and H4. Instead, the inactive X-chromosome gains modifications characteristic of transcriptionally inactive chromatin, such as histone H3 trimethylated at Lys27 (H3K27), histone H2A ubiquitinylated at Lys119 (uH2A), histone H3 dimethylated at Lys9 (H3K9), and histone H4 monomethylated at Lys20 (H4K20). In addition, the inactive X-chromosome becomes late-replicating and associates with a histone H2A variant (macroH2A) containing a nonhistone domain. The last epigenetic event in the X-inactivation process is methylation at X-linked gene promoter regions, which allows to maintain the stability of the inactive state of the X-chromosome. Complexes of polycomb proteins are implicated in the establishment of the inactive state of the X-chromosome in mammalian females. PRC1 (polycomb repressor complex 1) is responsible for the ubiquitinylation of histone H2A [47, 48], while PRC2 is responsible for H3K27 trimethylation [49, 50]. However, these complexes are not specific to females, as they are also implicated in the repression of both X-linked and autosomal genes [22]. The enzymes fulfilling H3K9 dimethylation and H4K20 monomethylation have not been known precisely. It is believed that they are methyltransferase G9a and PR-Set7, respectively [51, 52]. It is worth noting that noncoding RNAs and chromatin-modifying complexes are involved in the dosage compensation of X-linked genes both in mammals and D. melanogaster, but their effects on gene expression are diametrically opposite. The question of how Xist RNA interacts with chromatin-modifying factors still remains open. Moreover, the gene Xist was not found in marsupials [53], despite the fact that their chromatin modification patterns on the inactive X-chromosome closely resemble those in eutherians. It becomes obvious that both the X-inactivation center and random X-inactivation only developed in eutherians [53, 54], and that the X-inactivation process in marsupials differs from that in placental mammals.
In its mechanism, X-inactivation is similar to the imprinting of autosomal genes. In both cases, noncoding RNAs are involved whose expression leads to the establishment of the same chromatin modifications: hypomethylated H3K4, hypoacetylated H3K9, trimethylated H3K27, uH2A, dimethylated H3K9, and DNA methylation [55, 56]. The final result of both processes is the transcription repression of one of two alleles. Hence, the method of gene transcription repression during X-inactivation in mammalian females is not unique; the same mechanism is also at play in the establishment of monoallelic expression for certain autosomal genes.

It is worth noting that not all genes of the inactive X-chromosome undergo inactivation. Studies on the expression status of human X-linked genes have shown that 15% of genes always escape X-inactivation, while 10% of genes have heterogeneous expression; i.e., they undergo X-inactivation in some women and escape X-inactivation in others [57]. Besides, genes escaping X-inactivation were found in mice and some other mammals [58, 59]. However, the reason why some X-linked genes escape X-inactivation is as yet unknown. In some cases, this may be explained by the presence of a Y-chromosomal homologue of an X-linked gene. In this case, escaping X-inactivation enables the restoration of equal X-linked gene expression between the sexes. Nonetheless, many X-linked genes escaping X-inactivation have no Y-homologues. It is possible that a higher expression level of these genes in females is associated with the formation of female-specific features [60, 61]. Interestingly, the expression level of many genes escaping X-inactivation on the inactive X-chromosome is much lower than that on the active X-chromosome [8, 9, 57]. This suggests that a higher expression level of these genes in females is of little importance. It is also possible that an imbalance of X-linked genes can be evened out after transcription [60, 61].

It has been suggested that special elements are necessary for the effective spreading of the inactive state along the X-chromosome. The most likely candidates are long, interspersed nuclear elements (LINEs) [62]. This hypothesis is supported by the fact that murine and human X-chromosomes are twice richer in LINEs as compared to autosomes. It is worth noting that the distribution of LINEs on the human X-chromosome correlates with gene expression status. The highest density of LINEs is observed in the X-inactivation center and in regions of gene inactivation. Conversely, the density of LINEs in regions that escape X-inactivation is lower [57, 63, 64]. Yet, what are the sequences necessary for effective spreading of the inactive state along the X-chromosome and what are the mechanisms of their action remains unknown.

### COMMON FEATURES OF X-LINKED GENE DOSAGE COMPENSATION SYSTEMS

Examination of three model objects (D. melanogaster, C. elegans, and mammals) demonstrates that X-linked gene dosage compensation can occur via a variety of mechanisms. The difference in dosage compensation mechanisms appears to reflect an independent origin of sex chromosomes in these species and, as a result, independent formation of the mechanisms directed toward the regulation of X-linked gene expression. Despite the difference in means of X-linked gene dosage compensation in D. melanogaster, C. elegans, and mammals, there are several common features. First, dosage compensation is achieved via mechanisms operating at the chromosomal level; these mechanisms do not appear de novo: existing proteins and protein complexes adapt to the regulation of X-linked gene expression. Second, up-regulation of the single X-chromosome in males is common to all three dosage compensation systems, though the mechanisms underlying this phenomenon may differ. Third, the required gene expression level is supported via a change in the X-chromosomal chromatin structure by chromatin-modifying complexes. In C. elegans and mammals, the effect of chromatin-modifying complexes in the course of X-linked gene dosage compensation is associated with the expression of noncoding RNAs. Tight association between the noncoding RNAs and regulation of gene expression implies that noncoding RNA is likely to be also found in the C. elegans dosage compensation system. Fourth, the X-chromosome contains a set of sequences responsible for binding and effective spreading of the dosage compensation complexes. Thus, the mechanisms of dosage compensation enable the leveling of the expression of autosomal and X-linked genes, as well as maintenance of an equal expression level of X-linked genes in both sexes. Transcriptional balance of X-linked genes is supported in different somatic cell types and the germinal cells of D. melanogaster and mammals in both sexes [7, 8], thus suggesting its importance to the organism.

### DOSAGE COMPENSATION OF Z-LINKED GENES IN BIRDS AND BUTTERFLIES

By analogy with the XY system of sex chromosomes, one might expect that the ZW system of sex chromosomes should also be characterized by the up-regulation of genes on the single Z-chromosome in females (heterogametic sex). However, early studies on the expression of a small number of Z-linked genes in birds and butterflies showed an elevated expression of some Z-linked genes in males, as compared to females [65–68]. Thus, the existence of Z-linked gene dosage compensation was called into doubt for a long time.

The use of microarray techniques allowed to determine the level of Z-linked and autosomal gene expres-
sion in two avian species (chicken and zebra-finch) and in silkworm. The ratio between male and female Z-linked gene expression levels in birds ranged between 1 and 2: i.e., one gets the impression that the Z-chromosome is between dosage compensation at the chromosomal level and the lack of dosage compensation [69, 70]. Similar data was obtained from the study of Z-linked gene expression in silkworm [71]. Moreover, in zebra-finch, Z-linked genes were distinctly divided into two groups: genes with an equal expression level in both sexes and those with a higher expression level in males [69]. Birds and butterflies do not appear to have mechanisms controlling the gene expression of the whole Z-chromosome; however, some Z-linked genes in females do undergo dosage compensation (Fig.3). The mechanisms involved in this process are not yet understood. Nonetheless, a specific locus, MHM (male hypermethylated), has been found on the avian Z-chromosome. This locus is hypermethylated in males, while in females a noncoding RNA is transcribed from this locus and accumulates in the region surrounding MHM. In females, this region is acetylated at Lys16 of histone H4 (H4K16). Besides, despite the genes undergoing dosage compensation being distributed along the Z-chromosome, the majority of them are concentrated near the MHM locus. It is likely that Z-linked gene dosage compensation in birds occurs the same way it does in D. melanogaster: noncoding RNA and H4K16 acetylation provide an elevated expression level of Z-linked genes in females [72].

The difference in the degrees of dosage compensation between the X- and Z-chromosomes might be ascribed to their age. When sex chromosomes are young enough, the mechanisms controlling gene expression might not have developed yet. While avian and mammalian sex chromosomes are close in age (no less than 150 and 166 MYA, respectively), the sex chromosomes of D. melanogaster are relatively young (~65 MYA), but the age is enough in order for the chromosomal dosage compensation mechanism to have developed. Hence, the age of sex chromosomes does not influence the extent of dosage compensation [22, 73]. It is known that hemizygosity at several genes or small genomic regions may remain, with no consequences for the organism. The avian and butterfly Z-chromosomes contain about 840 and 600 genes, respectively, which is considerably less than the number of genes on the D. melanogaster, C. elegans, and human X-chromosomes (2,300; 3,100; and 1,100 genes, respectively). It is likely that it is the lower number of genes on the sex chromosomes of birds and butterflies that allows them to do without chromosomal dosage compensation mechanisms. However, hemizygosity at several hundred genes must be lethal anyway; so the limited dosage compensation in birds and butterflies cannot be the result of lower gene density on sex chromosomes [22, 73]. As of now, the local dosage compensation is only found in species whose heterogametic sex is female (ZW). Since the Z-linked gene expression level was only examined in representatives of two taxa, it remains unclear whether this path of dosage compensation is characteristic of organisms with the ZW sex chromosome system or whether it is a coincidence. The study of other taxa, whose heterogametic sex is female, will likely answer this question [22, 73].

CONCLUSION

The data on sex-chromosomal gene expression in birds and butterflies force us to look anew at the problem of gene dosage compensation. It is becoming obvious that sex-chromosomal genes undergo dosage compensation to different extents, up to its complete escaping. It is possible that dosage compensation mechanisms evolved to control the expression of a distinct gene set, rather than the entire sex chromosome. This postulate seems to be correct not only for the Z-chromosome, but also for the X-chromosome, because genes escaping dosage compensation were found in mammals and D. melanogaster. Further studies will probably focus on the identification of the sex-chromosomal genes requiring dosage compensation, as well as on the mechanisms that determine the extent of dosage compensation for individual genes. Another important line of inquiry may be uncovering the mechanisms underlying the up-regulation of the X-linked genes in mammals and C. elegans. Studies on heteromorphic sex chromosomes in new taxa could shed light on the matter.
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ABSTRACT p66shc is a gene that regulates the level of reactive oxygen species (ROS), apoptosis induction, and lifespan in mammals. Mice knocked out for p66shc have a lifespan ~30% longer and demonstrate an enhanced resistance to oxidative stress and age-related pathologies such as hypercholesterolemia, ischemia, and hyperglycemia. In this respect, p66shc is a promising pharmacological target for the treatment of age-related diseases. In this review, an attempt has been made to survey and put to a critical analysis data concerning the involvement of p66shc in the different signaling pathways that regulate oxidative stress and apoptosis.
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INTRODUCTION
The identification of the mutations that lead to the prolongation of the lifespan of various model organisms shows that aging can be considered as a genetic program [1]. One of these genes is p66shc, the deletion of which results in a 30% increase in the lifespan. It is important to note that mice knocked out for p66shc, in comparison with other mouse models with a prolonged lifespan (e.g., with the deleted gene of a growth hormone receptor), are fertile and exhibit a normal phenotype [2]. These mice are resistant to oxidative stress and age-related pathologies such as atherosclerosis [3], endothelial disorders [4], AGE (advanced glycation end products)-dependent glomerulopathy related to diabetes mellitus [5, 6], and ethanol-induced liver affection [7].

P66shc is an adaptor protein which is coded for by a single locus in Drosophila (dShc), and by four loci in mammals – Shc (ShcA), SlI (ShcB), Rai (ShcC) [8], and RatP [9]. The four mammalian loci code for at least 7 proteins due to the usage of alternative start codons and alternative splicing. Three isoforms encoded by the ShcA locus are designated according to their molecular weights as p46shc, p52shc, and p66shc, respectively. These proteins participate in the regulation of proliferation (p46shc and p52shc) and apoptosis (p66shc) [8].

P66shc is considered to be a relatively “young” protein since it is not found in yeast (Saccharomyces), nematodes (Caenorhabditis), and insects (Drosophila) but appears in amphibians (Xenopus), fishes (Fugu rubripes), and mammals [8]. Since it is the longest isoform, p66shc contains all the most ancient domains that are found in short isoforms p46shc and p52shc (Fig.1), including: the N-terminal PEST motif, Rac-1 – ras-related C3 botulinum toxin substrate 1, RAS – rat sarcoma viral oncogene, REF-1 – redox factor 1, ROS – reactive oxygen species, SOS1 (Son of Sevenless) – guanine nucleotide-binding protein, TIM – translocase of the inner membrane of mitochondria, TMPD – N,N,N’,N’-tetramethyl-p-phenyldiamine, TOM – translocase of the outer membrane of mitochondria.
(adaptor protein) and SOS (nucleotide exchange factor), which leads to RAS activation and the induction of the mitogene-activated protein kinases (MAPK) pathway. Although p66shc as p46shc/p52shc is phosphorylated by tyrosine-kinase receptors and interact with the GRb2/SOS complex, it, apparently, does not activate MAPK [10]. The competition between p66shc and p52shc for binding with GRb2 [11] and p66shc-induced displacement of SOS from its complex with GRb2 [12, 13] can mediate the regulation of signal transduction from receptors. However, experiments on animal models knocked out for p66shc showed that the role of this protein in lifespan regulation, oxidative stress, and apoptosis is accounted for by the CH2 and CB domains, which are not essential for the primary adaptor function of the protein.

P66, OXIDATIVE STRESS, AND APOPTOSIS.

Studies on mice with a knocked out p66shc gene revealed decreased levels of intracellular ROS, as determined by means of ROS-sensitive probes, as well as reduced levels of oxidative damages to DNA and proteins, estimated by measuring 8-oxo-deoxiguanosine and nitrotyrosines [3,4,14-16]. The mutant mice exhibited higher resistance to paraquat-induced oxidative stress [2]. Studies on various p66shc-deficient cell lines (ones with a deleted p66shc-gene, or cells with a dominant-negative phenotype caused by a Ser36Ala substitution in the target gene) derived from mice, rats, and a human showed that p66shc plays an important role in apoptosis induced by various agents (Table 1). P66shc-mediated oxidative stress is assumed to be the key factor in these experimental models of apoptosis. In particular, certain published data indicate the importance of p66shc-induced oxidative stress in the p53-dependent apoptotic pathway [14]. Data derived from physiological experiments have led to similar conclusions (Table 2).

Posttranslational modifications have been shown to play an important role in the pro-apoptotic activity of p66shc. For instance, phosphorylation at Ser36 located in the CH2-domain is indispensable in hydrogen peroxide- or UV-induced apoptosis [2]. Phosphorylation itself is carried out by such kinases as JNK (in response to UV or amyloid β-peptide) [23, 33], ERK [34], and PKCβ in response to treatment by H2O2 [35]. Phosphorylation at Ser36 promotes interaction with 14-3-3 proteins [36], tyrosine phosphatase PTP-PEST [37], and prolylisomerase Pin-1 [35]. While the significance of the first two interactions remains unclear, Pin-1-mediated p66shc isomerization plays a crucial role in the regulation of p66shc transport into mitochondria and activation of mitochondrial-dependent apoptosis (see below).

However, despite the great amount of research confirming the pro-apoptotic functions of p66shc, some studies suggest that it can also exhibit antiapoptotic effects. In a human breast cancer model, as well as in a human stem cell model, it was shown that the suppression of p66shc expression protects from hypoxia-induced cytotoxicity. It was also found that low oxygen concentrations lead to p66shc activation, which, in turn, induces expression of the Notch-3 gene. The latter accounts for the self-renewal of stem cells and their survival under hypoxia. Notch-3 induces the expression of carboanhydrase IX, which also accounts for a hypoxia resistant phenotype [38]. Therefore, a connection exists between p66shc and the pathway that underlies the protection of stem cells from hypoxia. These data clarify the role of p66shc in homeostasis and the self-renewal of stem cells, which are known to occupy specialized tissue compartments or niches containing small amounts of blood vessels and, hence, low oxygen concentrations. It is interesting to note that since the small GTPase Rac-1 is a well-known activator of p66-induced oxidative stress [25], it also plays an essential part in the maintenance and self-renewal of epidermal stem cells. Taken together, these data show that p66shc has a more complex role, acting as a “double-edged sword” in the regulation of apoptosis, based on environmental conditions and genetic context.

MECHANISMS OF P66-DEPENDENT INCREASE IN CELLULAR ROS LEVELS

By now, we know the mechanisms p66shc exploits to increase intracellular ROS levels: activation of membrane-bound NADPH-oxidases, down-regulation of antioxidant enzymes synthesis, and generation of ROS in mitochondria.
First of all, it should be noted that p66shc can cause oxidative stress in the cell carrying out its primary function of adaptor protein. As was mentioned above, this protein can negatively regulate RAS-activation by means of displacing the nucleotide exchange factor SOS from its complex with Grb2. It has turned out that this chain of events can be accompanied by the SOS-independent activation of small GTPase rac-1, which consequently promotes the assembly of membrane-bound NADPH-oxidases and the production of ROS [12] (Fig. 2). It has been shown that p66shc is necessary for apoptosis induced by a constitutively active rac-1 mutant. However, this apoptosis scenario does not involve the phosphorylation of Ser36 but phosphorylation of Ser54 and Thr386, instead, which promotes rac-1-dependent

Table 1. Cellular models of p66shc inactivation (via either p66shc gene deletion or expression of a dominant-negative mutant of p66shc at S36) with phenotype of apoptosis resistance

<table>
<thead>
<tr>
<th>Cells</th>
<th>Cell line name</th>
<th>Organism</th>
<th>Apoptosis inducer</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Embryonic fibroblasts</td>
<td>MEF</td>
<td>mouse</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;, UV, staurosporine, isothiocyanate, chloroform</td>
<td>[2, 15, 17, 18]</td>
</tr>
<tr>
<td>Primary cardiomyocyte</td>
<td></td>
<td></td>
<td></td>
<td>[19]</td>
</tr>
<tr>
<td>Transformed renal epithelial cells</td>
<td>TKPTS</td>
<td>mouse</td>
<td></td>
<td>[13]</td>
</tr>
<tr>
<td>Hepatocytes transgenic for human TGFa</td>
<td>AML12</td>
<td>mouse</td>
<td>hypoxia-reoxygenation</td>
<td>[20]</td>
</tr>
<tr>
<td>Endothelial progenitor cells</td>
<td>BM c-kit+</td>
<td>mouse</td>
<td>high glucose in media</td>
<td>[21]</td>
</tr>
<tr>
<td>Osteoblastic cells</td>
<td>OB-6, UAMS-32</td>
<td>mouse</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>[22]</td>
</tr>
<tr>
<td>Pheochromocytoma</td>
<td>PC12</td>
<td>rat</td>
<td></td>
<td>[23]</td>
</tr>
<tr>
<td>Cardiomyocyte</td>
<td>ARVM</td>
<td>rat</td>
<td>high glucose in media</td>
<td>[24]</td>
</tr>
<tr>
<td>Transformed fibroblast-like cells</td>
<td>COS7</td>
<td>green monkey</td>
<td>constitutively active Rac1 mutant</td>
<td>[25]</td>
</tr>
<tr>
<td>Neuroblastoma</td>
<td>SH-SY5Y</td>
<td>human</td>
<td>beta amyloid</td>
<td>[26]</td>
</tr>
<tr>
<td>Human podocytes immortalized with SV40-T-antigen</td>
<td>CIDHPs</td>
<td>human</td>
<td>HIV-1 transfection</td>
<td>[27]</td>
</tr>
<tr>
<td>Prostatic carcinoma</td>
<td>PC3, LNCaP</td>
<td>human</td>
<td>isothiocyanate</td>
<td>[18]</td>
</tr>
<tr>
<td>Cervical carcinoma</td>
<td>HeLa</td>
<td>human</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>[27]</td>
</tr>
<tr>
<td>Osteosarcoma</td>
<td>SaOs-2</td>
<td>human</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>[27]</td>
</tr>
<tr>
<td>Retinal pigmented epithelial Cells</td>
<td>RPE</td>
<td>human</td>
<td>H&lt;sub&gt;2&lt;/sub&gt;O&lt;sub&gt;2&lt;/sub&gt;</td>
<td>[28]</td>
</tr>
<tr>
<td>Lymphoma</td>
<td>Jurcat</td>
<td>human</td>
<td>hypoxia, calcium ionophores</td>
<td>[29]</td>
</tr>
<tr>
<td>Transformed renal epithelial cells</td>
<td>φNx-293</td>
<td>human</td>
<td>cell detachment from a solid matrix</td>
<td>[30]</td>
</tr>
<tr>
<td>Endothelial cells</td>
<td>HuVec</td>
<td>human</td>
<td>cell detachment from a solid matrix</td>
<td>[30]</td>
</tr>
</tbody>
</table>

p66-dependent Activation of Membrane-bound NADPH-oxidases

First of all, it should be noted that p66shc can cause oxidative stress in the cell carrying out its primary function of adaptor protein. As was mentioned above, this protein can negatively regulate RAS-activation by means of displacing the nucleotide exchange factor SOS from its complex with GRb2. It has turned out that this chain of events can be accompanied by the SOS-dependent activation of small GTPase Rac-1, which consequently promotes the assembly of membrane-bound NADPH-oxidases and the production of ROS [12] (Fig. 2). It has been shown that p66shc is necessary for apoptosis induced by a constitutively active Rac-1 mutant. However, this apoptosis scenario does not involve the phosphorylation of Ser36 but phosphorylation of Ser54 and Thr386, instead, which promotes Rac-1-dependent

Table 2. p66 involvement in the development of pathologies associated with oxidative stress and demonstrated on physiological models (experiments with p66shc knockout animals or comparison between young and elderly individuals)

<table>
<thead>
<tr>
<th>Pathology associated with apoptosis</th>
<th>Organism and genetic line</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experimental diabetic glomerulopathy</td>
<td>mouse, SV/129</td>
<td>[5]</td>
</tr>
<tr>
<td>Vascular cell apoptosis and atherogenesis induced by high-fat diet</td>
<td>mouse, SV/129</td>
<td>[3]</td>
</tr>
<tr>
<td>Cardiomyocyte apoptosis in experimental model of diabetes induced by streptozotocin</td>
<td>mouse, SV/129</td>
<td>[31]</td>
</tr>
<tr>
<td>Cerebral cortex hypoxia</td>
<td>rat, Sprague–Dawley</td>
<td>[32]</td>
</tr>
</tbody>
</table>
stabilization of p66shc and protects against ubiquitin-mediated degradation [25]. In macrophages, where NADPH-oxidase serves as the major source of ROS, knockout of the p66shc gene undermines the formation of the active NADPH-oxidase complex, ultimately leading to a 40% decrease in ROS-formation.

**p66shc and Regulation of Expression of Antioxidant Enzymes**

Previous research has shown that p66shc reduces the expression of such antioxidant enzymes and regulatory factors as glutathione peroxidase-1 [28], MnSOD [7, 20, 28], and REF-1 [20] by means of down-regulation of Forkhead-type transcription factors (e.g., Foxo3a) [23, 40, 41]. In the course of oxidative stress, serine/threonine protein kinase Akt undergoes phosphorylation and in turn phosphorylates and inactivates Foxo3a. This reaction requires the presence of p66shc in the cell [40] and also its phosphorylation at Ser36 [42]. Outside of that, some data suggest that p66shc, in complex with βPix (a nucleotide exchange factor for Rac-1 and Cdc42), can cause Akt-independent phosphorylation and the inactivation of Foxo3a [43] (Fig. 3).

It should be mentioned that these data are in disagreement with a number of publications which argue that p66shc does not affect the levels of antioxidant enzymes [4, 15–17].

**p66shc and Mitochondria-mediated Apoptosis**

The fact that cells carrying deletion of the p66shc gene are resistant to various inducers of mitochondria-mediated apoptosis implies a direct interaction between p66 and mitochondria.

**Mitochondrial localization of p66shc and its transport to mitochondria.** Studies on the cellular localization of p66shc showed that 32% of this protein is localized in the cytoplasm; 24% is in the endoplasmic reticulum; and 44%, in mitochondria [17]. Inside the mitochondria, p66shc is distributed in the following manner: 35% is in the intramembrane space, 56% is associated with the inner membrane, and 9% is located in the mitochondrial matrix [15]. According to other data, mitochondria contain only 10% of cellular p66shc [44]. These differences told arise from the changes in p66shc intracellular localization caused by external influences.

The stimuli that promote p66shc translocation into mitochondria are usually pro-apoptotic factors, such as UV radiation and treatment with H$_2$O$_2$ [17, 35]. However, the mechanism of p66shc transport into mitochondria remains unknown. It is known that a short Shc isoform p46shc is also localized in mitochondria and contains the signal of mitochondrial import [45]. However, mutations in a similar mitochondrial import sequence in p66 did not affect its localization – which probably means that this signal is somehow masked by the N-terminal CH2-domain [44]. It was also shown that p66shc is associated with protein complexes that contain mHSP70, TIM, and TOM subunits and mediate protein transport into mitochondria. P66 is thought to be inactive in these complexes; however, it is believed that under oxidative stress p66 dissociates and thus acquires active conformation [46].

According to data presented in [35], the signal pathway that initiates p66shc translocation into mitochondria upon H$_2$O$_2$ treatment includes the activation of PKCβ, which phosphorylates p66 at Ser36. Phosphorylated p66 becomes a target of prolylpolymerase Pin-1 that recognizes a proline residue, which follows phosphorylated serine. After isomerization, p66shc is dephosphorylated by PP2A phosphatase and transported into mitochondria. The latter event is confirmed by the
fact that the pool of mitochondrial p66shc is not phosphorylated [15] (Fig.4). It was also shown in [35] that the absence of p66shc also results in altered Ca-signaling and prevents the fragmentation of mitochondria, which is related to resistance to apoptosis.

**Redox proapoptotic activity of p66shc and the production of ROS**. Current views hold that, in the course of mitochondrial-dependent apoptosis, various signals (ROS, elevated Ca, uncoupled oxidative phosphorylation) promote the formation of a multi-subunit protein complex, which eventually forms a pore in the inner mitochondrial membrane. The permeabilization of both mitochondrial membranes results in the release of Cyt C and other proteins in the cytoplasm, apoptosome formation, and caspase activation [47].

Pelicci et al. have suggested a mechanism explaining the role of p66shc in mitochondrial-dependent apoptosis [15]. It turns out that p66shc is necessary for a drop in the membrane’s potential and Cyt C release in cytosol. Moreover, the addition of cyclosporine A, an inhibitor of permeability transition pore formation, blocked the pro-apoptotic function of p66shc [17]. In vitro showed that the addition of recombinant p66shc to isolated mitochondria with a permeabilized outer membrane results in mitochondria swelling as a result of permeability transition pore formation. This effect was also inhibited by cyclosporine A, catalase, antioxi-
dant dimethylthiourea, and the inhibitor of complex III of the respiratory chain antimycin A, as well as being dependent on respiratory substrates. Therefore, the obtained data is evidence that permeability-transition pore formation is a key step in p66-mediated apoptosis and that ROS and respiration are also necessary in this process.

The application of electrochemical analysis and fluorescent redox-sensitive probes revealed that p66 acts as a redox enzyme and transfers electrons from reduced Cyt C to oxygen. The interaction of p66 with Cyt C is mediated by the CB-domain, which was confirmed by ELISA and site-directed mutagenesis [17]. Incomplete oxygen reduction leads to ROS production, which in turn promotes the formation of a permeability-transition pore. In confirmation of this hypothesis, ROS formation was shown upon the addition of p66 to mitochondria in the absence of substrates of respiration in a medium supplemented with ascorbate/TMPD, a redox couple that selectively reduces Cyt C. ROS formation was also observed even in the absence of mitochondria upon mixing of Cyt C and p66shc. However, in this case, the presence of copper ions was indispensable.

Therefore, the Pelicci group suggested the following mechanism of pro-apoptotic action of p66shc (Fig. 4): under normal conditions, p66shc is inactivated and represents a part of the multi-subunit complex comprising TIM, TOM, and mHSP70. Oxidative stress causes p66shc to dissociate from the complex. As a result, p66shc acts as a redox enzyme and transfers electrons from the reduced Cyt C to oxygen. The incomplete reduction of oxygen results in ROS production, which promotes the formation of a permeability-transition pore, mitochondrial swelling, Cyt C release to cytosol, apoptosome assembly, and caspase activation.

It is important to realize that the suggested mechanism of p66shc redox activity, which includes Cyt C as an electron donor, is only a reality in vitro. In order to validate this hypothesis, one needs to carry out additional experiments based on fluorescent probes for measuring ROS levels in the mitochondria of cells with an inactive respiratory chain (Rho-0 cells), as well as in cells devoid of Cyt C.

It should be noted that the described model has many weak points. For example, p66shc does not contain any well-known redox domains or metal-binding domains. Therefore, its ability to generate ROS only in the presence of copper ions can be an artifact, since copper ions are known to be able to generate ROS during Fenton’s reaction, which could affect the results obtained by means of redox-sensitive fluorescent probes. It is also known that Cyt C, upon oligomerization, can produce ROS as a result of auto-oxidation [48-52]. Taking this into account, one can suggest that p66shc, upon binding with Cyt C, can act as a factor promoting oligomerization and the auto-oxidation of Cyt C, similarly to ptothymosine α, but not as a redox enzyme [53].

Studies on an isolated CH2-CB-domain. The mechanism of action of p66shc was also studied in in vitro experiments with an isolated CH2-CB-domain. It turns out that the recombinant CH2-CB-domain can exist in two forms: reduced, as a dimer, and oxidized, as a tetramer (or a dimer of dimers) which contains disulfide bridges between residues Cys59. The addition of both the CH2-CB-domain and the full-length protein to mitochondria resulted in the formation of a permeability transition pore and swelling; however, only the tetramer exhibited such a pro-apoptotic activity. In contradiction to the data presented in [15], which suggested that ROS production is directly connected to permeability-transition pore formation, the tetramer form of the recombinant CH2-CB-domain generated less ROS than the dimer when mixed with isolated mitochondria.

Apart from that, the CH2-CB-domain was shown to trigger ROS production in the presence of dithionite (as an electron donor) and copper ions. However, this effect was not reproduced when dithionite was replaced with Cyt C as an electron donor. Apparently, the other domains of p66shc are necessary either for interaction with Cyt C or for maintenance of the CH2-CB-domain in proper conformation.

As a result of the above-described findings, a refined model of p66-mediated apoptosis was suggested. The model assumes that under normal conditions the tetrameric form of p66 is reduced by mitochondrial antioxidant systems. Under stress conditions, however, antioxidant systems are not able to retain p66shc in their reduced dimeric state, so the oxidized tetrameric forms generate ROS locally, which triggers permeability-transition pore formation and apoptosis.

It is important to note that a direct connection between the ROS-generating and pro-apoptotic functions of p66shc does not necessarily exist. For example, a confirmation of this fact can be the lower level of ROS production in the case of pro-apoptotic tetrameric forms of p66shc in comparison to the dimer, which does not induce apoptosis.

p66 as a redox sensor. Extensive experiments on the isolated CH2-CB-domain revealed a new interaction partner of p66shc – peroxiredoxine 1 (Prx1). Prx1 is a member of the peroxidase family. These enzymes regulate the redox balance in the cell. Prx1 can exist in the form of a dimer, a decamer (5 dimers) or a multimer. Prx1 is basically localized in cytosol, though recent proteomic studies have revealed its presence in
the perimitochondrial compartment. Under normal conditions, Prx1 exists predominantly in dimeric form, which functions as peroxidase. When the cell is under stress, Prx1 undergoes oxidation and forms decamers that possess lower peroxidase activity. However, upon these transformations Prx1 acquires a chaperone function. Severe oxidative stress leads to the formation of the multimer, which is also devoid of peroxidase activity but can function as a chaperone [56-58].

Interactions between the CH2-CB-domain of p66shc and Prx1 result in the destabilization of the decameric form of Prx1 and favor dimeric form transition. In turn, Prx1, in complex with p66shc, retains p66shc in dimeric form by means of a disulfide exchange between the two proteins. The resulting hybrid complex consists of dimeric p66shc, which generates ROS but has low pro-apoptotic activity, and dimeric Prx1, which functions as a peroxidase. Thus, under normal conditions dimeric Prx1 stabilizes the inactive state of p66shc and degrades ROS which are produced by p66shc. Under stress conditions, cystein residues of proteins are oxidized, resulting in disassembly of the complex: so, the uncomplexed p66shc can now participate in apoptosis induction [55]. Therefore, the complex of dimeric p66shc and dimeric Prx1 can be considered as a sensor that detects the level of cellular ROS and induced apoptosis when excessive amounts of ROS are accumulated (Fig. 4).

CONCLUSION

According to current views, p66shc is a pro-apoptotic protein which regulates oxidative stress and induces the mitochondrial apoptosis pathway by means of redox activity. Although the physiological role of p66shc has been extensively studied, little is known about the precise mechanism of action underlying its redox functions and participation in apoptosis induction. Further studies will endeavor to elucidate the precise mechanism of p66shc translocation into mitochondria and the localization of p66shc-dependent ROS production in the cell. Although p66shc phosphorylation at Ser36 is one of the indispensable steps of apoptosis, it was shown that the mitochondrial pool of p66 is not phosphorylated. This indicates that p66shc phosphorylated at Ser36 probably participates in pro-apoptotic events outside mitochondria.

P66shc is undoubtedly interesting in terms of the investigation of oxidative stress, apoptosis, and the aging related to it. It is important to note that, to estimate the involvement of p66shc in age-related disorders, it is necessary to better understand its role in cancer. A deeper understanding of the regulatory pathways and structural and mechanistic bases of p66shc redox activity can be important for developing pharmacological approaches to the treatment of age-related disorders.

The author is grateful for the valuable comments and help provided in the preparation of the manuscript by B.V. Chernyak and V.P. Skulachev.
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ABSTRACT The results of quantitative PCR (qPCR) presented in the paper clearly demonstrate that the sixteen-fold genome reduction in *Cyclops kolensis* during chromatin diminution (from 15.3 pg to 0.98 pg) results in a dramatic decrease in ribosomal RNA gene copy numbers in the genome of a somatic cell line by more than two orders of magnitude. The results presented allow for the consideration of the chromatin diminution as a mechanism of rDNA copy number regulation.
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INTRODUCTION Chromatin diminution (CD) is the programmed process of elimination of a considerable fraction of chromatin from the genome of somatic precursor cells and occurs during early developmental stages of some multicellular eukaryotes, or from the somatic nucleus (the macro-nucleus) during its formation in protozoa. Knowledge of the phenomenon of chromatin diminution has existed for over a hundred years. Yet, it has been established to exist only in less than 100 belonging to only a few taxa: including protozoa, nematodes, and copepods [1, 2]. CD has been described in approximately 20 cyclop species [1].

The rRNA genes in the genome of most eukaryote species are represented by a large copy number and organized as cistrons. Copies of the ribosomal cistron are repeated in tandem form in one or several clusters, which may be located on one or several chromosomes [3]. A large amount of data, mainly concerning the structural-functional organization of rRNA genes, has been accumulated over the past decades [4–6]. Recent studies have been directed primarily towards the investigation of the mechanisms controlling the regulation of the transcriptional activity of rRNA genes. It should be noted that rRNA molecules represent more than half of all RNA synthesized in a cell [6], and rRNA genes are responsible for approximately 35–60% of the total transcriptional activity in a cell [7].

It is known that the copy number of rRNA genes in the eucaryotic genome varies over an appreciably wide range: from 39 to 19,300 in animals and from 150 to 26,048 in plants [8]. A number of cases have been described with a variation of the rDNA copy number, including an increase in the amount of rDNA due to the amplification of extrachromosomal rRNA gene copies in *Xenopus laevis* oocytes [9–11] or in protozoa [12]. The rRNA gene number may also decrease, as occurs in *Drosophila melanogaster* with the so-called bobbed (bb) mutation; however, the number of rDNA repetitions completely recovers by the third–fourth generations [13–18]. Although this variation in the rDNA copy number in the genome is likely an exception, it suggests the existence and maintenance of mechanisms for regulation of the rRNA gene copy number at a certain level.

The programmed gene elimination during ontogenesis results from CD as well, although this has been detected so far only in two nematode species: *Ascaris lumbricoides* and *A. suum*. In *A. lumbricoides*, the gene encoding the ALEP-1 ribosomal protein is cleaved [19], whereas the three unique genes (rpS19G, fert-1, aleg-3) and a retroposon (Tas) [20–22] that are eliminated by CD have been detected thus far only in *A. suum*. The remaining portion of the eliminated sequences being eliminated are noncoding. It has been repeatedly noted that CD could be an informative model for studying the excessive DNA problem and genome reorganization during ontogenesis. However, the significance of CD has been underappreciated because of the lack of data [23, 24].

Despite the fact that 94% of DNA is eliminated in *Cyclops kolensis* during CD [25], until recently, only either noncoding nucleotide sequences enriched in repeat regions or satellite DNA have been detected in the fraction eliminated from the genome [26–28]. Earlier, it was assumed that there is a possibility of elimination of a fraction of ribosomal cistrons from *C. kolensis* chromosomes as a result of CD [29]. Prokopovich et al. have noted the positive correlation between the genome’s size and the rDNA copy number [8].

This study was aimed at ascertaining the ratio of rRNA gene copy number in prediminuted to post-
diminuted C. kolensis genomes and estimating the rRNA gene copy number in the Russian population of C. insignis, the species which lacks CD [30]. For this purpose, we used quantitative PCR (qPCR), along with other techniques for determining gene copy number. For the present purposes, qPCR is the most efficient and informative method [31–33].

**EXPERIMENTAL**

Cyclops C. kolensis Lill. and C. insignis Claus were collected from a pond in the Vorob’evy Gory, Moscow, Russia (55°42’35.40”N; 37°34’6.61”W) in April 2009–2010.

**Cytophotometry**

The procedure [25, 34] for the preparation of specimens of embryonic and somatic cells of adult C. kolensis, in order to carry out Feulgen staining, was subjected to modifications in which destruction of the shells of embryo sac and egg was performed. Sperm cells and erythrocytes of loach were used as an internal control for determining the absolute amount of DNA. The DNA content in loach (Misgurnus fossilis) cells is 1C = 2.4 pg [35]. Loach sperm cells contain 1C = 2.4 ± 0.2 (SD) pg of DNA; for erythrocytes, 2C = 5.1 ± 0.4 (SD) pg. The DNA content was measured in 100 erythrocytes and 127 sperm cells of loach. The procedure of sperm smear preparation included the trituration of the male gonads of the loach in the standard physiological solution – 0.9% NaCl; the re-internal control for determining the absolute amount

of DNA. The DNA content in loach (Misgurnus fossilis) cells is 1C = 2.4 pg [35]. Loach sperm cells contain 1C = 2.4 ± 0.2 (SD) pg of DNA; for erythrocytes, 2C = 5.1 ± 0.4 (SD) pg. The DNA content was measured in 100 erythrocytes and 127 sperm cells of loach. The procedure of sperm smear preparation included the trituration of the male gonads of the loach in the standard physiological solution – 0.9% NaCl; the resulting cell suspension was used to prepare the smears. After drying, the specimens were immobilized for 10 minutes in 96% ethanol, at room temperature. The resulting cell suspension was used to prepare the smears. After drying, the specimens were immobilized for 10 minutes in 96% ethanol, at room temperature. Cyclops were fixed in an ethanol–acetic acid mixture (3 : 1), minutes in 96% ethanol, at room temperature. Cyclops were fixed in an ethanol–acetic acid mixture (3 : 1), squashed in 45% acetic acid to completely separate the shells of the embryo sac and egg itself. Next, they were subjected to the Feulgen staining procedure in order to measure the amount of DNA. Feulgen staining of the cell nuclei was carried out under the following conditions: hydrolysis in 5 N HCl for 11 min at 37°C and staining with Schiff’s reagent (1 hr at room temperature). The measurements were carried out on a Vickers M86 microdensitometer (England) (wavelength of 540 nm). All specimens used for the measurements were processed in the same staining batch. Fifty-nine cells of the second polar body were analyzed at the metaphase state in the pre-diminution genome and 140 somatic line cells of an adult cyclops after CD. The results were processed using Microsoft Excel 2007 software (the descriptive statistics).

**Data collection and DNA isolation**

The C. kolensis embryo sacs with embryos at stages of four to eight cells were taken as the pre-diminution material. The selection of the embryos was carried out according to the aforementioned procedure [25], which allowed in vivo determination of the cell division stage of cyclops embryos using a light microscope. The C. kolensis antennae, comprising somatic cells only, served as the post-diminution material. Two antennae were severed with a scalpel from each individual and placed on a glass slide located on a liquid–nitrogen cooled table. The embryo sacs were immobilized in liquid nitrogen. The C. insignis individuals were selected because no CD was observed in their ontogenesis. Since there was a very small amount of DNA material available, genomic DNA was isolated using the Diatom™ DNA Prep 100 reagent kit (Izogen, Moscow). This kit makes it possible to minimize DNA loss during isolating. Its operating principle is based on the lysis of a specimen in guanidine thiocyanate (a strong chaotropic agent) followed by DNA sorption on silica gel. The material was prehomogenized in a buffer solution (0.2 M Tris, 50 mM EDTA, 0.5% SDS, 200 µg/ml of proteinase K) and lysed for 1 h at 50°C. The lysate was treated with RNase (0.1 mg/ml) for 5 min; DNA was then isolated according to the procedure recommended by the manufacturer.

**Real-time PCR using EVA Green dye**

Concentrations of the total C. kolensis DNA before and after CD and the total C. insignis DNA were determined on a Nanodrop 1000 spectrophotometer. The coefficient of variation of DNA concentration was calculated on the basis of two replicates and was equal to 1.33% (before CD) and 5.91% (after CD) in C. kolensis and 9.18% in C. insignis.

For carrying out real-time PCR, specific primers were constructed (28real_for – 5’-GGTAGCCAAT-GCCTCGTC-3’ and 28real_rev – 5’-CGCCAAAGAT-GCTCGCCAC-3’), which allowed the amplification of the 183 bp fragment of the 28S rRNA gene. The fragment length of the 28S rRNA gene was equal in C. kolensis and C. insignis.

Real-time PCR was carried out on an iCycler iQ4 amplificator (Bio-Rad, United States). The data were calculated using iQ5 Optical System Software. The threshold value of accumulation of the amplification products was determined by visual analysis of the PCR product accumulation curves. This value lay within the region of exponential growth of the curves and was equal to 100 in all calculations.

The real-time PCR was carried out using the “Reaction mixture 2.5x for carrying out real-time PCR in the presence of EVA green dye and ROX reference dye” kit (Sintol, Russia). According to the manufacturer’s recommendations, the reaction was carried out in a volume of 25 µl: 11 µl of PCR standard water, 10 µl of the finished reaction mixture (including deoxynucleo-
oside triphosphates, PCR buffer, MgCl₂, and Taq DNA polymerase with antibodies inhibiting enzymatic activity), 1 µl of each primer (the final concentration was 0.4 pmol/µl), and 2 µl of the DNA matrix. The conditions during real-time PCR were as follows: primary denaturation for 4.5 min at 95°C, followed by 50 cycles: 95°C – 15 s, 64°C – 15 s, 72°C – 20 s. The fluorescent signal was recorded at the annealing stage at 64°C. After the amplification, a fusion curve with the 0.5°C temperature gradient (from 55 to 94.5°C) was built, which attested to the presence of only one specific amplification product in each specimen.

Plasmid DNA preparation
The PCR product of the 28S gene in C. kolensis rRNA, with a length of 2,199 bp, was cloned into the pGEM-T Easy vector (Promega, United States), yielding pGEM-20b1 plasmid. Plasmid DNA (pDNA) was purified on columns using the Wizard Plus SV Minipreps DNA Purification System kit (Promega, United States), according to the manufacturer’s recommendations and including treatment with RNase A. In order to approach the conditions of amplification of the linear DNA, the circular pDNA was cleaved by PstI restriction enzyme, which recognizes the plasmid polylinker and is absent in the inserted fragment. pGEM-20b1 plasmid (2.6 µg) was treated with 2 µl of PstI restrictase (Fermentas) in a 50 µl volume: 23 µl of purified water, 5 µl of 10×Buffer, and 20 µl of pDNA. After incubation for 3 h at 37°C, the plasmid was purified using the phenol-chloroform method and dissolved in the same buffer as the specimens of the genome DNA.

Construction of the calibration curve to determine the rDNA copy number
A calibration curve was used in the method of absolute determination of the rRNA gene copy number. A series of five-fold dilutions of pGEM-20b1/PstI (from 1 ng to 0.32 pg) was used to construct the curve. Each dilution of pDNA was carried out using two replicates. The initial plasmid concentration was measured on a Nanodrop 1000 spectrophotometer with four replicates; the coefficient of variation was equal to 2.36%. The calibration curve had the following characteristics: the coefficient of correlation (R²) = 0.996; slope of the curve = -3.760; efficiency (E) = 84.5% (Figure).

The size of the plasmid with an inserted fragment is 5216 bp. Based on the nucleotide’s composition, the molar mass of the plasmid in double-stranded form was determined using OligoII Mass Calculator v.1.0 software (M = 3.23 × 10⁶ g/mol). The number of plasmid DNA molecules was calculated using formula (1):

\[ N_p (\text{copies}) = \frac{N_A \cdot m}{M} = \frac{6.02 \cdot 10^{23} (\text{copies} \cdot \text{mol}^{-1}) \cdot 1 \cdot 10^{-15} (\text{g})}{3.23 \cdot 10^6 (\text{g} \cdot \text{mol}^{-1})} = 186.378 \approx 186 \] (1)

where \( N_p \) is the number of plasmid DNA molecules per 1 fg of pDNA; \( N_A \) is the Avogadro constant; \( m \) is the DNA amount for which the copy number is calculated; and \( M \) is the molar mass of a plasmid. It is shown that approximately 186 pDNA molecules correspond to 1 fg of pDNA.

RESULTS

Cytophotometry
It was previously shown that the haploid genome of embryomatic and somatic cells of adult C. insignis contains 2.1–2.15 pg of DNA [30].

During the initial stages of the study of CD, we experienced certain methodological difficulties in the preparation of C. kolensis specimens for cytophotometry [25, 36]. Therefore, in order to calculate the rRNA gene copy number in C. kolensis cells before and after CD, we repeatedly measured the DNA amount in C. kolensis cells by quantitative cytophotometry. The measurement results attest to the change in the absolute DNA amount in C. kolensis cells before and after CD. The pre-diminuted genome contained 1C = 15.3 ± 3.1 (SD) pg of nuclear DNA, while the somatic line cells after CD at the anaphase stage contained 0.98 ± 0.13 (SD) pg in equivalence to the haploid genome. The relative amount of DNA being eliminated remained constant and was equal to 94%, which is consistent with published reports [25, 34]. The results of cytophotometric measurements make it possible to es-
timate the number of cells corresponding to different stages of development in *C. kolensis* and *C. insignis*.

**Determination of the relative rRNA gene copy number using the 2^{-ΔC'T} method [37]**

No nucleotide sequences of any genes in the species subjected to study were known at the time this research was carried out; thus it was not possible to perform the experiment with this type of internal control. Accordingly, the external standardization was carried out relative to the amount of DNA at the beginning of the reaction; i.e., the equal amounts of *C. kolensis* DNA before and after CD and *C. insignis* DNA were compared. The reactions were performed with 500, 400, 300, and 200 pg dilutions for each DNA specimen. Each reaction with a particular starting amount of DNA was represented in three replicates. When determining the relative amounts using one gene, the 2^{-ΔC'T} method is used for processing the PCR results. The specimens with post-diminution (antennae) *C. kolensis* DNA were used as reference in calculations of ΔC' (Table 1). Since the genome’s size decreases by a factor of 15.6 as a result of CD, the same cell number before and after CD contains different amounts of DNA. Taking this fact into consideration, the factual ratio between the rDNA copy number will differ from the value obtained by 2^{-ΔC'T} by a factor of 15.6. The same is valid for *C. insignis*; with its diploid genome being 2.2 times larger than the post-diminution genome of *C. kolensis* (Table 1).

**Determination of the absolute rRNA gene copy number using the calibration curve**

We estimated rRNA gene copy number using a calibration curve. The calibration curve was constructed based on a series of five-fold dilutions of pDNA with pGEM-20b1/PstI; each copy contained a 183 bp fragment of the 28S rRNA gene. The initial amounts of rDNA templates were determined in relation to 500, 400, 300, and 200 pg of pDNA in the same manner as was done for the calculation using the previous method.

Taking into account the differences in the genome size of the two species, the copy number of rDNA in the diploid genome was determined for each sample of DNA (200 – 500 pg) using data generated from real-time PCR reactions (Table 2). Formula (2) was used for the calculation:

\[
N_r(copies) = \frac{N_w(fg) \cdot N_p(copies \cdot fg^{-1}) \cdot 2C(pg)}{k(pg)},
\]

where \(N_r\) is the 28S rDNA copy number, \(2C\) is the size of the diploid genome, \(N_p\) is the experimentally determined initial amount of 28S rRNA gene templates, \(N_w\) is the number of pDNA molecules per 1 fg of pDNA (see formula 1), and \(k\) is the amount of the analyzed DNA templates in qPCR.

Thus, the average value of the ratio between the numbers of rRNA genes of prediminuted to post-diminuted genome of *C. kolensis* is 329.94 ± 19.09 (Table 2), while that for the *C. insignis* genome is 11.73 ± 1.16.

**DISCUSSION**

The methods for calculating the gene copy number used in this study require that a series of assumptions be made. The main assumption for the 2^{-ΔC'T} method is that the reaction is 100% efficient, which is practically

**Table 1. Relative quantification of rRNA genes copy number amounts in prediminuted genomes of *C. kolensis* and soma of *C. insignis* using the 2^{-ΔC'T} method**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DNA samples</th>
<th>DNA quantity taken in reaction (pg)</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Coefficient of variation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>500</td>
<td>400</td>
<td>300</td>
<td>200</td>
</tr>
<tr>
<td>ΔC’</td>
<td><em>C. kolensis</em> before CD</td>
<td>-5.08</td>
<td>-4.99</td>
<td>-4.93</td>
<td>-4.88</td>
</tr>
<tr>
<td></td>
<td><em>C. insignis</em></td>
<td>-2.96</td>
<td>-2.72</td>
<td>-2.67</td>
<td>-2.63</td>
</tr>
<tr>
<td>2^{-ΔC'T}</td>
<td><em>C. kolensis</em> before CD</td>
<td>33.82</td>
<td>31.78</td>
<td>30.48</td>
<td>29.45</td>
</tr>
<tr>
<td></td>
<td><em>C. insignis</em></td>
<td>7.78</td>
<td>6.59</td>
<td>6.36</td>
<td>6.19</td>
</tr>
<tr>
<td>Relative number of copies (post diminuted <em>C. kolensis</em> serves as a reference sample)</td>
<td><em>C. kolensis</em> before CD</td>
<td>528.01</td>
<td>496.16</td>
<td>475.86</td>
<td>459.78</td>
</tr>
<tr>
<td></td>
<td><em>C. insignis</em></td>
<td>121.48</td>
<td>102.86</td>
<td>99.36</td>
<td>96.64</td>
</tr>
</tbody>
</table>
unattainable. When using the calibration curve that was constructed using pDNA, it is assumed that during the PCR, pDNA is amplified with the same efficiency as the specimens of *C. kolensis* and *C. insignis* under study. Hence, the observed differences in the ratios between the rDNA copy numbers result directly from the features of the methods used in the calculation.

In this study, it was ascertained that a considerable fraction of rRNA genes were eliminated from the genome of presomatic cells of *C. kolensis* during CD. Along with the almost 16-fold decrease in the genome size, the rRNA gene copy number decreases, as well. Let us note that this is the first description of gene elimination by CD in cyclops. Moreover, no evidence of rDNA elimination in multicellular organisms resulting from CD had previously been described.

It is possible that the elimination of rRNA genes is attributable to the necessity of aligning the value of the rRNA gene copy number to genome size. A positive correlation between the genome’s size and the rRNA gene copy number was also observed by Prokopovich et al. [8]. In a recent elegant experiment with yeast, it was demonstrated that a substantial number of rRNA gene repetitions is important for the general maintenance of the genome’s stability [38]. In particular, it has been ascertained that excessive rDNA copies facilitate sister chromatid association, which is of importance for efficient recombinational repair. Let us note that the elimination of rDNA copies resulting from CD is not proportional to a genome size’s decrease. This is not surprising, since rRNA genes are generally located in the nucleolar organizers of certain chromosomes and are likely to accumulate in one or several clusters [3], instead of distributing uniformly over the genome. Therefore, an accurate mechanism should exist which would make it possible to infallibly cleave the specific fragment of rRNA genes; their loss will not result in functional deficiency of these genes in somatic line cells. Moreover, not all the copies of rRNA genes have to be active; the number of active copies can vary during the ontogenesis. Three states of rDNAs are distinguished. In one state, the active transcription of rRNA genes takes place; in the two other states, genes are not transcribed. However, rRNA genes are prepared at the beginning of the transcription process and, just as in the previous case, have a euchromatin structure. The densely packed nontranscribable rDNA is also sliced out. It has a heterochromatic structure [6]. It is possible that one of these fractions (most probably the heterochromatin fraction) is eliminated from the genome during CD. The possibility of uniform elimination of rDNA copies from all three rDNA fractions should not be excluded, either.

It would be logical to assume that it is functional rDNA copies that predominately remain intact during CD. It has been known that a considerable portion of the rDNA copies of *Drosophila* and other organisms [39, 40] is affected by specific mobile elements (R1, R2); their incorporation results in the inactivation of rDNA copies. It is possible that it is precisely these copies that are eliminated in *C. kolensis* during CD.

Transcription of ribosomal genes is the key element in the regulation of the general level of protein synthesis in a cell [41, 42]. As has been shown in our study, the *C. insignis* genome which lacks CD is more similar to the post-diminuted *C. kolensis* genome, rather than to the pre-diminuted genome, in terms of the rDNA copy number.

The active rRNA gene expression and synthesis of a substantial number of ribosomes is occurs during early developmental stages. However, CD takes place at the stage of the fourth cleavage division, when the active

<table>
<thead>
<tr>
<th>Parameters</th>
<th>DNA samples</th>
<th>DNA quantity taken in reaction (pg)</th>
<th>500</th>
<th>400</th>
<th>300</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean of template DNA starting quantity (fg) and standard deviation</td>
<td><em>C. kolensis</em> before CD</td>
<td>135±23.2</td>
<td>102±21.3</td>
<td>71.7±18.1</td>
<td>50.3±1.89</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>C. kolensis</em> after CD</td>
<td>5.99±0.953</td>
<td>4.73±0.553</td>
<td>3.45±0.579</td>
<td>2.56±0.447</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>C. insignis</em></td>
<td>37±8.11</td>
<td>25.3±6.13</td>
<td>17.8±3.36</td>
<td>12.7±1.2</td>
<td></td>
</tr>
<tr>
<td>rDNA copy number per diploid genome, Nr</td>
<td><em>C. kolensis</em> before CD</td>
<td>1539.86</td>
<td>1454.31</td>
<td>1363.06</td>
<td>1434.35</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>C. kolensis</em> after CD</td>
<td>4.38</td>
<td>4.32</td>
<td>4.20</td>
<td>4.68</td>
<td></td>
</tr>
<tr>
<td></td>
<td><em>C. insignis</em></td>
<td>58.62</td>
<td>50.10</td>
<td>47.00</td>
<td>50.30</td>
<td></td>
</tr>
<tr>
<td>rDNA copy number ratio ( N_r(C. kolensis\text{-}before)/N_r(C. kolensis\text{-}after) )</td>
<td></td>
<td>351.86</td>
<td>336.67</td>
<td>324.46</td>
<td>306.76</td>
<td></td>
</tr>
<tr>
<td>rDNA copy number ratio ( N_r(C. insignis)/N_r(C. kolensis\text{-}after) )</td>
<td></td>
<td>13.39</td>
<td>11.60</td>
<td>11.19</td>
<td>10.76</td>
<td></td>
</tr>
</tbody>
</table>
expression of any genes is yet to begin. At that stage the developmental process occurs at the expense of the storage compounds. Therefore, the excessive genes in pre-diminution blastomereshould not affect the ribosome number in embryonic cells. It is possible that the eliminated copies participate in gamete maturation, where a greater number of ribosomes may be required.

There has been an assumption that CD in C. kolensis is a developmental stage, during which a transition is made from the cytoplasmic regulation of gene expression during the first cleavage divisions (which is conditioned by the determinants that are already present in the cytoplasm of an unfertilized egg) to the nuclear regulation [1, 29]. Therefore, an initially high abundance of rRNA genes at the pre-diminished developmental stage of a C. kolensis embryo is not possible, whereas the number of rRNA genes in the developing oocyte is over several hundred times larger than the gene number in the post-diminished genome of somatic cells, and is capable of perfectly determining the higher level of rRNA gene expression in oogenesis, when rRNAs (necessary for the first cleavage divisions) are accumulated.

In conclusion, we would like to note that studying the intra-genomic variation of the rDNA amount in C. kolensis as a result of CD is directly linked to understanding the mechanisms of regulation and maintenance of the rDNA copy number in the eukaryotic genome.
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ABSTRACT This study presents the results of research on DNA polymorphism in children with malignant brain tumors (172 patients, 183 in the control group). Genotyping was performed using an allele-specific tetraprimer reaction for the genes of the first (CYP1A1 (2 sites)) and second phases of xenobiotic detoxication (GSTM1, GSTT1, GSTP1, GSTM3), DNA repair genes XRCC1, XPD (2 sites), OGG1, as well as NOS1 and MTHFR. The increased risk of disease is associated with a minor variant of CYP1A1 (606G) (p = 0.009; OR = 1.50) and a deletion variant of GSTT1, (p = 0.013, OR = 1.96). Maximum disease risk was observed in carriers of double deletions in GSTT1-GSTM1 (p = 0.017, OR = 2.42). The obtained results are discussed in reference to literary data on the risk of malignant brain tumor formation in children and adults.

KEYWORDS gene polymorphism, malignant brain tumors in children, genes of xenobiotic detoxication, DNA repair genes.

INTRODUCTION The causes behind the formation of malignant tumors of the central nervous system (CNS) in children, of which 80% are cerebral tumors, are unknown. Risk factors for this type of pathology include inherited susceptibility and the effects of irradiation. Several genetic syndromes, such as the Li-Fraumeni syndrome, Turcot syndrome, neurofibromatosis, and tuberous sclerosis, are known to cause CNS tumors. Moreover, there are families with an increased risk of cerebral tumor formation. For instance, a population cohort from Utah (USA) and a tumor register, which was created based on data from this cohort, indicate the importance of the inheritance factor in most common malignant diseases of the brain in adults (astrocytomas and glioblastomas) [1]. Studies of the Swedish tumor register indicate that first-degree relatives are 2 to 3 times more likely to develop a brain tumor of the same histopathological type as their probands [2]. The offspring of people who had a brain tumor in their childhood are twice as likely to develop a similar tumor [3], the same being true for such a patient’s siblings, especially before the age of 5.

Relatives of patients with malignant diseases of the brain are also at risk of developing other oncological conditions. First-degree relatives of glioma patients have an increased standardized incidence ratio (SIR - ratio between the number of observed cases and the expected number) for developing any type of oncopathology (SIR = 1.21), especially before the age of 45 (SIR = 5.08). Relatives of glioma patients most often develop brain tumors (SIR = 2.14), melanomas (SIR = 2.02), and sarcomas (SIR = 3.83) [4].

Brain tumor incidence is now rising in the majority of highly developed countries, especially among children younger than 5 [5]. The role of environmental factors in childhood carcinogenesis, in general and in the CNS tumor development risk, is under investigation. An association has been established between in utero ionizing radiation and the risk of developing leucosis and other tumors in childhood [6]. Another such association has been observed for women using diethylstilboestrol during pregnancy and the risk of their daughters developing clear-cell vaginal adenocarcinoma [7]. It has also been shown that brain tumor development in offspring is often associated with parental occupational hazards, such as pesticides [8] or herbicides [9]. The association between maternal diets and the chance of their offspring developing brain tumors has also been researched. The most detrimental factors were found to be high amounts of nitrates, widely used for preserving meat and sausage products, as well as large amounts of fat [10, 11]. Transplacental carcinogens of alkyl-nitrosoareas are highly carcinogenic in relation to rat brain tumors [12]. Children with excessive [14] or insufficient [13] birth
weight, as well as children with an excessive head circumference (OR = 1.27 for every centimeter of excess after stratification of the cohort for sex, weight and height of the newborn) [15], and children whose mothers have had miscarriages in their anamneses are also at higher risk of developing brain tumors [16]. Intensive smoking (> 10 cigarettes a day) during pregnancy is also among the risk factors contributing to CNS tumors in the offspring [13].

If hereditary syndromes associated with the risk of malignant tumor formation in the nervous system are absent, then genes with low penetrance take on the role of genetic risk factors [17]. Even though the structure of neuro-oncological disease incidence in adults and children differs considerably [18, 19], it is the study of children with sporadic tumors that allows for the effective identification of genetic susceptibilities, as compared to studies of adults. The higher the hereditary risk of cancer development, the easier it is for any environmental factor of even the slightest risk to trigger tumor formation.

Despite the fact that 20% of all the solid tumors in children are brain tumors, there have only been several associative studies of brain tumors on children from various ethnic populations. In a cohort of 73 children in Thailand with various types of CNS tumors it was demonstrated an increased number of homozygous carriers of the minor variant of the MTHFR gene (polymorphism A1298C), which is involved in folate metabolism [20]. A study in the United States analyzed the distribution of xenobiotic detoxification gene alleles of GSTM1 (insertion/deletion), GSTT1 (insertion/deletion), and GSTP1 (Ala114Val) genes among 173 child patients and registered the association of a functional allele of GSTM1 and a rare genotype of GSTP1 (Val114/Val114) with pediatric astrocytoma [21]. The same researchers showed that a combined cohort of adults (92) and children (43) with brain tumors displayed a distribution of Arg72Pro genotype frequencies for the P53 gene that was considerably different from the control group. It has also been reported that highly malignant astrocytoma patient cohorts exhibit an increased number of

<table>
<thead>
<tr>
<th>Table 1. Studied genes and polymorphisms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gene</td>
</tr>
<tr>
<td>------------------------------------------</td>
</tr>
<tr>
<td>CytochromeP450 1A1</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Glutathione S-transferase mu 1</td>
</tr>
<tr>
<td>Glutathione S-transferase theta 1</td>
</tr>
<tr>
<td>Glutathione S-transferase mu 3 (brain)</td>
</tr>
<tr>
<td>Glutathione S-transferase pi 1</td>
</tr>
<tr>
<td>X-ray repair, complementing defective, in chinese hamster, 1</td>
</tr>
<tr>
<td>Excision-repair, complementing defective, in chinese hamster, 2</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>8-oxoguanine-DNA-glycosylase</td>
</tr>
<tr>
<td>Nitric oxide synthase, neuronal</td>
</tr>
<tr>
<td>5,10-methylenetetrahydrofolate reductase</td>
</tr>
</tbody>
</table>
Table 2. Age-specific mortality in Russia in the 0-24-year age range

<table>
<thead>
<tr>
<th>Age, years</th>
<th>Deaths per 1000 population</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2006</td>
</tr>
<tr>
<td>0</td>
<td>10.2</td>
</tr>
<tr>
<td>1-4</td>
<td>0.7</td>
</tr>
<tr>
<td>5-9</td>
<td>0.4</td>
</tr>
<tr>
<td>10-14</td>
<td>0.4</td>
</tr>
<tr>
<td>15-19</td>
<td>1.1</td>
</tr>
<tr>
<td>20-24</td>
<td>2.2</td>
</tr>
</tbody>
</table>

heterozygous individuals for this P53 gene polymorphism [22].

Interaction of the environment and the genotype in relation to brain tumor incidence in childhood has been analyzed in two studies [23, 24]. In the case of exposure to phosphoorganic insecticides in utero or after birth, the increased risk of developing brain tumors is significantly associated with a polymorphism of the PON1 (C108T) detoxification gene, for which the above-said compounds are a substrate [23]. This study moved on to confirm the effects of PON1 on a larger cohort (201 people) and also showed associations with the risk of brain tumor development for two other detoxification genes involved in insecticide metabolism, FMO1 (C9536A) and BCHE (A539T) [24].

This study presents the results of an associative study of genetic risk factors related to the formation of brain tumors in children. The choice of genotyping loci was based on literary data and on personal results obtained in a study of susceptibility genes that increase somatic mutability [25]. This study also includes genes which are primarily expressed in the brain (GSTM3 aka brain GSTM) and in neural tissues (NOS1, or nNOS – neuronal) and which exhibit association with some oncological diseases [26, 27]. The involved loci are described in Table 1.

**EXPERIMENTAL PROCEDURES**

A cohort of 172 children with malignant CNS tumors (92 boys and 80 girls) aged 2-16 were included in this study. These children were under treatment in the laboratory of the Children’s X-ray Radiology of the Russian Scientific Center of Roentgenoradiology from 2007 to 2010. The average age of the child patients was 8.96±0.38. The most common tumors in the studied cohort were medulloblastomas (N = 58) and brain stem tumors (N = 26). Apart from these, there were also cases of apoplastic ependymoma (N = 19), glioblastoma (N = 10), germinogenic tumors (N = 6), low malignancy astrocytoma (N = 5), high malignancy astrocytoma (N = 5), primitive neuroectodermal tumors (N = 5), and others (N = 38). The control group consisted of 183 people (102 males and 81 females) aged 17 to 21, an average age of 19.90±0.08 years. All the sick children and youths from the control group were of Caucasian race. The patient database contains information on their places of birth and residence. The children’s parents gave informed consent for the genotyping procedure. The ten-year difference in the average age of the patient and control groups could not have any significant effect on the allelic variant frequencies in the groups, since mortality in this age group does not exceed 0.1% (Table 2) [28]. Moreover, the first four main causes of death in the 15-24-age group are violence-related: unintentional bodily harm, suicide, undefined bodily harm and murder [29]. The criteria for involvement into the control group were age, nationality, birthplace inside the central regions of the European territory of the Russian Federation, and informed consent to the procedures.

DNA was extracted from peripheral blood lymphocytes using a Diatom DNA Prep 200 kit, which uses guanidine isocyanate and Nucleus–sorbent (Isogen Laboratory, Russia). Genotyping was performed using allele-specific tetraprimer PCR [30]. This method allows the amplification of DNA fragments of alternative alleles in a single test tube. The amplification products were separated using agarose gel electrophoresis and then stained with ethidium bromide.

The statistical analysis was performed using standard methods available in the WinSTAT 2003.1 software integrated into Microsoft Excel.

Estimation of the odds ratios (OR) and the significance of the odds ratio according to the precise Fischer test was accomplished using the free-use software WinPepi: http://www.brixtonhealth.com/pepi4windows.html.

**RESULTS**

We identified the genotypes of the studied individuals at 12 polymorphic sites of 10 genes. The genotype frequencies in the control group and the patient group were in accordance with the Hardy-Weinberg distribution.

Table 3 compares the frequencies of allele and genotype occurrence for 12 polymorphic sites in children with various tumors of the CNS, as well as youths in the control group. We also distinguished two major groups in the child patients cohort – a group with medulloblastoma and a group with brain stem tumors.

In cases where the polymorphism was of an insertion/deletion nature (genes GSTM1, GSTT1), we compared two genotypes: “zero” – homozygous deletion (D/D) and “functional” – a genotype with a functional
Table 3. Genotypes frequencies among the brain tumors patients and in the control group

<table>
<thead>
<tr>
<th>Loci, alleles, genotypes</th>
<th>Frequencies (%)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All brain tumors (N*=172)</td>
<td>Medulloblastoma (N*=63)</td>
<td>Brainstem tumor (N*=26)</td>
<td>Healthy (N*=183)</td>
</tr>
<tr>
<td>CYP1A1 T606G rs2006345</td>
<td>T 187 (54.68)</td>
<td>67 (53.18)</td>
<td>30 (57.69)</td>
<td>236 (64.48)</td>
</tr>
<tr>
<td></td>
<td>G 155 (45.32)</td>
<td>59 (46.83)</td>
<td>22 (42.31)</td>
<td>130 (35.52)</td>
</tr>
<tr>
<td></td>
<td>T/T 57 (33.33)</td>
<td>22 (34.92)</td>
<td>10 (38.46)</td>
<td>78 (42.62)</td>
</tr>
<tr>
<td></td>
<td>T/G 73 (42.69)</td>
<td>23 (36.51)</td>
<td>10 (38.46)</td>
<td>80 (43.72)</td>
</tr>
<tr>
<td></td>
<td>G/G 41 (23.98)</td>
<td>18 (28.57)</td>
<td>6 (23.08)</td>
<td>23 (13.66)</td>
</tr>
<tr>
<td>CYP1A1 A4889G rs1048943</td>
<td>A 329 (95.64)</td>
<td>120 (95.24)</td>
<td>49 (94.23)</td>
<td>352 (96.18)</td>
</tr>
<tr>
<td></td>
<td>G 15 (4.36)</td>
<td>6 (4.76)</td>
<td>3 (5.77)</td>
<td>14 (3.83)</td>
</tr>
<tr>
<td></td>
<td>A/A 157 (91.28)</td>
<td>57 (90.49)</td>
<td>23 (88.46)</td>
<td>169 (92.35)</td>
</tr>
<tr>
<td></td>
<td>A/G 15 (8.72)</td>
<td>6 (9.52)</td>
<td>3 (11.54)</td>
<td>14 (7.65)</td>
</tr>
<tr>
<td></td>
<td>G/G 0 (0.00)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
</tr>
<tr>
<td>GSTM1</td>
<td>D/D 93 (54.07)</td>
<td>35 (55.56)</td>
<td>16 (61.54)</td>
<td>95 (51.91)</td>
</tr>
<tr>
<td></td>
<td>I/* 79 (45.93)</td>
<td>28 (44.44)</td>
<td>10 (38.46)</td>
<td>85 (48.09)</td>
</tr>
<tr>
<td>GSTT1</td>
<td>D/D 45 (26.16)</td>
<td>20 (31.75)</td>
<td>9 (34.62)</td>
<td>28 (15.30)</td>
</tr>
<tr>
<td></td>
<td>I/* 127 (73.84)</td>
<td>43 (68.25)</td>
<td>17 (65.38)</td>
<td>155 (84.70)</td>
</tr>
<tr>
<td>GSTP1 A313G rs1695</td>
<td>A 242 (70.35)</td>
<td>87 (69.05)</td>
<td>31 (62.00)</td>
<td>247 (67.49)</td>
</tr>
<tr>
<td></td>
<td>G 102 (29.65)</td>
<td>39 (30.95)</td>
<td>19 (38.00)</td>
<td>119 (32.51)</td>
</tr>
<tr>
<td></td>
<td>A/A 80 (46.51)</td>
<td>29 (46.03)</td>
<td>8 (32.00)</td>
<td>79 (43.17)</td>
</tr>
<tr>
<td></td>
<td>A/G 82 (47.67)</td>
<td>29 (46.03)</td>
<td>15 (60.00)</td>
<td>89 (48.63)</td>
</tr>
<tr>
<td></td>
<td>G/G 10 (5.81)</td>
<td>5 (7.94)</td>
<td>2 (8.00)</td>
<td>15 (8.20)</td>
</tr>
<tr>
<td>GSTM3 G670A rs 7483</td>
<td>G 203 (69.01)</td>
<td>80 (63.49)</td>
<td>28 (53.85)</td>
<td>222 (60.66)</td>
</tr>
<tr>
<td></td>
<td>A 141 (40.99)</td>
<td>46 (36.51)</td>
<td>24 (46.15)</td>
<td>144 (39.34)</td>
</tr>
<tr>
<td></td>
<td>G/G 63 (36.63)</td>
<td>26 (41.27)</td>
<td>8 (30.77)</td>
<td>73 (39.89)</td>
</tr>
<tr>
<td></td>
<td>G/A 77 (44.77)</td>
<td>28 (44.44)</td>
<td>12 (46.15)</td>
<td>76 (41.53)</td>
</tr>
<tr>
<td></td>
<td>A/A 32 (18.60)</td>
<td>9 (14.29)</td>
<td>6 (23.08)</td>
<td>34 (18.58)</td>
</tr>
<tr>
<td>NOS1 C276T rs 2682226</td>
<td>C 243 (70.64)</td>
<td>90 (71.43)</td>
<td>33 (63.46)</td>
<td>271 (75.70)</td>
</tr>
<tr>
<td></td>
<td>T 101 (29.36)</td>
<td>36 (28.57)</td>
<td>19 (38.00)</td>
<td>87 (24.30)</td>
</tr>
<tr>
<td></td>
<td>C/C 84 (48.84)</td>
<td>33 (52.38)</td>
<td>9 (34.62)</td>
<td>103 (57.54)</td>
</tr>
<tr>
<td></td>
<td>C/T 75 (43.60)</td>
<td>24 (38.10)</td>
<td>15 (57.69)</td>
<td>65 (36.31)</td>
</tr>
<tr>
<td></td>
<td>T/T 13 (7.56)</td>
<td>6 (9.52)</td>
<td>2 (7.69)</td>
<td>11 (6.15)</td>
</tr>
<tr>
<td>MTHFR C677T rs1801133</td>
<td>C 228 (70.81)</td>
<td>76 (66.67)</td>
<td>36 (72.00)</td>
<td>221 (67.79)</td>
</tr>
<tr>
<td></td>
<td>T 94 (29.19)</td>
<td>38 (33.33)</td>
<td>14 (28.00)</td>
<td>105 (32.21)</td>
</tr>
<tr>
<td></td>
<td>C/C 80 (49.69)</td>
<td>25 (43.86)</td>
<td>13 (52.00)</td>
<td>70 (42.94)</td>
</tr>
<tr>
<td></td>
<td>C/T 68 (42.24)</td>
<td>26 (45.61)</td>
<td>10 (40.00)</td>
<td>81 (49.69)</td>
</tr>
<tr>
<td></td>
<td>T/T 13 (8.07)</td>
<td>6 (10.53)</td>
<td>2 (8.00)</td>
<td>12 (7.36)</td>
</tr>
<tr>
<td>XRCC1 C589T rs 1799782</td>
<td>C 322 (93.61)</td>
<td>119 (94.44)</td>
<td>46 (88.46)</td>
<td>337 (94.13)</td>
</tr>
<tr>
<td></td>
<td>T 22 (6.39)</td>
<td>7 (5.56)</td>
<td>6 (11.54)</td>
<td>21 (5.87)</td>
</tr>
<tr>
<td></td>
<td>C/C 150 (87.21)</td>
<td>56 (88.89)</td>
<td>20 (76.92)</td>
<td>160 (89.39)</td>
</tr>
<tr>
<td></td>
<td>C/T 22 (12.79)</td>
<td>7 (11.11)</td>
<td>6 (23.08)</td>
<td>17 (9.50)</td>
</tr>
<tr>
<td></td>
<td>T/T 0 (0.00)</td>
<td>0 (0.00)</td>
<td>0 (0.00)</td>
<td>2 (1.12)</td>
</tr>
<tr>
<td>XPD T2251G rs 13181</td>
<td>T 212 (61.63)</td>
<td>82 (65.08)</td>
<td>32 (61.54)</td>
<td>248 (68.13)</td>
</tr>
<tr>
<td></td>
<td>G 132 (38.37)</td>
<td>44 (34.92)</td>
<td>20 (38.46)</td>
<td>116 (31.87)</td>
</tr>
<tr>
<td></td>
<td>T/T 63 (36.63)</td>
<td>25 (39.68)</td>
<td>9 (34.62)</td>
<td>84 (46.15)</td>
</tr>
<tr>
<td></td>
<td>T/G 86 (50.00)</td>
<td>32 (50.79)</td>
<td>14 (53.85)</td>
<td>80 (43.96)</td>
</tr>
<tr>
<td></td>
<td>G/G 23 (13.67)</td>
<td>6 (9.52)</td>
<td>3 (11.54)</td>
<td>18 (9.89)</td>
</tr>
<tr>
<td>XPD G862A rs1799793</td>
<td>G 211 (61.70)</td>
<td>82 (66.13)</td>
<td>32 (61.54)</td>
<td>242 (66.48)</td>
</tr>
<tr>
<td></td>
<td>A 131 (38.30)</td>
<td>42 (33.87)</td>
<td>20 (38.46)</td>
<td>122 (33.52)</td>
</tr>
<tr>
<td></td>
<td>G/G 64 (37.43)</td>
<td>26 (41.94)</td>
<td>9 (34.62)</td>
<td>80 (43.96)</td>
</tr>
<tr>
<td></td>
<td>G/A 83 (48.54)</td>
<td>30 (48.39)</td>
<td>13 (50.00)</td>
<td>82 (45.05)</td>
</tr>
<tr>
<td></td>
<td>A/A 24 (14.04)</td>
<td>6 (9.68)</td>
<td>4 (15.38)</td>
<td>20 (10.99)</td>
</tr>
<tr>
<td>OGG1 C977G rs 1052133</td>
<td>C 274 (80.59)</td>
<td>92 (77.97)</td>
<td>40 (76.92)</td>
<td>270 (78.04)</td>
</tr>
<tr>
<td></td>
<td>G 66 (19.41)</td>
<td>26 (22.03)</td>
<td>12 (23.08)</td>
<td>76 (21.97)</td>
</tr>
<tr>
<td></td>
<td>C/C 116 (68.24)</td>
<td>36 (61.02)</td>
<td>18 (69.23)</td>
<td>105 (60.69)</td>
</tr>
<tr>
<td></td>
<td>C/G 42 (24.71)</td>
<td>20 (33.90)</td>
<td>4 (15.38)</td>
<td>60 (34.68)</td>
</tr>
<tr>
<td></td>
<td>G/G 12 (7.06)</td>
<td>3 (5.08)</td>
<td>4 (15.38)</td>
<td>8 (4.62)</td>
</tr>
</tbody>
</table>

*The number of individuals genotyped at certain loci may differ.

Note. Genotypes associated with diseases are highlighted in grey.
Increased susceptibility to brain tumor development was observed for carriers of the D/D genotype of the GSTT1 gene. A two-side Fischer test for all the CNS tumor types yields $p = 0.013$, $\text{OR} = 1.96$, 95% confidence interval 1.16–3.32; for medulloblastoma patients - $p = 0.009$, $\text{OR} = 2.57$, 95% confidence interval 1.33–4.99; for children with brain stem tumors - $p = 0.026$, $\text{OR} = 2.93$, 95% confidence interval 1.21–7.12. Of all the analyzed two-loci combinations, the one associated with the highest risk of malignant brain tumors turned out to be a double deletion of GSTM1-GSTT1 (27 people – 15.7% patients; $p = 0.017$, $\text{OR} = 2.42$, 95% confidence interval 1.18–4.95) (Figure).

The risk of developing any type of brain tumor, and specifically a medulloblastoma, turned out to be up in carriers of the minor 606G allele of the CYP1A1 gene (for all types of tumor - $p = 0.009$, according to the two-sided Fischer test, $\text{OR} = 1.50$, 95% confidence interval 1.11–2.03, for medulloblastoma - $p = 0.026$, $\text{OR} = 1.60$, 95% confidence interval 1.06–2.41).

Among the brain stem tumor patients there was an elevated number of NOS1*276T minor allele carriers in both homo- and heterozygous forms, where $p = 0.035$, OR = 2.56, 95% confidence interval 1.10–5.96. The whole patient group also exhibited an increased occurrence of the minor allele; however, these data were statistically insignificant - $p = 0.11$, OR = 1.42, 95% confidence interval 0.93–2.16.

There was also a tendency for association between the 2251G minor allele of the nucleotide excision DNA repair gene XPD in both homo- and heterozygous forms and an increased chance of developing a brain tumor ($p = 0.084$, $\text{OR} = 1.48$, 95% confidence interval 0.97–2.27).

**DISCUSSION**

The detoxification of xenobiotics consists of two main stages of detoxification and a third stage – secretion of the detoxified products out of the cell. The first stage involves activation of the xenobiotic compounds by P-450 cytochromes and a number of other enzymes. The second stage is the detoxification, per se, and it involves glutathione-S-transferases and other proteins. The intermediary electrophilic metabolites that were formed in the first stage are toxic, and effective detoxification requires a fine balance between the activity of the first- and second-stage enzymes. This balance is deregulated both by insufficient activity of the polymorphic variants of the second-stage enzymes and by the increased activity of the first-stage enzymes [31]. Increased activity of the first-stage detoxification enzymes and insufficient activity of the second-stage enzymes (GST) cause an increase in the level of activated electrophilic metabolites, thus increasing the deleterious effects of the xenobiotic compounds.

This study demonstrates that there is an association between certain xenobiotic detoxification gene alleles and the development of brain tumors in children. The risk of developing malignant tumors in the brain during childhood is increased in carriers of a minor variant of CYP1A1 (606G).

The role of CYP1A1 polymorphism has not been studied in relation to child neurooncology. Associative studies on adults have shown no association between CYP1A1 A4889G (Ile462Val) polymorphism and the risk of developing glioma or several other types of malignant brain tumors [32–34]. The CYP1A1 gene is located in the 15q22-24 region, and people with a hereditary predisposition towards glioma have exhibited associations between the disease and low-penetration markers in the 15q23-q26.3 region which overlaps this locus [35].

Data on the role of CYP1A1 gene polymorphism in carcinogenesis are contradictory, and it seems that their role considerably depends on the interaction between the genotype and the environment [36]. The T606G site is located in the first intron of the CYP1A1 locus. The single nucleotide substitutions (SNP) located in the intron regions do not usually influence gene activity. However, the T606G polymorphism has been associated with lung cancer [37], hormone-dependent tumors [38], and with the level of sex hormones, which are substrates of CYP1A1 [39]. There are data on the T606G site which indicate that in the absence of specific substrates, the allelic 606T (SNP T606G) vari-
ant of the CYP1A1 gene is expressed more actively, whereas the 606G variant is induced in the presence of specific substrates (polycyclic aromatic hydrocarbons of exogenous origins, such as foods, industrial waste, tobacco smoke, as well as endogenous compounds, such as estrogens). The differential effect of the allelic variants 606G and 606T on the observed effects under ecologically unfavorable conditions (industrial pollution of air, smoking), as well as in their absence, has been demonstrated in two independent studies [40, 41]. The two studied sites in the CYP1A1 locus which were studied in this work are in strong linkage disequilibrium - D' = 0.913, r = 0.229, p = 0, and the minor alleles (4889G, 606G) belong to a single linkage group. Linkage disequilibrium data in the patient and control groups were identical. In this work, we have confirmed our previous data obtained on different cohorts and indicating that the polymorphic sites A4889G and T606G are linked [25, 42]. According to data from HapMap, the frequency of the 606G allele in Caucasians is 0.36–0.45, while the frequency of 4889G is 0.04–0.07. Until recently, researchers had studied three major polymorphic sites in the CYP1A1 gene in European populations: T3801C, A4889G, and C4887A [43]. Besides, polymorphism T606G has a functional character, the frequency of the 606G allele is higher than the frequency of the minor alleles at other polymorphic sites. Thus, this allele seems to be a new promising marker for associative studies of multifactor diseases.

Our study also shows associations between the formation of malignant brain tumors and the possession of deletion variants of GSTT1 (D/D) (OR = 1.96, p = 0.013). Association between polymorphism of glutathione-S-transferase genes, which encode enzymes for the second phase of xenobiotic detoxification, and the development of brain tumors in children, was analyzed in study [21]. Statistically significant results were obtained for the functional allele of GSTM1 and a minor allele of GSTP1 313G. Association between the development of malignant brain tumors in adults and polymorphisms of glutathione-S-transferase-encoding genes was analyzed much more thoroughly; for instance, 10 studies were conducted in Europe [32–34, 44–50]. The results of seven of these studies and the results of the aforementioned work on a cohort of sick children [21] were combined in a meta-analysis [51], which was performed for two of the most common nosological forms: gliomas and meningiomas. According to this meta-analysis, in Caucasians the deletion variant of GSTT1 occurred significantly more often in meningioma patients (OR = 1.95). No differences in the frequencies of the GSTM1 (Ins/Del) and GSTP1 A313G (Ile105Val) and the adjacent C341T (Ala114Val) allele were observed between the patient and control groups. Another large-scale study obtained data indicating the absence of an association between polymorphisms of GSTM1 (Ins/Del), GSTM3 (A63C), GSTT1 (Ins/Del) and the development of gliomas, glioblastomas, and meningiomas. It was demonstrated that the 105G–114C (Val-Ala) haplotype of GSTP1 has a weak protective effect on the chance of developing glioma [32].

No significant differences in DNA repair gene allele frequencies were found (Table 3); however, there was a tendency level association of the minor 2251G allele in the XPD locus with an elevated chance of developing the disease.

Associative studies of malignant tumors of any localization concerning DNA repair gene polymorphisms most often involve XPD nucleotide excision repair genes and XRCC1 base excision repair genes [52], which are located on the same region of the chromosome (19q13.2–3). Most of the results of associative studies of brain tumors are summarized in review [53]. It was shown that in adults, the most common malignant tumors of neuroepithelial tissues are associated with the nucleotide excision repair genes XPD, ERCC1 and a gene located in the same (19q13.2–3) region of the chromosome - GLTSCR1 (glioma tumor suppressor candidate of an unknown function) [54]. Caggana et al. [55] showed that of 7 polymorphic sites in the XPD gene, maximum association with an increased risk of glioma was observed for the least studied synonymous Arg156Arg polymorphism, which may be a marker of another unknown gene that predisposes potential patients to this disease. Sites T2251G (Lys751Gln) and G862A (Asp312Asn) of the XPD gene are located 12340 b.p. apart and are linked. This work has obtained the following linkage disequilibrium data: D' = 0.674, r = 0.662, p = 0 (no difference between the patient and control groups), which is in agreement with the published data on Caucasians [56]. Despite the absence of significant results concerning DNA repair genes in this work, studying polymorphic loci in the 19q13.2–3 chromosomal region seems a promising line of research that could lead to the discovery of risk markers for malignant brain tumors in children.

This study also shows that a minor allele of the neuronal nitric oxide synthase occurs significantly more often in patients with brain stem tumors (Table 3); differences for the whole patient group are statistically insignificant.

Genes from the nitric oxide synthase family, which includes the neuronal nitric oxide synthase gene, are usually studied in connection with inflammatory processes. However, nNOS polymorphism is associated with melanoma predisposition [27]. Melanoma is included into the nerve-ending tumor group. Families that have a hereditary predisposition towards brain tumors are...
often predisposed towards developing melanomas as well [5]. Taking into account the elevated expression of \( nNOS \) in nervous tissue, as well as the putative cross-sensitivity to melanoma and glioma, we resolved to analyze the C276T site of the \( nNOS \) gene. This polymorphism is considered to be functional, since the single nucleotide substitution in the untranslated region results in elevated mRNA expression of the minor variant [57]. Significant results on the association of the minor allele with increased risk of developing brain tumors were only observed for the small group of patients with brain stem tumors and will of course require further study.

Our previous associative studies of xenobiotic detoxification genes have shown that women with reproductive system diseases (mainly myomas and chronic cystic mastitis) carrying the 606G, 4889G alleles of the \( CYP1A1 \) gene have an increased frequency of somatic mutations at the T-cell receptor (TCR) locus in peripheral blood lymphocytes (phenotype CD\(^+\)CD\(^-\)). It is known that the number of such TCR-mutant lymphocytes is elevated in cancer patients (cancer of the larynx and hypopharynx, thyroid gland tumor, cervical cancer and Hodgkin’s lymphoma) and in people with hereditary predispositions towards oncological diseases (ataxia-teleangiectosia) [58, 59]. The single direction of the effects in two separate studies may indicate the pleiotropic effect of detoxification genes, which leads to insufficient resistance of the organism in the genotype-environment interaction process. Besides the possible increased risk of disease due to altered detoxification enzyme activity, allelic variants associated with somatic mutability and with predisposition to the formation of malignant tumors in childhood may act as markers of a linked group of unknown genes that can be responsible for some of the observed effects. The obtained results, if confirmed by independent studies, can be useful for identifying the genetic risk factors involved in the formation of malignant tumors in children.

\[ \text{This work was supported under the Biological Variety RAS Presidium program for basic research, under the Genepools and Genetic Variety subprogram.} \]
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ABSTRACT Hsp70 is a chaperone protein that participates in the folding of de novo synthesized proteins, protection of the hydrophobic regions of denaturated proteins, the regulation of apoptosis, the immune response, and several other cellular processes. Despite the large number of publications devoted to the functioning and structure of Hsp70, a reliable full-size 3D structure of this protein remains currently unavailable. Several probable full-size models of human Hsp70 have been constructed based on the structures of individual domains and their components from different organisms and using molecular modeling methodology. The stability of the obtained structures was studied using molecular dynamics. As a result of such an analysis, the most adequate model was selected. The model was built on the basis of Hsp70 elements from Bos Taurus and Caenorhabditis elegans. Using the method of steered molecular dynamics, the key salt bridges responsible for the interdomain interactions were identified: Arg171: Glu516 and Arg416: Glu218. Based on the performed molecular modeling, the scheme of the mechanism triggering ATP hydrolysis and leading to the separation of ATPase and the substrate-binding domains was proposed.
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INTRODUCTION
Hsp70 (Heat shock 70 kDa protein 1A/1B) is a two-domain ATP-dependent chaperone. Its function is to protect from aggregation the hydrophobic surfaces of proteins denaturated under stress and to promote their correct folding or direct them toward degradation. Proteins of this class are involved in the transport of peptides through the mitochondrial and cellular membranes. Depending on whether their localization is extracellular or intracellular, Hsp70s are involved, respectively, in the autoimmune labeling of tumor cells or in the protection of cells from stress and apoptosis [1, 2]. Hsp70 consists of two functionally distinct elements: the N-terminal ATPase domain hydrolyzes ATP to ADP with the formation of an inorganic phosphate; and the C-terminal substrate-binding domain binds hydrophobic peptides. The ATPase domain consists of two large subdomains, I and II, each of which is divided into the sections A and B (see Fig. 1). ATP binds at the bottom of the cleft located between the subdomains I and II. The ATPase domain also contains a binding site of the nucleotide exchange factor, which promotes the “recharging” of ADP to ATP by pulling the subdomains I and II apart from each other [3, 4].

The substrate-binding domain (SBD) consists of a β-sheet subdomain (βSBD), which binds the substrate peptide, and an α-helical “cap” (αSBD), formed by five α-helices A, B, C, D and E (see Fig. 1). Due to conformational changes mediated by ATP hydrolysis and the action of cochaperone Hsp40, the substrate-binding domain changes its state from a closed to an open one, while the “cap” regulates its accessibility for the hydrophobic sites of the target peptides [5].

Mediated by Hsp40, ATP hydrolysis and substrate binding lead to separation of the Hsp70 substrate-binding domain from the ATPase domain. As a result, they remain connected only by the hydrophobic linker. It is known that Hsp70 is capable of forming oligomers in solution. Most likely, this is due to the fact that the substrate-binding domain of Hsp70 is able to bind the hydrophobic linker of another Hsp70 molecule when its domains are separated [8, 9].

ATP hydrolysis is induced by the J-domain of cochaperone Hsp40. A study of the binding of Hsp70 and Hsp40 showed that Asp35 of yeast Hsp40 J-domain interacts with Arg171 of Hsp70. This leads to ATP hydrolysis and subsequent separation of Hsp70 domains from each other. The signal for ATP hydrolysis is as-
sumed to pass through the chain J-domain of Hsp40 → Arg171 (interdomain linker of Hsp70) → Tyr371 (Hsp70 ATPase domain) → Ile181 (Hsp70 ATPase domain) [10-12]. Then, the substrate binds and domains separate from each other. The exact mechanism of this process remains unknown.

It is assumed that the structure of the substrate-binding domain of mammalian Hsp70 is similar to the structure of the analogous domain of its prokaryotic homolog DnaK (see Fig. 1) [7]. Although the structures of individual elements of the Hsp70 substrate-binding domain are known [11, 13], the full-size three-dimensional structure of mammalian Hsp70 is unknown. In this paper we attempt to construct a full-size three-dimensional structure of Hsp70 using molecular modeling methods. The structure is of interest not only for studying the interaction between ATPase and the substrate-binding domains of the chaperone, but also as a promising target for a search for anticancer agents. Because of their immunogenic properties, chaperones have been subjects of successful pharmacological studies [5, 14]. Establishing the plausible structure of human Hsp70 and the progress achieved in understanding the mechanism by which it functions could help to speed up research in the field of chaperone-associated cancer therapy strategies and reduce their cost.

EXPERIMENTAL
Homology modeling was performed using the Swiss Model [15, 16]. The systems for molecular dynamics simulation were prepared in tleap (program from the AmberTools 1.2 package). Molecular dynamics simulations were performed in the software package Amber10 [17]. The protein molecule was put in a cubic cell, with the distance between the protein and the cell boundary not less than 12 Å. TIP3P water was used as a solvent. The integration step in all stages was 2 fs. Energy minimization was restricted to 5,000 steps, and the steepest descent algorithm was replaced by the conjugated gradient after 2,500 steps. The cutoff distance was 10 Å. The structures under study were equilibrated in four stages: energy minimization with position restraints on all atoms, energy minimization without restraints, heating and molecular dynamics simulation. Heating from 0 to 300 K was performed at a constant volume for 50 ps. Molecular dynamics was implemented at a constant pressure. The Langevin thermostat was used for temperature control. The same parameters were used in running steered molecular dynamics. In simulations of salt bridges, the disruption force constant was taken to be 20 kcal/mol·Å². The visual analysis of three-dimensional structures was performed using VMD 1.8.6 [18].

RESULTS AND DISCUSSION

Modeling the full-size structure of Hsp70
For the modeling, the following elements from the Protein Data Bank were used: substrate-binding domain of DnaK from Escherichia coli (1DKZ; Fig. 1); α-subdomain of Hsp70 substrate-binding domain from Caenorhabditis elegans (2F32 [19]); ATPase domain, βSBD and α-helix ‘A’ αSBD from bovine Hsc70 (1YUW). The latter structure describes the contact of the ATPase domain with the substrate-binding domain when the domains are rigidly coupled to each other.

Model hHsp70_1dkz
Modeling was conducted in three steps:
1. Based on a primary amino acid sequence of human Hsp70 (hHsp70) (PID: P08107) and a tertiary structure of its close homologue from B. taurus – Hsc70 (1YUW), a model was built describing the ATPase domain,
βSBD and the helix ‘A’ of αSBD. The identity of the model with the template was 88.6%. To obtain a full-size structure, we had to construct the remaining part of the αSBD.

2. To construct the αSBD, the structure of the prokaryotic homolog of Hsp70, DnaK (1DKZ) was used as a template. In 1DKZ, the α-subdomain, in a complex with the β-subdomain, forms a full-size substrate-binding domain. The identity of the constructed structure with the template was 44.7%.

3. The resulting structures were superimposed by βSBD. The model was equilibrated using molecular dynamics simulation for 6.5 ns.

In the resulting construct, the ATPase domain and βSBD were built by homology modeling with the close eukaryotic relative of Hsp70; and αSBD, by homology modeling with the prokaryotic chaperone DnaK from E. coli.

An analysis of molecular dynamic trajectories showed that the spatial structures of the ATPase domain and βSBD were stable, while the segment of αSBD, formed by the α-helices ‘B’–‘E’, was prone to unfolding.

**Model hHsp70_2p32**

The structure of αSBD from nematode (Caenorhabditis elegans; PDB ID: 2P32) was taken as an alternative template for homologous modeling of the unstable segment. The identity of the resulting structure and the template was 63%. The created construction was superimposed on hHsp70_1dkz by the α-helix ‘B’, after which part of the α-helix ‘B’, as well as helices ‘C’, ‘D’ and ‘E’, was replaced by the corresponding elements constructed by homology modeling with the 2P32. The resulting model was equilibrated for 8.5 ns.

The model hHsp70_2p32 (after equilibration) is shown in Fig. 2. Helices ‘B’, ‘C’ and ‘D’ form a bundle similar in tertiary structure with 1DKZ; however, in contrast, the α-helix ‘E’ in hHsp70_2p32 is reduced. Based on an analysis of the molecular dynamic trajectory, the constructed structure showed high stability and was accepted as a working model (hereafter ‘hHsp70’) for further studies.

**Study of interdomain interactions in hHsp70**

In the process of chaperone functioning, its domains converge with a disruption of all noncovalent interactions.
As a result, they remain connected only by a cross-domain linker. The process of domain separation was studied using the method of steered molecular dynamics. The salt bridges that are crucial in this process were identified. It was shown that inverse convergence of the domains is not dependent on conformational changes in the ATPase domain.

Disruption of salt bridge Arg171:Glu516

According to [12], separation of the domains starts with (mediated by cochaperone Hsp40) disruption of the salt bridge Arg171:Glu516, which connects the α-helix ‘A’ of the substrate-binding domain with the subdomain IA from the ATPase domain. Modeling of this process was conducted using the method of steered molecular dynamics. The Cα-atoms of the residues were pulled apart by 10 Å. The initial distance between the atoms was 12 Å. The amount of energy spent on pulling the residues apart was 34.3 kcal / mol. It is worth noting that after the actual disruption of the salt bridge Arg171:Glu516, the average distance between loops of the ATPase domain fixing the β- and γ-phosphates of ATP decreased by 2 Å (from 8 to 6 Å; Fig. 3). In the native enzyme a similar movement, theoretically, could cause the hydrolysis of ATP. In such a case, the salt bridge Arg171:Glu516 protects the ATPase domain of hHsp70 from spontaneous ATP hydrolysis. The cochaperone disrupting this bond thus initiates the process. The resulting structure was equilibrated for 1 ns. Signs of a restoration of the disrupted salt bridge Arg171:Glu516, as well as further domain separation, were not observed.

Disruption of salt bridge Arg416:Glu218

Disruption of the salt bridge Arg171:Glu516 led only to a partial divergence of the domains, but the final separation has not occurred. In this regard, it was interesting to identify the most stable noncovalent bonds whose disruption could lead to a complete separation of the hHsp70 domains.

Initially, the salt bridge Arg155:Glu523 connecting the α-helix ‘A’ with the subdomain IA was selected, but its disruption has not led to the domains’ separation and has shown no signs of positive development of the process. The negative result led to the conclusion that the salt bridge Arg416:Glu218 is the bond most likely to be key in domain divergence. It links one of the βSBD loops with the subdomain IIA of the ATPase domain. The initial distance between the Cα-atoms of the residues forming the bond was 12.2 Å; after simulation of its disruption, it was - 22.2 Å. The total amount of energy spent on the process was 33.4 kcal/mol. On a curve representing the process, a leap was observed: an increase in distance from 13.4 to 14.7 Å, accompanied by an immediate rupture of the salt bridge, required about 7 kcal/mol (Fig. 4).
The energy spent on breaking the salt bridge was equal to the energy released in ATP hydrolysis; it could, therefore, be assumed that breakage of the macro-energetic ATP bond in the ATPase domain (presumably caused in the disruption of the salt bridge Arg171:Glu516) is required to break the salt bridge Arg416:Glu218. Glu218 is part of the β-sheet (formed by the amino acid residues 192 – 226 and 332 – 338; Fig. 5), the second β-turn of which immediately fixes the β- and γ-phosphates of ATP. The first β-turn is involved in the contact of ATPase with substrate-binding domains. Considering the fact that the β-sheet is a rigid structure, its displacement, mediated by ATP hydrolysis, can cause a breakage of the second bond required for the divergence of domains.

As expected, simulation of the breakage of the bond Arg416:Glu218 has led to a complete separation of domains. The resulting structure was equilibrated for 1.5 ns, during which no significant changes in the structure were observed.

An interesting fact was observed in the simulation of domain separation: the residues Arg416 and Glu516 liberated from salt bridges later formed a new salt bridge with each other (see Fig. 5). Formation of a similar salt bridge is sterically possible also between Arg171 and Glu218.

Based on these data we can draw a conclusion on the important role of interdomain salt bridges in the functioning of hHsp70: the salt bridges Arg171:Glu516 and Arg416:Glu218 connect ATPase and substrate-binding domains, but as the domains diverge from each other the partners are rearranged and can form the salt bridges Arg171:Glu218 and Arg416:Glu516, which stabilize the new structural state of the chaperone.

Simulation of separation of subdomains I and II

In the process of nucleotide exchange, ATPase and substrate-binding domains converge back, but the force involved in this process has yet to be established. A stochastic nature of domain convergence seems unlikely. Because nucleotide exchange occurs while domains are separated and is accompanied by the interaction of the ATPase domain with the nucleotide exchange factor, it is reasonable to assume that pulling the subdomains I and II apart by the nucleotide exchange factor, theoretically, can affect the convergence of ATPase and the substrate-binding domains. We conducted a simulation of the process. In simulating pulling apart subdomain I from subdomain II, points of application of force were taken to be the nitrogen atoms belonging to residues Thr14 and Gly203, directly interacting with ATP / ADP. The initial distance between them was 7.3 Å; the final one, 14.3 Å. Despite the theoretical possibility that nucleotide exchange affects the convergence of domains, we obtained a predictable result: change in the distance between the subdomains I and II did not affect the interaction of the domains with each other. This result suggests that the convergence of domains is most likely mediated by some protein which may be another chaperone hHsp70. Theoretically, it can bind the hydrophobic linker released in domain divergence as a substrate and thus bring the diverged domains closer. However, this hypothesis requires further verification.

CONCLUSIONS

Basing on research, the following scheme of hHsp70 functioning can be suggested: at the interaction with the J-domain of cochaperone Hsp40, the salt bridge Arg171:Glu516 is broken. This leads to a convergence of the loops fixing ATP and promotes ATP hydrolysis. ATP hydrolysis, in turn, is accompanied by a shift of the β-sheet containing one of the loops fixing ATP and a shift of the residue Glu218 that is located in the site of interdomain contact, which leads to the disruption of the salt bridge Arg416:Glu218. Disruption of the salt bridge Arg416:Glu218 results in separation of the ATPase domain from the substrate-binding domain.
Arg416 forms a salt bridge with Glu516 that belongs to the substrate-binding domain. Arg171, in turn, forms a new salt bridge with Glu218. Thus, regrouping of the salt bridges that previously connected ATPase and the substrate-binding domains of hHsp70 occurs.

The role of the nucleotide exchange factor in the functioning of hHsp70, apparently, is not only in performing the exchange of ADP for a new molecule of ATP, but also in the fixation of the subdomains I and II in separated states, which is accompanied by the convergence of ATPase and substrate-binding domains with formation of the salt bridge Arg171:Glu516 that can be figuratively described as “cocking the hammer” for the next round of ATP hydrolysis. The “finger” that can pull the trigger is the J-domain of cochaperone Hsp40.

An equilibrated model of human Hsp70 can be found in the PMDB depositary [20, 21] (PMDB id: PM0076412).

This work was supported by the Russian Foundation for Basic Research (Joint project RFBR-DFG RECESS, grant 09-04-92744).

REFERENCES:
18. http://www.ks.uiuc.edu/Research/vmd/vmd-1.8.6/}
Classification of G-Quadruplex DNA on the Basis of the Quadruplex Twist Angle and Planarity of G-Quartets

R. V. Reshetnikov1,4, A. M. Kopylov2,3,4, A. V. Golovin1,4*
1Faculty of Bioengineering and Bioinformatics, Lomonosov Moscow State University
2Faculty of Chemistry, Lomonosov Moscow State University
3Belozersky Institute of Physico-Chemical Biology, Lomonosov Moscow State University
4Apto-Pharm LLC
*E-mail: golovin@belozersky.msu.ru
Received 8.09.2010

ABSTRACT The present work is devoted to the analysis of the G-quadruplex DNA structure using the bioinformatics method. The interest towards quadruplex DNAs is determined by their involvement in the functioning of telomeres and onco-promoters as well as by the possibility to create on their basis aptamers and nanostructures. Here, we present an algorithm for a general analysis of the polymorphism of the G-quadruplex structure from the data bank PDB using original parameters. 74 structures were grouped according to the following parameters: the number of DNA strands, the number of G-quartets, and the location and orientation of the connecting loops. Two quantitative parameters were used to describe the quadruplex structure: the twist angle between two adjacent quartets (analogous to that for the complementary pair in the duplex DNA) and the quartet planarity (an original parameter). The distribution patterns of these values are specific for each group of quadruplex structures and are dependent upon the type of connecting loops used (diagonal, lateral or propeller). The tetramolecular loopless parallel quadruplex was used as a comparison template. The lateral loops introduce the strongest distortion into the structure of quadruplexes; the values of the twist angles are the lowest and are not typical for the other quadruplex groups. The loops of the diagonal type introduce much weaker deformation into quadruplexes; the structures with propeller loops are characterized by the optimum geometry of G-quartets. Hence, the correlation between the twist angle and the tension in the structure of quadruplex DNA is revealed.
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INTRODUCTION

G-quadruplexes
It is known that the strands of guanosine oligo- and polynucleotides are capable of aggregating with each other, on condition that the solution contains a monovalent cation, such as potassium or sodium. X-ray diffraction analysis revealed that these poly(G)-strands represent a novel type of DNA folding, a four-strand helix [1–3], where four guanine bases belonging to different strands form a planar structure retained by G-G pair interactions (Fig. 1). These structures are notable for their high stability and are known as guanine (G)-quartets, or G-tetrads. Each G-quartet is bound by a total of eight hydrogen bonds, which are formed as a result of the interaction between the Watson-Crick side of one guanine base and the Hoogsteen side of another one.

One of the fundamental reasons the nucleic acids containing the G-tetrad motif are of interest is that the guanine-rich sequences are widely represented in all the genomes that have been discovered to date. These motifs were found in the promoter regions and immunoglobulin switch regions, recombination hotspots, etc. [4]. G-quartets are also represented in DNA at the ends of eukaryotic chromosomes known as telomeres [5]. Telomeric DNAs are tandem repeats of short poly-G-blocks, sometimes comprising adenine or thymine bases: G n T n G n A n or (TTAGGG) n; telomeric DNAs are associated with telomeric proteins. The repeat types are species-dependent; for instance, the (TTAGGG) n repeat is typical of mammals. The function of the telomeres is to protect the chromosomal ends from damage under recombination or action of nucleases. Human telomeric DNA in somatic cells contains, on average, 8–10 kbp. The terminal 100–200 nucleotides at the 3’-end represent a conformationally unrestricted single-strand “tail” [6]. In living cells, the “tail” is associated with POT1 protein [7]; while in the absence of this protein the single-stranded DNA is capable of folding and dimerizing to form four-stranded hairpins, which can be stabilized by the formation of guanine tetrads [8,
An alternative method for the stabilization of this type of DNA consists in the formation of intramolecular G-quartets by repeated foldback. These G-quartet-containing structures are known as quadruplexes or tetraplexes [10]. Aside from telomeres, G-quadruplex sequences were localized in promoters of a number of oncogenes and cancer-associated genes, such as k-ras [11], c-kit [12], and bcl2 [13]. Thus, the possibility of inhibition of the corresponding gene expression using such quadruplex-specific agents as porphyrin TMPyP4 [14, 15] appears to be encouraging.

G-quadruplexes can also be formed by short oligonucleotides with the corresponding sequence, which can be written as \( G_mX_nG_mX_oG_mX_pG_m \), where \( m \) is the number of guanine per G-block. These guanines are generally directly involved in G-tetrad formation. \( X_n \) and \( X_o \) can be a combination of any residues, including G; these regions form loops between the G-tetrads.

Some of these sequences exhibit aptameric properties upon folding into quadruplex structures. Aptamers are short synthetic oligonucleotides or peptides, being functional analogs of monoclonal antibodies, and are capable of specifically recognizing a wide range of targets, from small molecules to whole cells [16, 17]. G-quadruplex aptamers targeting a wide range of proteins, such as thrombin [18] and STAT-3 [19], have been identified. There are G-quadruplex aptamers with anti-cancer properties, which are currently undergoing clinical trials. Their mechanism of action is connected with the nucleolin protein and its role in RNA processing [20].

**Common structural features of quadruplex DNAs**

Depending on the number of G-blocks, the formation of a quadruplex structure from a specified quadruplex sequence may occur via different paths. Four individual strands may associate with each other to form an intermolecular G-quadruplex (Fig. 2). Intramolecular tetraplexes are formed from a single-stranded molecule as a result of the complex spatial folding of the nucleotide strand (Fig. 3).

The G-quartet is a fundamental structural unit of all quadruplex structures. Within the quadruplex structure, the quartets are located one above the other; a minimum of two quartets are required for the structural stability of the tetraplex [21]. The number of guanines in each individual G-block is directly related to the number of G-tetrads in the final folded quadruplex. For example, in telomeric DNA found in mammals with tandem repeat d(TTAGGG), the quadruplexes formed by four of these repeats have three G-quartets located one above the other [22].

The factors that stabilize the quadruplex are the same as those that stabilize the duplex DNA; including the base stacking interaction, hydrogen bonds, electrostatic interactions, and the hydration shell. The hydration of the sugar-phosphate backbone plays a crucial role in the stability of the structure: within an ordered hydration shell, the water molecules with an extensive network of hydrogen bonds combine into a single unit with the bases, sugars, and charged phosphates which are localized on the outer surface of the quadruplex. [25–27].
In addition to these stabilizing factors being standard for the duplex DNA, the quadruplexes have a highly specific component: a significant contribution to stability is made by the coordination of O6 carboxyls by cations [28, 29]. Atoms O6 form a square in each quartet, forming a bipyramidal antiprism in the quadruplex with an interquartet distance of 3.3 Å [30]. This negatively charged space between the tetrads should be stabilized by coordination of a cation. The cation’s nature (size/ionic radius and charge) has a considerable effect on the stability of the resultant quadruplex [29].

Four guanosine nucleosides within a tetrad can exist in either anti- or syn-conformation with respect to the glycoside bond; thus providing 16 possible combinations. The mutual orientation of the individual strands within a quadruplex has an effect on glycoside angles. For instance, with all four strands oriented in parallel (Fig. 2), all glycoside angles have an anti-conformation. For anti-parallel orientation, the quadruplexes contain both syn- and anti-guanines, regardless of whether the quadruplex is four- or single-stranded.

Various nucleotide sequences between G-blocks form extrahelical loops. These loops may be of three types. The parallel intramolecular quadruplex requires a loop that would connect the bottom G-tetrad with the top one, resulting in the formation of propeller-type loops (Fig. 3, right). Anti-parallel quadruplexes are ones in which at least one strand is located antiparallel to the other strands. Such topology of tetrads was revealed in most of the currently identified bimolecular and intramolecular quadruplex structures. In addition to the propeller-type loops, loops of two more types are observed in these structures. The adjacent G-strands are linked by the lateral (endwise) loops. Two loops of this type can be located both at the same and opposite poles of the molecule, corresponding to the “head-to-head” or “head-to-tail” arrangement in bimolecular complexes. The second type of anti-parallel loop is represented by the diagonal loops connecting the opposite G-strands (Fig. 3, left).

All quadruplex structures have four grooves, unlike the double helix with only two grooves. The grooves are formed by the cavities restricted by sugar-phosphate backbones. The groove’s dimensions widely vary depending on the total topology and nature of loops, and on glycoside angles, as well. In the quadruplexes with loops of only diagonal or lateral type, the grooves are structurally simple, while in the structures with propeller-type loops they possess more complex structural features.

Thus, there is a large number of structural variables (the number of G-tetrads; type, sequence, length, and orientation of loops), which leads to a wide topological and structural variety of quadruplexes. In this work, we attempted to reveal the interrelation between the
structure and properties of G-quadruplex DNAs and determine the factors that have an influence on a quadruplex’s geometry.

**METHODS**

**Sampling**
The PDB data bank was used to compile the list of quadruplex-containing structures. All found structures were divided into 8 groups according to the geometry of spatial organization of a quadruplex. On the basis of the Perl programming language and modules Vector::Real and Statistics::Descriptive, we developed a software tool that would determine the presence of quartets in the structure, reveal their location, and measure their geometrical parameters. The quartet is determined as follows: a guanine should have a neighbor in contact with the O6 atom of the initial guanine via the N7 atom. The combination selected is recognized as a quartet on condition that the fourth guanine interacts with the first one, and all heterocyclic bases are located in one plane with the maximum permissible offset of the atoms from the surface being equal to 2 Å. The nearest quartet from the initial one with the distance between C1’ atoms from the nearest nucleotides being no more than 10 Å was recognized as the next quartet of the quadruplex (thus, the variants with guanines from different quartets forming a tetrad were eliminated). The structures belonging to different NMR models were processed as independent quadruplexes.

**The twist angle between two adjacent quartets in a quadruplex**
In order to determine the quadruplex twist angle, the angle between the two vectors was measured. The first vector joined the C1’ atoms of two adjacent nucleotides in a quartet, while the second vector joined the C1’ atoms of the corresponding nucleotides in the adjacent quartet (Fig. 4).

**The out-of-plane deviations of the quartet**
The distance between the centers of mass of two tetragons (an original parameter) was proposed as a method for measuring the degree of disturbance of symmetry and planarity for an individual quartet. The first tetragon is formed by four N9 atoms of guanine in the quartet; the second tetragon is formed by four O6 atoms of the same guanines (Fig. 4). If the quartet is symmetrical and all guanines form hydrogen bonds with each other, this parameter fixes the planarity of the quartet. If the hydrogen bonds break, the symmetry of the quartet is disturbed; the parameter fixes the degree of quartet distortion, which includes deviations in both symmetry and planarity of a quartet.

**The histogram of distribution of the quadruplex twist angles and out-of-plane deviations of the quartet**
For each of the eight groups obtained, the values of the parameter were combined to plot a distribution histogram. The twist angle range was selected from 0 to 60°, the out-of-plane deviations were analyzed within a range from 0 to 2 Å, the ranges of angles and distances were partitioned into 15 intervals. The data were analyzed using Gnuplot software (http://www.gnuplot.info).

**RESULTS AND DISCUSSION**

**Parameters for description of geometry and conformational polymorphism of quadruplexes**
Even a cursory analysis of the diversity of structure variants of the quartets detected in the PDB data bank leads to the conclusion that there is a necessity for systematization and development of universal parameters for the description of quartet structures and their polymorphism. Until now, no systematization attempts have been published.

In this work, two parameters were selected as structural characteristics of the quadruplexes. The first parameter was the twist angle of the quadruplex; i.e., the angle between two adjacent quartets, which is described by the angle between two vectors passing through the C1’ atoms of two adjacent guanines (Fig. 4).
This parameter has been widely used for the description of double-helix structures [31]. Previously it was demonstrated that the quadruplex twist angle represents the degree of tension of the oligonucleotide structure [32]. The second parameter was represented by an original parameter describing the planarity deviation of quartets; i.e., the distance between the centers of mass of two tetragons formed by the O6 and N9 atoms, respectively (Fig. 4). These two parameters make it possible to provide an adequate description of the conformational polymorphism and conformational mobility of the structure of quadruplex DNA.

Four-stranded parallel quadruplexes
Composition of the group (ID PDB):
- 1EVM [33], 1EVN [33], 1NP9 [34], 1NZM [35], 1O0K [36] – telomeric DNA (human);
- 139D [23, 37] – telomeric DNA (Tetrahymena);
- 1EMQ [38] – telomeric DNA (Saccharomyces cerevisiae);

The group under consideration is the simplest variant of the arrangement of quadruplex structures. The twist angle in such structures may be regarded as the ideal twist angle, since the association of four strands imposes no structural restrictions at all, something not observed for the bimolecular and monomolecular quadruplexes.

Four-stranded parallel quadruplexes are characterized by a wide spectrum of twist angles (Fig. 5), with two ranges of preferred values: the narrow range corresponds to 21° and the more diffuse range lies within 27°–34°. In addition, the planarity of the quartets with this structure varies. In most cases, the quartets have a small out-of-plane deviation amounting to 0.5 Å; however, the maximum deviations are above 1 Å. The determined polydispersity of parameters illustrates the wide range of possibilities of the conformational polymorphism of four-stranded parallel quadruplexes without any structural restrictions for their formation upon intermolecular association.

Chair-type structure
Composition of the group:
- 148D [40], 1C32 [41], 1C34 [41], 1C35 [41], 1C38 [41], 1QDF [42], 1QDH [42], 1RDE [43] – thrombin-binding DNA aptamer;

The chair-type structure is a monomolecular quadruplex which is connected by three lateral loops. It is a sufficiently unique structure represented by only two molecules: a 15-mer thrombin-binding DNA aptamer (148D, 1C32, 1C34, 1C35, 1C38, 1QDF, 1QDH, 1RDE) and a 22-mer oligonucleotide, which is formed by the telomeric repeat CTAGGG (2KM3). Such structures are characterized by significantly smaller twist angles in comparison with those of the preceding group of “loopless” intermolecular four-stranded quadruplexes (Fig. 6). The mean value of quadruplex twist angles for the chair-type structures is equal to 15° with a deviation of ±5°. The quartets with such structure are characterized by a high planarity; the jump in values within the range of 0.8–0.9 Å corresponds to the structures that can exist in high ionic strength solutions. The planarity results from the fact that the heterocyclic bases of the

Fig. 5. Structural organization and geometrical features of the first group of structures.

Fig. 6. Structural organization and geometrical features of the second and third groups of structures.
lateral loops form stacking interactions with the bases of the quartets, thereby limiting their out-of-plane deviations.

**Monomolecular quadruplexes with (3+1) strand topology**
Composition of the group:
- 2JSK [44], 2JSQ [44], 186D [45], 2GKU [46], 2HY9 [47], 2JPZ [48], 2JSL [44], 2JSM [44] – telomeric DNA (human, *Tetrahymena*);

These quadruplexes comprise two lateral loops and one propeller-type loop, which reverses the direction of the polynucleotide strand. This group differs from the preceding quadruplex type only by the existence of a propeller strand, which significantly affects the values of the twist angle (Fig. 6). An additional distribution with a maximum at 28° ± 4° emerges in the pattern of the angle distribution. Furthermore, the values of the twist angles within the range of 10°–20°, characteristic of quadruplexes with lateral loops, are shifted toward higher values by 2°–4°. Quadruplex quartets of this type are highly planar structures. Similar to the quartets in the previous case, the planarity is fixed by stacking interactions with heterocyclic bases of lateral loops.

**Basket-type structure**
Composition of the group:
- 2KF8 [50], 2KKA [51], 2KOW [52], 143D [23], 230D [53], 201D [54] – telomeric DNA (human, *Oxytricha*).

The basket-type structures are represented by the monomolecular quadruplex connected by two lateral and one diagonal loops. As shown in the previous case, the substitution of a lateral loop by a diagonal one results in change in the character of the twist angle distribution and the emergence of two strongly pronounced shoulders with mean values of 18° ± 4° and 36° ± 4° (Fig. 7). Thus, a new set of structures, characterized by quadruplex twist angles higher than the maximum angles in loopless four-stranded parallel quadruplexes, emerging in the conformational landscape are conditioned by the emergence of a diagonal loop. The degree of planarity of basket-type quartet structures is lower than that of the earlier discussed structures with lateral loops, which is likely the result of a decrease in stacking interactions between the heterocyclic bases of the diagonal loop and the top quartet.

**Monomolecular parallel quadruplexes with propeller loops**
Composition of the group:
- 1KF1 [24], 3CDM [55] – telomeric DNA (human);
- 1XAV [56], 2A5P [57], 1A5R [57] – c-MYC promoter (human);
- 2KQG [58], 2KQH [58], 2KYP [59] – c-kit oncogene promoter (human);
- 1MYQ [60] – synthetic oligonucleotide (GGA)$_4$;

These unusual structures represent intramolecular quadruplexes where all loops are of the propeller type and the polynucleotide strand changes its direction thrice. The presence of propeller loops strictly determines the quadruplex structure; the distribution of twist angles has a pronounced maximum at 31° ± 3° (Fig. 8). This value is similar to that determined for loopless four-stranded parallel quadruplexes. Quadruplexes of this type have planar quartets. It is not unlikely that propeller loops ensure the optimal geometry for quadruplexes with a rigid sugar-phosphate backbone.

**Bimolecular quadruplexes with lateral loops**
Composition of the group:
- 1A8N [62], 1A8W [63] – tandem repeat GGGC;
- 1F3S [64] – synthetic oligonucleotide.

Unlike the monomolecular quadruplexes that are formed by intramolecular folding, bimolecular quadruplexes are formed upon dimerization of two self-folded
polynucleotide strands which contain guanine blocks. The members of this quadruplex group are notable for the relatively long length of lateral loops (5–6 nucleotides). They can be regarded as an intermediate group between monomolecular quadruplexes with lateral loops and quadruplexes with diagonal loops. The values of the twist angles in these quadruplexes, lying in the region between two extrema belonging to the adjacent groups, argue for an intermediate position for this group as well (Figs. 6, 7, 9). It should be noted that the structures under consideration have a tendency to form 20° ± 1° and 27° twists. A higher statistical significance is required in order to draw firmer conclusions. The quartets in quadruplexes of this type appear to be highly planar due to the intense stacking interactions with the heterocyclic bases of the loops.

**Bimolecular quadruplexes with diagonal loops**

Composition of the group:
- 156D [53, 65], 1JPQ [25], 1L1H [66], 1QDI [42], 1QDK [42], 3EM2 [67], 3EQW [67], 3ERU [67], 3ESO [67], 3ET8 [67], 3EUM [67], 2ARKG [68], 1K4X [53], 1JRN [25], 2HBN [69], 3EUI [67] – telomeric DNA (Oxytricha);
- 2KAZ [70], 1U64 [71], 1LVS [72], 1FQP [73] – synthetic oligonucleotides.

The molecules of this group form bimolecular quadruplexes with diagonal loops between the opposite angles of the quadruplex. Thus, these quadruplexes resemble the earlier described basket-type structures with two lateral loops substituted by a diagonal loop. In terms of the values of the twist angles, this substitution leads to the elimination of the shoulder with a maximum at 35°, retaining only one maximum at 19° ± 4° (Fig. 9). The distribution of the values of quartet planarity also resembles that of the basket-type structures.

**Bimolecular parallel quadruplexes with propeller loops**

Composition of the group:
- 1K8P [24], 2HRI [74], 3CE5 [75] – telomeric DNA (human); 2KYO [59] – c-kit oncogene promoter (human);
- 1NYD [76], 1EEG [77], 1XCE [78] – synthetic oligonucleotides.

For this type of quadruplexes, as well as for their monomolecular analog, propeller loops restrict the conformational polymorphism of the quadruplex: the distribution of the twist angle values has a maximum at 31° ± 3°; the quartets are planar (Fig. 10).

**Classification of quadruplex structures**

G-quadruplex structures are localized at the ends of telomeric regions of DNA and promoters of a number of oncogenes and cancer-associated genes. This fact makes the quadruplexes an attractive target for anticancer chemotherapy. The most preferable model of interaction between the anti-cancer agents and quadruplex DNA is based on stacking interactions with the quartets (terminal, or via intercalation), on one side, and interactions with the grooves, on the other side. Thus, thorough knowledge of the geometry of these elements and the factors that can influence them is a crucial part in a rational search for new efficient anticancer agents.
Nucleic acid quadruplexes are of interest not only as targets for anti-oncogenic drugs, but also as the structural core of aptamer-based therapeutic agents. In particular, this refers to aptamers targeting thrombin, HIV-1 integrase, the tumor marker—nucleolin protein which is involved in RNA processing. In order to optimize the stability and efficient self-assembling of these oligonucleotides, it is necessary to have knowledge pertaining to the nature of the forces able to have stabilizing or destabilizing effects on the aptamer molecule.

A wide topological and structural diversity conditioned by such variables as the number of G-quartets, the orientation, type, sequence and length of the loops is typical for quadruplexes. For the description of this conformational ensemble, two parameters were selected: the twist angle between two adjacent quartets and the planarity of the quartets.

In our study it was shown that these parameters successfully characterize the most complex quadruplex structures. It should be noted that by the term “planarity” we refer to the generalization of two phenomena. When the quartet is symmetrical and all guanines form hydrogen bonds with each other, it is the planarity of the quartet that is fixed by this parameter. In the case of hydrogen bond breaking, the symmetry of the quartet is violated, and the parameter shows the degree of angle distortion.

A four-stranded intermolecular parallel quadruplex is the simplest case, where only one of the specified parameters (the number of G-quartets) is realized. This variable determines the range in which these structures can exist without losing their integrity. This range is appreciably wide; in terms of the twist angle it stretches 19°–36°, with two regions of preferred values: 21° and 27°–34°. The motion of the terminal quartets in such structures is limited only by stacking interactions with the adjacent quartets and by coordination bindings with stabilizing cations if they exist in this case. Thus, G-quartets of these structures, in particular terminal ones, do not exhibit pronounced planarity.

Chair-type structures dramatically differ from the loopless four-stranded quadruplexes. The lateral loops of these structures restrict the geometry of quadruplexes; furthermore, they decrease the twist angles to values that are not characteristic of loopless quadruplexes. Whereas the minimum angles for loopless quadruplexes are equal to 19°, in contrast the structures containing only lateral loops have a range of preferred values that lies within 15° ± 5°. This points to the fact that considerable tension is introduced into the structure of the quadruplex by the lateral loops, primarily because of their small length. Meanwhile, on account of the location features evident from their name, loops of this type interact eagerly with the terminal quartets of quadruplexes at the terminal poles of G-quadruplexes via the formation of stacking interactions, which has a positive effect on the planarity of chair-type quartets.

It is of interest that the addition of diagonal or propeller loops to the chair-type structure has a considerable effect on the distribution pattern of twist angles. The preferred range of angle values shifts toward the higher values, typical of loopless parallel G-quadruplexes. In addition, a second shoulder emerges on the pattern, characterizing the region being adjacent to a loop other than the lateral one.

In basket-type structures the strength of the tension induced by the lateral loops located at one pole of the molecule is clearly visible. The moment of these forces turns the molecule region, which is adjacent to the diagonal loop, into a range of twist angles of 36° ± 4°. That is more than the required norm for loopless parallel quadruplexes; however, the diagonal loop compensates for this abnormality through its length and elasticity. It should be noted that these values of twist angles are not typical of structures with diagonal loops only. The quadruplex geometry is rather rigidly restricted by angle values of 19° ± 4° in these structures, which is still closer to values that are reasonable for loopless quadruplexes. Thus, it could be concluded that the tensions induced by the lateral loops are stronger than those induced by the diagonal loops. It is noteworthy that the syn/anti-conformation pattern, which has been frequently used for the description of quadruplexes, is represented by the largest number of combinations in the group of bimolecular quadruplexes with diagonal loops. Conversely, this group exhibits the smallest dispersion of quadruplex twist angles. This observation allows one to assume that the loop type is the dominant influence factor on the quadruplex structure.

The propeller loops determine the geometry of a quadruplex in the strictest manner. The values of twist angles fluctuate within 31° ± 3° both for monomolecular and bimolecular tetraplexes only with propeller loops. Even the introduction of lateral loops into such structures has a weak effect on the twisting of the regions adjacent to the propeller loops; it is characterized by a range of 28° ± 4°. These parameters agree with the second range of preferred values for the loopless quadruplexes (27°–34°). It seems likely that these twist angles correspond to the optimum geometry of a G-quartet, since the tetrads of structures with propeller loops are notable for high planarity, unlike quadruplexes with the diagonal loops.

**CONCLUSIONS**

In this work, we have investigated all known G-quadruplex structures. These structures can be divided into groups that are not only limited to the basis of
their topology; indeed, many groups are represented by sequences of common or related origin. It should be noted that the final discussion did not encompass all of the structures, since some of them are characterized by a topology too specific for the creation of representative samples. We have proposed two parameters to be used for the description of the geometry of quadruplexes: the twist angle of the tetraplex and the G-tetrad planarity. We demonstrated that the loops connecting the G-strand blocks are the major source of tension in the quadruplex structure. Lateral loops result in the strongest alteration of the geometry of G-quadruplexes; however, their influence is balanced by the introduction of diagonal and propeller loops into the structure. The diagonal loops provide the strict determination of the quadruplex structure, as well: however, the tensions induced by them are not as high as in the case with lateral loops. Propeller loops are characterized by an optimum quadruplex geometry.
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ABSTRACT Bienzyme conjugate was obtained by the covalent connection of superoxide dismutase with catalase through endothelial glyocalyx glycosaminoglycan – chondroitin sulfate (SOD-CHS-CAT). This SOD-CHS-CAT conjugate has vasoprotective activity in respect to platelet interactions, tonus of the ring arterial fragment of a rat blood vessel, as well as normalization of hemodynamic parameters in rats and rabbits in conditions of oxidative stress caused by the administration of hydrogen peroxide. The SOD-CHS-CAT conjugate had antiplatelet potential due to its antiaggregation action manifested through the combination of enzyme activities and an acquired supramolecular structure. The influence on arterial fragment tonus was equivalent for SOD and CAT in native and conjugated form. Blood pressure and heart rate were significant and effectively normalized with SOD-CHS-CAT conjugate in rats and rabbits (after hydrogen peroxide administration as a perturbation stimulus). We have discovered the possibility of using the antioxidant bienzyme conjugate in chronic prophylaxis. It is important for a real development of the oral form of the SOD-CHS-CAT conjugate. These results indicate that the development of enzyme conjugates can be medically significant, as a promising approach for the creation of new drugs.
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INTRODUCTION
Enzymes are widely used as medication in thrombolytic therapy [1, 2]. The “golden molecule” of fibrinolysis and “golden time” of thrombolysis are known to increase the arsenal of biocatalysts used in treatment [3, 4]. However, the therapeutic applications of enzymes are far from having been exhausted, and there is a search for new forms that can be used in the development of original treatments for various pathologies [5, 6].

It is widely known today that the development of many pathologies is accompanied by oxidative stress [7, 8]. Normally, reactive oxygen species (ROS) participate in cellular signaling. However, the distortion of the balance between oxidative and antioxidant activity, as well as the mass production of ROS, results in oxidative stress. Excess ROS in the organism leads to the modification of macromolecules, disbalance of metabolic pathways and progression of the pathologic processes [9] that can be prevented or delayed by means of antioxidant administration [10]. Enzymes are considered as very efficient antioxidants, since they are specific and their mode of action is known in most cases [11]. Oxidative stress is known to play an important role in the pathogenesis of most cardiovascular disorders, which is why many cardiology studies are focused on antioxidants.

Current views hold that superoxide dismutase, catalase, and glutathione peroxidase are the main antioxidant enzymes of the body. The autonomous functioning of the first two makes them attractive in terms of the development of antioxidant medication to protect the cardiovascular system against oxidative stress. Based
on the described advantages, we chose Cu,Zn-superoxide dismutase (SOD), and catalase for the development of an enzymatic antioxidant derivate.

Our approach was based on biochemical coupling of SOD and CAT activity, when the product of SOD-reaction (H₂O₂) is used as a substrate by CAT, which finally yields water and oxygen as products [9, 11]. Accumulation of a glycosaminoglycan of endothelial glyocalyx – chondroitin sulfate (CHS) – in zones of initial atherosclerotic changes of vessels (i. e. in sites of potential damage of the vascular wall) [12] allowed the use of CHS as a cross-linking modifier of the enzyme subunits [13]. The water-soluble form of the obtained exoenzymatic conjugate SOD-CHS-CAT can be administered intravenously and per orally. It should be noted that the dimensions of a CAT molecule are 10.5 × 10.5 × 5.0 nm [14], and they are 6.7 × 3.6 × 3.3 nm for a SOD molecule [15]. The polymer chain of CHS winds around the enzymatic subunits and connects them, thus forming a covalent conjugate, which was confirmed by means of electrophoresis under denaturing conditions [13, 16]. Moreover, the conjugate is more active in vivo than combinations of individual components, which are accounted for by its optimal intravascular distribution and higher action efficiency [17]. Based on its dimensions – (17–20) × (14–18) × (8–12) – the conjugate occupies the lower zone of the nanoscale and, therefore, can be considered a nanoparticle. It is thought that the physical, chemical, and biological properties of molecular objects with nano-dimensions would surprisingly differ from the properties of their individual components, in part due to their quantum-mechanical effects.

Considering the supramolecular SOD-CHS-CAT conjugate, a bientzymatic nano-device, in the current work we studied its interactions with platelets (occurring in the blood stream) and with a ring arterial fragment (occurring on the surface of the vascular wall). We also studied the properties of the supramolecular conjugate at the level of the organism in laboratory animals, both under conditions of oxidative stress as modeled by infusion of hydrogen peroxide, and under stress-free conditions.

**EXPERIMENTAL PROCEDURES**

**Materials**

In the present study, we used the following reagents: Cu,Zn-superoxide dismutase (SOD), isolated from bovine red blood cells (specific activity 3,000 U/mg protein); catalase (CAT) from bovine liver (specific activity 11,000 U/mg protein); chondroitin-4-sulfate A (molecular weight 25-50 kDa) from bovine trachea; benzoquinone, dimethylformamide, β-galactosidase (from *Escherichia coli*), xantine, hydrogen peroxide, noradrenaline (NA), Nω-nitro-L-arginine (L-NNA), acetylcholine, sodium nitroprusside (SNP) were purchased from Sigma, USA. Xantinoxidase was purchased from Calbiochem (USA), nitrotetrazolium blue – from Reanal (Hungary), sephadex G-25 and sephacryle S-300 - from Pharmacia (Sweden). The other reagents were of analytical grade purity and manufactured in Russia.

Bientzyme SOD-CHS-CAT conjugate was obtained as previously described [16]. The protein content in a SOD-CHS-CAT preparation was 4-6% weight, specific SOD activity was 60 U/mg solid, and CAT - 140 U/mg solid. For preparation of the SOD-CHS-CAT conjugate with irreversibly inactivated enzymes, SOD and CAT were preliminarily incubated in the presence of 0.3 M hydrogen peroxide (pH 7.0, 0.02 M phosphate buffer, 3 hours at room temperature) and at pH 11.8-12.0 (0.05 M NaOH, 2 hours at room temperature), respectively [16].

**Methods**

**Biochemical measurements.** The protein content in preparations was determined by the Bradford method. The enzymatic activity of SOD was measured as inhibition of reduction of nitrotetrasolium blue in the system xantane-xantinoxidase, pH 7.8 [13]. CAT activity was determined spectrophotometrically as a decrease in absorption at λ=240 nm (disappearance of hydrogen peroxide; pH 7.0, room temperature) [16].

**Studies on platelet aggregation.** In order to investigate the effects of hydrogen peroxide and SOD-CHS-CAT on platelet aggregation, we used the blood of volunteers, which was taken from the ulnar vein and stored in plastic tubes containing 0.13 M sodium citrate (pH 7.3). Platelet-rich plasma (PRP) was obtained by centrifugation of blood samples at 180g for 15 min. Platelet aggregation was estimated by means of the laser two-channel aggregation analyzer BIOLA (LA 230-2 model, NPF Biola, Russia). Apart from the customary approach based on registration of light transmission (Born’s method), platelet aggregation was measured based on the analysis of fluctuations of the light transmission. The relative value of these fluctuations is proportional to the average radius of aggregates and allows to study the formation of micro-aggregates; i. e., those containing less than 100 platelets. It also allows the omission of the possible uncertainties that arise from light absorption by plasma and changes in platelet shape, which is of primary importance in studies of spontaneous aggregation.

The ability to form small-sized aggregates (3-100 platelets) was estimated by measuring both spontaneous aggregation and aggregation induced by the addi-
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tion of 0.5 µM ADP, 0.5 µM serotonin and 1.0 µM TRAP (thrombin receptor-activation peptide) by the method of registration of the average size of the aggregates (in relative units). The formation of large aggregates (more than 100 platelets) in response to the addition of 5.0 µM ADP and 6.0 µM TRAP was estimated by the Born’s method in % light transmission. Measurements were carried out during 2 hours after blood samples were obtained in 0.3 ml cuvettes.

Platelet adhesion was estimated by means of electronic microscopy. A 15 µM sample was mixed with a saline solution, H<sub>2</sub>O<sub>2</sub> and/or CAT preparations and loaded onto an adhesive surface (glass), incubated 15 minutes at room temperature in an enclosed space for preventing drying-out, rinsed with saline to wash the unattached platelets off and fixed by 2.5% glutaraldehyde for 1.5 hours. After fixation, the samples were dehydrated and prepared for electron microscopy.

Platelets of various shapes were quantified on 25 scanning fields at a magnification of 2500x (PHILLIPS PSEM 550x scanning electron microscope). Adhesion was expressed as a percentage of platelets stuck to the surface.

**Investigation of changes in tone of rat ring arterial fragment.** After the decapitation of Wistar rats (males, 350–400 g), the abdominal cavity was opened and abdominal aorta was isolated. The isolated aortal segment was cleared from connective tissue and sliced into ring fragments 3 mm in length. Aortal fragments were then put on stainless needles connected to the tensosensor (which measures the mN forces produced by the arterial fragment) and placed into a Krebs-Henseleit buffer insufflated with carbogenum at 37°C and pH 7.4 [18]. Oxidative stress was modeled by the addition of hydrogen peroxide to the preparation previously subjected to NA preconstriction (preliminary constriction of the arterial fragment induced by the addition of NA prior to another stimulus). Alteration of vascular tone was estimated relative to the level of contraction induced by 0.1 µM NA taken as 100%. Various concentrations of antioxidant enzyme derivatives were added 10 minutes before the addition of hydrogen peroxide against a background of NA-preconstriction. The production of endogenous NO and its influence on the tone of the ring arterial fragment was initiated by the addition of the exogenous inhibitor of NO-syntase L-NNA (0.1 µM).

**Experiments in vivo.** Tolerance and the protective action of the SOD–CHS–CAT conjugate under conditions of H<sub>2</sub>O<sub>2</sub>-induced oxidative stress were studied in male rabbits (n=29) 3.65±0.10 kg in weight and male Wistar rats (n=13) 427±7g in weight. All animals were anaesthetized prior to the experiments by infusion of ketamine.

In rabbits undergoing ketamine narcosis (50–60 mg/kg weight), catheters (PE-50 diameter) were placed in the central artery of one ear and the marginal veins of both ears. After the initial narcosis, (55 mg/kg) 5% ketamine was infused with a syringe pump (SAGE Instruments, USA) at a rate of 36–54 µl/hour per 1 kg of weight. The vein of the other ear was bolus-infused with saline or SOD–CHS–CAT solution, and 0.8% hydrogen peroxide solution at a rate of 0.4 ml/min for 3 min, performed twice with a 20 min interval, which was necessary for full recovery of parameters after the first injection of hydrogen peroxide and distribution of the conjugate in the body. In the acute experiment, the infusion of reagents was done in the following order: hydrogen peroxide - saline solution (control group) or SOD–CHS–CAT (experiment group) - hydrogen peroxide. Registration of the mean blood pressure (BP), heart rate (HR) and electrocardiogram (ECG) in the second lead was carried out on BIOGRAF-4 (Saint-Petersburg State University of Aerospace Instrument Making, Russia) equipped with an ADC board NI 6210 (National Instruments, USA). Physiological signals were processed using corresponding software (Dr. E.V. Lukoshkova). After the registration of initial BP, HR and ECG (during 15 min) animals were infused with hydrogen peroxide (3 min) and the aforementioned physiological parameters were measured again during 10 minutes. The total dose of hydrogen peroxide injected throughout the experiment was 0.31 µM/kg. The number of animals in the control group was 12; in the experimental group - 15.

In Wistar rats under ketamine narcosis (100 mg/kg), catheters (PE-50) were placed in the carotid artery and jugular vein. The protocol of the experiment was essentially similar to the abovementioned, but with a minor difference: the time of hydrogen peroxide infusion was extended by 2 minutes in order to obtain similar effects on hemodynamic. The total dose of hydrogen peroxide injected in rats was 4.5 µM/kg. No animals died in the course of these experiments.

A separate series of experiments on rabbits (n=8) was focused on the investigation of tolerance of various doses of the SOD–CHS–CAT conjugate (therapeutic – 1.5 mg/kg and also 7.5 and 15 mg/kg). HR, BP, and ECG parameters were measured in these experiments. After a 15-minute control registration of BP, HR (taken as 100%), and ECG, the first dose of SOD–CHS–CAT (1.5 mg/kg ) was injected and HR, BP, and ECG were registered during 15 min. Afterward, the next dose of SOD–CHS–CAT (7.5 mg/kg) was injected, followed by the registration of hemodynamic parameters. 20 minutes later, another (15 mg/kg) dose, ten times greater
than the therapeutic dose, was administered and hemodynamic parameters were measured. The animals that received a total dose of SOD-CHS-CAT 16 times greater in 72 hours were used to estimate the preventive effects of the bienzyme conjugate during oxidative stress (as described above). This contrasts with the effects obtained in both acute and control experiments on animals that had not been administered anything beforehand.

Statistical treatment of obtained results. The results obtained are presented as a mean value±standard error, where \( n \) is the number of animals. The two groups were compared using the two-sample Student’s t-test (the statistical significance of the differences was estimated at \( p < 0.01 \)). In the case of more than two comparison groups, the statistical calculations were carried out using the ANOVA (\( p < 0.01 \)) method.

RESULTS AND DISCUSSION

The effects of SOD-CHS-CAT on platelets

Under normal conditions, hydrogen peroxide acts as an intra- and inter-cellular signaling molecule. In the concentration range of 20-50 \( \mu \)M, hydrogen peroxide has limited cytotoxicity for many cell types. Under physiological conditions, 50 \( \mu \)M concentration is considered high [19]. The addition of 50-2000 \( \mu \)M hydrogen peroxide in vitro led to an aggregation of platelets (Fig. 1). Scanning electronic microscopy showed that at the moment of maximum aggregation the aggregates consisted of tightly packed platelets in the core. However, the platelets were bound rather loosely on the periphery (Fig. 1B). By the 5th minute in the process, the average size of the aggregates had decreased and their structure had become so dense that it was impossible to distinguish discrete platelets (Fig. 1C). The decrease in the size of the aggregates could be explained by a
dissociation of weakly bound platelets from aggregate clusters, as well as the consolidation of aggregate cores. The addition of 3,000 U native catalase to the cuvette of the aggregometer substantially lowered the aggregation induced by 300 μM hydrogen peroxide (Fig. 2). The SOD-CHS-CAT conjugate was shown to suppress aggregation in a dose as low as 400 U CAT activity, showing an increased dose-dependent antioxidant activity compared to CAT alone. Neither CAT nor CHS affects platelet aggregation.

The presence of 300 μM H₂O₂ increased platelet activation, in terms of their aggregation, induced by various inducers (with varying mechanisms of action, i.e., ADP, serotonin and TRAP (Fig. 3)). The addition of 3,000 U CAT or 400 U CAT-activity of the SOD-CHS-CAT conjugate to PRP suppressed the activating effects of H₂O₂ (curves 4 and 5 in Figs. 3A, 3B and 3C, respectively). Application of the conjugate proves its increased antioxidant activity, exceeding that of CAT. The effect demonstrated dose-dependence and reached a maximum (which did not substantially change when increased doses were added to the cuvette) at 3,000 and 400 U CAT activity for CAT and SOD-CHS-CAT, respectively.

Due to the catalase activity, the CAT and SOD-CHS-CAT derivates suppressed the effects of H₂O₂ on platelets (Figs. 2 and 3). However, it was shown that the platelets themselves can produce ROS [20]. This is in line with the inhibiting effect of the SOD-CHS-CAT on ADP-induced platelet aggregation (Fig. 4). At the same time, the effect of the CAT-CHS derivate was quite moderate, and CAT did not possess it at all (data not shown). The anti-aggregate activity of the bienzyme conjugate was due to the presence of enzymatic activities (curves 1 and 2 in Fig. 4) and also to its unique supramolecular structure, mediated by CHS (curves 1 and 3 in Fig. 4) [11, 17]. Indeed, β-galactosidase (similar in molecular size to SOD-CHS-CAT) used in the same experimental scheme in equimolecular protein concentrations did not inhibit the ADP-induced platelet aggregation.

The action of SOD-CHS-CAT was expressed in inhibiting ADP-, serotonin-, and TRAP-induced platelet aggregation (all the inducers exploit different mechanisms of action and were used in different concentrations) (Fig. 5). This is a new quality for the SOD-CHS-CAT conjugate, since the individual components lack it.

Platelet spreading on the adhesive surface is one of the critical stages of hemostasis, which induces a sequence of reactions, leading to thrombus formation. Platelet adhesion and spreading takes place during transferral to glass (Fig. 6A). In the presence of H₂O₂, the amount of spread platelets increases (Fig. 6B), but when SOD-CHS-CAT conjugate is transferred beforehand to the glass (Fig. 6C) or the PRP (Fig. 6D), no spread platelets are found in the sample. A similar situation can be observed when PRP and SOD-CHS-CAT are transferred to glass which had H₂O₂ added to it beforehand (Fig. 6E). When PRP and CAT are added, the amount of spread platelets decreases significantly (Fig. 6F). We note that free CHS did not demonstrate anti-aggregate inhibition with regard to hydrogen peroxide. It is probable that this effect of the bienzyme conjugate has something to do with its adhesive and antioxidant qualities, which allow it, on the one hand, to protect the surface from platelet adhesion, and, on the other, to neutralize H₂O₂, which strengthens adhesion and platelet spreading on glass.

The results we obtained indicate that the bienzyme SOD-CHS-CAT conjugate expresses an antioxidant dose-dependent effect during induced platelet aggregation in the presence of hydrogen peroxide. The anti-aggregate activity of the SOD-CHS-CAT conjugate is
Fig. 3. Influence of CAT and SOD-CHS-CAT on platelet aggregation induced by ADP (A), serotonin (B), and TRAP (C) in the presence of hydrogen peroxide. A: Platelet aggregation curves in the presence of 0.5 μM ADP (1), 300 μM hydrogen peroxide (2), 0.5 μM ADP, and 300 μM hydrogen peroxide (3); preventive administration of 3,000 U CAT and then 0.5 μM ADP with 300 μM hydrogen peroxide (4); and preventive administration of 400 U of CAT activity of SOD-CHS-CAT and then 0.5 μM ADP with 300 μM hydrogen peroxide (5). B: Platelet aggregation curves in the presence of 0.5 μM serotonin (1), 300 μM hydrogen peroxide (2), 0.5 μM serotonin, and 300 μM hydrogen peroxide (3); preventive administration of 3,000 U CAT and then 0.5 μM serotonin with 300 μM hydrogen peroxide (4); and preventive administration of 400 U of CAT activity of SOD-CHS-CAT and then 0.5 μM serotonin with 300 μM hydrogen peroxide (5). C: Platelet aggregation curves in the presence of 1 μM TRAP (1), 300 μM hydrogen peroxide (2), 1 μM TRAP, and 300 μM hydrogen peroxide (3); preventive administration of 3,000 U CAT and then 1 μM TRAP with 300 μM hydrogen peroxide (4); and preventive administration of 400 U of CAT activity of SOD-CHS-CAT and then 0.5 μM TRAP with 300 μM hydrogen peroxide (5). Typical aggregation curves were representative of 4-5 experiments.

Fig. 4. Influence of SOD-CHS-CAT on platelet aggregation induced by 0.5 μM ADP. Aggregation curves with 0.5 μM ADP (1), and preventive administration (in equimolar concentration) of corresponding 400 U CAT activity of SOD-CHS-CAT forms: SOD-CHS-CAT (2), SOD_{inact}-CHS-CAT_{inact} (3), SOD-CHS-CAT_{inact} (4), SOD_{inact}-CHS-CAT (5). Typical aggregation curves were representative of 3-5 experiments.
reliably higher than that of other CAT derivates and is demonstrated in a wide range of conditions when platelet aggregation is stimulated by various inducers (ADP, serotonin, TRAP – all of which differ in terms of mechanisms of action), both with and without hydrogen peroxide. The latter is evidence of a new aspect of the anti-aggregate potential of SOD-CHS-CAT, absent in the native enzymes and free CHS, and determined by its molecular composition and size. These qualities of the bienzyme SOD-CHS-CAT nanoconjugate show that it has a promising future in biopharmaceutical development for purposes of antioxidant therapy. They are also proof of the promises in using enzyme conjugates as medicinal agent.

The change in the tone of a ring fragment of rat aorta
The effects of oxidative stress on the tone of a ring fragment of rat abdominal aorta were modeled by the addition of H$_2$O$_2$ against a background of NA preconstriction. The latter made up 50-60% of the maximum possible contraction of the arterial fragment, which made it possible to measure both contraction and relaxation. The change in vascular tone was estimated relative to the contraction exhibited in response to 0.1 µM NA, taken at a 100% range of interval (for the gradation of the size of tone change), and at the baseline of the experiment as 0% (to indicate the direction of tone change, contraction or relaxation). Hydrogen peroxide caused a dose-dependent vascular contraction. At
a 0.01 mM concentration of H$_2$O$_2$, we observed a small (10-12%) tone increase. At a 0.1 mM H$_2$O$_2$, this increase was more (48-50%) with a subsequent decrease to the initial level of NA preconstriction (0-3% relaxation). At a 1.0 mM concentration of H$_2$O$_2$, there was a rapid contraction of the arterial fragment (88-90%), which was followed by a relaxation phase (68-70%). Thus, the model we presented revealed a dose-dependent effect of hydrogen peroxide and was suitable for an experimental study of the effect of ROS on the tone of the vascular fragment.

After triple washing and a 15-minute rest period, the vascular fragment was exposed to NA and hydrogen peroxide again at the concentrations used earlier (0.01-0.1 mM). The level of functional activity of the vascular fragment during the second response decreased with the increase in hydrogen peroxide concentration, both in relation to the second addition of NA, as well as to the amount of contraction during the second addition of H$_2$O$_2$ (Fig. 7). The reliable decrease in the second contraction of the arterial fragment after the second addition of large concentrations of hydrogen peroxide serves as a measure of the invariability of vascular reactions.

The addition of native CAT against the background of NA-induced preconstriction did not influence the vascular tone in any of the concentrations used. The reaction to the addition of 1.0 mM H$_2$O$_2$ in the presence of CAT decreased substantially in terms of contraction.
and relaxation. At a concentration of 1,000 U/ml the CAT effect of 1.0 mM H\textsubscript{2}O\textsubscript{2} decreased to 16% contraction. CAT displayed a dose-dependent protective effect against the stimulation of the vascular fragment by hydrogen peroxide.

Prior incubation of the arterial fragment with CAT substantially influenced the invariability of subsequent responses to NA and hydrogen peroxide (Fig. 8). At a CAT concentration of 100 U/ml and higher the size of the second response to NA did not change, whereas in the absence of the enzyme it decreased three- or four-fold (Fig. 8B). The presence of CAT during the first addition of \(0.1\text{ mM} \) \(H_2O_2\) increased the subsequent contractive and dilative response (in comparison with the control), and when 1,000 U/ml CAT was used the second response reliably exceeded the first (Figs. 8C and 8D). Insofar as vascular reactions to the repeated effects of NA and \(H_2O_2\) in the absence of CAT decrease significantly, the protective function of CAT is obvious. The data received after using 0.1 mM \(H_2O_2\) for 25-500 U/ml CAT confirm this conclusion.

The preventive character of antioxidants implies their defensive effect as soon as the physiological level of ROS is exceeded. Therefore, we used 0.1 mM \(H_2O_2\) to estimate the comparative effectiveness of the protective effect of CAT and the SOD-CHS-CAT conjugate in our experimental model when testing the invariability of vascular functionality (Fig. 9). CAT derivates were used in concentrations that were identical in terms of CAT activity (U/ml). Native CAT and the SOD-CHS-CAT conjugate maintained their level of response to the secondary addition of NA (Fig. 9B); this addition is comparable to the control indicators. In a concentration range of 25-100 U/ml of catalase activity, the CAT and SOD-CHS-CAT derivates demonstrated similar (in terms of size) protective effects against 0.1 mM \(H_2O_2\). At a concentration of 500 U/ml, the SOD-CHS-CAT conjugate lowered the amplitude response to \(H_2O_2\) more effectively than CAT. The protective effect expressed by SOD-CHS-CAT may be connected to its affinity to the vascular wall (due to the conjugation of SOD with CAT via glycosaminoglycan of endothelial glycocalyx [11, 17]) and/or to the presence of SOD and endogenous NO in the model system. In the system described above, it is difficult to estimate the sorption of enzyme derivates because of the flow of vascular reactions not only from...
within outwards, but also from without inwards (i.e. on both the intima and the adventitia) [21]. The defensive effect of SOD with regard to NO, however, is possible to estimate.

This effect of native SOD and SOD-CHS-CAT was quite pronounced when studied on an NA-preconstricted arterial fragment (Fig. 10). Both substances caused reliable vascular relaxation. This suggests that the observed dilation was determined by the conservation of endogenous NO. This is because SOD neutralized the superoxide radical capable of turning NO into peroxynitrite, which does not have vasodilative properties. The experimental evidence of this is the inhibiting effect of NO-synthase with L-nNNA, which caused an increase in vascular tone (Fig. 10C). This effect expresses the inhibition of NO-synthase activity and the development of a contractive response because of the lack of a dilative effect in endogenous NO. The introduction of acetylcholine (as an inducer of vascular relaxation by means of its effect on the endothelial receptors which start off NO-synthase) gave no response, which indicates the effective inhibition of NO-synthase. Against the background of L-nNNA, the introduction of 10 U/ml SOD-activity gave no response. This confirms the role of endogenous NO in the vascular relaxation we observed earlier. The introduction of sodium nitroprusside (SNP), which acts as an NO donor, caused dilation (Fig. 10C); i.e., the vascular fragment did not lose its ability to relax under the influence of NO. The increase in the bioavailability of NO when the SOD-CHS-CAT conjugate was used, similar in size to the effect of native SOD (Fig. 10A), demonstrates the effectiveness of the vasoprotective action of the conjugate, due to the activity of its SOD component.

The bienzyme SOD-CHS-CAT overall reliably demonstrates its vasoprotective qualities that are connected to the activity of both of its enzyme components (SOD and CAT). These are no less effective than the native forms of biocatalysts. This is convincing evidence of the SOD-CHS-CAT conjugate’s potential for medicinal development. However, its safety and effectiveness need to be assessed and proven in vivo.

Vasoactivity of the SOD-CHS-CAT conjugate in vivo

Intravenous bolus injection of varying doses of the SOD-CHS-CAT conjugate in rabbits showed that BP and HR were changed by no more than 4% relative to their average means in intact narcotized animals. ECG did not reveal any alterations of the ST-interval, rhythm or conductivity disturbances and other abnormalities, even when doses of the conjugate 10 times greater were administered. Singular intra-abdominal injections of SOD-CHS-CAT into BALB/c mice and CBAXC57B16 F1-hybrid mice showed a low acute toxicity of the conjugate and the absence of mutagenic properties, as confirmed through the Ames test. These data, together with the high tolerance of the SOD-CHS-CAT conjugate in animals as was mentioned earlier, as well as its pronounced antithrombotic activity [11, 17], justifies the significance of its further investigation.

The first injection of hydrogen peroxide into rabbits (Fig. 11A, curve 1) caused a sharp decrease in BP (up to 60% of its initial level), which was restored during 10 minutes in the control group to 90% of its initial level. Similar changes were observed in the experimental group (Fig. 11A, curve 2). It is noteworthy that the administration of the SOD-CHS-CAT derivate 72 hours...
prior to the experiments reliably prevented a drop in BP. In that case, we observed only minor initial oscillations in the BP level followed by smoothening, and the stabilization of BP at its initial level (Fig. 11A, curve 3). Preventive administration of SOD-CHS-CAT accounted for its prophylactic effect in respect to HR in animals (Fig. 11B, curve 3) in comparison with data obtained in the control (Fig. 11B, curve 1) and the experimental (Fig. 11B, curve 2) groups.

Ten minutes after the injection of the conjugate (time required for its distribution in the rabbit’s organism), which did not affect the characteristics of central hemodynamics, hydrogen peroxide was injected for the second time in a similar concentration and at the same rate. The second infusion caused more profound changes in BP and HR (Fig. 11). The course of BP recovery had two stages – a fast one that took 5 minutes and a slow one.

After the administration of SOD-CHS-CAT in the animals of the experimental group, the changes in BP and HR in response to the injection of the second dose of hydrogen peroxide were significantly less pronounced and recovery was faster (Fig. 11).

After the first injection of hydrogen peroxide, we did not detect any substantial changes in ECG in rabbits, although in the control group the ST-segment was lowered. The second injection of hydrogen peroxide caused the ST-interval to rise, especially in the cases when rabbits experienced breathing problems. At 5-8 minutes, we observed both isolated and group extrasistoles. The first injection of hydrogen peroxide was often accompanied by dyspnea, while after the second injection we observed hindered breathing and bronchospasms, which were more pronounced in the control group.

The first injection of hydrogen peroxide in rats caused an initial short-term (no more than 1 minute) 3-5% increase in BP with a subsequent decrease by 15% and full recovery during 10 minutes (Fig. 12A). Under these conditions, HR decreased by 3-5% and recovered to up to 96-98% of its initial level during 10 minutes (Fig. 12B, curves 1 and 2). Injection of SOD-CHS-CAT did not affect hemodynamics and ECG in rats. In ten minutes’ time after the injection of the conjugate (time required for its distribution in the rat’s organism), which did not affect the characteristics of central hemodynamics, hydrogen peroxide was injected for the second time. The second infusion caused more profound changes in BP and HR as compared to the first one. The decrease in BP reached 52% of its initial level in the control group and 73% in the experimental group (Fig. 12A, curves 1 and 2, respectively, p < 0.05). BP recovery in the control group was significantly slower. A statistically significant difference in BP recovery in both groups was observed in the first minutes.

The shape of the ECG signal was not significantly changed, although the number of ventricular extrasistols increased in both groups of animals, especially after the second injection of hydrogen peroxide.

Thus, the bienzyme SOD-CHS-CAT conjugate was shown to significantly prevent changes in the hemodynamics caused by hydrogen peroxide in two animal species. The conjugate effectively neglected hydrogen peroxide’s direct influence on smooth muscle and cardiac cells [22], presumably due to the neutralisation of both superoxide and $\text{H}_2\text{O}_2$. The effects of SOD-CHS-CAT were reliably detected before the second injection.
of hydrogen peroxide, when the antioxidant systems were weakened by the first injection of $\text{H}_2\text{O}_2$.

The preventive effect of the SOD-CHS-CAT conjugate was more pronounced in animals that were administered high doses of the conjugate 3 days before the experiment. In this case, we observed a full recovery of BP and HR after the first injection of $\text{H}_2\text{O}_2$. This is the most pronounced antioxidant activity in comparison with the other cases considered. It is possible that preventive administration of the conjugates accounts for a more efficient resistance to the action of hydrogen peroxide through direct and/or indirect pathways. The importance of CAT activity is confirmed by its necessary presence as a component of lectinized SOD-based therapy of bleomycin-induced pulmonary fibrosis in mice [23]. The dose-dependence of the therapeutic effect of lectinized SOD is described as a bell-shaped curve. In the range of high SOD concentrations, the introduction of CAT restores the effect of SOD due to the prevention of peroxide accumulation. The presence of both SOD and CAT in the enzyme conjugate accounts for its antithrombotic activity [9, 17] and normalization of BP and HR, which were distorted by hydrogen peroxide infusion (Figs. 11 and 12). The effectiveness of oral and inhalation administration of a modified form of SOD, described in [24] and [23], indicates the importance of developing oral forms of SOD-CHS-CAT as means of preventive antioxidant therapy [25].

CONCLUSIONS

The results of the present study indicate that supramolecular enzymatic conjugates are potentially effective and safe and that they can be used in practical medicine. Covalent cross-linking of enzymatic subunits accounts for a mutual stabilization of biocatalyst activity. Augmented molecular weight and the inclusion of chondroitin sulphate (glycosaminoglycan of the endothelial glycocalyx) in the conjugate results in a vasoprotective activity of the SOD-CHS-CAT derivative on the inner surface of the vascular wall. The therapeutical effect of the SOD-CHS-CAT is determined by covalent coupling of SOD and CAT activities, which underlies their combined action and formation of harmless products of enzymatic conversion. The supramolecular structure of the nanoconjugate accounts for its previously unknown quality – the capacity to prevent induced platelet aggregation. The activity of the components of the SOD-CHS-CAT conjugate is very pronounced, since the influence of the SOD and CAT activities of the conjugate on the tone of the vascular fragment is similar to that of native enzymes. The contribution of chondroitin sulphate to the antiaggregational effect is also very clear. The described qualities determine the higher antioxidant activity of the SOD-CHS-CAT conjugate, as compared to the other combinations of its individual components. The SOD-CHS-CAT conjugate is well-tolerated, it possesses satisfactorily acute toxicity, normalizing action in relation to hemodynamics under oxidative stress, and a pronounced therapeutical effect. All these factors make the conjugate a prospective drug candidate. This study represents a new approach to the development of therapeutically significant enzymatic conjugates.
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ABSTRACT A database of Prostate Cancer Proteomics has been created by using the results of a proteomic study of human prostate carcinoma and benign hyperplasia tissues, and of some human-cultured cell lines (PCP, http://ef.inbi.ras.ru). PCP consists of 7 interrelated modules, each containing four levels of proteomic and biomedical data on the proteins in corresponding tissues or cells. The first data level, onto which each module is based, is a 2DE proteomic reference map where proteins separated by 2D electrophoresis, and subsequently identified by mass-spectrometry, are marked. The results of proteomic experiments form the second data level. The third level contains protein data from published articles and existing databases. The fourth level is formed with direct Internet links to the information on corresponding proteins in the NCBI and UniProt databases. PCP contains data on 359 proteins in total, including 17 potential biomarkers of prostate cancer, particularly AGR2, annexins, S100 proteins, PRO2675, and PRO2044. The database will be useful in a wide range of applications, including studies of molecular mechanisms of the aetiology and pathogenesis of prostate diseases, finding new diagnostic markers, etc.
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ABBREVIATIONS 2DE—two-dimensional gel electrophoresis, BPH—benign prostate hyperplasia, PCa—prostate cancer, PCP—prostate cancer proteomics

INTRODUCTION

The first decade of the post-genome era was marked by a rapid development in the field of bioinformatics, the extension of major databases (such as NCBI and UniProt), and the creation of specialised information resources for biomedical research in many countries [1–4]. The impressive resources created in Ireland (UCD-2DPAGE, http://proteomics-portal.ucd.ie/cgi-bin/2d/2d.cgi) [2] and India (Human Proteinpedia, www.humanproteinpedia.org) [3] make the state of things in Russia pale in comparison.

Currently, one of the most important tasks for biomedical research is to find efficient prostate cancer (PCa) biomarkers which would enable new diagnostic methods [5–8]. The fact that in recent years the PCa incidence rate has dramatically increased worldwide [9, 10], and particularly in Russia, making PCa the most frequent male oncological disease in some countries [11, 12], is reason enough to pay close attention to this disease. In early diagnostics of PCa at the moment it is important to establish the presence of one of the most studied biomarkers, the so-called Prostate-Specific Antigens (PSA), in the blood. The test, however, is known to produce a significant number of false-positive and false-negative results, leading to the wrong clinical and financial outcomes [5, 7]. Therefore, in the U.S. and in other Western countries, new PCa biomarkers are being actively sought, an initiative recently stimulated by the development of proteomic and other post-genome technologies [6, 8, 13].

Since 2005, the Bach Institute of Biochemistry, in collaboration with other research and medical institutions, has been researching new PCa biomarkers by utilising various proteomic technologies [14, 15]. In 2009, the “Prostate Cancer Proteomics” (PCP, http://ef.inbi.ras.ru/) national database was created in order to facilitate this research, summarising experimental and referenced published data and providing links to several other biomedical Internet databases. This paper describes the structure and capabilities of the new, extended PCP version.

MATERIALS AND METHODS

Biomaterials— Biopsy and surgical samples of prostate tissues from patients with PCa (n = 72) and benign prostatic hyperplasia (BPH, n = 69) were provided by staff members of the Urology Department of the Botkin Clinical Hospital (Moscow). Diagnosis
was performed using clinical, histological, and immunochromatographic (PSA level) tests. Histological verification was performed via U.S.-controlled transrectal multifocal needle biopsy; up to 18 tissue samples from various prostate zones per patient were taken [16, 17]. All PCA cases were found to be adenocarcinoma. Gleason score was determined by following the standard procedure [16, 17].

In parallel tests, we analysed the proteins of the PC-3 (ACC 465), DU-145 (ACC 261), and BPH-1 (ACC 143) cell cultures purchased from the German Collection of Microorganisms and Cell Cultures, as well as the proteins of cultured cells of the LNCaP line provided by Dr. I. G. Shemyakin (Obolensk National Science Centre for Applied Microbiology and Biotechnology). The cells were cultured in the RPMI-1640 medium with HEPES, sodium pyruvate, gentamicine and 20% fetal bovine serum (FBS) [18], using cell culture plastic (Costar, USA and Nunc, Denmark) in a CO2-incubator (Sanyo, Japan). In addition, we studied proteins from the cultured cells of two lines of human rhabdomyosarcoma (A-204 and RD) purchased from the Ivanovsky Virology Institute, RAMS, and proteins from the cultured normal human myoblasts kindly provided by Dr T. B. Krohina [19].

The preparation of protein extracts, their O’Farrell 2DE fractioning, Coomassie Blue R-250 and silver nitrate staining, and 2DE analysis were performed following the techniques described in [20, 21]. In addition, we used a 2DE procedure with isoelectric focusing using IPG-PAGE and Etta IPGphor 3 kit (GE Healthcare), according to the manufacturer’s protocol. Pro-
Proteins were identified with MALDI-TOF MS and MS/MS using an Ultraflex instrument (Bruker) at a 336-nm UV laser beam in a 500–8000 Da cation mode calibrated using reference trypsin autolysis peaks and processed with Mascot software, Peptide Fingerprint option (Matrix Science, USA) [21, 22]. The proteins were identified by matching experimental masses with the masses of proteins listed in the NCBI Protein and SwissProt/TrEMBL databases. The accuracy of monoisotopic masses measured in the reflection mode calibrated with autolytic trypsin peaks was 0.005%, and the accuracy of the fragment masses was ±1 Da. Hypothetical proteins identified with MALDI-TOF MS corresponding to fragments of the full-size proteins, which are products of corresponding genes, were revealed with MS/MS. The molecular masses of protein fractions were determined using the ultrapure recombinant protein sets SM0661 (10–200 kDa) and SM0671 (10–170 kDa) (Fermentas). The measurement of the optical density of 2DE images and/or their fragments was performed following scanning (Epson expression 1680) or digital photography (Nikon 2500 or Canon PowerShot A1000 IS). Digital image processing with densitometry of the protein fractions was performed with Melanie ImageMaster, versions 6 and 7 (Genebio).

Data logging and processing for the Prostate Cancer Proteomics multilevel database were done with various software packages, including MapThis!, Molly Penguin Software, Mozilla Firefox, and some Microsoft Office applications. A MySQL-based interactive database was used which could be updated and modified online using any computer with Internet connection. The BIOSTAT and Microsoft Office Excel 2003 software packages were used for statistical analysis.

RESULTS AND DISCUSSION
According to the conventional proteomics strategy developed in the late 20th century, the national PCP database was created in several consecutive steps which involved systematic characterisation of proteins in prostate tissue samples obtained from benign and malignant tumors (Fig. 1) ([23, 24]). Proteins from several
cultured human cell lines were studied in parallel experiments (Fig. 1).

The first step was to make series of 2DE protein samples (50 or more) by fractioning dozens of bioplates or prostate tissue samples (from 30 or more patients). Figure 2A illustrates a typical 2DE of the PCA prostate tissue proteins. The 2DE series for cell line proteins were created with 20 2DE, taking into account the homogeneity of the analyte.

The distribution of 2DE protein fractions was registered and stored as graphic *.tif files. The images of the entire 2DE and (in some cases) their segments were produced by scanning and/or digital photography. The relevance of the selected 2DE was assessed by comparing protein fractioning results using digital image matching [23, 24].

The second step was to construct synthetic 2D maps of the proteins. 2DE images from each series were standardised with Melanie ImageMaster software using 15 selected reference points corresponding to easily identifiable major protein fractions. Figure 2B shows reference points on the 2DE images of proteins from prostate tissue samples.

Each image was analysed using the Cummings technique [25] with some modifications [20, 24]. The analysis was based on dividing the images into 49 rectangular fragments, the sides of which formed six horizontal and six vertical standard lines and the sides of the 2DE image itself. The points for plotting the horizontal lines were determined by special molecular-weight-marker proteins, which were placed on each gel plate before fractioning in the second direction (SDS-PAGE). Thus, the protein fractions located on the corresponding horizontal lines have identical molecular weights. For plotting the vertical lines, protein markers with previously measured pI values were used [20, 24]. As a result, each image analyzed consisted of 49 rectangular fragments, each usually containing no more than 10 protein fractions (only 4 fragments contained more than 20 fractions). Image fragmenting significantly simplified the image comparison and construction of synthetic 2D maps.

The described procedure was performed with the 60 best 2DE images of proteins from BHP samples and with 70 2DE images of proteins from PCs samples. The comparison of standardised BHP and PCs 2DE images showed that the coordinates of more than 95% of protein fractions were constant. Quantitative or qualitative variations in the coordinates were observed for less than 5% of the fractions. The variations could be caused...
by genetic factors (e.g. single nucleotide polymorphism) or a different expression of corresponding genes, as well as differences in tissue composition of the samples and the pathology's intensity.

Having made sure that the positions of the majority of the protein fractions were constant, we were able to construct the 2D maps of prostate tissue proteins from patients with BHP and Pca. After that, we performed a fragment-by-fragment comparison of the 2D maps constructed. The fraction patterns in BHP and Pca maps were found to be quite similar, the difference being that about 20 fractions present in the Pca map were either present in a much smaller amount in the BHP map or absent altogether. We paid particular attention to those fractions in further study, as described below.

Thus, each of the constructed maps contained data on the electrophoretic properties of the protein fractions (represented by their coordinates) in the corresponding object. These maps were in *.jpg format (with a resolution of at least 300 dpi), constituting Level 1 of the database. Further studies and analysis of data on proteins were based on the information contained in the Level 1 maps. Therefore, the synthetic maps represented original modules enabling the characterizing and formalizing of the biochemical properties of the proteins studied. There are currently seven modules in PCP (Table 1). There is a special panel enabling navigation among the modules. The 2D maps are scaleable, and the user can mark certain proteins on the maps and create links (buttons) for accessing other levels—second, third, and fourth—that contain data on the proteins. The database also automatically displays 2D coordinates (along the two fractioning axes) as the cursor moves around the map. The general organisation of the PCP database is presented in Fig. 3.

The third step in the proteomic study was to identify individual protein fractions. The proteins were mainly identified by mass-spectrometry: the results are presented in Table 1.

As Table 1 shows, there is a total of 359 identified proteins in PCP. Among them there are many well-known proteins, such as the enzymes responsible for glycolysis (glyceraldehyde-3-phosphate dehydrogenase, triose-phosphate isomerase, etc.) and other metabolic processes, as well as cytoskeletal (actin, transgelins, etc.) and mitochondrial (porins, superoxide dismutase, etc.) proteins. Some of the identified proteins, for instance transgelins [21, 22], were represented with several isoforms.

We paid particular attention to the identification of the protein fractions which differed qualitatively or quantitatively in the prostate tissue samples from patients with BHP and Pca. We previously reported on the results of identification of two potential Pca biomarkers, the proteins AGR2 [14] and Dj-1 [26]. In total, we succeeded in identifying 17 potential Pca biomarkers, some of which are new. Table 2 provides a short description of the potential Pca biomarkers. For example, Fig. 4 shows the results of MS identification of one of the new biomarkers, protein PRO2675, which contains an albumin domain in its primary structure.

For each protein identified (and marked with a “button” on the 2D map), the second information Level was formed, comprising a standardized system of 15 fields for the entry of text and graphical data obtained during characterization of the corresponding protein fraction. In four fields, general information about the protein is entered, in the next six fields the identification results are entered, and in the other five fields additional in-

<table>
<thead>
<tr>
<th>Modules—synthetic maps of proteins in specific objects (fractioning technique)</th>
<th>Proteins identified</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prostate biopsy samples, PCa and BPH (IEF-PAGE*)</td>
<td>165</td>
</tr>
<tr>
<td>LnCaP (IEF-PAGE*)</td>
<td>60</td>
</tr>
<tr>
<td>LnCaP (IPG-PAGE)</td>
<td>18</td>
</tr>
<tr>
<td>PC-3 (IEF-PAGE*)</td>
<td>25</td>
</tr>
<tr>
<td>BPH-1 (IEF-PAGE*)</td>
<td>24</td>
</tr>
<tr>
<td>Rhabdomyosarcoma (IEF-PAGE*)</td>
<td>29</td>
</tr>
<tr>
<td>Normal human fibroblasts (IEF-PAGE*)</td>
<td>38</td>
</tr>
</tbody>
</table>

* modification [20]
The majority of the 359 identified fractions were well-known proteins (and/or their electrophoretic isophorms) described in the literature and various databases. Some information on those proteins, relating to the PCP scope, constituted the third information Level of the database. Level 3 is a standardized system of 23 fields for the entry of text and graphical data. In twelve fields information about the protein is entered, in the next six fields information about the gene coding for the protein is entered. The filled Level 2 fields for one of the potential PCa biomarkers, protein NANS (N-acetyneuraminic acid phosphate synthase, NANS), are shown in Fig. 5.

The same protein could be present in more than one object. Therefore, within Level 2, one can use the control panel to create cross-links between identical proteins in different modules. An example of such cross-referencing for protein Dj-1 is presented in Fig. 6.

Table 2. Potential PCa biomarkers in the “Prostate biopsy samples, PCa and BPH” module and other PCP modules

<table>
<thead>
<tr>
<th>Unique identifier*</th>
<th>Protein (synonyms and symbol in PCP)</th>
<th>Numbers in NCBI** and Swiss-Prot</th>
<th>Additional information in PCP and references***</th>
</tr>
</thead>
<tbody>
<tr>
<td>5653580</td>
<td>Ferritin light chain complex (K-LF)</td>
<td>182516, P02792</td>
<td>[15]</td>
</tr>
<tr>
<td>4785508 (4799550)</td>
<td>Chaperonin (HSPD1)</td>
<td>31542947, NP_002147, 111910, P10609</td>
<td>Found in rhabdomyosarcoma cells: (Bindukumar B. et al. 2008, 18646040)</td>
</tr>
<tr>
<td>4716560 (4756612)</td>
<td>Protein-disulphide isomerase (ER60)</td>
<td>7437388, P30101</td>
<td>[15]</td>
</tr>
<tr>
<td>4531685</td>
<td>N-acetyneuraminat phosphate synthase (NANS)</td>
<td>12652539, AAH00008, NP_061819, 605202, Q9NR45</td>
<td>Found in rhabdomyosarcoma cells; [15]</td>
</tr>
<tr>
<td>4502675</td>
<td>Annexin 2, isophorm 2 (ANXA2-i2)</td>
<td>4757756, NP_004030, 151740, P07355</td>
<td>{Shiozawa Y. et al. 2008, 18636554; Hastie C. et al. 2008, 18211896}</td>
</tr>
<tr>
<td>4454692</td>
<td>Unknown protein PRO2675 containing the albumin domain (PRO2675)</td>
<td>7770217</td>
<td>[15]</td>
</tr>
<tr>
<td>4447605</td>
<td>Protein 29 of endoplasmic reticulum, isophorm 1 (Erp29)</td>
<td>5803013, NP_006808, 602287, P30040</td>
<td>{Myung J.K. et al. 2004, 15598346}</td>
</tr>
<tr>
<td>4352630 (4342620)</td>
<td>Dj-1 protein (Dj-1)</td>
<td>5051393, 1SOA_A, 606324, Q99497</td>
<td>{Bindukumar B. et al. 2008, 18646040}</td>
</tr>
<tr>
<td>4356607 (4344615)</td>
<td>Dj-1 protein, electrophoretic isophorm (Dj-1-ei)</td>
<td>31543380</td>
<td>[15]</td>
</tr>
<tr>
<td>4336712 (4301795)</td>
<td>Prostatic binding protein (neuropolyptide h3, PEPP1)</td>
<td>21410340, AAH31102, 604591, P30086</td>
<td>[15]; {Li et al. 2008, 18161940; Woods Ignatoski K.M. et al. 2008, 18722266}</td>
</tr>
<tr>
<td>4286750 (4290620)</td>
<td>NM23B-protein, nucleoside phosphate kinase B</td>
<td>4505409, NP_002503, 156491, P22392</td>
<td>{Johansson B. et al. 2006, 16705742}</td>
</tr>
<tr>
<td>4255880</td>
<td>Unnamed protein (NEDO human cDNA sequencing project, tissue type = “testis”) (NEDO)</td>
<td>21758704, BAC05360</td>
<td>[15]</td>
</tr>
<tr>
<td>4204630</td>
<td>Fatty acid binding protein, isophorm 5 (E-FABP)</td>
<td>30583737, AAP36117, 605168, QQ1469</td>
<td>{Morgan E.A. et al. 2008, 18360704}</td>
</tr>
<tr>
<td>4279900</td>
<td>AGR2 (AGR2)</td>
<td>37183136, AAQ89368, 606358, Q4JM47</td>
<td>[14, 15]; {Zhang J.S. et al. 2005, 15874940; weitzig D.R. et al. 2007, 17694278}</td>
</tr>
<tr>
<td>41811130</td>
<td>Hystone H3, 3A family (H3f3a)</td>
<td>55665435</td>
<td>[15]</td>
</tr>
<tr>
<td>4161675</td>
<td>Unknown protein PRO2044 containing the albumin domain (PRO2044)</td>
<td>6650826</td>
<td>[15]</td>
</tr>
<tr>
<td>4021610</td>
<td>S100 calcium binding protein A11 (S100A11)</td>
<td>12655117, AAH01410, 603114, P31949</td>
<td>{Rehman I. et al. 2004, 15688896; Schaefer K.L. et al. 2004, 15150091}</td>
</tr>
</tbody>
</table>

* Numbers in the “LNCaP (IEF-2DE Modification)” module are given in parenthesis
** Numbers from the NCBI databases are given in the following order: Protein, Genbank and/or Nucleotide, OMIM
*** Publications listed in the References section of this article are given in square brackets; publications from the PubMed database are given in curly brackets.

Note: a new potential biomarkers are shown in bold

Table 2. Potential PCa biomarkers in the “Prostate biopsy samples, PCa and BPH” module and other PCP modules
**Fig. 4.** Results of mass-spectrometric identification of the PRO 2675 protein.

**A.** Mass-spectrum of tryptic peptides. (1) MALDI-TOF MS data. (2) Peptide identification by Mascot.

**B.** Mass-spectrum of one of the tryptic peptides (1) MALDI-TOF MS data. (2) Peptide identification by Mascot.

**C.** Amino acid sequence of the PRO 2675 protein (records AAF69644.1 GI:7770217 in the NCBI Protein database); amino acid residues of the tryptic peptides are printed in red; the peptide’s whose sequence was identified by MALDI-TOF MS/MS and is highlighted in grey; the sites corresponding to the albumin domain are underlined.
the protein is entered, and in the next three fields information about the protein’s polymorphism is entered. In the other fields, selected references to publications about the general properties of the proteins, as well as its oncological properties, are entered (Fig. 7).

The Level 3 text fields can contain hyperlinks to various Internet databases, such as NCBI’s Protein, OMIM and PubMed, and SwissProt. This feature allowed the creation of the fourth information Level, providing the user with prompt access to international databases containing, in particular, the results of human genome sequencing.

The PCP database is an interactive MySQL-based web resource located at http://ef.inbi.ras.ru and can
be accessed from any computer connected to the Internet using the Mozilla Firefox and Microsoft Internet Explorer browsers. There are three access permission categories: “Guest,” “Manager,” and “Administrator,” each giving certain rights for working with PCP. In particular, users with “Manager” access permission can make entries into and correct the Level 2 and 3 fields, while users with the “Administrator” category access permission, have the ability to expand the database by creating new modules and new functional elements. Users with “Guest” access can browse all fields but cannot edit them.

In conclusion, our work resulted in the creation of an original multi-module national database entitled “Prostate Cancer Proteomics,” which summarizes data on the proteins in prostate tissue collected from patients with BHP and PCa, as well as on proteins in several human cell lines. This is very promising in the further use of proteomic and other biochemical data. We are hopeful that the PCP database will be useful to biochemists and other biomedical scientists, making their research on PCa more efficient.

This work was supported by the Moscow Department of Science and Industrial Politics (Government contracts № 8/3-373n-08 and 8/3-375n-08).
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ABSTRACT Human exposure to chemical carcinogens is an important etiological factor in cancer diseases. In this article, we will discuss a new approach to the development of anticarcinogenic vaccines. The main task in our research was to select a benzo[a]pyrene immunomimetic peptide considered as a hapten-specific component. For this purpose, we synthesized carcinogen–protein conjugates and prepared mono- and polyclonal antibodies to benzo[a]pyrene. Phage display technology was used to select the benzo[a]pyrene immunomimetic peptide, followed by an evaluation of the immunological properties of the obtained peptide. The obtained benzo[a]pyrene immunomimetic peptide could only simulate chemical carcinogens in the frame of the pIII protein. As a result, we prepared a recombinant protein composed of the benzo[a]pyrene immunomimetic peptide and pIII-encoding sequences. Using ELISA, we demonstrated that the recombinant protein specifically interacts with the anti-benzo[a]pyrene monoclonal antibody (mAB B2). Using molecular modeling, we predicted the 3-D structure of the mAB B2 active center and analyzed the characteristics of its interaction with different polycyclic aromatic hydrocarbons, as well as with the benzo[a]pyrene immunomimetic peptide. Thus, a comprehensive analysis of the results of the obtainment of hapten-specific components of anticarcinogenic vaccines allowed us to outline a strategy for future development in this direction.

KEY WORDS benzo[a]pyrene, anticarcinogenic vaccine, immunomimetic peptide, phage display, molecular modeling

ABBREVIATIONS CBD – cellulose-binding domain; OD – optical density; BP – benzo[a]pyrene; BSA – bovine serum albumin; AB – antibody; mAB – monoclonal antibody; ELISA – enzyme-linked immunosorbent assay; PAH – polycyclic aromatic hydrocarbon

INTRODUCTION

The UN Health Agency has reported that more than 8 million people die from cancer every year. This reinforces the need to develop a novel therapeutic strategy based on antitumor vaccines. Unfortunately, such vaccines commonly target the existing disease rather than its cause.

Data from the World Health Organization (WHO) indicate that 90% of cancer cases are a result of the action of environmental carcinogenic agents. The bulk (70–80%) of such agents is made up of chemicals, including widely circulating polycyclic aromatic hydrocarbons (PAHs). It is an easy guess to assume that the identification of carcinogenic substances and their elimination from the sphere of human activity could serve as effective cancer prophylactic. However, such an approach is virtually impossible to pursue because of many factors. Therefore, the creation of antitumor defense by anticarcinogenic vaccines buttressing the immunological barrier in animals (including humans) against carcinogenic chemicals, seems necessary.

Chemical carcinogens are low-molecular substances that cannot, in themselves, induce an immune response. In 1937, Creech and Franks first synthesized conjugates of carcinogens with high-molecular carriers - blood serum proteins. They found that immunization of these conjugates leads to synthesis of specific anticarcinogenic antibodies (ABs). At the same time, some inhibition of carcinogen-induced tumor progression was noted following pre-immunization, and the idea that the approach could be applied to prevent tumor development in humans was first put forward [1].

In 1981, Moolten and associates took the next step in the development of anticarcinogenic vaccines. They prepared protein conjugates with a structural analog of carcinogen, which in itself cannot induce a tumor. The pre-immunization of animals with this conjugate
essentially decreased the probability of tumorigenesis caused by an actual carcinogen [2].

A novel approach was used by Chagnaud and associates. In 1992, they reported the preparation of an anti-idiotypic monoclonal antibody (mAB) against benz[a] pyrene (BP). The second anti-idiotypic mAB carries the internal image of a carcinogen and can induce the synthesis of the first ABs against the carcinogen without the use of carcinogen-protein conjugates. The inhibitory effect of the second mABs on the development of chemically induced tumors was described in 1993 [3].

In the mid-1980s and afterward, Silbart and associates focused their efforts on the induction of secretory ABs in the gastrointestinal and respiratory mucosa by combining carcinogen-protein conjugates with various adjuvants to create a barrier preventing carcinogen transport between the environment and the body. In a review published in 1997, Silbart directly raised the issue of the future use of anticarcinogenic vaccines in humans [4].

Since conjugates of carcinogens or their analogs with carrier proteins can lead to iatrogenic induction of tumors, and the introduction of anti-idiotypic ABs – to allergic and autoimmune diseases, the proposed approaches are inapplicable in the development of anticarcinogenic vaccines for animals, including humans.

We offer a fundamentally novel approach in anticarcinogenic vaccine development implying the use of a peptide as a hapten-specific component that can induce specific anticarcinogenic ABs. Since BP is one of the most active and widely distributed PAHs and an absolute carcinogen for humans, we set out to prepare a peptide immunomimetic of BP.

MATERIALS AND METHODS

Synthesis of conjugates

**PAH-protein conjugates** of BP, benz[a]anthracene, anthracene, chrysene, and pyrene (Aldrich, Germany) were synthesized by means of covalent binding of hapten aldehyde groups with the amino groups of the carrier protein (bovine serum albumin [BSA] or hexokinase) [5].

**Peptide-cBSA conjugates:** 2 mg of the synthetic peptide and 10 mg of 1-ethyl-3-(3-dimethylaminopropyl) carbodiimide hydrochloride (EDC) were added to 700 µL of solution containing 2 mg of cationized BSA (cBSA) [6], incubated for 2 hours, and dialyzed six times against 1 L of H2O.

Immunization of laboratory animals

**Preparation of hybridomas producing mABs specific to BP:** hybridomas were prepared by the fusion of murine Sp2/0 myeloma cells and female Balb/c mouse splenocytes following immunization with the BP-BSA conjugate [7], as described by Kohler G. and Milstein C. [8].

**Preparation of polyclonal ABs against BP:** rabbits were immunized with 2 mg of the BP-BSA conjugate by weekly intramuscular injections for three weeks. The first injection was performed with the mixture of the antigen with a complete Freund’s adjuvant (CFA) (Sigma, USA); the second – with the mixture of the antigen with an incomplete Freund’s adjuvant; and the third – with the antigen in PBS. Then, supporting injections were introduced once in two weeks. Blood was taken two months after the beginning of immunization – every other week.

**Immunization of animals with a chimeric protein containing a BP immunomimetic peptide:** Balb/c mice were immunized by intraperitoneal injections of a chimeric protein four times once every two weeks. For the first injection, the antigen was mixed with CFA. Other injections were performed using the antigen mixture with an incomplete Freund’s adjuvant. The amount of the antigen was 100–150 µg. The blood serum was tested for specific ABs against PAH, beginning from the first injection.

**Purification of anti-BP ABs** was carried out by affinity chromatography on columns filled with PAH-hexokinase-Sepharose 4B [9]. The replacement of the carrier protein enabled to avoid a preliminary purification of the antiserum from admixing ABs against the protein carrier used for immunization (anti-BSA ABs).

**ELISA**

**Identification of specific anti-PAH-BSA ABs by ELISA:** PAH-BSA conjugate (5 µg/mL, 100 µL in each well) was sorbed into wells of a polystyrene 96-well plates (Medpolymer, Russia) for 12 hours at 4°C. Nonspecific binding sites were blocked with 0.5% BSA in PBS, pH 7.2–7.4, containing 8 g of NaCl, 0.2 g of KCl, 2.68 g of Na2HPO4 × 7H2O, 0.24 g of KH2PO4 in 1 L of water, then 100 µL of blood serum samples serial dilutions in PBS containing 0.05% Tween-20 (PBST) and 0.5% BSA were added into the wells. Unbound material was removed by washing with PBST and PBS, and bound ABs were detected by treatment with an anti-mouse IgG horseradish peroxidase (Biosan, Russia) conjugate, followed by staining with TMB (Fluka, Switzerland). The optical density was determined on a microplate reader (FFM, Russia) at 450 nm.

**To detect a specific binding of the chimeric protein with anti-BP ABs:** The mono- or polyclonal AB to BP (5 µg/mL) was sorbed into wells of a polystyrene 96-well plate. Following blocking, serial dilutions of the chimeric protein in PBST containing 0.5% BSA (100 µL per a well) were added and incubated. The plates were then thoroughly washed, and 100 µL of rabbit serum...
against a cellulose-binding domain (CBD) was added into each well followed by incubation, while the bound recombinant proteins were detected with an anti-rabbit IgG horseradish peroxidase conjugate as described above. The experiment was triplicated for estimation of reproducibility.

**Competitive ELISA:** conjugate BP-BSA (5 µg/mL) was sorbed into wells of a polystyrene 96-well plate. Following blocking, a mixture of mAB B2 of equal concentration with varied amounts of a competitor (PAH or synthetic peptide) was added into the wells. The mAB B2-competitor mixtures (total volume 100 µL, each) were preincubated for 30 min at 37°C and shaken gently. All tested samples were diluted with PBST containing BSA. The plates were incubated for 1 hour at 37°C and shaken gently. Then, following thorough washing with PBST, the bound mABs were detected with an anti-mouse IgG horseradish peroxidase conjugate as described above. The experiment was triplicated for estimation of reproducibility.

**Affinity selection of phage display peptide library** was carried out according to the recommended protocol to the Ph.D.-12™ kit (New England BioLabs), with additional modifications [10].

**Chemical synthesis of peptides** by the method of activated esters in solution was performed in the Laboratory of Organic Synthesis, Institute of Chemical Biology and Fundamental Medicine, SB, RAS.

**Molecular modeling.** Optimum patterns for the AB structure modeling by homology were matched using the BLAST server. Modeling was performed using the Modeller9v1 software. Molecular docking was performed using AutoDock version 4.0. Construction of the model for a peptide comprising the pIII protein was performed using the Rosetta program for de novo modeling [11].

**RESULTS AND DISCUSSION**

**Synthesis of PAH-protein conjugates for preparation and analysis of antibodies.** A major shortcoming of known methods of PAH-protein conjugate synthesis including the preparation of BP conjugates with proteins is the formation of a polymer, which considerably decreases the yield of the soluble fraction and, as a result, makes this conjugate unsuitable for immunoassay. So, the main task in this set of studies was to prepare well-soluble hapten-protein conjugates that contain a minimum of the polymeric admixture and are stable without the need for specific stabilizers.

We applied a method of covalent hapten-protein binding via the formation of an azomethine bond between an aldehyde group of hapten and amine groups of protein [5]. The use of BP aldehyde for the synthesis of conjugates with proteins enabled good results: animal blood sera with high titers of anti-BP ABs were obtained. Immunization with a hapten bound with one carrier protein (for example BSA) followed by the detection of ABs against this hapten based on another carrier protein (hexokinase) was found to be highly effective in both the analysis of anti-BP ABs in direct and competitive ELISA and the one-step preparation of affinity-purified ABs against PAH [9].

**Preparation and immunochemical characterization of a monoclonal antibody against benzo[a]pyrene.** There are several anti-BP mABs available in the world currently (USA, Czech Republic, Japan). They were raised mainly for the development of ELISA-based test-systems to detect PAH pollutants in the environment, as well as their metabolites and DNA-adducts in the biological fluids of animals, including humans [12–14]. The main shortcoming of these mABs – in the case of hapten-specific vaccine component preparation – is the insufficient specificity of their binding with BP, compared with noncarcinogenic PAH. Besides, the capability of the abovementioned mABs to bind with hydrophobic endobiotics (steroid hormones) and aromatic aminoacids hasn’t been studied yet. So, the key stage in our work was the preparation of a highly specific anti-BP mAB and the analysis of its cross-reactions with other PAHs, steroid hormones, and aromatic aminoacids.

Among the obtained murine hybridoma clones, the clone B2 was chosen producing IgG mAB, which had no affinity to the anthracene-BSA conjugate and had low affinity to chrysene-BSA and pyrene-BSA conjugates. The mAB B2 most effectively binds BP and benzo[a]anthracene, a putative human carcinogen [7].

We checked for the possibility of cross-reaction of the mAB B2 with aminoacids, such as tryptophan and phenylalanine, based on the belief that the presence of an aromatic ring is one of the requirements of the interaction of anti-PAH AB with other substances. It is known that one aryl hydrocarbon receptor is implicated in signal transduction from PAH and endogenous substrates (in particular, estrogens); so, we also studied the cross-reaction of the mAB B2 with these substances and found no binding. This excludes the probability of preparing an anticarcinogenic vaccine with a side effect such as inducing autoimmune reactions against endogenous ligands.

**Preparation and characterization of a benzo[a]pyrene immunomimetic peptide.** We applied the phage display technique in the search
for a BP immunomimetic peptide. The procedure of affinity selection included incubation of the Ph.D-12™ initial library with mono- and polyclonal ABs to BP and washing from AB-unbound and elution of bound bacteriophages. The preliminary procedure of bacteriophage exhaustion with intact murine or rabbit IgG was substituted with cross-mapping of ABs in the third round of selection; i.e., the first two rounds were carried out on single species ABs, for instance mAb B2, and polyclonal ABs against BP were mapped with the obtained bacteriophage population in the third round, and vice versa. The proposed approach should favor the selection of high-affinity bacteriophage clones.

Five resulting bacteriophage clones were produced that specifically interact with mAB B2. Four clones resulted from cross-selection, when the two first rounds were carried out on mAB B2, and the last round – on polyclonal ABs to BP. One clone was produced when all selection rounds were carried out on mAB B2. DNA sequencing of these clones, followed by translation, demonstrated that all five clones had an identical aminoacid sequence of the recombinant peptide: LeuHisLeuPro-HisHisAspGlyValGlyTrpGly [10, 15].

The BP immunomimetic peptide (named PiP) was synthesized for further study of its immunochemical properties. Since two halves of the PiP, LeuHisLeuPro-HisHis (LH-peptide) and AspGlyValGlyTrpGly (DG-peptide), were synthesized first and then linked, we also evaluated LH- and DG-peptides for specific interaction with mAB B2.

Since the PAH structural mimicry is supposed to depend on the presence of a tryptophan residue within the peptide sequence, tryptophan was used as a negative control.

Synthetic peptides were found to compete with the BP-BSA conjugate for the binding with mAB B2. However, their binding force is substantially weaker than that of BP. Tryptophan (Trp) did not demonstrate any significant competition for binding with mAB B2 (Fig. 1). This fact suggests that Trp can specifically bind with ABs against the PAH group of chemical carcinogens, only when in context with other amino acid residues of these peptides.

The nature of LH-peptide binding with mAB B2 remains an enigma. One can speculate that a very complex interaction takes places between the PiP peptide and mAB B2, which cannot be explained by the fact that Trp or other hydrophobic residues structurally mimic BP.

Analysis of blood sera from mice immunized with peptide-BSA conjugates revealed the presence of ABs to benzo[a]anthracene and anthracene. However, their level is an order of magnitude lower than that of anti-PAH ABs induced by the immunization of mice with BP-BSA [11].

Several reports on the production of the peptide mimetic of low-molecular compounds have shown that the initial conformation of peptides present on the surface of a bacteriophage carrier can change when the peptide is disengaged, or undergo additional modification. These alterations are crucial for ABs to recognize a peptide [16].

Thus, using the Rosetta software, we constructed a model for the peptide portion within the bacteriophage M13 pIII protein. The model assumes that the Trp side radical is localized on the surface of the protein [11]. It is likely that the structure of a peptide immunomimetic enabling mimicry of PAH-type carcinogens is possible only within the context of the pIII protein. In this context, our efforts therefore focused on the production of a recombinant protein composed of the BP immunomimetic peptide and bacteriophage pIII protein.

**Preparation and characterization of a recombinant protein containing the benzo[a]pyrene immunomimetic peptide**

Several approaches in gene engineering are known to enable an increase in the expression level and stability of transgenic proteins in a bacterial system, the facilitation of the testing procedure, and to enhance efficiency in protein purification. One of these approaches is a fusion technique directed toward the synthesis of chimeric proteins. It is based on the linkage of two genes (a gene for the antigen component and that encoding a carrier protein) in one reading frame, which leads to the synthesis of a chimeric protein in the bacterial system [17].

Using this technology, we produced and characterized the chimeric protein whose antigen component comprises amino acid sequences of a BP immunomimetic peptide and the pIII protein of bacteriophage
M13, on the basis of which the Ph.D-12™ library was constructed. A CBD-domain of *Anaerocellum thermophilum* endoglucanase was used as a carrier. It can interact with high affinity with a cellulose sorbent, thus enabling the isolation and purification of the recombinant protein containing the immunomimetic peptide.

Noncompetitive ELISA was used in the study of the interaction between mAB B2 and the produced chimeric protein containing the antigen component (BP immunomimetic peptide within the pIII protein) and the carrier protein (CBD). CBD was used as the negative control. The ability of the chimeric protein containing the immunomimetic peptide to bind with mAB B2 sorbed on a plastic was found to be dose-dependent (Fig. 2). The chimeric protein did not bind polyclonal murine and rabbit ABs to BP.

Balb/c mice were intraperitoneally immunized with the chimeric protein to test for the ability of the immunomimetic peptide within the bacteriophage pIII to induce ABs against PAH. A low level of anti-PAH ABs was detected in the blood serum of immunized mice. The most prominent binding was detected between the ABs and anthracene. At the same time, the blood serum of mice immunized with the bacteriophage recombinant clone containing the BP immunomimetic peptide within the pIII protein contains a mAB against BP, wherein the titers are comparable with those in the positive control – immunization with the BP-BSA conjugate [10, 15].

With the aim to find approaches to enhancing chimeric protein immunogenicity in relation to BP, we studied – using molecular modeling – the spatial structure of the mAB B2 active center and the features characterizing its interaction with PAHs and the immunomimetic peptide.

**Peculiarities of the interaction between mAB B2 and benzo[a]pyrene immunomimetic peptide**

A model for the mAB B2 Fab-fragment was created by the method of homology using the determined primary structures of heavy and light chains. The average binding energy between the mAB B2 Fab-fragment and several PAHs calculated using molecular docking software correlated with the experimental data on cross-reactivity between mAB B2 and these PAHs, thus confirming the validity of the created model [11].

Two pockets for PAH binding possibly exist in the active center of mAB B2, as was determined by molecular docking. The best position for BP and other PAH binding was determined to be between the third loops of the light and heavy chains of mAB B2 (this pocket was named P1). Two variants of BP docking in the P1 pocket were determined: the vertical and the horizontal, the first and the second one, respectively. The second pocket between the second loop of the light chain and the third loop of the heavy chain was less profound and less preferable for PAH binding, judging from the higher binding energy predicted by the docking (this pocket was conditionally named P2) [11].

A number of molecular docking calculations for the mAB B2 Fab-fragment with tripeptides comprising PiP have been carried out with the aim of modeling the interaction between the LeuHisLeuProHisHisAspGlyValGlyTrpGly peptide and mAB B2. None of the tripeptides binds with ABs in the region of the first pocket. Several tripeptides (HisLeuPro, LeuProHis, ProHisHis, and GlyTrpGly) have bound with Ab in the region of the second pocket (Fig. 3). Three tripeptides are convergent in the presence of a histidine residue, which is not shielded by other amino acid residues. This explains the LH-peptide’s ability to compete with the BP-BSA conjugate for mAB B2.

At the same time, tryptophan, being within the BP immunomimetic peptide, obviously plays the key role in the binding of mAB B2, if the latter is exposed to the protein’s surface. This immunomimetic peptide structure is possible within the pIII protein structure.

When the presence of the second binding pocket in the active center of mAB B2 is taken into account, one can explain the fact that the chimeric protein containing the immunomimetic peptide actively binds only to mAb B2, but not other polyclonal ABs against BP.

It is likely that in the process of recombinant bacteriophage selection on mAb B2, the peptides were selected by their binding with the second pocket as the most desired one. It is possible that the initial library contained no peptide capable of specifically binding with the deeper first pocket. The fact that no clones capable of specifically binding with the mAB B2 were found among the recombinant bacteriophages that re-

---

**Fig. 2. Binding of chimeric protein containing benzo[a]pyrene immunomimetic peptide with mAB B2.**
resulted from the affinity selection on polyclonal ABs, as well as the fact that all five clones had an identical amino acid sequence, confirms the abovementioned hypothesis.

The experimentally revealed weak reverse-mimicry in vivo, i.e. weak immune reaction between AB and PAH, when mice were immunized with chimeric protein can be explained as follows.

As mentioned above, tryptophan has the closest structural similarity to BP among all side radicals. Superposition of the tryptophan and BP structures at the first position of the P1 pocket demonstrates that tryptophan, being within the polypeptide chain, cannot bind to such a deep cavity, because the length of BP exceeds that of the tryptophan side radical. At the same time, BP structural mimicry by tryptophan, in combination with some other side aminoacid radicals, is possible in the second position of the P1 pocket. It is likely that some part of AB induced by immunization with the immunomimetic peptide has a cavity for binding which is similar to the P2 pocket: therefore, tryptophan binding to AB does not generally bind to BP. Other parts of AB can possess a cavity for the binding of the P1 pocket’s second position, enabling them to bind PAHs, including BP.

**CONCLUSION**

The use of conjugates of chemical carcinogens (or their structural analogs) with macromolecular carriers as vaccines is completely unacceptable in the immune prophylaxis of malignant tumors in humans because of the risk that the vaccine itself can induce a tumor. The hybridoma technique for the production of anti-idiotypic ABs has limitations in the optimization of the immunogenic properties of target vaccines. In addition, it is complex and expensive.

The proposed approach, i.e. the production of immune peptides that mimic chemical carcinogens using phage display technology, is preferable.

The mAB B2 obtained in our experiments possesses high specificity to BP, low cross-reactivity with non-carcinogenic PAHs, and does not react with endobiotics. Moreover, molecular docking showed that the predicted average energy for dibenzo[a]pyrene binding to the mAB B2 Fab-fragment is –8.91 kcal/mol, which is higher than the values for BP and other PAHs. We have established a direct correlation between the predicted binding energy and the experimentally measured PAH cross-reactivity. Based on this, one can surmise that the usage of mAB B2 in phage display technology could be effective in the search for immune peptides that mimic not only BP, but other PAHs with higher carcinogenic activity as well.

It is important to note that anti-idiotypic mABs are produced when animals are immunized with polyclonal ABs to BP [3]. In this context, the right strategy going forward will be to use new molecular targets in the search for PAH immunomimetic peptides. In our opinion, the use of the recombinant Fab-fragment of the mAB B2 with its second pocket removed via site-directed mutagenesis seems to be the most successful avenue. The recombinant bacteriophages resulting from the selection on such AB must be tested for binding with polyclonal ABs against BP.

The second method in enhancing the immunogenicity of target vaccines against carcinogenic PAHs would be the use of other phage libraries and/or optimization of the recombinant peptide structure via point muta-
tions. This approach could enable the production of a peptide inducing a highly specific immune response to BP and more carcinogenic PAHs.
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